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Preface to ”Smart Monitoring and Control in the

Future Internet of Things”

The Internet of Things (IoT) and related technologies are promising in terms of realizing

pervasive and smart applications which, in turn, have the potential to improve the quality of life

of people living in a connected world. According to the IoT vision, all things can cooperate among

them and can be managed from anywhere via the Internet, to allow tight integration between physical

and cyber worlds, thus improving efficiency, promoting usability, and opening up new application

opportunities. Today, IoT technologies are successfully exploited in several domains, providing both

social and economic benefits. The realization of the full potential of the next generation of the

Internet of Things still needs further research efforts concerning, for instance: the identification of

new architectures, methodologies, and infrastructures dealing with distributed and decentralized

IoT systems; the integration of the IoT with cognitive and social capabilities; the enhancement of the

sensing–analysis–control cycle; the integration of consciousness and awareness in IoT environments;

and the design of new algorithms and techniques for managing IoT big data.

This Special Issue gathers contributions and research efforts about advancements in the IoT

domain covering important topics such as networking and communication; frameworks and

platforms; approaches for modeling, information analysis and discovery; and indoor localization and

tracking.

Research outcomes are provided in the fields of smart environments, smart manufacturing,

smart health, and smart infrastructures.

Antonio Guerrieri, Franco Cicirelli, Andrea Vinci

Special Issue Editors
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Abstract: Those working on Blockchain technologies have described several new innovative directions
and novel services in the Internet of things (IoT), including decentralized trust, trusted and verifiable
execution of smart contracts, and machine-to-machine communications and automation that reach
beyond the mere exchange of data. However, applying blockchain principles in the IoT is a challenge
due to the constraints of the end devices. Because of fierce cost pressure, the hardware resources
in these devices are usually reduced to the minimum necessary for operation. To achieve the
high coverage needed, low bitrate mobile or wireless technologies are frequently applied, so the
communication is often constrained, too. These constraints make the implementation of blockchain
nodes for IoT as standalone end-devices impractical or even impossible. We therefore investigated
possible design approaches to decentralized applications based on the Ethereum blockchain for the IoT.
We proposed and evaluated three application architectures differing in communication, computation,
storage, and security requirements. In a pilot setup we measured and analyzed the data traffic
needed to run the blockchain clients and their applications. We found out that with the appropriate
designs and the remote server architecture we can strongly reduce the storage and communication
requirements imposed on devices, with predictable security implications. Periodic device traffic is
reduced to 2400 B/s (HTTP) and 170 B/s (Websocket) from about 18 kB/s in the standalone-device
full client architecture. A notification about a captured blockchain event and the corresponding
verification resulted in about 2000 B of data. A transaction sent from the application to the client
resulted in an about 500 B (HTTP) and 300 B message (Websocket). The key store location, which
affects the serialization of a transaction, only had a small influence on the transaction-related data.
Raw transaction messages were 45 B larger than when passing the JSON transaction objects. These
findings provide directions for fog/cloud IoT application designers to avoid unrealistic expectations
imposed upon their IoT devices and blockchain technologies, and enable them to select the appropriate
system design according to the intended use case and system constraints. However, for very low
bit-rate communication networks, new communication protocols for device to blockchain-client need
to be considered.

Keywords: architecture; blockchain; communication constraints; decentralized application; Ethereum;
Internet of things

1. Introduction

The Internet o things (IoT) [1] is a well-established concept referring to numerous interconnected
things along with corresponding cloud or fog/edge-based applications. It is revolutionizing the
Internet and is being deployed in a variety of application domains. The distributed ledgers on the
other hand—which are currently mostly implemented with blockchain technologies (BC)—are still
emerging [2]. Nevertheless, they are likely to disrupt the field of ICT systems, services, and applications

Sensors 2019, 19, 2647; doi:10.3390/s19112647 www.mdpi.com/journal/sensors1
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just as strongly as the IoT has in the past. There have already been initial attempts to jointly
use the IoT and distributed ledgers [3–10]. These attempts tend to study the feasibility of such
application development approaches, provide proofs of concepts (PoC), explore possible use cases,
and highlight future business opportunities. Despite the broken illusions about cryptocurrencies in
2018, the technological development in blockchain technologies continues. It started focusing even
more on non-monetary applications, including the IoT. This includes seeking performance in BC
networks, investigating the role of artificial intelligence for the blockchain, and developing tools,
middleware, and service frameworks for real-world business.

The scope of the existing BC systems is divergent in terms of technological features, as well
as in their acceptance among the user- and developer communities. In the decade since their first
introduction, BC research and development focused on enabling technologies and first BC-based
decentralized applications. With the first examples of BC-based IoT solution deployments, certain
inefficiencies in current BC designs started appearing. Micropayments for example have become almost
unrealistic in the Bitcoin (or Ethereum) network due to high transaction fees and long transaction
confirmation times. The scalability and performance needed for the IoT (expected billions of devices)
is often limited due to the size of the blockchain and limited transaction rates and excessive latency.
The existing BC protocols, e.g., Bitcoin [11] and Ethereum [12], endeavor to face some of these
inefficiencies with functional extensions, such as state channels [13,14], sharding [15], and oracles [16].
In parallel, new ledger protocols are being developed, e.g., the Hyperledger Fabric (HLF) [17], NEO [18],
IOTA [19], Cardano [20] or Stellar [21] with some of the IoT requirements built-in from scratch. Both
developments—the IoT and the BC—are naturally seeking to be combined in common solutions, which
thus provide an immense space for application development and use. However, the right approach
and the selection of appropriate technologies are far from being straightforward. Beside the differences
in technological features, issues like the scalability, transaction costs, deployment in constrained IoT
devices must be considered. The same holds for the acceptance of a particular blockchain technology
among user and developer communities. The selection can crucially depend on the details of an
intended use case, too. Despite a variety of existing and emerging BC technologies, Ethereum is by far
the most popular platform for IoT BC applications. Among eleven cases from different application
domains presented [22], seven are based on Ethereum and the remaining four are multiplatform
(i.e., including the Ethereum).

Interestingly, very little scientific research can be found on actual system and communication
requirements to run IoT devices with full blockchain support. For Ethereum even the developers’
documentation and installation instructions do not clearly state the necessary allocation of resources to
run a full blockchain client successfully. Various user reports [23–25] indicate that at least 2–4 GB RAM
and extensive swap sizes are needed to run the client as a full node. For Bitcoin the instructions state
just that one needs “a desktop or laptop hardware running recent versions of Windows, Mac OS X,
or Linux” and 2 GB RAM [26] for the full client. The storage requirements are determined by the
size of the full blockchain, which in May 2019 was about 204 GB in Bitcoin [27], 130 GB in Ethereum
with fast sync option applied [28], and 225 GB for a full node [29]. Both are constantly increasing at
about 0.1-0.5 GB per day and resulting in approximately 2-5 kB/s of constant communication traffic.
In IOTA the requirements are not explicitly defined either, but seem to be comparable to the ones
in Ethereum. Block data snapshots are applied in IOTA, which is similar to the pruning concept in
blockchain. The storage requirements in IOTA are therefore lower, but can still reach several dozens
of GB per node. Despite lacking the precise numbers for the requirements, these figures exceed the
capacities of embedded IoT devices.

We therefore face a research and engineering challenge, namely how to bring the blockchain
capabilities to the IoT devices that can be constrained in CPU, RAM, storage, communication bandwidth,
and energy consumption, and the like. Not all these constraints are necessarily present in every element
of an IoT system. The second challenge refers to the security implications of the selected architectural
approaches for applications of blockchain technologies for IoT.

2



Sensors 2019, 19, 2647

In this article we:

(1) Present the practical constraints from the perspective of end devices in the development of IoT
applications based on the Ethereum blockchain as one of the viable and very popular platform
for IoT BC applications.

(2) Elaborate and compare in terms of computation and communication constraints, as well as in
terms of security, three architectural approaches for the design of IoT end-device applications
based on the Ethereum BC.

(3) Analyze the results of communication traffic measurements in these architectures to clearly
estimate the communication constraints.

Our research provides directions for IoT application designers to enable them to select the
appropriate system design and avoiding the placement of unrealistic expectations on IoT devices and
BC technologies. Their architectural approach can thus be shaped according to the intended use and
the specifics of the planned IoT system.

In Section 2 we briefly present the related work and indicate possible use of decentralized BC
applications in IoT. In Section 3 we outline the principles of distributed BC application development
for the IoT based on the Ethereum. These principles are elaborated into three architectural approaches
for BC enabled IoT devices—Section 4—which differ in communication and computation constraints,
as well as in in their security implications. In our pilot installation we measured and analyzed the
traffic in various architectures. These results are presented in Section 5 and discussed in Section 6.

2. Related Work

There are not many successful use cases of IoT BC solutions with important and practical business
impacts that also reach beyond a proof-of-concept (PoC) and incorporate more than just a limited
number of devices. This is not surprising, as the application domain of IoT with blockchain is still
in its infancy. Current activities are directed primarily towards the clarification of the role of the
BC in the IoT, testing limitations in implementation, and exploring possible business opportunities.
Nevertheless, interesting use cases have been presented, primarily in the domains of smart home,
smart grid and electric charging, logistics, and IoT device management.

The adoption of BC in IoT is analyzed in [30]. It highlights three significant challenges such as a
high resource demand, long latency, and low scalability. It proposes an architecture that combines
private and public BC, with simplified block management and cluster headers as gateway entities
that provide public BC functionalities for other devices in the system. The same first author in [31]
presents the optimization of the BC in the context of smart homes. They analyze security and privacy
aspects, along with the overhead introduced by the BC, which remains low and manageable even for
resource-constrained devices. Blockchain and IoT integration is further investigated in [32] and in [22].

In [33] they investigate the role of the BC in the mobile charging of electrical vehicles. The concept
is presented generally and does not refer to any specific BC technology. The need for the dissemination
of chain blocks at all charging stations is not clearly justified and it seems as if a traditional server-based
solution could do the job, too. Nevertheless, they point out problems of running full BC clients on
constrained nodes. They suggest light clients (Simplified Payment Verification, SPV) and a reduced
number of full nodes acting as gateways (called Service Provider, SP).

In [34] they present a prototype of an end-to-end solution, based on an Ethereum BC-controlled
IoT electric switch. They implemented the hardware and software for the device, along with the smart
contract and the Ethereum compliant web applications for use and control of the system. The device
was later upgraded to measure consumption, too. It thus acts as an independent BC node, reporting
the measurement status into the chain. In [35] they investigate the support of BCs in various IoT
platforms and in [36] they analyze the requirements of IoT devices for the Ethereum BC.

There are other examples of electricity-related use cases of BC technologies for IoT that rely on
current public BC networks. In SGs the key challenges that are currently being addressed with the IoT
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and BC are smart meter reading, selling surplus energy in local microgrids, electric vehicle charging,
and demand side management [6,37].

Other application domains present interesting cases of IoT blockchain applications [22], too.
Logistics companies are investigating the role of the IoT and BC for product identification and tracking
cargo shipments. The idea behind the SmartCargo [7] is that the shipping process should be automated,
secure, and transparent throughout the logistic process. Their solution is based on IoT and blockchain
and, inter alia, gives access to trustworthy and live cargo tracking. In [4] a container tracking solution
is presented that measures light, temperature, and other environmental parameters, and then secures
this information in a blockchain. In [5] a similar approach is applied in the pharma supply chain.
IoT device management is fundamental to other application domains because it includes access and
storage of IoT data in BCs. In [38] this concept is proven in a smart-home scenario to manage home
appliances and electricity consumption. A similar idea is elaborated in [39] for the management of
vending machines.

Authors in [8] address privacy risks and security concerns in IoT-based healthcare applications.
They propose a framework with additional privacy and security properties in a blockchain for IoT,
to provide secure management and analysis of healthcare-related big data.

In an envisaged on-demand insurance scenario the study [9] combines blockchain technology
with IoT sensors installed in a vehicle. Their proposed system, which is an example of a decentralized
blockchain IoT application, enables semi-automatic activation of car insurance coverage.

IoT security, too, can be greatly supported by blockchain technologies. In [40] they elaborate
various challenges in effectively implementing security for IoT devices, including resource limitations,
device heterogeneity, interoperability of (security) protocols, and scalability and latency of BC networks.
Another study [10] elaborates options for access management in IoT. It provides an architecture of a
fully distributed access control system based on Ethereum blockchain technology for arbitrating roles
and permissions in IoT.

Ethereum as the Ledger Technology for the IoT

In [41] the authors provide a systematic overview of BC technologies and smart contracts for
the IoT. They identify several issues that may come up when IoT makers experiment further with
BCs, and have their IoT devices participate in a BC network. In this respect they point out the limited
transaction throughput (compared to the traditional databases), privacy in the BC, the appropriate
selection of BC miners to prevent transaction censoring, the limited legal enforceability of smart
contracts, and smart contract validation and security. Rapid developments of blockchain protocols
and practical deployments in proofs-of-concepts pointed out that some of the expectations [42] that in
the past were placed on blockchain technology for the IoT cannot be taken for granted. Especially
current major public BC networks, with their still-present scalability, delay, and cost issues, indicate
the need for a clear understanding of new architectural options and required protocol enhancements.
An insight into the expectations, actual position and possible remedies is given in Table 1.

The existing BC protocols try to cope with their limitations by making additions that more or less
successfully patch the core BC protocols. The state channels, for example, in comparison to the current
BC architectures, combine off- and on-chain transactions to contribute to additional scalability, privacy,
and the reduction of confirmation delays. In Ethereum this approach is manifested in the Generalized
state channels and μRaiden and Raiden networks [13], and in BTC in the Lightning network [14].
The Ethereum smart contracts cannot contact external URLs, which limits their integration with the
“world outside of the chain”. This shortcoming could be outdone by oracles [16]. These serve as
intermediaries, providing data feeds along with an authenticity proof to the blockchain from/to external
software (e.g., web sites) or hardware entities. These add-ons have garnered some interest, but are
not yet mature (e.g., strong mismatches between announced roadmaps and actual dates of delivery)
and with little practical acceptance. This explains why IOTA took a different approach, where the
ledger technology (and entire system around it) was designed for the IoT from the very beginning.

4
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Table 1. Expectation put on blockchain technologies in the Internet of things (IoT).

Expectations Facts Remedies

Build trust Yes, trusted transaction ledgers based on
decentralized trustless infrastructure. -

Scalability Very limited in major public BC networks.

New consensus algorithms; state channels;
non-blockchain based distributed ledger

technologies; private or permissioned networks,
cross-chain solutions

Accelerated transactions Very poor in major public BC networks, sometimes long
transaction confirmation delays and low throughput.

Protocol improvements (state channels,
sharding); private or permissioned networks;

new BC principles (tangle)

Data monetization, micro
payments (cost reduction)

Far from being true in major public BC networks.
Transaction costs in the Ethereum are about 0.1 USD

and in Bitcoin about 2 USD.

New consensus algorithms;
private or permissioned networks

Device autonomy and
M2M transactions Yes, considering the previously mentioned limitations. -

In this article we elaborate upon the architectures of IoT devices and applications that are based
on the Ethereum network. With this selection we in no way wish to single it out as the only appropriate
ledger technology in this context. However, the Ethereum network has a proven record in supporting
smart contracts, mature implementations of blockchain clients and programming libraries, a large
application development community, industry support, and many successful examples of interesting
decentralized applications (DApps) already developed. The Ethereum protocols can be implemented
in private networks, too, and this can be another option for alleviating, e.g., scalability constraints or
transaction costs. For these reasons it is always an option that has to be seriously considered as a viable
technological candidate.

The Ethereum protocol, which is being developed by The Ethereum Foundation, is specified in
the Yellow paper [43]. New Ethereum transactions are formed in blocks that are validated by mining
nodes. The miners use consensus algorithms for validation and they are rewarded for their work.
The Ethereum nodes can participate in various public networks, as for example the mainnet or the test
network Ropsten.

The key innovation in the Ethereum protocol compared to BTC is the support of smart contracts
(SC). These are not some formal requirements or obligations, but can be more adequately explained as
autonomous agents, whose behavior is determined by their contract code. This code is executed every
time this account receives a message, which is a transaction addressed to it. To develop smart contracts
and thus the decentralized applications, a computationally universal (i.e., Turing complete) language
is provided. The fundamental smart contract language is the low-level bytecode language and the
Ethereum network provides a virtual machine (i.e., Ethereum virtual machine, EVM) which executes
such code. Several high(er) level languages are available for application development. The current
flagship is Solidity [44]—a JavaScript like language—but other languages have been used in the past.
Higher-level code is compiled to bytecode prior to execution in the EVM.

3. Decentralized Applications with Ethereum

Distributed ledgers provide a trusted environment for transactions. In terms of application
development for the IoT, two paradigms can be combined—IoT applications with BC support and
on-chain logic. Both parts together comprise a decentralized application (DApp), which utilizes the
blockchain. Depending on the intended use, both application parts can be combined into one solution,
as depicted in Figure 1.

• On-chain application logic refers to smart contracts (i.e., chaincode in Hyperledger Fabric (HLF)),
which are programs deployed and executed in the BC network. Executions of smart contracts are
validated in BC. BC thus provides a decentralized and trusted virtual machine for smart contract
executions. The on-chain logic is not absolutely required for the IoT.
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• IoT applications with BC support are web, mobile and embedded applications, which use the BC
via client APIs that are made available by the BC clients. These parts of decentralized applications
are required for user interfaces and for IoT devices to utilize the BC.

Figure 1. Ethereum’s decentralized application architecture for the IoT.

3.1. On-Chain Application Logic

The decentralized environment for trusted transactions, which eliminates the need for trusted
central authorities, is the foundation of cryptocurrencies. However, some BC technologies go beyond
that and provide smart contracts—the truly revolutionizing feature of the BC, which is not present
in traditional web, cloud, and mashup architectures. Smart contracts constitute on-chain business
logic that is executed within the blockchain network. Such execution can be verified by any network
participant and thus trusted in the same way that any other transaction in a BC network is.

Smart contract code is written in a corresponding programming language (e.g., in Solidity for
Ethereum, in Go or Java for HLF, in C#, Java or Python for NEO); it is then compiled to the bitcode
suitable for a particular BC, and deployed to the network.

Once deployed in the BC network, a smart contract is addressed by its unique address, similarly
to regular BC accounts. A smart contract highlights functions that can be used by other blockchain
accounts. These functions represent a kind of an on-chain API for other BC accounts, and are accessible
via the blockchain. A smart contract receives transactions addressed to it, with parameters required by
a specific SC function embedded in the transaction. The smart contract processes the incoming request
according to its programming logic and optionally launches events. The events can be later captured
by other clients in the blockchain. The events can thus trigger those actions in IoT applications that
rely on the blockchain and have to react upon changes to chain and smart contracts.

3.2. IoT Applications with BC Support

Web, mobile, or embedded applications combine regular application logic (e.g., for user interfaces,
sensor data acquisition, local data processing) with BC capabilities. Such capabilities can include a
simple transaction exchange in the BC network or communications with an on-chain application part,
i.e., a smart contract. The IoT applications use the BC via BC client API libraries and the BC client APIs
that are exposed by the BC clients. These functional blocks of the IoT application part are described in
more detail in the continuation of this section.

An unmanned embedded IoT system operates without direct user interventions, so a browser
is not the appropriate environment for application execution. In that case an application is usually
executed in some server side runtime environment (e.g., NodeJS for JS) and the appropriate BC client
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API libraries must be imported to the environment for proper operation. This is the foundation of an
IoT device with BC support.

There are two key modes of operation for BC-enabled IoT devices to work with and react upon
the changes in the BC:

• In the first case a device is identified by a BC address/account. The BC transactions can be sent
to and from this address. For the outgoing transactions to be properly signed by the issuers,
the location of and secure access to the account key store are needed (see Section 3.3 for details).
In this mode the device/application can, e.g., autonomously record its status in the chain.

• In the second case, an IoT device does not have its own BC account. However, even without
it, a device can intercept the transactions or the events created by the smart contracts and the
BC network. In this way the application can execute certain actions (e.g., toggle on a relay), if a
corresponding transaction or event was recorded in the chain (e.g., transaction of some value to a
specified BC address). This mode of operation is passive, as IoT devices/application cannot create
transactions (operates as a sniffer), but it is much simpler in terms of secure key store management.

While rather distinct in their scopes, both modes of operation have practical value for IoT
applications with blockchain support. In smart grids, for example, a passive sniffer could be used for a
prepaid energy meter. The meter would intercept its expected status from the blockchain and provide
electricity only if enough funds were available. If the consumption exceeds the prepaid quantity,
the meter switches off the power. To do this, the meter does not create a transaction and does not need
to have its own BC address. An active blockchain node would be required for metering where the
device reports its status to the BC network. A meter reading would be reported through a transaction
created in the meter and identified by that meters’ unique BC address. Any other more complex
scenario (e.g., device automation, autonomous negotiations via the BC) requires active nodes, too.

3.3. Building Blocks of an IoT Application for the Ethereum Blockchain

There are five key functional blocks present in an IoT application, with blockchain support to
provide the desired functionality and communicate properly with the BC:

• The BC client is responsible for running the BC protocols and thus all communication with the
BC network. This includes the management of blocks (keeping the local chain up-to-date) and
transactions (e.g., sending outgoing transactions), listening to events, management of peers and
the network, monitoring of chain status, managing the accounts or mining blocks. There are
several Ethereum BC client implementations available, but geth [45] usually serves as the reference,
because it is being developed by Ethereum Foundation developers. A popular alternative is
the parity client [46]. There are several synchronization options for the BC client, which affect
communication, processing, and storage requirements for the device. Full syncing implies
download, verification, and processing of all the chain blocks. In the initial stage fast syncing [28]
downloads the transaction receipts along the blocks, and pulls an entire recent state database. Only
when the chain reaches a recent enough state, fast sync switches to block processing. This results
in much faster synchronization and less download traffic in the initial phase, but potentially opens
additional security considerations. With the light syncing option the client only gets the current
state. To verify elements, it needs to make inquiries to full nodes. The requirements for light
syncing are reduced even further.

• The key store is the location of the private keys associated with a blockchain account. The keys
are needed to duly sign the outgoing transactions and thus also access the funds in the account.
A lost or stolen key store usually results in severe security breaches.

• The BC client API is a part of the BC client that exposes the clients’ capabilities. Through this client
API the entire functionality of the BC client can be exploited. The API can be accessed through
common programing and communication interfaces, usually the inter-process communication
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(IPC), HTTP POST, or Websocket (WS). The IPC can be applied if the application and the BC client
run on the same physical device (local communication). The HTTP and WS on the other hand
enable also a remote access to the BC client. The data passing through one of these channels is
usually structured as JSON.

• BC client API libraries facilitate the application development and use of the BC client API. There
are various implementations of these libraries available, for different programming languages and
by different developers. In Ethereum such a library is the web3.js [47] (current version 1.0.0) for
JavaScript programming. Other implementations may vary in their maturity. These programming
libraries are included in the application projects. Apart from interfacing the BC client API, these
libraries can provide additional features, as for example a local key store, which keeps and secures
access to user accounts and keys, and facilitates the signing of outgoing transactions. This is of
utmost importance for the IoT BC application development, as now the application code can
manage the accounts easily, securely, and without user interaction.

• The application implements the desired functionality and utilizes the BC through the BC client
API libraries.

The application programming code is, in the case of Ethereum, mostly written in JavaScript.
The reasons for this are twofold. First, in both cases the JS BC client API libraries are the most
advanced and proven, and second, it is suitable for browser-based applications, as well as the IoT
device applications.

3.4. Ethereum Transaction Lifecycle

Ethereum transactions transfer value between accounts, pass data to SC function calls, and deploy
new smart contracts to the BC network. Once submitted to the BC network, the transactions are
organized in blocks by mining nodes, which then execute consensus algorithms upon these blocks.
A successfully mined block is added to the chain and the incorporated transactions become part of
the irrevocable ledger of past transactions. The Ethereum BC client is responsible for the creation
and submission of the transaction to the BC network. An Ethereum BC transaction that is compliant
with the Ethereum BC protocol is a set of data that are serialized in the Recursive Length Prefix (RLP)
format. In this format there are no parameter names and the input values are in hexadecimal format.
Such a message is called a raw transaction.

The BC client API libraries provide functions for signing the transactions and passing them on
to the BC network. In the programming language of the application a transaction is presented as a
data structure (object), which is then passed on to the corresponding functions. This data structure
is unsigned and has no signature filed. In JS programing with the web3.js 1.0.0 library for example,
the function sendTransaction() receives such a structure in JSON format, creates the appropriate
signature, encodes the results in the RLP format to build the raw transaction, and broadcasts it to the
BC network peers. The signTransaction() on the other hand only creates a raw transaction that can
be then later passed to the network by, e.g., sendSignedTransaction(). For a transaction to be signed,
the sendTransaction() and signTransaction() require access to an unlocked Ethereum account.

3.5. Stand-Alone Blockchain IoT Device Architecture

The stand-alone blockchain device architecture is the initial architecture for the deployment of an
end-system (including IoT devices) running applications with blockchain support. The BC client can be
configured for full, fast, or light syncing. With full and fast syncing this architecture is only applicable in
constraint-less devices and serves as the reference point for elaboration and investigation of practically
feasible architectures, which are presented in Section 4. In the stand-alone device architecture, which
is depicted in Figure 2, all the functional blocks run on the same physical device. As the BC client
(geth) is running there as well, it imposes high demands on the CPU, memory, and storage. If the full
BC synchronization is enabled, more than 225 GB [29] of Ethereum chain data must be counted in
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order to be transferred to and stored at the device. With fast synchronization the size of stored chain
data is lower than in full chain, but is still about 130 GB. However, once the client is partially synced,
additional growth of the chain data and the related communication traffic are the same in both cases.
With light synchronization, communication traffic is further reduced to about 1.1 GB. This setup still
requires a reliable and permanent communication channel. The key disadvantage of light syncing is
unreliable smart contract event filtering.

Figure 2. Stand-alone blockchain IoT device architecture [36].

The key store in this case is placed locally and is unlocked by the geth upon the BC client
initialization. The key risk in this architecture is the hardware security (stolen keys, if the physical
device’s privacy is violated).

The constraints from the perspective of a transaction management are summarized in Table 2.
Our experience with such a setup showed that it is suitable only for the most powerful (IoT) devices.
We tried to run the full client on a Raspberry Pi 3 Model B embedded system with a wired Internet
connection. The syncing of the chain proved to be highly unreliable. We experienced unusually long
synchronizations (syncing running for several days but still not completing), unexpected interruptions
in synchronization, etc. While conducting these tests we had a reference client running on a regular
computer (same IP network capacities) and syncing there was unproblematic. It is important to
know that an unsynchronized BC prevents the application part from using any BC services. We tried
running the geth in light mode, too. The syncing was more successful; however, we experienced severe
problems in filtering the events that were launched by our smart contract. Some events were lost due
to incomplete data information having been provided, despite the corresponding transactions being
duly recorded and chain synced.

Table 2. Possible constraints in an Ethereum transaction management.

Lifecycle Point Possible Constraints

Creation of a transaction object No additional constraints
Keeping the key store Hardware security

Signing a transaction Computational constraints—might be an
issue for very simple devices

Serialization No constraints

Submitting to the BC network Communication constraints—if low rate
communications are applied

Adding transaction to a chain block Not relevant for end devices
Syncing the full node,

including full and fast mode
Communication and storage constraints—

to demanding for an end device

Syncing the light node

Communication constraints—permanent
communication channel is required;

Application constraints—unreliable smart
contract event filtering

Informing about the status of the
chain from a remote full client

Communication constraints—if low rate
communications are applied
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4. Ethereum Application Deployment Options for Constrained Devices

Architectures of IoT applications with blockchain support heavily depend on the capabilities and
limitations of the IoT devices where the applications are deployed. The IoT devices demonstrate a
wide range of communication (bitrate, persistence of connectivity) and computation (CPU, storage)
capabilities, ranging from dumb sensor nodes to fully equipped computers. It is therefore necessary to
know these capabilities in advance, to properly select where particular functional blocks (Section 3.3)
can run and how they are configured. The challenge is how to organize the required building blocks and
implement devices that functionally resemble the stand-alone IoT node—presented in Section 3.5—but
with architectures that address possible constraints. All the considerations about the architecture and
configurations aimed at providing a reliable execution of the IoT application logic and of the workflow
for the Ethereum transactions (creation, signing, submitting, monitoring) and events.

Starting from the stand-alone IoT node architecture, there are two possible architectural choices
at disposal:

• the location of the (full) blockchain client, and
• the location of the key store

The first step is to move the blockchain client out of the IoT device and run it on a constraint less
network proxy. We call this architecture the remote geth client architecture. Further on we have two
possibilities for the key store location. The key store can remain at the IoT device, referred to as a
remote geth client with local key store architecture. The second step is to also place the key store to the
remote location and keep it with the blockchain client. We refer to this as the remote geth client with
remote key store architecture.

Remote geth client architecture to some extent digresses from the fully decentralized peer-to-peer
philosophy that is fundamental to the distributed ledgers and BCs. It requires a certain level of trust
in the proxy node where the remote client is running. On the other hand, similar approaches are
taken, e.g., for most mobile BC clients (that mobile app has to trust the server that provides it the BC
functionality). The recent fog computing developments and 4/5G network architectures also indicate
that network edge nodes could serve as application gateways, providing functionality to the end
nodes. In deployment of decentralized applications we can rely on providers like Infura [48], too.
Instead of running Ethereum nodes on our own, a remote node with the API and a reliable BC network
connectivity can be provided as a service. In a similar way some other blockchain APIs are made
available [49]. As part of the BigQuery Public Datasets program, in 2018 Google Cloud released
datasets consisting of the blockchain transaction history for Bitcoin and Ethereum and introduced
additional cryptocurrencies later [50]. As the objective of BigQuery is different, this data is meant for
BC network and smart contract analytics and not for the deployment of decentralized applications.

However, in addition to the favorable impact on computation, storage, and communication
requirements, architectural variations may affect the security of the overall decentralized application.
The security impact caused by the architectural variations cannot be completely avoided, but
understanding the possible security implications makes the security risks predictable and the
requirements acceptable. In particular, the hardware security risk can increase and the level of
decentralization can decrease. The possible security implications are therefore also considered in
selecting the architectural variations. The stand-alone node clearly provides the highest level of
decentralization and the related trust, which is the blockchain’s key security attribute. Transferring
the blockchain functionalities from the end-device to remote nodes requires trust in these nodes.
The level of the required trust varies according to the blockchain services that these nodes are providing.
The architectural options in the IoT device design for blockchain range from the (practically infeasible)
full nodes, to web-hosted exchanges, where the entire end device utilizes none of the blockchain
functions directly. There is less risk, e.g., if a device creates and signs its own transactions and the
remote node only distributes them to the blockchain. If the key store is kept at the remote node and
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the transactions are signed there, then the level of trust in the node must be high. If remote nodes are
applied as a service, no application key stores can be kept at the server for security reasons.

The deployment options are compared in Table 3 and analyzed following subsections.

Table 3. Comparison of deployment options.

Requirement/Feature
Standalone
Full Node

Remote Client
and Remote
Key Store

Remote Client
and Local
Key Store

Remote Client
and Proprietary

Protocol

Computation High Low Moderate Low–Moderate 1

Communication High Moderate Moderate Low
Storage High Low Low Low

Decentralization Highest Moderate High Moderate–High 1

Device security risk High Low High Low or High 1

1 A range of options is possible.

The remote geth client architecture can be practically deployed in, e.g., smart grid systems. For
example, if the power line communications (PLC) is applied for connectivity, the blockchain proxy
could reside at a message-aggregating gateway or data concentrator, which is already located at the
secondary substation and terminates the PLC connections. A secondary substation usually has its
own local area network and broadband connectivity towards higher levels of the grid architecture, so
running a full client there is possible.

4.1. Remote Geth Client with Remote Key Store

With remote geth clients and remote key stores we run geth on a separate, constraint-free server.
The JavaScript application of course remains at the local IoT device. The most resource intensive part is
thus moved from the IoT device. A remote server exposes the geth functionality over JSON-RPC API,
with HTTP or WS as the transport channel. In this setup the key store remains at the server. The key
store is applied at the geth client initialization, just as in the case of a stand-alone node. The remote
geth client with remote key store architecture is depicted in Figure 3.

Figure 3. Remote geth client with remote key store [36].

This architecture actually proved to have a practical value. A local device was successful in
running the application part, while a remote server seamlessly ran the geth. This approach most
efficiently reduces computation and storage requirements set to the local device. It also importantly
reduces the communication requirements, because only the incoming notifications about subscribed
events and outgoing transactions have to be transferred. With the remote geth client architecture
the blockchain synchronization data does not access the local device. As presented later in Section 5,
a typical transaction submitted by the application to the geth in the form of JSON-RPC over HTTP
was comprised of one HTTP POST request and a corresponding response. In this request the JSON
transaction object is passed to the BC client API function call. The size of the request messages
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was about 800B. The response message was smaller at 280 B. When WS was used instead of HTTP,
the messages were roughly 200 B smaller. This does not seem like much, but it can still exceed the
communication limits of low bit-rate devices. This is especially true if not merely a limited number
of transactions is passed over HTTP/WS, but also some event filtering from web3.js is applied that
utilizes the polling principle, generating a constant network load.

However, this architecture has potential security risks we need to understand. If geth is run with
the key store unlocked, then anyone accessing the geth with JSON-RPC over HTTP or WS can create
transactions signed with this key. There is no access control to HTTP or WS built into the geth, so we
need to plan the IP network layer’s security very carefully in this case. These risks are relevant only
where the IoT device acts as an active transaction creator. If it runs in passive mode (sniffing the chain
for transactions and events), then no key store is required, so there are no risks in this respect.

Smart grids are viewed as a possible application of this architecture, predominantly for devices
running in passive mode, as for example load control via blockchain or device management.

4.2. Remote Geth Client with Local Key Store

The remote geth client with local key store architecture—which is depicted in Figure 4—and the
one with remote key store differ in how the key store is positioned. As this is no longer placed on
the server, the security risk of sharing the same geth client among several devices diminishes. In fact,
in terms of security, only the client’s availability remains a relevant issue. The blockchain data kept
by the client is readily available in the BC network to any other participant and is not meant to be
private. In this case, however, the application has to (create and) submit raw transactions, including
the signature and apply proper serialization. Key store management and signing of transactions is
already supported in the web3.js.

Figure 4. Remote geth client with local key store.

Due to the remote location of the client this approach also efficiently reduces computation and
storage requirements set to the local device. The slightly increased computational requirements are
related to the signing of transactions, now done locally. It also importantly reduces the communication
requirements, just like the architecture with the remote key store. The remaining traffic volumes are
comparable to the ones in the remote key store approach, as discussed in Section 4.1. Interestingly,
passing raw transactions instead of JSON transaction objects over the HTTP/WS did not result in smaller
message sizes, which were expected due to the more efficient RLP encoding. The raw transaction
namely includes the signature and transaction hash (not present in JSON transaction object), resulting
in messages that in this particular case were about 40B larger.

In terms of security this architecture is much closer to the initial idea of a fully decentralized
blockchain network. Every local device is identified by its own Ethereum account and keeps its key
store. The need to trust the network proxy is largely reduced and is concentrated to the availability of
proxy services. Even a selection of arbitrary geth proxies is possible. However, additional hardware
security risks emerge, due to local positioning of the key store and possible device tampering.
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Nonetheless, the hardware security requirements are at least to some extent readily addressed in the
current (non blockchain) IoT devices, as for example smart meter solutions. Smart meter manufacturers
should provide security levels in their devices that are comparable to the ones in online payment
systems. This includes secure storage of cryptographic keys and certificates. For example, the study [51]
addresses the need for cost-effective tamper-resistant smart energy devices, and [52] the security
standards supporting smart grid reliable operation, including the role of trusted computing platforms
for smart grid. Nevertheless, it is true that actual secure implementation is still a vendor-specific issue,
affected by cost and resource constraints, and performance considerations [53].

4.3. Proprietary Local-Device to Remote-Server Communication

The remote client lets us successfully address the computational and storage constraints.
Even though the communication load is drastically reduced compared to the full node architecture,
it still remains too big for low-bit-rate networks. The communication between the local device and the
geth client over the HTTP/WS was not optimized for minimum communication loads. The redundancy
is for example in hexadecimal encodings of raw transactions in API calls, application layer overhead
and headers, and event notification management.

As the last option we therefore propose a proprietary communication protocol between the IoT
local device end the remote (geth) server, as seen in Figure 5, discarding the existing JSON or RLP data
formats. We see two benefits in this; first, the communication bandwidth requirements can be reduced
to the minimum, and be thus able to communicate over low bit-rate channels, too. Second, we can
apply advanced server access controls to minimize security risks described in the remote geth client
with remote key store architecture. According to our knowledge no such solution has been provided
for the Ethereum network.

Figure 5. Proprietary wrapper for communication between the device and the remote server.

The approach could be implemented as a proprietary communication wrapper, with corresponding
instances placed at the proxy node and at the local device. At the time of writing the web3.js library only
facilitates the remote key store approach. Local creation and signing of the transactions with web3.js is
only possible if the library has a Websocket connection (which is discarded in this architecture) to a
geth client. However, it has been already announced that, in the future, no connection to the geth will
be required, so the local key store with proprietary protocols will become viable, too.

This approach can reduce the size of exchanged messages to only several bytes and at the same
time does not increase the computation and storage requirements compared to the first two remote
geth client architectures. The frequency of the messages can be reduced too. The wrapper at the
server does not only have to be transparent, but it can also implement some of the event notification
and management logic that is otherwise executed at the local device. Even verification, for example,
can be done at the proxy, so only notifications of previously verified events are passed to the local
device. Without a proprietary wrapper the device would have to verify the event by issuing additional
messages to the proxy.
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5. Communication Traffic Measurements and Results

To be able to understand the full scope of possibilities and constraints of Ethereum-based
decentralized applications, we had a prototype developed for an Ethereum BC-controlled IoT electric
switch and smart meter, dubbed Swether, along with smart contracts and Ethereum-compliant web
applications [34]. The application deployment options presented in this section and the communication
traffic analysis were verified with this pilot DApp setup. We were running the system in the
Ropsten public Ethereum test network. The traffic captures and analysis were made with Wireshark.
We measured and analyzed the network traffic to the client and the traffic passed between the
application and the geth client to get practical insight into possible communication constraints.

5.1. Experimentation Setup and Scenarios

The Swether [34] is a prototype smart grid device that can act as an electric switch controlled
through the Ethereum network and an energy meter that reports its metering to Ethereum. This
requires both key modes of operation for BC-enabled IoT devices. If a device is identified by a BC
address/account, the BC transactions can be sent to and from this address. In this case we were able
to analyze the transaction-related traffic. If a device operates in passive mode, it only intercepts
the event notifications created by the smart contracts or the BC network. In this case we were able
to focus on the event notification-related traffic. In both modes there we expected a substantial
share of periodic communication traffic needed for blockchain participation, not directly related to
application-specific transactions or events. For experimentation purposes we configured a Swether in
the various deployment options presented in Section 4.

In a typical user scenario a user would book a plug in a Swether device for a desired time period
or energy quantity, and confirm the booking with a transaction to the Ethereum network sent from
the BC-enabled web browser (see Section 3.2 for details). The smart contract would validate the
request and launch the events to the blockchain. The events would be intercepted by the Swether
device. If required, the Swether device would report consumption metering via a transaction sent to
the smart contact.

The prototype deployment architecture and traffic capturing points are presented in Figure 6.
We can distinguish between three traffic categories in this topology, which are labeled in the figure and
explained in the continuation.

Figure 6. Pilot setup for traffic measurements [nist.sp.1108R3].
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For stand-alone end-devices, both the IoT application and the geth client run locally on the
IoT device, so the captured traffic includes the entirety of the device-to-Ethereum communication.
The application and the client in this case communicate internally, over the IPC. The traffic between
the geth client and the Ethereum network (labeled as C2N) is predominantly caused by the
periodic blockchain synchronization, but also includes peer-discovery communications, transaction
broadcasting, and the like. As application developers, we have little impact on this traffic since it is
operated by the geth. An alternative is developing proprietary BC clients, but with that we lose the
benefits of any public Ethereum networks.

With remote servers the geth client is moved from the local device and the traffic refers to the
JSON-RPC via HTTP or WS (or a proprietary protocol, if implemented) between the device and the
remote server. The second traffic category is the periodic traffic between the application and the remote
geth client (labeled as A2C-Sync). It results from the client updating the application about the chain
status. This is not the chain data as in C2N-Sync, but merely the notifications about new chain block
arrivals, so that the application keeps in contact with the client. The third category is traffic related
(labeled as A2C-Tx) to the exchange of transactions and event notification between the application and
the geth. This traffic is not periodic and is entirely application-specific. The amounts of A2C-Sync and
A2C-Tx do not depend on the geth client-syncing mode (full, fast, and light).

5.2. Measurement Results

Table 4 summarizes the results of periodic communication traffic measurement (C2N and
A2C-Sync) between the device and the remote geth client.

Table 4. Periodic communication traffic between the device and the geth client.

Architecture Label Periodic Traffic

Stand-alone device—full/fast C2N 18 kB/s
Stand-alone device—light C2N 1-2 kB/s

Remote geth client with HTTP A2C-Sync with HTTP 2.4 kB/s
Remote geth client with Websocket A2C-Sync with Websocket 0.17 kB/s

Table 5 summarizes sizes of transactions to a smart contract address passed from the device to
the client.

Table 5. Sizes of transactions to a smart contract address passed from the device to the client.

Communication -> HTTP Websocket

Tx Serialization -> Raw Tx 1 Tx Object 2 Raw Tx 1 Tx Object 2

SC data [B] 278 268 278 268
Tx –no SC data [B] 2083 178 2083 178

Tx -with SC data [B] 486 446 486 446
Request payload [B] 556 511 556 511

Request frame [B] 805 760 618 573
Response payload [B] 103 103 103 103

Response frame [B] 280 280 159 159
web3.js function sendRawTransaction() sendTransaction() sendRawTransaction() sendTransaction()

1 Signed transaction passed from the device to the client in RLP serialized form. 2 Transaction object passed from
the device to the client in JSON format. 3 Raw transaction encoded as a hexadecimal string.

6. Discussion

6.1. C2N: Traffic between the Geth Client and the Ethereum

In full client architecture with full and fast syncing, the traffic to the geth client from the Ethereum
network was measured over a period of about 60 minutes. Already before the capture the client was
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fully synchronized (i.e., the entire blockchain stored at the client). We disabled any application-related
events. The traffic therefore resulted only from the regular synchronization of new blocks. The average
data rate was about 18 kB/s and about 10 kB/s in download only. This is a traffic volume that is directly
determined by the blockchain network, protocol, and client, and we do not have much influence on it.
Even without any additional application-related data, this traffic to the client is needed to keep the
local copy of the chain in synchronization.

The light syncing option proved to be inappropriate for our decentralized applications. Despite
that, for the reference we measured analyzed the traffic to the geth client with light option. The average
data rate was about 1–2 kB/s

6.2. A2C-Sync: Periodic Traffic between the Application and the Geth Client

In a remote client architecture the traffic volume between the node and the full client depends on
the applied communication protocol (HTTP or WS), the amount of the data passed to a smart contract
in a transaction, and event frequency. Some of the events that result in an exchange of packets are
periodic, as for example the indication passed from the client to the node about a new block in the
chain. For HTTP this traffic volume was about 2400 B/s and for WS it was 170 B/s. This vast difference
results mainly from different modes of operation and not from the applied communication protocol.
Less efficient polling is applied for HTTP, and, with WS, the geth client pushes the event indication to
the application only when a new block appears.

6.3. A2C-Tx: Transaction and Event Notification-Related Traffic Between the Application and the Geth Client

The appearance of other events is not periodic and results from the DApp’s characteristics and
use. In our use case each new booking of a charging plug resulted in one captured event and a
corresponding confirmation. Besides, the application required one additional event verification after a
predetermined number of new blocks in the chain for security reasons. The event capture notification
and the corresponding verification resulted in about 2000 B of traffic.

Further, we analyzed the traffic volumes to pass a transaction from the node to the client. A charger
would create such a transaction, e.g., to notify the smart contract about the actual amount of energy
consumed during a single charging. We considered two cases; with local key store a transaction is
created and signed at the node and serialized in the RLP format. Such raw transactions (Raw Tx) are
passed by the client to the Ethereum network. For remote key store the node passes a JSON transaction
object to the client, which then signs, serializes, and broadcasts it to the network. The sizes of packets
for both cases are shown in Table 5. Both the HTTP and WS communication protocols were applied.
There is the web3.js function provided in the table to indicate how the transaction was built.

The sizes given in Table 5 refer to the transactions that include some data for the smart contract.
The minimum size of a raw transaction (no communication headers included) with no additional
data was 104 B. However, when a raw transaction is submitted to the client, it is converted into a
hexadecimal string, which is the actual parameter in the client API function call. The string encoding
duplicates the size of the raw transaction in bytes to 208 B. Additional data for the SC function call
can be included in the transaction. In our case the size of this data was 278 B and 268 B. Beside these
fields to build the required JSON, input for the API function is also added. We can estimate that
the entire request frame is about 300–500 B if there is no SC data. The SC data size is added up to
the frame size with no data. Request frame sizes in HTTP are about 200 B bigger than in WS due to
more compact application layer headers. The size of the frame with a JSON transaction object is 45 B
smaller than a corresponding raw transaction. While the raw transaction was expected to be serialized
more efficiently due to RLP, that was not the case. The increased size of frame with a raw transaction
results from the additional RLP to string encoding and from the signature, which is added to the raw
transaction (but is not a part of the JSON Tx object).
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7. Conclusions

Blockchain technologies are attracting immense attention, both positive and negative, mostly due
to current hectic activities in cryptocurrency markets and ICOs. Our research is focused on the technical
aspects of blockchain technologies. In our view, which is backed by the initial research, developments,
and application examples, there is a vast IoT application opportunity for these technologies, especially
in relation to smart grids and smart energies. Our research provides directions for IoT application
designers to enable them to select the appropriate system design and avoiding unrealistic expectations
imposed to the IoT devices and BC technologies. The architectural approach can be thus shaped
according to the intended use and the specifics of the planned IoT system.

We investigated how to match the requirements and constraints of the IoT devices found, e.g.,
in the smart grid customer domain, as for example smart meters, smart grid gateways, or data
concentrators. In standalone device architecture, the application and the blockchain client run on the
same device. This imposes computational, storage, and communication requirements that smart meters
or gateways cannot meet, and makes the implementation of blockchain nodes for smart energy as
standalone end-devices impractical or even impossible. We measured and analyzed the communication
traffic of a standalone blockchain node and compared it to the traffic where the blockchain client was
moved to a remote server. We found out that it is possible to distinguish between two traffic categories.
Periodic communication traffic is needed for blockchain participation, i.e., syncing the blockchain or
receiving event notifications about synchronization. Traffic that results from event notifications and
transaction exchange is not periodic and depends on application operation. For application operation
we therefore analyzed the sizes of particular transactions instead of the average load. The periodic
traffic of a standalone Ethereum node is about 18 kB/s.

The most resource-demanding part in the remote server architecture—i.e., the geth client—is
moved from the end-device and placed on a server. This significantly reduces the computation and
storage requirements, which can now be met by, e.g., current smart meters. The periodic traffic of
a device is strongly reduced from the initial 18 kB/s, too. For HTTP it is about 2400 B/s and with
Websocket about 170 B/s. The difference in the two is mostly due to inefficient polling applied by the
geth client in the case of HTTP.

A notification about a captured event and the corresponding verification resulted in an exchange
of about 2000 B. A transaction sent from the application on the device to a remote client resulted in a
message of about 500 B with HTTP and in 300 B with Websocket, due to the more compact application
layer headers. If there are additional smart contract input data in the transaction, they are added to the
values above. The size of smart contract data is entirely application-dependent. The key store location,
which affects the serialization of the transaction, only had a small influence on the transaction-related
data. With raw transactions the messages were 45 B larger that when passing the JSON transaction
objects. The reason for this is the transaction signature, which is included in the raw transaction. This is
a positive finding, since the placement of the key store can be now selected predominantly based on
the security requirements and not to meet the communications constraints.

To glean additional insight into our results, we mapped our measurements to estimated NB-IoT
and LoRaWAN client conditions. For NB-IoT with a peak rate 250 kb/s and 100 connected end devices,
the available bitrate for one end device results in an average rate of 2.5 kb/s (or 312 B/s). This means that
the node could be kept synchronized if WS and remote client architecture were applied. The periodic
traffic would use 55% of the available bitrate. A remote node with HTTP and a full node would exceed
the available bitrate in this case. If all the remaining bitrate (12 MB/day) were dedicated to blockchain
transactions, this would additionally allow for transfer of about 40,000 transactions. LoRaWAN is not
appropriate for periodic traffic, because of impermanent connectivity and excessive traffic even for
WS. It could be suitable to transfer transactions and event notifications. In LoRaWAN connectivity,
100 connected clients and 1% duty cycle result in 70 seconds of air time per device per day. This is about
800 kb/day or 100 kB/day per device. This means that about 333 transactions or 50 event notifications
per day could be transferred for the device.
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Remote server architecture helps reduce the communication constraints, but the traffic still exceeds
the capacities of narrow-band low-bit rate networks. This indicated the direction of future expansion
of our research. We are therefore currently specifying and implementing a low bit-rate Ethereum
(LBE) protocol for communication from proprietary device to remote client, with the ambition to
test it in LoRaWAN and other low bitrate networks. We expect to further reduce periodic traffic
volumes, so as to manage the number and limit the size of event notifications, and reduce transaction
object sizes. We also plan to set up blockchain nodes for the Ethereum, Bitcoin, IOTA, and NEO
networks to continuously monitor the actual system requirements and make these findings available
to the research community and thus help to overcome the vaguely defined system requirements for
blockchain devices.
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Abstract: The Internet of Things (IoT) contains sets of hundreds of thousands of network-enabled
devices communicating with central controlling nodes or information collectors. The correct
behaviour of these devices can be monitored by inspecting the traffic that they create. This passive
monitoring methodology allows the detection of device failures or security breaches. However,
the creation of hundreds of thousands of traffic time series in real time is not achievable without
highly optimised algorithms. We herein compare three algorithms for time-series extraction from
traffic captured in real time. We demonstrate how a single-core central processing unit (CPU) can
extract more than three bidirectional traffic time series for each one of more than 20,000 IoT devices
in real time using the algorithm DStries with recursive search. This proposal also enables the fast
reconfiguration of the analysis computer when new IoT devices are added to the network.

Keywords: IoT; network traffic; monitoring; DDoS; packet classification

1. Introduction

The Internet Protocol (IP) provides connectivity to millions of smart and autonomous devices.
They range from small health monitors, ambient sensors, and location notification devices to seismic
sensors, traffic cameras, and generic computers. The smart devices represent a new wave in
network-connected elements that is expected to surpass the number of computer hosts. Different
predictions estimate between 20 to 200 billion of these devices by 2020 [1,2].

The service architecture for each type of device differs, but a centralised information-collecting
element is typical. Deployed devices typically communicate with a central collector using virtual
private networks offered by mobile communication companies or local Internet service providers
(ISPs) [1]. An example scenario would be energy consumption-metering devices deployed in
households; they communicate with the central office using power lines. Other examples include
sensors deployed in remote wind power production towers that communicate using cellular networks,
temperature and pressure sensors for weather forecasting, and location devices for fleet tracking
logistics [3]. The Internet of Things (IoT) ecosystem offers a plethora of examples of large populations
of small sensing devices that collect information and send them to centralised hosts.

The process of monitoring the availability of these ‘things’ is a difficult task, owing to the large
number of devices. It can be achieved by active or passive monitoring. Any type of check that actively
communicates with the devices would inject a large amount of traffic into the access networks, whereas
passive monitoring techniques do not add any load to the network or the devices. Passive monitoring
can be based on a time-series analysis of network traffic from each device. These traffic time series can
be used to verify device liveliness by detecting periods of network traffic silence (Figure 1). For cellular
operators, traffic time series are fundamental for evaluating traffic patterns from different types of

Sensors 2019, 19, 78; doi:10.3390/s19010078 www.mdpi.com/journal/sensors21
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IoT devices. It is noteworthy that these devices typically employ a cellular network [4], competing
for resources with smartphone users [5]; therefore, network dimensioning requires traffic profiles for
different cellular user types.

Figure 1. A disconnected device is detected using the traffic it generates.

Traffic time series can also be used for security monitoring. The analysis of anomalies in device
traffic patterns can be used to detect erratic behaviour from the smart devices due to malfunctions or
security violations [6]. Currently, the IoT ecosystem offers many devices with low security, and has
already been used for the distributed denial-of-service (DDoS) attacks [7]. Monitoring the network
activity from these devices to the centralised hosts (or to any other destination) is critically important
for providing early intrusion detection.

Creating a per-device time series requires classifying each network packet when hundreds of
thousands of classes are defined. Each packet could belong to only one class; therefore, it is considered
in the time series for one device, or multiple time series could be created for each device. For example,
all of the traffic that a device sends to its configured centralised collector could be recorded in a time
series while separately accounting for all the traffic it sends to other destinations in a different time
series (to detect anomalies). Therefore, time-series extraction requires the multi-label classification of
packets, where a given packet may be assigned to several classes: one for each time series for which it
has to be accounted.

Most sensors collect little and infrequent information; therefore, the network traffic they create
presents a low bitrate. Low-rate information includes, for example, the location information sent
from sensors installed in cars from a rental company. However, other sensors produce higher bitrates,
for example, seismic sensors or surveillance cameras. In a traffic aggregation point or a location
close to a collector in a large population of devices, millions of packets per second are expected [8],
implying several gigabits of traffic per second.

Creating hundreds of thousands of time series based on source and destination when each packet
can account for more than one class is not a trivial problem. This level of monitoring is typically
performed by collecting NetFlow statistics from IP routers and postprocessing those flows to create
the time series [9–11]. However, NetFlow monitoring presents time-resolution limitations. When a
flow has finished, aggregated counters are provided. While the flow is active, the periodic dumps of
all of the flows in memory of the networking device are sent to the NetFlow collector. Owing to the
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large amount of active flows, this collection has a periodicity of several minutes, thus losing all of the
details below this scale. Most analysis and prediction algorithms require several measurement points
in the time series, which would require several minutes to be collected from flow records. Reaction
times in the order of several minutes are not appropriate for critical devices such as health monitoring
sensors or probes in a nuclear plant. However, reducing the period of active flow collection in NetFlow
statistics implies a higher load on the networking equipment, making it unfeasible.

The objective of this work is to validate that time-series extraction directly from a network packet
stream can be performed sufficiently fast, and for a sufficiently large class set, to cope with the expected
IoT scenarios. The traffic stream can be obtained by mirroring the packet flow at a network switch.
This is a common functionality offered by most enterprise class switches. We focus on the extraction
of traffic volume time series, namely the byte or packet counters, from a passive monitoring probe.
Our test probe processes several gigabits per second of traffic in real time, providing the time series
with a resolution better than one second.

Packet classification algorithms are a central part of this system. They assign each packet to a
single class or multiple classes of equivalence. Packet classification is a well-studied problem [12–14].
If the number of classes is not large, a simple linear search for every packet over the class list
is typically sufficient. However, depending on the traffic arrival rate and the computing power,
above a certain number of classes, reviewing every class in sequence could consume too much time.
Then, the analysis machine cannot cope with traffic at line rate without splitting the work among
several central processing unit (CPU) cores, thereby increasing hardware costs. Several algorithms
have been proposed and used to reduce the number of classes to visit [13,14]. Within hardware systems,
optimal performance can be achieved using structures based on ternary content addressable memories
(TCAMs) [15]. They can perform comparisons in parallel with all of their content cells. However,
they incur high development costs for the ad-hoc hardware solution.

Software-based packet classification solutions sort the classes into binary search trees (also called
“tries”). As classes typically involve IP sources and destination addresses, a hierarchy of search tries
is used: first for the destination address, and subsequently for the source address. This hierarchy
enables identifying the location of the relevant classes in only a few operations. The complexity in
classification grows with the number of bits in the input classification information. However, this is
at the expense of algorithm complexity and the memory that is required to store the search tries’
structure. Probabilistic classification structures such as neural networks or Bloom filters, which are
quite common in other classification scenarios, are not appropriate for the problem at hand. They have
been used when high uncertainty in the classification is present or when the number of possible classes
is very small [16,17]. On the contrary, the classification for time-series extraction in an IoT scenario is
deterministic: it is based entirely on source and destination addresses, and it must classify packets
when a large number of classes is defined. Neural networks and Bloom filters, being probabilistic,
can produce wrong classification results. Failure in classification in one of these structures for a pair of
source and destination network addresses does not happen for random independent packets, but rather
for every packet in a time series between the same pair of addresses; therefore null or flat-line time
series would result. On the other hand, both techniques require at least as many computing elements
as the number of possible classes. For neural networks, at least one neuron is required for each
possible class. Using Bloom filters, at least one filter is required for each class. Both structures can be
implemented in parallel hardware architectures; however, in software implementations, they present a
linear complexity with the number of classes, which in the present scenario we will show can reach
hundreds of thousands of classes.

A survey of packet classification algorithms can be found in [12]. They are proposed for
quality of service and security filtering scenarios. We herein evaluate how these algorithms apply
to the time-series computation problem when the number of classes is as large as that expected in
IoT scenarios.
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To calculate the traffic time series for monitoring purposes, a packet has to be assigned to every
class to which it belongs. The algorithm cannot stop whenever it obtains the best matching class, but it
has to search over all the classes that may apply. We have selected three algorithms that can be used
for multi-label classification: the linear list of rules search, the simple hierarchical tries [12], and the
set-pruning tries [12]. Other popular algorithms such as the grid-of-tries [18] have to be discarded,
because they do not comply with the multiclass requirement.

This work demonstrates that the hierarchical tries with recursive search can be used to build
passive monitoring systems that can monitor tens of thousands of IoT devices in real time, with fast
reconfiguration when devices are added or removed.

In Section 2 of this paper, the network scenario is presented, selected algorithms are described,
and the methodology for performance evaluation is explained. In Section 3, the algorithms are
compared using several performance metrics. Section 4 concludes the paper.

2. Methodology

2.1. Scenario

We consider an ISP offering network connectivity to IoT devices. These devices are separated into
different groups. The network provider assigns addresses to the devices in order to create these groups.
For example, a group could contain all of the devices in one building (or in the same region), or all of the
devices with the same type of sensor. For some IoT applications (e.g., ubiquitous sensors), these groups
may contain hundreds of thousands of devices, each one with an individual network address.

Network addresses are a sequence of bits that is used as a network locator, and are assigned
according to the network protocol (IPv4, IPv6 . . . ). Different protocols use different numbers of bits in
the sequence (32 in IPv4, 128 in IPv6...) or even variable length addresses. A given host, such as the
controller for a group of devices, will be assigned a well-known network address. Groups of devices
in the same network will be assigned an address in the same so-called subnetwork, namely a set of
addresses with the same prefix bits. The first p bits in an address are called a prefix of size p.

Monitoring traffic from a large population of IoT devices requires classifying traffic coming from
or going to different single network addresses or network address prefixes. Figure 2 shows the scenario
under consideration. Several groups of devices communicate with different destinations through
the ISP’s network. This communication is bidirectional; the controllers may send requests to the
devices, and the devices may send data to the controlling hubs. Monitoring this communication
implies separating different views of the traffic. We can examine traffic from a single device or from a
group of devices. We can be interested in traffic from a group of devices to one controlling server, or in
the opposite direction from one controlling hub to a group of devices. It may be interesting to separate
traffic from groups of devices to any address to detect whether devices are being used to perform
denial-of-service attacks to Internet targets, or detect communications with suspected malware hubs.

An ISP monitoring system has to cope with this diversity of traffic flows. Every flow of interest
can be described by a source and a destination. Every source and destination may be a single network
address or a group of addresses given by a network address prefix with a length of p bits. We define
a class as any combination of source and destination addresses in which the monitoring system is
interested. A passive monitoring device that examines every network packet going through the ISP’s
network has to decide whether the packet belongs to any possible class of interest.

We denote C = {Ci}, where Ci = (si, di) is the set of classes of interest for the monitoring system.
The elements of C are our traffic-flow classes.

si is a source prefix, and di is a destination prefix. They may be prefixes, full addresses (a prefix of
n bits), or the “any host” address (represented by a prefix with 0 bits).

S is the set of source prefixes of interest S = {si}. The number of elements in S is NS. Similarly,
D is the set of destination prefixes of interest D = {di}. The number of elements in D is ND. C is the
set of classes of interest. C is a subset of the Cartesian product SxD.
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Figure 2. Network scenario with devices grouped by network address.

The number of elements of C that can be used may be as large as NS x ND, in case we are
interested in every possible source–destination combination. In a real scenario, only a subset of these
combinations will have to be monitored, and the number of classes in the set will be NC < NS ND.

As the number of addresses and prefixes of interest increases, it is more difficult for
traffic-processing software to classify packets on a larger set of classes in real time.

2.2. Algorithms and Data Structures

We herein evaluate three popular algorithms for multi-label packet classification. The algorithms
store the list of classes in different data structures. Every network packet can be matched against any
class stored in these data structures. We compare the performance of these algorithms in scenarios
with a large number of classes, NC. We will measure the performance based on the packet processing
speed and its memory footprint.

Table 1 contains the symbols describing the classes used in the data structure examples that follow.
A packet may belong to several classes, i.e., a packet from S12 to C1 should be in classes one, three,
and six.

Table 1. Class definitions for the examples in the algorithm and description of the data structures.

#class Source Destination

1 S1 C1 Traffic from sensor group S1 to controller C1
2 S11 C1 Traffic from sensor S11 to controller C1
3 S12 C1 Traffic from sensor S12 to controller C1
4 S0 M1 Traffic from any sensor to malware host M1
5 S11 M1 Traffic from sensor S11 to malware host M1
6 S1 Any Traffic from sensor group S1 to anywhere

A. Linear Search (LS) over the List of Classes

As a simple reference algorithm, using linear search (LS), every packet is evaluated sequentially
against all of the NC classes in C as shown in Figure 3. The list of classes is stored in a simple linked
list or in an array. The expected per-packet processing time depends on the number of classes NC as
O(NC).

B. DStries with Recursive Search

A data structure called a DStrie [12] is built to store all of the classes. This structure is composed
of several substructures called tries, which are created as follows.
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Figure 3. (a) Data structures and (b) search procedure in linear search (LS).

A binary search tree (trie) is a data structure that can store a set of network address prefixes.
Prefixes are stored in a decision tree starting with the first bit of the address. For example, to store the
binary prefix 0011, four nodes are created on the tree. The first bit is 0, the second is 0, the third is
1, and the fourth is 1. Data associated with prefix 0011 would be stored at the red node in Figure 4.
Those associated with prefix 1001 would be stored at the green node in Figure 4, and those associated
with the prefix of length 0 bits (representing any address) would be stored at the root node. Decision
nodes that are not required to reach any of the stored prefixes are not in the tree. Every node in the
tree is associated with a prefix, but that prefix may not be stored in the tree. For example, in Figure 4,
the node for prefix 001 does not contain any stored information, but it exists because it is required to
reach prefix 0011. Meanwhile, the node for prefix 010 is not in the tree. The tree is built by adding to
all of the decision nodes that are required to reach the stored prefixes of the tree.

Figure 4. Destination prefix binary search tree (trie).

The DStrie data structure has to store classes with a source prefix and a destination prefix. It is
composed of two levels of tries. The high-level trie stores destination prefixes. Every time a packet is
examined, its destination address is searched for in the destination trie to find all of the destination
prefixes that may apply to that address. A class also contains a source prefix; therefore, every node
in the destination trie that stores a prefix also stores a pointer to a second-level trie containing the
source prefixes.

A given traffic class is stored in the node that is indicated by its source prefix in the source trie that
is pointed to by the node in the destination trie corresponding to its destination prefix. An example is
shown in Figure 5.
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Figure 5. DStrie for recursive search example.

To classify a packet with a given source and destination address, first, the destination address is
searched for in the destination trie. After the destination is found, the source is searched for in the
corresponding source trie. A packet that verifies a destination node also verifies every destination in
the path from the root to the final node in the destination trie. Thus, a given packet has to be searched
for in every source tree of any destination node in the path, from the root to the best destination prefix.

The classes are stored in only one place in the structure; however, to search for every possible
class, multiple source tries must be searched recursively. In the example shown in Figure 6, to classify
a packet with source S12 and destination C1, the destination address is searched for in the topmost
trie. Two nodes match: the root node corresponding to any address, and the node corresponding to
C1. In both nodes, the source trie searched for the source address. In the first one, node S1 points to
class six. In the latest, the search in the source trie obtains S1 and S12 pointing to classes three and one,
respectively. Thus, the search results in three hits.

The number of operations that is required to match an address in this type of trie depends on
the average bit length of the prefixes that are stored in the trie, as this yields the average depth of the
binary tree. In our evaluation scenario, a significant amount of full-length prefixes are stored in the
destination trie (individual devices), as well as in every source trie. Therefore, the expected time to
match an address down a tree should be O(n) , where n is the number of bits in network addresses.

The time to process a packet is given by the time that it takes to search a source address in a source
tree multiplied by the average number of source tries that have to be traversed, which is also O(n).
Therefore, the total time should be in the order of O(n̂2).

C. Set Pruning DStries

This algorithm presents improvements over DStries with recursive search. A trie is built with
every possible destination prefix as before. However, every class is stored not only in the source tree
given by its destination, but also in the source tries of its children in the destination trie. A class is
stored multiple times, thereby increasing the amount of memory that is used by the data structure.
A certain node in a source trie may point to a list of classes instead of a single class. In Figure 7,
the source trie pointed to by node C1 contains several classes at node S1.
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Figure 6. Search procedure example traversing a DStrie.

Figure 7. Set-pruning DStries example.

In this algorithm, the search that is undertaken for every packet is simpler than that in DStries with
recursive search (see Figure 8). Every packet destination address is searched for the best destination
match. Afterwards, the source address is searched for through a single source tree for all of the matches.
A single source trie is inspected per packet, but typically, the source tree is denser. The algorithm
consumes more memory by storing redundant information to achieve a faster structure traversal.
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Figure 8. Search example traversing a set-pruning DStrie.

The expected time to match a packet is in the order of traversing a search tree for the destination
address, and subsequently another one for the source address. Therefore, the expected running time is
O(2n).

We have implemented all of the algorithms mentioned herein inside a custom time-series
computing software that uses a pcap [19] file as input. We use it to evaluate the computing time
for several real-world traffic traces.

2.3. Network Traffic for Performance Evaluation

To evaluate the performance of these algorithms, network traffic and sets of classes are required.
Several traffic captures have been used to provide network packets for classifications (Table 2). The class
list to observe is generated from the prefixes and addresses that are present in the captured traffic.
The purpose is to generate a realistic scenario. If random prefixes and addresses were generated,
most of them would be discarded quickly in the classifier, because they could be found in short
branches of the tries. This would yield a false positive bias towards the DStries methods.

We extract every network address that is present in the traffic trace, as well as every network
prefix using prefix length p = 24. This list is used to generate every possible combination of a source
prefix and destination address, and its corresponding source address and destination prefix. This set
of combinations is used as the maximal classes set. To test an algorithm, a subset of NC of these classes
is randomly extracted. The trace is processed with this set of classes to evaluate the processing speed.
The average number of packets that is processed per second is recorded, as well as the time spent
building the classes’ structure into memory and the total memory footprint.

For every classification algorithm, the experiment is repeated using random subsets of classes
with different NC sizes.

Table 2 shows the primary statistics from the traffic traces that are used in the evaluation. All of
them are IPv4 (n = 32 bits) packet traces. Trace upna1h was captured at a university Internet access
link supporting the traffic from more than 2000 devices. Trace iot1h was captured at a production IoT
network with at least 200,000 operating devices. We captured approximately one hour of traffic at both
links. Each of the traces contains more than 50 million packets. When real IoT traffic is not available,
the research community resorts to generic IP traffic from desktop computers. Using trace upna1h,
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we show that the absolute values in the evaluation depend heavily on the traffic pattern. No valid
conclusions could have been extrapolated from generic Internet traffic alone. The specific case of traffic
from a real IoT scenario must be taken into consideration in the evaluation, as we do.

Table 2. Global statistics from the evaluation traffic traces.

trace duration #packets bytes throughput average packet size #unique address #prefixes 24 bits #classes

upna1h 1 h 193 M 170 GB 381 Mbps ~880 B 290 k 211 k 1193 k
iot1h 1 h 58 M 9 GB 24 Mbps ~165 B 214 k 8.9 k 724 k

Both traces contain a large number of different network addresses in use (more than 200,000).
Trace iot1h concentrates them into approximately 9000 prefixes (p = 24) while upna1h spreads them
out over more than 200,000 prefixes. For upna1h, a maximal class set is built, containing 1.19 million
classes. For iot1h, the maximal class set contains more than 724,000 classes.

Figure 9 shows the different experimental cumulative distribution functions of packet sizes in
each of the traffic traces. The average packet size (indicated by the dashed red line) is much larger in a
generic Internet access scenario (trace upna1h) than in a real IoT scenario (trace iot1h). These sizes will
affect the packet processing speed, as will be shown in the next section.

(a) (b) 

Figure 9. Cumulative distribution functions of packet sizes (a) in upna1h traffic trace, or (b) in iot1h
traffic trace.

Traffic processing is performed using a single core in a Xeon E5-2609 CPU at 1.7 GHz with 128 GB
of random access memory (RAM). The trace is preloaded in RAM to measure the packet processing
time without disk access influence.

3. Results and Discussion

The input traffic traces were processed by the described algorithms using different random sets
of NC classes. Figure 10a shows a two-minute fragment of the time series for the total traffic in trace
upna1h. Figure 10b shows the extracted time series for one of the classes. In this section, we evaluate
the traffic intensity that a network probe could withstand to create several time series for thousands of
IoT devices in real time.

We span a range from hundreds to hundreds of thousands of classes in the set (i.e., number of
time series to compute simultaneously). The number of supported devices depends on the number
of classes (number of time series) per device. These time series are computed from the input traces
using the three presented algorithms. Sets containing up to 5000 classes are evaluated using the three
algorithms. Larger sets are simulated using only the fastest methods. The throughput obtained in
packets per second, using up to 5000 classes, is shown in Figure 11a (for upna1 trace) and Figure 11b
(for iot1h trace).
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(a) (b) 

Figure 10. Traffic time series for two minutes (a) in the whole trace upna1h, or (b) in only one user in
trace upna1h.

 
(a) (b) 

Figure 11. Packet processing speed for small sets of classes. (a) upna1h trace (b) iot1h trace.

The throughput depends strongly on NC. For the linear search algorithm, the computation time
increases as O(NC); therefore, the throughput decreases proportional to 1

NC
. This is an extremely fast

decay compared to the other algorithms, thereby causing the LS to be non-competitive for thousands
or more classes.

Recursive search and set-pruning DStries algorithms decay more slowly, and achieve more than
one million packets/s for thousands of classes.

The experiment was extended to at least 724,000 classes, excluding the computation of the LS
algorithm, whose results are predicted easily. Figure 12a,b show the packet processing speed for
both traces.

Both algorithms present a similar behaviour in the number of processed packets per second,
with a slightly higher performance in the case of set-pruning DStries. The throughput in gigabytes
(Gb)/s depends on the average packet size. Figure 13 shows the achievable processing bit rate
when considering the average packet sizes. The average per packet processing time in our reference
probe is about four microseconds when 100,000 classes are used, and less than 18 microseconds for
700,000 classes. Less than 1% of the packets suffer a processing time larger than 200 microseconds,
even when 700,000 classes are used. Therefore, the error margin in time-series computation with
samples every second is low.

The upna1h traffic trace presents average Internet packet sizes; therefore, the multigigabit
per-second processing speeds are reached. Trace iot1h was obtained from a real IoT scenario, where the
packets were smaller than the average sizes in the Internet. For a similar number of processed packets
per second, a much smaller traffic bitrate was consumed (approximately one Gb/s). We found it
important to consider the specific traffic characteristics in real IoT traffic.
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(a) (b) 

Figure 12. Packet processing speed for large sets of classes. (a) upna1h trace. (b) iot1h trace.

Figure 13. Processing speed in bits per second comparison for upna1h and iot1h traces.

From these results, we can estimate the number of IoT devices that a single-core CPU could
analyse. The limit depends on the traffic behaviour; therefore, we have included results based on a
typical IoT profile (extracted from trace iot1h), and on a generic Internet access profile (extracted from
trace upna1h).

A single point in Figure 12 represents the maximum average packet arrival rate that could be
processed for a specific number of classes, NC. This number of classes is simply the number of
IoT devices multiplied by the number of time series per device. The maximum packet arrival rate
corresponds to the aggregate of traffic from the same number of devices. Assuming certain traffic
intensity or an average per-device packet arrival rate, the maximum number of devices can be obtained.
We introduce this intensity as a parameter using the average number of packets per second sent by each
device. For example, a sensor that collects temperature measures and contacts its central repository
once per minute, sending all of the measures with the exchange of 12 network packets generating
12/60 = 0.2 packets per second (pkt/s).

Figure 14 shows the maximum number of devices supported in real time versus the number
of time series to compute per device. As a bidirectional time series requires two classes, the case
of six time series (six classes) corresponds to three bidirectional time series. This could represent,
for example, the case of an operator who wants to measure the bidirectional traffic from each IoT
device to its central collector, any server in its server farm, and everywhere else. The results for 10 time
series consider the possibility of two extra bidirectional time series per device. We have included the
results for up to 20 classes per device, or 10 bidirectional time series. Figure 14 is based on the devices
that generate an average of five pkt/s.

The results depend on the traffic profile, or how the random traffic process is generated. For a
present IoT network scenario with six classes per device, and an average of five pkt/s per device,
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more than 40,000 devices are supported. Using 20 classes, at least 20,000 devices are supported in
a single-core CPU processing machine. For a traffic profile similar to a generic Internet access link,
better results are obtained, especially for low numbers of classes. The results for typical IoT scenarios
are worse, owing to the small average packet sizes.

Figure 14. Number of supported devices that generate an average of five pkt/s.

Figure 15a,b show the number of supported devices when the amount of traffic generated by each
device is increased from five pkt/s up to 40 pkt/s. Figure 15a considers six time series per device,
and Figure 15b shows the requirement of 10 time series per device. This represents future scenarios
where IoT devices collect more frequent measurements or send larger files to the central collector.
For example, a camera creating a 15-kB image every second could easily result in a traffic intensity of
15 or 20 pkt/s, considering both directions of the traffic.

 
(a) (b) 

Figure 15. Number of devices supported, depending on the traffic generated per IoT device
(a) extracting 6 time series per device, or (b) extracting 10 time series per device.

Figure 15 shows that by using six classes (three bidirectional time series) and high traffic
intensity-generating devices (up to 40 pkt/s), at least 10,000 devices would be supported by
both algorithms.

Although both set-pruning methods (DStries and DStries with recursive search) offer similar
speed results, they present some hidden drawbacks that must be considered. The data structure that
set-pruning DStries stores in memory duplicates the class information; therefore, its memory footprint
is higher than the one from a simple recursive search or the linear search method. Figure 16 shows
the memory usage for both DStries-based algorithms and both traffic traces. Although the linear
method presents minimal memory usage, it must be discarded as a suitable algorithm, owing to its
low performance in terms of packets processed per second for a large number of classes.
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The second drawback in set-pruning DStries is the difficulty in updating its memory structures.
Whenever a new class has to be added to the structure, the whole structure must be recreated from
scratch. This is simpler than updating the structure incrementally. Adding (or removing) classes must
be performed whenever new IoT devices are added to the network and monitoring platform. This is
typical in large deployment scenarios, as it could be in household metering devices in an electric
company. Figure 17 shows the time that is required to build the DStrie in the reference computer when
a single new class must be added to an already existing structure. The time to build a set-pruning
DStrie for hundreds of thousands of classes may reach several minutes; thus, the algorithm is not
useful if the set of classes to monitor must change frequently.

Figure 16. Comparison of memory usage.

Figure 17. Comparison of required time to add a new class.

4. Conclusions

We herein demonstrated how a single-core CPU could create the traffic time series for tens of
thousands of IoT devices, even when several time series were required for each device. The results
depended on the number of time series desired, and the traffic intensity created by each IoT device.
Considering different traffic profiles, the results were validated using traffic from a real IoT deployment
scenario with more than 200,000 devices, and from a generic Internet access link.

The algorithms of linear search, DStries with recursive search, and set-pruning DStries,
were evaluated. Although the linear search algorithm presented the simplest implementation and the
lowest memory requirements, it provided the worst results regarding the number of time series that
it could compute in real time compared to the other algorithms. It could only be used in extremely
small scenarios. Both DStries with recursive search and set-pruning DStries yielded similar results in
computation speed, and hence the number of devices supported in real time. DStries with recursive
search exhibited lower memory requirements compared to set-pruning DStries; therefore, it is better

34



Sensors 2019, 19, 78

suited for scenarios with low computing power and memory available in each time-series computing
node. Set-pruning DStries also created complex in-memory structures, and required more time when
a new IoT device had to be added or removed. For highly dynamic scenarios where new nodes
are added frequently, DStries with recursive search is the most suitable algorithm, as it offers the
lowest memory footprint and the lowest modification time. In a single-core CPU, it can create three
bidirectional time series for each one of more than 20,000 IoT devices in real time, when each device
sends an average of 10 packets per second.
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Abstract: Smart Homes (SHs) represent the human side of a Smart Grid (SG). Data mining and analysis
of energy data of electrical devices in SHs, e.g., for the dynamic load management, is of fundamental
importance for the decision-making process of energy management both from the consumer perspective
by saving money and also in terms of energy redistribution and reduction of the carbon dioxide emission,
by knowing how the energy demand of a building is composed in the SG. Advanced monitoring and
control mechanisms are necessary to deal with the identification of appliances. In this paper, a model
for their automatic identification is proposed. It is based on a set of 19 features that are extracted by
analyzing energy consumption, time usage and location from a set of device profiles. Then, machine
learning approaches are employed by experimenting different classifiers based on such model for the
identification of appliances and, finally, an analysis on the feature importance is provided.

Keywords: electrical devices; classification; energy management; machine learning; smart environment

1. Introduction

Through the integration and interconnection of software-centered devices, traditional power system,
which are typically centered on mechanical and electrical components, are supported by more complex
equipment which enable more advanced functionalities in terms of management and control. The result
of such evolution which makes those systems more intelligent is named as Smart Grid (SG) [1,2].
The advantage of having software components in the network enables the introduction of more
sophisticated mechanisms for monitoring the SG as well as to support, in a more effective way, the
decision process for the dynamic energy distribution according to the current use of energy, resource
state and weather conditions [3–6]. Additionally, from the consumer perspective, specific optimization
techniques can be exploited for managing the scheduling of the device usage (for example based on specific
hours of the day or week according to the electricity costs) in order to save money. Moreover, as an actor
can be producer and consumer (so called prosumer) of electricity in a SG [7], such flexibility enables a
different way to distribute the energy and to deal with unexpected emergency situations, resulting from
faults and failures in the network [8–10]. A general overview of a Smart Grid is depicted in Figure 1,
which includes City and Buildings, Power Plants, Wind Turbines, Electric Vehicles, Solar Panels and
Smart Homes.

Sensors 2019, 19, 2611; doi:10.3390/s19112611 www.mdpi.com/journal/sensors
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Figure 1. Smart grid overview.

In this scenario, an important role is played by Smart Homes (SHs). They are equipped with electrical
devices that can be controlled and monitored remotely not only to achieve economic benefits by saving
electricity, but also by contributing in the reduction of carbon dioxide emission in the environment [11].
SHs represent the human side of the SG [12]. They provide a new perspective towards the usage of the
energy in the everyday life and, in particular, in the relationship between energy utilities and consumers.
Typically, the traditional homes have devices that work locally and manually, usually by switching them
on/off by pushing a button, with a limited control in terms of their automatic management. A SH, instead,
represents the convergence of energy efficient, controllable electrical appliances and real-time access to
energy usage data. This combination of device management and smart grid enables proactively managing
energy use in ways that are convenient, cost effective, and good for the environment.

To enable such flexibility, the envisioned communication mechanism foresees two main components:
(a) a Smart Grid Manager (SG Manager), which has a global view of the network. It is responsible for making
decisions about the energy distribution on the basis of the overall available resources; (b) a Smart Home
Controller (SH Controller), which represents an interface between the SG and a house. Every SH Controller
aims, from one side, to retrieve information regarding the electricity consumption in a house and provides
it to the SG Manager, and from the other side to manage the electrical devices in the house on the basis of
habits and rules specified by the user.

Behind the advantages of a more intelligent energy grid management, one of the main challenges for
enabling such a pro-active control relies on the automatic recognition, identification and classification of the
electrical appliances. This in turn requires facing several factors [13], such as: (i) power consumption extraction
that is the process of measuring the energy from different devices in order to identify recurrent consumption
patterns; (ii) multi-mode functionality, this means that some devices can have multiple operation mode
which can be misleading for their identification due to such a complex behavior; (iii) parallel usage, this is
an important factor that has to be faced, since typically more than one device is in operation at the
same time; (iv) similar characteristics because many devices can present similarities in the way they use
the energy (e.g., consumption, charging time); (v) external effects because the data could be spoiled by
external and random factors, which are not predictable, such as temperature, communication failures,
human influences, etc.

In this context, this work proposes a model for the automatic identification of electrical devices,
after they are plugged into an electrical socket. It is the basis for the automatic control of whole functionality
of an SH which includes applications regarding, for example, the monitoring and control of appliances,
the dynamic load management system based on available resources, power saving by scheduling the
devices as well as emergency systems in case of faults or failures of specific resources in the network.
The model is based on a set of 19 features which are able to characterize different electrical devices and
distinguish them from others. They are derived by analyzing three main aspects: (i) power consumption:
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related to the electricity being consumed by a device for a certain period of time, (ii) working schedule: which
includes the hours of the days and the time duration when the device is turned on/off, and (iii) location:
which represents the place where an electrical device is connected on the basis of the electrical socket
within the house. Then, machine learning techniques are used to experiment the model through different
classifiers, by using a dataset of 33 types of appliances [14]. The goodness of the proposed model is
evaluated in terms of its accuracy, for the identification and classification of electrical devices, with respect
to the existing approaches discussed in Section 2.

The rest of the paper is structured as follows. In Section 2, the related works about automatic devices
identification are presented, whereas a background on machine learning techniques is reported in Section 3.
Then, the adopted research approach is described in Section 4, whereas the proposed model as well as
the features are elaborated in Section 5. The experimental results of the classification are highlighted and
discussed in Section 6, whereas Section 7 concludes the paper.

2. Related Work

This section discusses the most relevant research efforts and related solutions, which have been
proposed for supporting the identification of electrical devices.

In particular, in [15], a middle layer to connect sockets and devices, which is centered on Measurement
and Actuation Units (MAUs), is presented. The MAUs monitor and analyze the electrical power
consumption of any connected device individually by providing fine grain analysis. The main information
for the classification is based on temporal behavior of the appliances, power consumption, shape of the
power consumption, and level of noise. Different classifiers have been experimented with, but better
performances have been reached by the Random Forest, LogitBoost, Bagging and the Random Committee,
which achieved 95.5% accuracy.

In [13], different energy measurements, such as active power, reactive power, phase shift, root mean
square voltage and current, by collecting data of each device in an isolated way, are instead considered.
This approach aims to provide a plug and play tool to create energy awareness on the basis of real-time
energy consumption of electrical devices. Additionally, multi-mode functionality, parallel usage of devices
and external effects are also tackled. The difficulties to support the identification of devices which have
multi-mode operation compared to those with a single operation mode are discussed. It resulted in an
extensive training by deriving a classification model with an accuracy between 94–97%.

In [16], an approach centered on plug-based low-end sensors for measuring the electric consumption
at low frequency, typically every 10 s, is presented. In particular, a sensor called PLOGG is used to record a
vector of electrical parameters related to the appliance being monitored [17]. However, for each appliance
class, a stochastic model is built from the observed consumption profiles of several instances of each class
that are used to train the models. A k-NN classification algorithm has been employed on the basis of
the identified features by reaching a level of accuracy equal to 85%. However, in [18], a plug and play
“smart plug” is investigated. It aims to recognize the consumer appliance category, which is specified
according to consumption scales and priorities, based on the employment of specific sensors. It allows
for measuring and recording instantaneous energy consumption, by estimating specific parameters of
consumer appliances such as the total harmonic distortion and the power factor.

In [19], an approach based on Non Intrusive Appliance Load Monitoring (NIALM) at meter level,
to detect whether the device is switched on or off, is discussed. When a change occurs in the overall
electrical power signal of the house, the change is analyzed and compared to the already-known patterns
available in a database. Another centralized approach, for monitoring power signal, exploits the ZigBee
device, which is attached to the main electrical unit [20]. It is used to identify in real time the appliance that
contributes to each spike of energy. Another research effort, based on a centralized approach, is described
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in [21], in which the authors used a custom data collector and, in particular, a power interface oscilloscope
and a computer as hardware. It allows for detecting electrical noise to classify electrical devices in
homes by exploiting the electrical noise as an additional parameter. However, time series measurements,
which represent electrical signatures of different electrical devices, are used in [22] for their identification.

A summary of the above-mentioned related works is reported in Table 1. Two main approaches,
to face with automatic identification of electrical devices, emerged from the above related works. One is
based on the employment of additional monitoring devices either distributed [15,22] or centralized [19–21]
which results expensive in terms of money for their installation and hardly scalable; the second one that
does not exploit any additional devices, is centered on energy measurements [13], but it lacks in the
categorization and formalization of the adopted features. Some of those works used aggregated traces
(AT) of multiple devices and attempt to disaggregate energy usage, whereas other works, as in our case,
used directly disaggregated traces (DT). For the sake of the completeness of this paper, Table 1 provides
a high-level overview of prior works by highlighting, for example, the used parameters, data collection
techniques in terms of type of traces and accuracy they achieved.

Table 1. Comparison of the related works.

Related Main Additional Accuracy Adopted Trace
Work Parameters Devices (%) Approach Type

[13] Active and Reactive Power None 94–97 Not Not
Phase shift, Vrms, Irms specified specified

[15] Power consumption, Measurement and 95.5 Distributed DT
Working schedule Actuation Units

[16] Power consumption Plug-based 85 Distributed DT
at low frequency low-end sensor

[19] Power consumption NIALM device Not reported Centralized AT

[18] Power factor Smart Plug Not reported Distributed DT
Harmonic distortion

[20] Active power, Reactive power, Zigbee Monitor 95 Centralized AT
Phase shift, Signature length,

Root mean square voltage,
Sampling frequency

[21] Electrical Noise Oscilloscope, Laptop 85–90 Centralized AT
Custom Data Collector

[22] Active power, Reactive power, Smart Plug 93.6 Distributed DT
Root mean square voltage,

Phase shift

Other proposals are available in literature, which are not reported and compared in Table 1 because
some of them are based on different approaches and/or input data whereas others have different purposes.
For example, there have been other works in the context of appliance identification that are centered on both
different approaches and input data, such as those based on high frequency conducted electromagnetic
interference (EMI) which use Non-Intrusive Load Monitoring (NILM), as described in [23]. It aimed to
present some of the key challenges towards exploiting EMI and the dataset of the collected data, which was
used in the experiment, is also available online and freely downloadable [24]. However, the work in [25]
proposes a technique that aims at identifying anomalous appliances in buildings by using aggregate smart
meter data and contextual information in near real time.
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In this wide context, our paper is strictly related to those works, reported in Table 1, which dealt
with disaggregated traces. In particular, our work stands out from the previous ones because (i) a set
of features that characterize electrical devices are proposed and formalizedl (ii) a model, based on their
combination, is used to identify and recognize devices when they are plugged into the circuit without
additional monitoring devices and based on disaggregated traces, and (iii) high performances in terms of
accuracy are reached.

3. Background on Machine Learning

Machine learning (ML) is a data analysis technique, based on computational algorithms able to learn
directly from the data without a predefined model [26]. In particular, ML techniques aim to identify
patterns from which the extracted information is used to make better forecasts, prediction and decisions.

Thanks to the huge amount of available data, ML represents a popular approach that is exploited
in several fields, for facing classification-related problems, such as in (i) computational finance for the
evaluation of credit risk and algorithmic trading; (ii) image processing and artificial vision for facial
recognition, motion detection and object identification; (iii) computational biology for the diagnosis of
tumors, pharmaceutical research and DNA sequencing; (iv) energy production for price and load forecasts;
(v) automotive, aerospace and manufacturing sectors, for predictive maintenance; and (vi) natural language
processing, for speech recognition applications.

Among the variety of existing techniques, an overview of the most popular ones is provided and
briefly discussed below, such as Decision Trees (DTs), Support Vector Machine (SVMs), Linear Regressions
(LRs), Naive Bayes (NB), Random Forest (RF), Random Committee (RC), Boosting, Bagging, and Artificial
Neural Networks (ANNs). Some of them are then selected and taken into account in the evaluation part of
the proposal.

3.1. Linear Regression and Decision Trees

The goal of linear regression models is to find a linear mapping between observed features and
observed real outputs so that, when a new instance is seen, the output can be predicted [27]. Regression
is a method of modeling a target value based on independent predictors. This method is mostly used
for forecasting and finding out cause and effect relationships between variables. DTs are decision tools
based on a tree-model [28,29]. They are navigated from the root to the leaves, each intermediate node
represents a decision point and the ramification represents the properties that leads to a particular
decision. The predicate that is associated with each internal node, which is used to discriminate among
the data, is called “split condition”. When a leaf is reached by navigating the tree, not only is a particular
classification associated with the input instance, but, thanks to the path, it is possible to understand the
reason for a particular result. A DT should be used when the relations among the various aspects of a
specific application context are difficult to explain. In this case, the nonlinear approach of the DT performs
better than the Linear Regression.

3.2. Support Vector Machines and Naive Bayes

SVMs are linear models for classification and regression problems which are used to solve linear and
nonlinear, problems [30,31]. The idea of SVM is based on the definition of a line or a hyperplane which
separates the data into classes. Based on given labeled input, the algorithm outputs a hyperplane-based
model that is able to classify new instances. Given a set of training examples (training set), each of which is
labeled with the class to which the two classes belong, an SVM training algorithm constructs a model that
assigns new examples to one of the two classes, thus obtaining a non-probabilistic binary linear classifier.
An SVM model is a representation of the examples as points in space, mapped in such a way that the
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examples belonging to the two different categories are clearly separated by the widest possible space.
The new examples are then mapped in the same space and the prediction of the category to which they
belong is made on the basis of the side in which it falls. In addition to linear classification, it is possible
to use SVM to effectively perform nonlinear classification using the kernel method, implicitly mapping
their inputs into a multi-dimensional feature space. NBs belong to a probabilistic family of classifiers [32].
They are centered on the theorem of Bayes, which is based on the assumptions of independence among
features. NBs are highly scalable, requiring a number of parameters linear in the number of variables.
Furthermore, the method is very efficient for text categorization, which can compete with more advanced
methods including SVMs, with appropriate pre-processing.

3.3. Random Forest and Random Committee

The Random Forest is a very popular algorithm for feature ranking [33]. It belongs to the Bagging
methods (Boostrap Aggregating) and it is based on the use of multiple decisions trees DTk, each of which
is trained on a subset Sk of the training set. Each new instance provided in input is classified by all the
k-Decision Trees, each of which provides its own classification. A voting mechanism, which can consist
of majority vote rule or on the average value gathered from all the k-classifications, is then adopted to
establish the final classification based on the most common class in the node. However, the Random
Committee builds an ensemble of base classifiers and generates their prediction by averaging of the
estimated probability [34]. Each base classifier is based on the same data, but it uses a different random
number seed, which makes sense if the base classifier is randomized; otherwise, all classifiers would work
in exactly the same way.

3.4. Boosting and Bagging

Bagging and Boosting are also ensemble methods [35,36]. The idea of Boosting is to combine “weak”
classifiers in order to create a classifier with a better accuracy. In algorithms such as Adaboost, the output
of the meta-classifier is given by the weighted sum of the predictions of the individual models. Whenever a
model is trained, there will be a phase of repeating the instances. The boosting algorithm tends to give
greater weight to the misclassified instances, with the aim of obtaining an improved model on the basis of
these latter instances. On the contrary, the Bagging approach aims to reduce variance from models that
might have a very high level of accuracy, but typically only with the data, on which they have been trained,
which is called over-fitting. It tries to reduce this phenomenon by creating its own variance among the
data by sampling and replacing data by testing diverse models called hypothesis.

3.5. Artificial Neural Networks

ANNs are particular computational models, which are able to represent knowledge based on massive
parallel processing and pattern recognition based on past experience or examples [37]. An ANN is defined
through an initial layer on the basis of the available inputs, a final layer which represents the output of
the computation and a hidden layer which is defined in terms of potential multi-layers through which
the inputs undergo various transformation and calculation steps as long as the final layer is reached
and the output is generated. They are computation models inspired by biological networks in which:
(i) the information processing occurs at several simple elements that are called neurons; (ii) signals
are passed between neurons over connection links; (iii) each connection link has an associated weight,
which, in a typical neural net, multiplies the signal transmitted; (iv) each neuron applies an activation
function (usually nonlinear) to its net input (sum of weighted input signals) to determine its output signal.
By such replicated learning process and associative memory, an ANN model can classify information as
pre-specified patterns. A typical ANN consists of a number of simple processing elements called neurons,
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nodes or units. Each neuron is connected to other neurons by means of directed communication links.
Each connection has an associated weight, which represents the parameters of the model being used by
the net to solve a problem. ANNs are usually modeled into one input layer, one or several hidden layers,
and one output layer.

4. Research Approach Description

This section aims to clarify the approach adopted in this research task, which is depicted as a process
in Figure 2. The process is designed in three main parts, which are organized in lanes: “Data Management”,
“Phase” and “Work-product”. More specifically, the “Data Management” lane is related to the dataset
elaboration, the “Phase” lane provides the information about what is done and in which order, whereas the
“Work-product” lane illustrates which output is generated and how it is eventually used. By describing the
process by phase from the top to the bottom, its functioning as well as the sequence order of its actions are
highlighted. In particular:

• Model definition: this phase starts by taking in as input an Initial Dataset which contains a collection of
data related to different types of devices. This phase aims at identifying common features among the
different type of devices that will be used to characterize and discriminate them. The output of this
phase is represented by a model based on different features called Feature-based model.

• Feature-driven value extraction: this phase uses both the Initial Dataset and the Feature-based model.
In particular, the Feature-based model is applied to the Initial Dataset and, in particular, on the
recorded traces in order to extract additional information, called Derived Dataset. Such information,
which enriches the traces available in the Initial Dataset, is then exploited to distinguish the
different appliances.

• Data splitting: this phase is centered on the Derived Dataset and aims to divide it into two disjoint
subsets: Training Set and Test Set. The Training Set is provided in input to a learning algorithm in order
to train appropriately the classifier which is built on the basis of the identified features, whereas the
Test Set is used to validate it.

• Learning: in this phase, one or more learning algorithms are chosen on the basis of both the analysis
to be conducted (e.g., supervised, semi-supervised or non-supervised) and the kind of available
data (e.g., labeled or not labeled). This phase ends by training such learning algorithm by using the
Training Set in order to obtain a Trained classifier from each of them.

• Model validation: in this phase, the capacity of the trained classifiers obtained in the previous phase
in the identification and classification of electrical devices is assessed. To this aim, only the Test Set,
which consists of traces of devices that have been not used to train the classifiers, are employed so as
to get the Classification Results.

• Feature analysis: this phase ends the overall process. In particular, starting from the Classification Results
gathered from the previous phase, the features that play the most important role, in the electrical
devices identification, are discussed.

In the next sections, more in-depth details on the conducted research activity are given, by focusing
on the work-products. Specifically, Section 5 provides the full description of the Feature-based model by
describing a particular instance of it called EDIM (Electrical Devices Identification Model) by highlighting
which aspects have been considered in its definition and why, whereas the Trained classifiers, the Classification
Results and the Importance Feature Results Analysis are discussed in Section 6.
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Figure 2. Research approach: data management, phases and work-products.

5. EDIM: An Electrical Devices Identification Model and Related Features

In this section, the proposed Electrical Devices Identification Model (EDIM) for the identification of
electrical devices is described. Specific aspects, related to the usage of appliances in terms of time,
place and electricity consumption have been considered for its definition. Their combination aims to
highlight emergent behaviors that are able to characterize and discriminate among different devices.

In particular, as it is depicted in Figure 3, the EDIM model is inspired by three main driving questions:
(i) HOW MUCH does a device consume? (ii) WHEN does a device consume? (iii) WHERE is a device used?
The rationale behind them relies not only on extracting and using information that is directly derivable
or measurable from a device, such as its energy consumption, but also to combining it with further
information related to the way of using a particular device—for example, by considering differences of the
use of a device in specific daily time slots, weekly or seasonal, relationships with other devices such as
their use in sequence or in parallel, as well as by distinguishing whether a device is used in a specific area
or if it is used, with a certain frequency, in different places.

By dealing with the above-mentioned questions, three main related feature classes have been identified,
namely Energy and Power Consumption, Temporal Usage and Appliance Location. For each of them, a set of
specific features have been proposed, for a total of 19 basic features. In the next subsections, the description
of the defined feature classes is provided and, for each of them, the features that have been proposed are
presented and formalized through a mathematical notation.
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Figure 3. The Electrical Device Identification Model and related questions.

5.1. Energy and Power Consumption Class

This feature class focuses basically on the measurement of power and energy at various levels and
at specific points of time. The features belonging to this class aim to extract information related to the
electricity consumption of a device in order to characterize it, by answering the question “HOW MUCH
does a device consume?” In this class, the following consumption-related features are identified:
Daily Power Consumption, Max Power, Power Deviation, Average Power, Average Active Power, Lower Activity
Power (or MinPower), Energy Consumption, Average Peak Value, Power Dense Location, and Standby Devices.
In the next section, the above-mentioned features, which have been proposed in this class, are elaborated.

Daily Power Consumption. It is used to compute the amount of power p consumed by a device j on a
day D, by observing it in a time unit i[s] ∈ D:

PTot
j = ∑

i∈D
pj(i), where i corresponds to a second [s]. (1)

Max Power. This feature is used to calculate the maximum power value p used by a device j within a
specific day D:

PMax
j = max{pj(i)}, where i[s] ∈ D. (2)

Power Deviation. This feature deals with the power deviation which is computed as the sum of the
difference between the Max Power of a device j within a reference day D and its power consumption at
every time unit i[s] ∈ D. Only when j is in operation Statusj(i) > λ = 5[W] = On:

PDev
j = ∑

i∈D
(PMax

j − pj(i)) ⇔ Statusj(i) = On. (3)

Average Power. Given a device j, this feature calculates the average power used from it, related to a
day D by considering both active and non-active operation time i ∈ D:

PAvg
j =

∑ pj(i)
count(i)

, ∀ i ∈ D. (4)
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Average Active Power. Given a device j, this feature calculates the average power used from it, related to
a day D by considering only the active operation time i ∈ D, such that Statusj(i) > λ = 5[W] = On:

PAvgAct
j =

∑ pj(i)
count(i)

, ∀ i ∈ D s.t. Statusj(i) = On. (5)

Lower Activity Power (Min Power). This feature is used to calculate the minimum power value p used
by a device j within a specific day D, by considering only the active operation time i ∈ D, such that
Statusj(i) > λ = 5[W] = On:

PMin
j = min{pj(i)}, where i[s] ∈ D s.t. Statusj(i) = On. (6)

Energy Consumption. Given a time period D (e.g., a Day, a Week, a Month) divided into a set of n
sub-periods {d1, d2, ..., dn} ⊂ D. This feature is used to calculate the energy consumption of a device j in a
specific sub-period b ∈ D:

ECb
j =

D

∑
i

pj(i) ⇔ i ∈ b ⊂ D. (7)

Average Peak Value. Given a reference period of time Dj (e.g., a Day, a Week, a Month) as a disjoint
list of K = {1, 2, ..., k} time intervals Ij={spj(h0, h1), spj(h2, h3), ..., spj(hk−1, hk)} in which a device j was
actively used, then the Average Peak Value of a device j APVj calculates the average of all the peak values
within the considered period of time Dj, where peak(spj(h

′
, h

′′
)) = max{pj(i)} with h′ < i < h′′ is the

max value of energy consumed from the the device j in the time interval [h′, h′′]:

APVj(Dj) =
∑ peak(spj(h

′
, h

′′
))

k
, ∀ spj(h

′
, h

′′
)) ∈ Ij. (8)

Power Dense Location. Given a location l and a set of n devices J = {j1, j2, ..., jn}. This feature provides
the amount of power consumed in l from all the devices in J in an arbitrary period of time D, if the total
power consumed is more than a reference threshold PDthreshold:

PDl
D =

J

∑
j

T

∑
i=0

pl
j(i) > PDthreshold. (9)

Standby Devices. Given a set of n devices J = {j1, j2, ..., jn}, this feature calculates a subset of devices
SBDev = {j1, j2, ..., jk} ⊂ J which are neither Off nor On, rather those which present a standby mode that is
a power consumption 0 < pj(i) < λ = 5[W] for at least an uninterrupted period of time δt:

SBDev =< j1, j2, ..., jk >, if ∃ pj(i) s.t. 0 < pj(i) < λ, and continuous(i) > δt. (10)

5.2. Temporal Usage Class

This feature class focuses on the use of a device, mainly from a temporal point of view, by considering
the question “WHEN does a device consume?” The features that fall into this class try to extract
information, regardless of the amount of energy consumed, with the aim of identifying temporal usage
patterns such as daily, weekly, seasonal related to a single device as well as sequence-parallel relationships
between multiple devices (e.g., the dryer after the washing machine, or the decoder along with the
television). In this class, the following time-related features are identified: On-Off Time, Active Time,
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Average Active Time, Active Duration, Most often Usage Time, Devices Used in Sequence, Devices Used in Parallel.
The above-mentioned features, which have been proposed in this class, are described below in more detail.

On-Off Time. This feature is used to know, in which instant of time i of a day D, a device j is turned
On/Off. The function Statusj(i) is used to check the working status of j at the time i [s] ∈ D, in order
to identify when a change occurs, based on the previous instant of time i − 1, where λ=5[W] is the
On-threshold:

TOn−O f f
j (i) =

{
O f f , when Statusj(i − 1) > λ and Statusj(i) = 0,

On, when Statusj(i − 1) = 0 and Statusj(i) > λ.
(11)

Active Time. This feature counts the number of times that a device j is turned on in an arbitrary day D.
For example, a dishwasher is typically turned on once or twice a day:

TAct
j (D) = count(TOn−O f f

j (i)) ⇔ TOn−O f f
j (i) = On, ∀ i ∈ D. (12)

Active Duration. Given a device j, its active duration in an arbitrary day D represents the overall time
i in which j is active that is Statusj(i) = On:

TActiveDur
j (D) = countj(i) ⇔ Statusj(i) > λ = 5[W] = On, with i ∈ D. (13)

Average Active Time. This feature calculates the active average duration of a device j within an arbitrary
day D:

TAvgAct
j (D) =

TActiveDur
j (D)

TAct
j (D)

. (14)

Most Often Usage Time. Given a reference period of time Dj (e.g., a Day, a Week, a Month) as a
disjoint list of K = {1, 2, ..., k} time intervals Ij={spj(h0, h1), spj(h2, h3), ..., spj(hk−1, hk)} in which a device
j was actively used, then the most often usage time of a device j indicates the longest interval of time
Δhj=< h

′
, h

′′
>j such that spj(h

′
, h

′′
) ∈ Ij and h

′
, h

′′ ∈ K, in which the device j was used:

Δhj = max < h
′
, h

′′
>j= max{(h′′ − h

′
)j} = max{spj(h

′
, h

′′
)}. (15)

Devices Used in Sequence. Given two instants of time i1 and i2 with i2 ≥ i1. A device j2 works
in sequence after j1 seq((j2, j1)), when j1 stops working at time i1, which is Statusj1(i1 − 1) = On
and Statusj1(i1) = O f f and the device j2 starts working in a subsequent instant of time i2, which is
Statusj2(i2) = O f f and Statusj2(i2 + 1) = On. Thus, this feature ¯SEQJ(D) returns all the possible couples
of devices j1, j2 ∈ J, which work in sequence in a reference period D:

¯SEQJ(D) = {seq(j1, j2)}D ∀ j1, j2 ∈ J set of devices. (16)

Devices Used in Parallel. Given two instants of time i1 and i2 with i1 > i2, i1 > (i2 + 1) − Δt and
Δt ≥ 1. The device j2 works in parallel with j1 par((j2, j1)), when j1 stops working at time i1 that is
Statusj1(i1 − 1) = On and Statusj1(i1) = O f f and the device j2 starts working in an instant of time i2 that
is Statusj2(i2) = O f f and Statusj2(i2 + 1) = On. This feature ¯PARJ(D) returns all the possible couples of
devices j1, j2 ∈ J, which work in parallel at least for a threshold Δt in a reference period D:

¯PARJ(D) = {par(j1, j2)}D ∀ j1, j2 ∈ J set of devices. (17)
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5.3. Appliance Location Class

The place of use of a device is another important indicator, since some electrical devices are often
used in the same place (e.g., the hairdryer in the bathroom, the kettle in the kitchen). Some of them are
movable and others are not. As a consequence, some devices can be used in more than one location inside
a house and they can be active in not more than one location at a time. This feature class is driven by the
question “WHERE is a device used?” Considering this aspect, in this class, the following location-related
features are identified: Place of Use, Sequence of Usage Location.

Sequence of Usage Location. Given a set of locations L = {l1, ..., lz, ..., lk} that represent specific places
(e.g., a kitchen, a bathroom, a bedroom, a living room and so on) in a given house h. The feature computes
the list of locations in a house h, where a device j was chronologically used plz

j (iw) > λ = 5[W] = On in
an arbitrary day D:

¯SoULh
j (D) =< l1(i1), ..., lz(iw), lz+1(iw+1), ..., lk(iw) >

h
j , with i1...iw ∈ D, (18)

∀ < iw, iw+1 > with iw < iw+1 and plz
j (iw) > λ and plz+1

j (iw+1) > λ.
Place of Use Given a set of locations L = {l1, l2, ..., lk} that represent specific places (e.g., a kitchen,

a bathroom, a bedroom, a living room) in a given house h. This feature allows for knowing in which
location z ∈ L the device j was used pz

j (i) > λ = 5[W] = On. That is, it was On for at least one time unit i
in an arbitrary day D:

zh
j (i) ⇐ pz

j (i) > λ, with z ∈ L and i ∈ D. (19)

6. Experiments and Results Discussion

In this section, first an overview of the used dataset is given, then the results gathered by
experimenting the proposed model are described and, finally, a discussion on the importance of the
features is provided.

6.1. Dataset Overview

The dataset used to evaluate the proposal consists of a collection of traces related to the daily use
of different electrical devices. This dataset, which is made available under the Open Database License
(ODbL) [38], is public available and freely downloadable [14]. Each entry of the dataset contains basic data
such as the identifier of a device, the time unit with a granularity of a second, which is used to collect the
data of each device, the amount of energy consumed in a time unit and so on.

The trace-base data have been grouped into three categories in accordance with the process they
have been collected: “Full-day traces”: which contains complete traces that have been recorded for a time
period over 24 h; “Incomplete traces”: which contains traces with missing measurements in different
instants of time over the day; “Synthetic traces”: which contains trace fragments of devices that have been
manually completed with values corresponding to zero consumption readings, when the real values were
not available. In our case, the folder containing the “Full-day traces” has been used in the experimentation,
which corresponds to 33 types of devices, as listed in Table 3.

6.2. Features Evaluation

A machine learning based approach has been used for the evaluation of the proposed identification
model. Starting from such row data available in the “Full-day traces” folder, additional information has
been extracted by using the features that have been proposed in Section 5. Both the basic and extracted
information is used to train and test different classifiers. As the dataset is labeled, the case in consideration
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falls under a supervised learning problem. As a consequence, only supervised machine learning techniques
have been considered and compared. In particular, Random Forest, Bagging, LogitBoost, Decision Tree,
Naive Bayes and SVM algorithms have been selected and experimented with for two main reasons: (i) on
one hand, to the best of our knowledge, they have shown the best performance in literature, (ii) on the
other hand, it is possible to analyze and understand the logic behind their classification process, which is,
instead, not always possible with other techniques. For example, neural networks make difficult to
understand what happens during the classification, since they act as a black box, to understand which
features play the most important role for the device identification. As a consequence, they have not been
considered. For the sake of completeness and clarity of this work, Figure 4 summarizes the machine
learning algorithms that have been used in the experiments along with the values of the parameters that
have been used after having tuned them.

Figure 4. Machine learning algorithms and related parameters.

The training and test set have been constructed by using a standard approach based on 5-fold cross
validation, so as to reduce both the risk of losing important patterns/trends in data set and the error
induced by bias. In more detail, 80% of all 33 categories of available devices’ traces have been exploited to
build the training set extracted from the traces, with the remaining 20% of the data to build the test set,
which are employed respectively to train and test the above-mentioned classifiers. Moreover, the testing
of the model was done for each single device in order to get the prediction of each device separately
(i.e., at device level), and then the accuracy of all the devices were averaged to calculate the overall accuracy
of each trained model. Moreover, as different traces of different models of certain device categories were
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available (for example LCD-TV, Router, Washing Machine), the construction of the training set and the test
set took into account that the traces belonging to a certain device model were used only in the training
set or in the test set. This allowed for showing that the proposed features are able to recognize even new
devices with similar behavior, in terms of energy usage, belonging to one of the 33 device categories
under consideration.

A first result is shown in Table 2 in terms of accuracy of the different classifiers. A general observation
is that all the classifiers present an accuracy higher than 90%, which provides an indication of the goodness
of the selected features. Indeed, they show a certain degree of independence from a specific classifier
and, as a consequence, they are well suited to describe appliance types and distinguish them from others.
Moreover, among them the best performance is reached by the Random Forest algorithm with 96.51%
accuracy, which is why the rest of the analysis is specifically based on its use for the subsequent evaluation.
The details are reported in Table 3 by showing the result values for true and false positives as well as the
precision, which measures the proportion of actual negatives that are correctly identified as such, and the
recall, which measures the proportion of actual positives that are correctly identified as such, for each kind
of device.

Table 2. Accuracy of the different classifiers.

# Algorithm Accuracy [%]

1 Random Forest 96.51
2 LogitBoost 94.99
3 Bagging 93.02
4 Decision Tree 91.10
5 Naive Bayes 90.26
6 Support Vector Machine 90.11

As we can see, our implementation reaches at least 80% accuracy and almost all the devices are
always classified correctly, which can be seen from the true positive ratio, which is equal to 1.0. However,
for other devices, the false positive ratio is, however, very low. Additionally, both the results obtained by
calculating the precision and the recall values comply with the observed values related to the true positive
rate. Only for one device, and in particular for the Water Kettle, a lower level of classification is shown.
This is associated with the limited number of instances available during the training phase of the classifier
that made the training phase of the classifier very difficult for this typology of device.

In general, some devices present electrical characteristics that are easier to recognize and which require
few instances for training the classifier; others instead require a greater number of instances. This can be
traced back to the fact that the behavior of some devices is not only strongly dependent on their mode and
state of operation, such as for an alarm clock or a vacuum cleaner. Others, instead, have dependencies
on their state and external factors, for example in the case of the Water Kettle, the amount of water to be
heated could influence the duration of its heating process. Consequently, not only is it necessary to have a
sufficient amount of traces, but they should also be collected considering these additional factors.

However, more than 60% of the devices are correctly identified and classified, as we can see from
the true positive rate, precision and recall, without errors. In summary, we globally obtained very high
performances in terms of accuracy compared with other related works, and in particular with respect to
the related work [15], by only using 19 features instead of 517 features on the same dataset, by requiring
both less computational resources and computing time.
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Table 3. Accuracy classification for each appliance provided by the Random Forest.

Electrical Device True Positive False Positive Precision Recall

Alarm Clock 1.0 0 1.0 1.0
Amplifier 1.0 0 1.0 1.0

Bean to cup 1.0 0 1.0 1.0
Coffee machine 1.0 0 1.0 1.0

Dishwasher 1.0 0 1.0 1.0
Desktop PC 1.0 0 1.0 1.0

Dryer 1.0 0 1.0 1.0
DVD 0.99 0.001 0.941 0.99

Ethernet 0.95 0 1.0 0.95
Freezer 1.0 0 1.0 1.0

Iron 0.80 0.002 0.65 0.80
Lamp 0.88 0.002 0.85 0.88

Laptop 0.96 0 1.0 0.96
Mediacentre 0.99 0 1.0 0.99
Microwave 1.0 0.001 0.95 1.0

Monitor-CRT 0.92 0.002 0.93 0.92
Monitor-TFT 1.0 0 1.0 1.0
PlayStation 0.87 0 1.0 0.87

Printer 1.0 0.001 0.98 1.0
Projector 0.97 0 1.0 0.97

Refrigrator 1.0 0 1.0 1.0
Router 1.0 0 1.0 1.0
Stove 1.0 0 1.0 1.0

Toaster 1.0 0.001 0.95 1.0
TV-CRT 1.0 0 1.0 1.0
TV-LCD 1.0 0 1.0 1.0
TV-REC 0.96 0 1.0 0.96

USB Harddrive 1.0 0 1.0 1.0
Vacuum cleaner 1.0 0 1.0 1.0
Water Fountain 1.0 0 1.0 1.0

Water Kettle 0.57 0.003 0.58 0.57
Wash Machine 1.0 0.002 0.983 1.0
Xmas Lights 0.99 0 1 0.99

Weighted average 0.9651 0.0004 0.964 0.9651

6.3. Discussion of the Features Importance

In addition, not only is it important to have a model that performs well, but it is also very important
to understand why it works good (or bad) and under which conditions. This helps to understand the logic
of the model and the reasoning behind a decision. Knowing the importance of a feature in the classification
process may motivate the exploitation of more complex one or removing them based on their significance,
even by sacrificing some accuracy for the sake of the interpretability. In our case, an analysis on the feature
importance has been conducted, in order to know which of them plays the most important role in the
electrical device identification process.

In the assessment of the feature importance, a common evaluation criterion is called impurity, which is
used to express the level of homogeneity (or heterogeneity) among a group of items [39]. In our case,
the classification model is based on the Random Forest, which in turn consists of a set of sub-trees. In this
case, the impurity value for each feature is calculated on the basis of each sub-tree. As a consequence,
the impurity is assessed over all the nodes for all the trees. Every node in the decision tree splits the dataset
into two subsets, so that all the results showing similarities fall in the same subset. As a consequence,
from one side, the more important a feature is, the more it decreases the impurity in the tree, but, on the
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other side a mistake based on it will produce a greater impact on the overall classification. Typically,
the features which generate greatest decrease in terms of impurity are located closer to the root-level of a
tree, whereas those that produce less decrease of impurity are closer to the leaf-level.

In this case, Table 4 shows how much each feature contributes in the reduction of the level of impurity
and, as a consequence, their importance in percentage in the identification of the electrical devices. As it is
visible, the features are sorted by level of importance. The most important feature is shown in the first
row of the table. Moving down, the less important features are listed. In particular, the Avarage Peak Power
is the most important one because it provides the highest level of impurity reduction, unlike with the
Energy Consumption, which is the feature that contributes the least to discriminating between appliances
and, consequently, to reduce the level of impurity among them. It is important to note that no value of
importance is reported regarding to the On-Off Time. This is because it does not contribute directly as a
discriminating characteristic, but it is used indirectly from other more complex features in the classification
process, as a supporting feature.

Table 4. Descending order of features, for level of importance, expressed as a percentage.

# Feature Name Importance (I) [%]

1 Average Peak Power 14.8142
2 Average Active Power 14.6424
3 Max Power 11.3404
4 Average Active Time 10.1315
5 Lowest Active Power 10.1219
6 Place of Use 8.366
7 Active Duration 7.6177
8 Devices Used in Parallel 5.2789
9 Average Power 4.9267
10 Most of Usage Time 4.5993
11 Standby Devices 2.0524
12 Active Time 1.9884
13 Power Deviation 1.7767
14 Devices Used In Sequence 1.2207
15 Power Dense Location 0.6378
16 Sequence of Usage Location 0.2529
17 Daily Power Consumption 0.2319
18 Energy Consumption 0.0002
19 On-Off Time -

Tot. - 100

A further observation can be made by calculating the average percentage value of importance of a
feature ĪF = 5.26% as:

ĪF =
100

count(F)
=

100
19

= 5.26%, with F the set of all features. (20)

On the basis of such reference parameter ĪF, only the first eight features of Table 4 present a higher
value than ĪF. It means that Average Peak Power, Average Active Power, Max Power, Average Active Time,
Lowest Active Power, Place of Use, Active Duration, Devices Used in Parallel can be considered the most
important features in the classification process. Indeed, by summing their percentage values of importance,
the result is equal to 82.31%, which reflects the level of accuracy of at least 80%, in the classification of
almost all the devices with a true positive ratio equal to 1.0, as described above. However, the diagram
depicted in Figure 5 reports for such features both the absolute importance values with respect to all
19 features as well as the relative values when only the most important ones are considered.
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Figure 5. The most important features along with their absolute and relative importance values.

7. Conclusions

The paper focused on the automatic identification of electrical devices based on features. An Electrical
Device Identification Model centered on three feature classes related to energy consumption, time usage
and location, have been proposed. For each class, specific features have been defined and formalized
for a total of 19 distinct features. The information extracted by applying such features has been used to
train six different classifiers (i.e., Random Forest, Bagging, LogitBoost, Decision Tree, Naive Bayes and
SVM), which have shown a high level of accuracy as a symptom of goodness of the proposed features.
Of course, a number of variations of techniques, which are designed for different types of tasks, are also
available. From one side, they typically allow for obtaining even better results; this means that, to some
extent, they influence the assessment. Since our aim was to evaluate the proposed features by avoiding
any potential kind of bias, in this research activity, we considered only standard techniques in order to
obtain a more neutral assessment of the features and to compare the results with the prior works reported
in Section 2. Further experiments and details related to the Random Forest classifier that provided the
highest accuracy equal to 96.51% have been conducted and discussed, as it outperformed with respect to
the related work [15] by using only 19 features on the same dataset. In particular, the ratios of true and
false positives, as well as the precision and the recall with reference to the specific appliances, have been
evaluated. An additional analysis has been done, in order to understand the logic of the classifier and the
reasoning behind its decisions. Specifically, not only did it emerged how much each feature contributes in
the classification process, but also the most important ones have been identified.

Ongoing works aim to extend this identification model in order to (i) enhance the interaction
between Smart Homes and Smart Grids to improve the decision-making process for the energy automatic
management and distribution in the network, and (ii) improve the local management of electrical devices
in smart homes automatically on the basis of users’ habits, and centered on the definition of specific user’
profiles. Furthermore, it is worth noting that the behavior of some devices might change over time due
to aging, temperature and environmental effects. For example, with aging, the battery of a smart phone
might show performance degradation in terms of needed energy while charging or it might take more
time to charge or might discharge at a faster rate. Similarly, it could happen with other devices like an
air conditioner whose usage changes from season to season, also depending on the external temperature.
Such behaviors cannot be covered in a limited time trace dataset, which is why there could be some points
where the classification fails. As the devices’ behavior or their use can change over the time, a possible
future work regards the extension of our model with a patching-based approach for classifiers [40],
which focuses on the adaption of existing classification models to new data. As classification often faces
scenarios where an already existing model needs to be adapted to a changing environment. Such research
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work identifies the regions of instance space in which adaptation is needed and, after that, local classifiers
for these regions are trained. Such regions after training are incorporated into the model and can handle
the predictions even after some changes due to aging or environment. Thus, whenever a decay is detected
in the performance of the model, the adaptation is triggered with the goal of finding patches to the classifier
that can act efficiently without training the model again from scratch.
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The following abbreviations are used in this manuscript:

SG Smart Grid
SGs Smart Grids
SH Smart Home
SHs Smart Homes
EDIM Electrical Devices Identification Model
MAUs Measurement and Actuation Units
ODbL Open Database License
ML Machine Learning
DT Decision Tree
LR Linear Regression
SVM Support Vector Machine
NB Naive Bayes
RF Random Forest
RC Random Committee
ANN Artificial Neural Network
NIALM Non Intrusive Appliance Load Monitoring
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Abstract: At present, as growing importance continues to be attached to atmospheric environmental
problems, the demand for real-time monitoring of these problems is constantly increasing. This article
describes the development and application of an embedded system for monitoring of atmospheric
pollutant concentrations based on LoRa (Long Range) wireless communication technology, which is
widely used in the Internet of Things (IoT). The proposed system is realized using a combination
of software and hardware and is designed using the concept of modularization. Separation of each
function into independent modules allows the system to be developed more quickly and to be
applied more stably. In addition, by combining the requirements of the remote atmospheric pollutant
concentration monitoring platform with the specific requirements for the intended application
environment, the system demonstrates its significance for practical applications. In addition,
the actual application data also verifies the sound application prospects of the proposed system.

Keywords: atmospheric; on-line monitoring; LoRa; embedded system

1. Introduction

Atmospheric pollution is an important issue in China because the severe effects of this pollution
are detrimental to the life and health of the people [1]. The main sources of atmospheric pollution
include organic compounds, carbon compounds, and particulate matter (PM) produced by human
activities, including nitrogen dioxide, carbon monoxide and PM2.5, which can all seriously affect
human health [2]. To provide better solutions to the problem of atmospheric pollution, it is essential
to identify the source of each pollution discharge accurately and rapidly. However, at present,
atmospheric monitoring in China is still reliant on large-scale national monitoring stations, which
can provide high-precision monitoring data but are not arranged in large-area and high-density
monitoring sites because of cost constraints. As a result, we cannot acquire the monitoring data
with sufficiently high spatial precision to locate the discharge sources. Therefore, it is essential
that monitoring sites that can acquire data with high space-time accuracy are developed. With the
development of the Internet of Things (IoT) [3], the number of IoT devices in general use is continuing
to grow rapidly. Application of the IoT to monitor the air quality can provide sufficient data to allow
the pollution sources to be located precisely. With characteristics that include on-line monitoring,
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target tracking, remote maintenance, and an on-line upgrade capability, the IoT can solve the problems
of high-space-time-precision air monitoring efficiently by selecting the most appropriate networking
mode to realize interconnection and communication for air monitoring equipment. The emerging LoRa
(Long Range) [4] is a type of low-power wireless area network (WAN) communication technology
that offers several advantages when applied to the IoT. As shown in Figure 1, LoRa applications
are becoming more widespread. Using a star network structure, LoRa achieves ultra-low current
consumption and provides long-distance transmission via a spread-spectrum modulation design and a
reduced communication modulation frequency, and it is resistant to external interference and multipath
fading because it uses frequency-hopping spread spectrum technology. These IoT-compatible features
make it suitable for device applications that require low power consumption and small data volumes
(less than 50 bytes for a single packet). To date, many countries have started to develop applications
for the IoT, and some of the required infrastructure, such as LoRa base stations, has been deployed
extensively [5].

In addition, a great deal of research is being conducted into the application of LoRa to IoT.
For example, in China, Wang et al. realized a power meter reading module through use of LoRa [6],
Sun et al. applied LoRa technology to power a communications network [7], and the study of long-distance
indoor location functions have also been performed based on LoRa’s localizable features [8]. Overseas,
Pasolini et al. studied the application of LoRa to smart city projects [9], while Cerchecci et al. conducted
research into the use of LoRa for urban domestic garbage collection management [10]. These numerous
research areas demonstrate the current development prospects of LoRa. There are also some research
results on atmospheric environmental monitoring methods. Olalekan A.M. et al. proposed using networks
of low-cost air quality sensors to quantify air quality in urban settings [11]. The study introduced
the collection of pollutant concentrations by using general packet radio service (GPRS) network
communication, and the measurement results of the electrochemical sensor are analyzed in detail.
L. Capezzuto et al. also proposed an interesting monitoring method through mobile phones to provide
a way for the citizen to easily obtain his own sensor node and quickly start participating in the air
monitoring [12]. M.I. Mead et al. provided evidence for the performance of electrochemical sensors at
the parts-per-billion level, and then they outlined results obtained from deployments of networks of
sensor nodes in an autonomous, high-density, static network in the wider Cambridge (UK) area [13].
Therefore, it can be seen from the above studies that monitoring of the atmospheric environment is a
research hotspot and there is also a large market demand.

Based on the above research, this article introduces a high-time-space-precision atmospheric
environmental monitoring system based on LoRa (which is hereafter referred to as “the system”).
The system was designed and implemented based on the requirements of field environment monitoring
applications. The system is modular in terms of both hardware and software to enable it to meet later
expansion requirements. Furthermore, the system was designed with full consideration of aspects such
as equipment power consumption, reliability, hardware volume, and actual cost. The actual application
also demonstrated that the system has strong market prospects. The design, implementation and
application of the proposed system are described in detail below.
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Figure 1. Global distribution of long range (LoRa) usage (which was made by the LoRa alliance and
can be found at https://lora-alliance.org/). The dark yellow parts indicate that the application of LoRa
technology has been publicly announced, the light-yellow parts indicate that the LoRa technology has
a small number of applications, and the light grey parts indicate that the LoRa technology has not yet
been applied.

2. System Structure

When monitoring the air quality, it is essential to use a high-density device layout because the
environment is usually both complex and volatile [14]. First, the devices must remain sufficiently stable
to ensure a long-term monitoring capability. In general, because of the limited access to a mains power
supplies in most scenes, the devices are required to be powered by solar energy [15] and they must
meet low power consumption standards. Second, it should also be a simple process to replace sensors
in the proposed devices to allow the system to collect different types of pollutants. The monitoring
equipment that is described in this article is designed in modular form [16], which means that each
module’s functionality will be realized in accordance with specific application requirements. To meet
the requirements for low power consumption and on-line collection of atmospheric pollutants and PM
concentrations, the system is largely designed in two parts, i.e., the device side and the server side
(as shown in Figure 2). The device consists of the following components: a central control processor
module, a sensor data collection module, a data storage module, a power module, and the LoRa
communication module. Each module is connected to the processor and performs data collection,
storage, and remote transmission tasks via coordination of the software.
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Server

 

Figure 2. LoRa monitoring system consists of monitoring devices (top) and a data server (bottom). Arrows
between different modules shown data flow and module control procedures. MCU = microcontroller unit;
WAN = wireless area network.

2.1. Node Device

The central control processor is mainly based on the STM32F107 [17] chip that is manufactured
by STMicroelectronics at Geneva, Switzerland, which is based on a chip from the 32 advanced
RISC (Reduced Instruction Set Computer) machine (ARM) Cortex™-M3 series, with a rich array
of peripherals and sufficient random-access memory (RAM) space. This module controls the functions
of the entire system, including data processing, data storage, and the software drivers required for the
communication module and power system control.

The sensor data collection module largely contains electrochemical gas sensors (for SO2, CO, O3,
and NO2) and laser scattering sensors (PM2.5 and PM10 particulates). Their specific parameters are
shown in Table 1. The sensor interface uses a serial port mode. To ensure that sufficient numbers of
serial port sensors can be connected, the system uses a digital switch to poll the sensor data, thus
effectively reducing the required number of microcontroller unit (MCU) serial ports.

The data storage module uses a serial peripheral interface flash memory (SPIFLASH) [18] to
store the relevant data. There may be some scenarios in which the communication connection is
disconnected for a period of time. Therefore, to ensure the continuity of the collected data, it is
necessary to store any data that cannot be uploaded in time. At the same time, the system’s power
consumption can be further reduced by reducing the frequency with which data is uploaded.

The LoRa module controls the wireless data transmission functions of the device. The module is
connected to the base station using the LoRaWAN protocol [19]. During periods where there are no
data uploads, the module operates in a very low power consumption state. However, when there is an
upload, the device is woken up to perform the data upload and receive the downlink data from the
base station.

The power module controls the power supply to the hardware system. The power supply uses
a combination of solar energy and a battery to ensure that the device can work normally in remote
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locations where there is no access to a mains supply. In accordance with the formulated power supply
strategy, the module will supply power to other modules when required, and the power supplies of
these other modules will be turned off if there is no task to be performed, which will save energy to a
great extent.

Table 1. The atmospheric sensors’ specific parameter characteristics (model, measuring range,
measuring principle, resolution, response time, accuracy) used in the system. PM = particulate matter.

Type Model
Measuring

Range
Measuring
Principle

Resolution Response Time (s) Accuracy

O3 7NE/O3-5 0–2000 μg/m3 Electrochemistry 2.0 μg/m3 <30 ≤±5%
SO2 7NE/SO2-1000 0–2500 μg/m3 Electrochemistry 2.5 μg/m3 <30 ≤±5%
NO2 7NE/NO2-1000 0–2000 μg/m3 Electrochemistry 2.0 μg/m3 <30 ≤±5%
CO 7NE/CO2-1000 0–200 mg/m3 Electrochemistry 0.2 mg/m3 <30 ≤±5%

PM2.5 SDS011 0–2000 μg/m3 Laser scattering 0.1 μg/m3 <10 ≤±10%
PM10 SDS012 0–2000 μg/m3 Laser scattering 0.1 μg/m3 <10 ≤±10%

2.2. Server Side

The server side is in charge of receiving, passing, storing, and displaying the node device data.
The data reception program is based on the Socket communication real-time online monitoring network
port. When data are received by the program, these data are parsed and are then written into the
MySQL database using the database storage table field. The webpage will then query the database
periodically. When there is a new data update, this update will be analyzed with reference to the
historical data, and the results will be displayed on the webpage, thus fulfilling the visualization and
readability requirements for the monitoring data.

3. System Design

The system was designed using a combination of software and hardware. The software includes
a software platform based on the browser/server (B/S) [20] framework and the embedded system
software. The hardware is the front-end data acquisition main board. To meet the demand for collection
of atmospheric pollutant concentrations, the system uploads the collected data using the LoRaWAN
protocol. The system platform design is divided into hardware, software, and system key technology
design aspects, and each of these aspects will be introduced in detail below.

3.1. Hardware Design

3.1.1. Main Board

The main board is pictured in Figure 3. As the core component of the atmospheric monitoring
node, the main board is composed of a microcontroller, a peripheral circuit, a charge management unit,
a power conversion unit, a J-Link component, a serial port setting unit, a data storage unit, a clock
management unit, a network interface, and a signal transceiver. Using an STM32F107 chip and the
embedded Beijing Normal University Operation System (BNUOS) which developed by the State Key
Laboratory of Remote Sensing Science of Beijing Normal University, the microprocessor controls data
acquisition in the field environment and data storage, and also manages communication between the
collector and the remote server, and communication between the collectors.
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Figure 3. LoRa acquisition equipment hardware structure, consisting of three parts. (a) Main board,
(b) LoRa module, (c) Data Collection Board. UART = universal asynchronous receiver/transmitter.

3.1.2. Data Collection Board

Most scientific research requires simultaneous observation of multi-parameter data, which means
that a single set of equipment must be used to connect multiple different types of sensors at the
same time or to connect equipment from different manufacturers (or even from different countries).
To improve the versatility and extensibility of these platforms and support flexible collocation of the
different components and devices in a diverse range of projects, it is necessary to design interface
modules with increased numbers of functions. Therefore, the main board and the data collection board
are separated on these platforms. While the main board is integrated with the serial port, Universal
Serial Bus (USB), and Ethernet ports that are common to most current sensors, the data collection board
is designed separately to connect each of the sensors. For digital sensors, the data collection board
provides a sensor-to-processor communication interface; for analog sensors, if the sensor signal is to
be amplified and converted, the data collection board provides the functional components required
to link the final signal to the processor; for the output pulse sensor, the data collection board shapes
the pulse that is output by the sensor and connects this pulse to the processor. In addition, the data
collection board is also both scalable and customizable. The input/output (IO) port on the main board,
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which is connected to the data collection board, contains 12 analog-to-digital converters (ADCs) and
12 digital-to-analog converters (DACs), a universal synchronous and asynchronous receiver-transmitter
(USART), a controller area network (CAN), an inter-integrated circuit (I2C) bus, a timer, and a counter.
In addition to the analog and digital signals, sensors that output other signals such as universal
synchronous and asynchronous receiver (USAR), recommended standard 485 (RS485), CAN, I2C, and
serial digital interface at 1200 baud (SDI12) sensors can be connected to the data collection board.
Therefore, these sensors can be customized depending on specific demands.

On the platform, the data collection board is as shown in Figure 3; through this board, the sensors
can communicate and provide data interaction with the main board. For the different types of sensors
described above, the data collection board interacts with the main board in different ways. For example,
for the digital sensors, the data collection board only provides an interface to allow these sensors
to communicate with the main board. For the analog sensors, however, the data collection board
amplifies and converts the electrical signals that are output by the sensors, and then hands them over
to the main board via special interfaces for processing.

3.2. Software Design

3.2.1. Software Design of Server

When the central server processes the data, a source analysis model and the weather element
analysis environmental quality trends are established in combination with the actual data. The software
platform is thus designed based on the demands described above.

The atmospheric environmental monitoring system software is created in the Django framework [21],
which stores data using a MySQL database and communicates with the terminal collection device via
Socket communication. The terminal application software that receives the device uploads the coded
data via a data network, and then analyzes, stores, and displays the data while also providing data
visualization and downloading functions for further data analysis. The application software has two
main functions: data reception and storage, and real-time data analysis and publication.

The data communication connection between the user server and the device is illustrated in
Figure 4. The device is connected to the LoRa base station through the star topology of the LoRaWAN
protocol. The LoRa base station accesses the backbone network using the general packet radio
service (GPRS), Wi-Fi [22], or Ethernet connections, and completes the network connection to the
cloud server through the TCP/IP (Transmission Control Protocol/Internet Protocol) Internet protocol
suite [23]. The user server transmits the data to the cloud server via stream sockets, which provide
connection-oriented, two-way, and ordered data flow services based on the TCP. The user server
application software collects the data that are transmitted by the terminal device via the Socket data
receiving stream to the server data pool. The application program then obtains the corresponding
data bits based on the data sequence that was transmitted by the device and the corresponding sensor
flag bits, and thus acquires the real data using the corresponding conversion factors after the data bits
are translated into collection data. The server application program then stores the data in the MySQL
relational database. After the receiving program receives the data that are sent by the terminal device
and decodes these data, it converts the data into the corresponding data model required for the data call.

The application program visualizes the collected data in accordance with the demands of the
users. The overall data visualization framework used here is the popular web framework, Django.
The corresponding request link is sent to the background server via the address request of the
foreground and the server then obtains the corresponding processing function via the corresponding
route mapping. The processing function performs the data processing required, and then the data
obtained after processing are fed back to the foreground page for display rendering. Depending on the
users’ demands, the data analysis device can conduct hourly average, daily average, monthly average,
and air quality index (AQI) [24] calculations of these data and the corresponding analysis results are
then fed back to the users.
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Figure 4. The data communication connection between the user server and the device. TCP/IP =
transmission control protocol/internet protocol; SQL = structured query language.

In the system, according to the LoRa base station manufacturer introduction and application
results, 1000 collection nodes can be supported under one LoRa base station [25]. The communication
rate of LoRa is 292 bps–5.4 kbps, so communication delay is very short. The system has six digital
sensors: O3, SO2, NO2, CO, PM2.5, and PM10. In practical application, considering the sensor startup
time is <30 s (as shown in Table 1), the acquisition frequency can approach 1 min, and the acquisition
frequency can be set by sending control data to the device remotely, so the collection of the main basic
parameters of the atmosphere can be completed. The data requirements for environmental governance
analysis can be met through these six parameters.

3.2.2. Embedded Software Design

(1) Main System

The embedded platform software flow is depicted in Figure 5. To reduce the power consumption
of the system, the main task module has a system sleep function. Before the system can enter the sleep
state, it must determine the tasks that are to be executed after the next system wake-up. The main tasks
are as follows: 1. performing the sampling task; 2. opening the LoRa communication module and
uploading the sampled data; and 3. opening the LoRa communication module and testing whether or
not the link with the server is normal.

In this system, there are several places where the sleep program can be called or the sleep flag can
be set. However, the sleep state is only allowed after the sampling and data transmission tasks have
been completed or if the battery voltage is below the minimum level required.

In addition, in the case where there is a setup tool or a setup software connection, the system will
also wake up automatically.

(2) Timing Module

The timing module has two different situations. 1. In systems with a sleep function, the timing
module provides a trigger to start the sampling process. In these systems, the turn-on times of the
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data transmission module and the timing module are preferably staggered. 2. In systems that work
continuously without a sleep function, the timing module provides semaphores to start the sampling
and data transmission modules. In addition, sampling, data transmission, and Global Positioning
System (GPS) time calibration should also be controlled via setup tools or using remote networks.

(3) Wireless Transmission

The wireless data transmission module should be formed using standard send-receive functions.
The main tasks of this module are listed as follows: 1. Uploading the data collection information
and storing this information in an external flash memory; 2. Uploading the signal intensity and the
real-time battery voltage of the module while simultaneously uploading the data to enable observation
of the current state of the system; and 3. Setting the system parameters and uploading the system
status information via remote control. All required correspondences are checked and confirmed.

(4) Data Storage

In general, the system data storage is divided into two parts: 1. the sample data, which are stored
in pieces and 2. the system work log information, which includes the information and the status when
the system is working, including the times at which the communication module starts and the reasons
why the system goes into sleep mode.
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sensor data

Data 
storage

Is LoRa 
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Is data 
uploaded?

RTC set up 
wake time

Sleep

yes

no

RTC wake 
up module

Uploading 
datayes

no

Figure 5. The embedded platform software flow that is applied to the main board of LoRa acquisition
equipment. It shows the processing of an acquisition task. RTC = real time clock.

4. Key Technology

4.1. System Operational Stability

Given that these devices commonly operate under the condition that there is no on-site
maintenance, self-healing capabilities are strongly required for the device. During the early test
procedures, the device halted several times in the unadjusted state and only returned to normal when
the device was restarted manually. Usually, these problems are caused by abnormalities in the hardware
and software systems. In a mono-chip microcomputer system, data confusion among the various
registers and the memory will cause a program pointer error, the pointer not in program area error, and
the wrong program instructions, which will interrupt normal operation of the program. As a result,
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the system that is controlled by this mono-chip microcomputer cannot work normally, meaning that it
will stagnate and then finally halt. Therefore, when the system was designed, a hardware watchdog
circuit and a software timing reset were installed to ensure that the system can recover spontaneously
when any such abnormality occurs. The watchdog is a circuit that checks the internal workings of the
chip periodically and issues a hardware reset signal to the chip in the event of an error.

The operational process of the watchdog within the system is as shown in Figure 6. The system
contains multiple tasks in the group of Task 1, Task 2 . . . Task n, and a task monitor which is superior
to other monitored tasks. Under the condition that Task 1 to Task n all work normally, the Task Monitor
clears the hardware watchdog timer within a specified period of time. In the case where any task, e.g.,
Task x, breaks down, the Task Monitor then does not clear the hardware watchdog timer so that the
system will reset automatically when the monitored task fails. Additionally, if the Task Monitor itself
breaks down, it obviously cannot clear the timer in time, and the watchdog can also reset automatically
in that scenario.

Task_1

Normal Work

Task_n

All tasks 
work 

normally

Watchdog
timer

a

System 
reset

Task_1 Task_n

Error 
occured

b

(a)Multi-tasking system watchdog schematic                   b Watchdog reset logic diagram

Figure 6. The operational process of the watchdog within the system, which is applied to the main
board of the LoRa acquisition equipment in order to ensure the device works normally.

4.2. LoRa Communication Design

The system uses the LoRaWAN protocol chip SX1278 that is manufactured by Semtech [26], which
provides long-distance spread spectrum communication based on the standard LoRa modulation
technique. The frequency bandwidth of the chip is between 7.8 kHz and 500 kHz. The SF (Spreading
Factor) range is from 6 to 12. The available frequency range is from 137 to 525 MHz. To simplify
the use of each module in the proposed system, a low-power-consumption chip manufactured by
STMicroelectronics, STM32L073xZ, is used specifically as the drive-control chip for the SX1278, with
the design structure shown in Figure 7. In this design scheme, the LoRa communication is encapsulated
in a transparent transmission module, and the upper application processor transmits and receives the
data through the serial port; this not only simplifies the design structure, but also allows the LoRa
module to be used in other applications more easily.

The communication process of SX1278 follows the LoRaWAN communication protocol [19].
The LoRaWAN network architecture is a star topology. There are three work modes: Class A, Class B,
and Class C, and Class C is used in the system. When LoRaWAN is transmitting, CRC (cyclic
redundancy check) is used to ensure sending data correctness. Each LoRa terminal node has its
own unique media access control (MAC) address. When the network environment is configured
successfully, the sending data includes MAC, channel, and payload. LoRa has a 256 byte data first
input first output (FIFO) buffer, which stores the data that is received or will be sent. MCU reads and
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writes data by accessing FIFO. The receiving and sending flow is shown in Figure 8. In the receiving
state, the LoRa module saves the received data in FIFO and carries out CRC checking. After checking
successfully, MCU will read the data from FIFO then finish the receiving process. In the sending state,
the MCU writes the data into FIFO, and SX1278 automatically sends the data. When the sending is
successful, the MCU receives the response message, then the transmission is completed, otherwise the
data will be re-transmitted.

STM32L073xZ SX1278
RF 

Front end

24MHz 32KHz 32MHz
Crystal

SPI/IRQ/Reset
PA_Boost

Rx

Application 
Processor

UART

 
Figure 7. The design hardware structure of LoRa module. SPI = serial peripheral interface; IRQ = interrupt
request; PA = power amplifier; Rx = receive; RF = radio frequency.
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Figure 8. LoRa communication processing between the LoRaWAN chip SX1278 and the MCU of
the main board. (a) LoRa receiving data. (b) LoRa sending data. CRC = cyclic redundancy check;
FIFO = first input first output.

5. Application Analysis

To test the device’s stability and the accuracy of the collected data, monitoring devices were
actually installed at multiple points and operated for long periods to acquire the data. The historical
operational behavior of the data analysis devices and the final conclusions are presented as follows.

5.1. Application Stability

The data as shown in Table 2 were collected using several station devices over a period of three
months from January to April in 2017 under zero maintenance conditions. The table shows that the
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data integrity rate of the device is generally above 90%, which indicates that the device did not shut
down during this time period. The main reasons for loss of any data are as follows. First, the LoRa
communications may be mis-coded or lost during upload, because the distance between the base
station and the device will affect LoRa communications. If the device is more than 2 km away from
the base station, the data loss rate will then be greatly increased. Second, the device may be abnormal
as a result of the effects of the external environment. The watchdog and timing reset strategies are
thus applied to ensure that the device can recover spontaneously. It was demonstrated that the system
meets the requirements for use in long-term atmospheric environment monitoring.

Table 2. Actual acquisition comparison of multiple station. Theoretical data size (TDS) indicates the
volume of data that should be acquired at the normal acquisition frequency within three months.
Actual data sizes (ADS) indicates results that are counted by real data. Then, using the equation data
acquisition efficiency DAE = ADV/TDV acquired the data integrity rate of the device.

Station TDS ADS DAE

Station-1 2712 2712 100%
Station-2 2712 2559 94.36%
Station-3 2712 2563 94.51%
Station-4 2712 2694 99.34%
Station-5 2712 2692 99.26%
Station-6 2712 2404 88.57%
Station-7 2712 2596 95.72%

5.2. Data Validity

To check the validity of the data that were collected using the device, the data were compared
with the authoritative data that were issued by the national control station for the concentration of
PM2.5 and CO, which has been causing concern recently, for the whole month. The change trends
(as shown in Figures 9 and 10) in the data that were collected using the proposed device based on the
LoRaWAN protocol that we introduced here are basically the same as those of the national control
station, thus, fully demonstrating that the monitoring and tracking of pollutants can be performed
using the proposed system. Practical application tests have shown that the device has full practical
application capabilities; its monitoring points can be disposed with high density to meet the application
requirements for pollution emission source location under the condition where a large part of the cost
must be limited.

 
(a) 

0

100

200

300

400

500

600

C
on

ce
nt

ra
tio

n 
of

 P
M

2.
5

ug
/m

3

The national station LoRa station

Figure 9. Cont.

68



Sensors 2018, 18, 3891

 
(b) 

y = 0.9679x - 10.783

0

100

200

300

400

500

600

0 50 100 150 200 250 300 350 400

Lo
Ra

 st
at

io
n 

PM
2.

5(
ug

/m
3)

The national station PM2.5(ug/m3)

Comparison scatterplot of PM2.5 concentration LoRa station vs. 
National station in January 2017
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station PM2.5 data and the LoRa PM2.5 data in month.
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5.3. Time Delay

The time delay of the proposed platform system mainly consists of data collection delays and
LoRa communication delays. The data collection delay is caused by the start-up times of the sensors.
In this system, PM2.5 and PM10 particulates are monitored using laser light scattering sensors [27],
which have a start time of less than 10 s. However, the remaining SO2, NO2, and other gas pollutants
are monitored using electrochemical sensors, which require more than 30 s for startup configuration
under the manufacturer’s instructions. Additionally, the average time taken by the device to collect
the data from the sensors is approximately 32 s. LoRa communication delays are mainly caused by the
time taken for LoRa to be registered in the network. Practical applications show that communication
delay is less than 5 s when the network signals are strong, while the registration time may be up to 25 s
when the signals are weaker. Under the worst-case conditions, the time delay may be as much as 57 s.

5.4. Precision

The system sensors are all digital. Because the sensors that monitor the PM2.5 and PM10
particulates are all designed based on the laser scattering principle, the measurement precision may be
affected by foggy weather, during which the tested air would need to be dried for accuracy. The sensors
for SO2, NO2, O3, and CO are all based on the electrochemical principle [28], which means that both
the temperature and the air pressure easily affect their measurement precision. Therefore, in practice,
the data will need to be compensated and calibrated.

5.5. Power Consumption

The system power supply uses a combination of solar energy and battery power. In the
practical tests, for operation with low power consumption, the power supply can completely meet
the monitoring system requirements. As shown in Figure 11, the battery voltage fluctuation of the
device was basically maintained within the 12 V–14.5 V range for the entire year, thus indicating that
the device has not experienced insufficient power supply conditions.
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Figure 11. The battery voltage change trend of the device in a year. It shows that the battery
voltage (the blue line) was always maintained between the maximum (the red line) and the minimum
working voltage (the green line), and the solar-based power supply ensured that the equipment was
working properly.

6. Conclusions

Using LoRa communication, the proposed system has performed real-time monitoring of
atmospheric pollutant concentrations and the hardware and software design of the platform has
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been completed. The LoRa module can reduce both the power consumption and the cost of the device
efficiently. Furthermore, the combination of the ARM processor with its low power consumption
together with the system having a sleep function allows the device to collect data at high frequency
for long periods, powered only by solar energy and a battery. The long-term practical tests proved
not only the stability and the reliability of the proposed device, but also showed that some of the data
may be lost when the distance between the LoRa base station and the nodes is too great or when
there are too many obstructions between the base station and the nodes. Therefore, in future work,
we will continue to improve the software system to enable the detection and retransmission of lost
data, to allow remote upgrading of the device through the server, and to enable adjustment of the
sensor parameters. Furthermore, we intend to continue to develop sensors that are compatible with
other environmental parameters, such as soil and water parameters, based on the foundation of the
system proposed here. Finally, we hope to achieve intelligent environmental monitoring using the
advantages of LoRa in the IoT to provide a reliable and stable data reference source for monitoring
and management of environmental problems.
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Abstract: In many complex manufacturing environments, the running equipment must be monitored
by Wireless Sensor Networks (WSNs), which not only requires WSNs to have long service lifetimes,
but also to achieve rapid and high-quality transmission of equipment monitoring data to monitoring
centers. Traditional routing algorithms in WSNs, such as Basic Ant-Based Routing (BABR) only
require the single shortest path, and the BABR algorithm converges slowly, easily falling into a local
optimum and leading to premature stagnation of the algorithm. A new WSN routing algorithm,
named the Quantum Ant Colony Multi-Objective Routing (QACMOR) can be used for monitoring
in such manufacturing environments by introducing quantum computation and a multi-objective
fitness function into the routing research algorithm. Concretely, quantum bits are used to represent
the node pheromone, and quantum gates are rotated to update the pheromone of the search path.
The factors of energy consumption, transmission delay, and network load-balancing degree of the
nodes in the search path act as fitness functions to determine the optimal path. Here, a simulation
analysis and actual manufacturing environment verify the QACMOR’s improvement in performance.

Keywords: wireless sensor network (WSN); energy; ant colony optimization (ACO); routing algorithm;
quantum-inspired evolutionary algorithms

1. Introduction

Recent years have seen a worldwide interest in Wireless Sensor Network (WSN) [1] technology,
which has been considered one of the most promising technologies in smart manufacturing. Actually,
the development tendency of WSN is in accordance with its context of Industry 4.0 [2]. Together with the
Industrial Internet, the Internet of Things (IoT) [3], whose kernel is WSN, contributes to the achievement
of the connectivity and communication of Cyber-Physical Systems (CPS) [4]. WSN techniques are
appropriate for long-term data acquisition for IoT representation in an industrial environment.

WSNs are distinguished from traditional wireless networks by their dissimilar purposes: WSNs are
data-centric, while the latter aim for data transmission. In traditional wireless networks, such as
Ad hoc and Wireless Local Area Networks (WLANs), the main task is to find the low-latency path
between the source node and the destination node, and to improve the utilization of the whole
network in order to avoid communication congestion and simultaneously balance network flow.
However, in WSNs, a routing method has two main functions: to find the optimal path from the
source node to the destination node, and to transmit a data packet along that path. The main
aim of network routing improvement is to extend network life and prevent connection errors [5].
The routing method’s emphasis is on energy efficiency, because of limited node energy and long
lifetime requirements. Meanwhile, since the number of sensor nodes tends to be very large, and these
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nodes can only obtain local topological information, a suitable route should be chosen by considering
local network information.

Since the network is resource- and power-limited, general wireless communication network
routing methods are not well-suited for WSNs, especially in industrial fields in which there is demand
for high performance in energy efficiency and longevity. Accordingly, some routing approaches have
emerged, such as swarm intelligence-based schemes [5,6]. Social insect colonies, such as those of ants
and honeybees [7,8], have complex collective behaviors and decentralized management structures,
which are similar to parallel, dynamic, and distributed systems. Researchers have studied ant colony
optimization (ACO)-based routing schemes to develop high-performance routing methods [9].

In order to improve the limitations of ACO-based routing methods, such as earlier stagnation and
slow astringency, this paper considers the idea of using quantum-inspired evolutionary algorithms
(QEAs) [10,11] and ACO together, balancing load, real-time transmission, and energy consumption with
a multi-objective fitness function. A novel and efficient routing approach for WSNs, called the Quantum
Ant Colony Multi-Objective Routing (QACMOR) algorithm, is proposed accordingly. In QACMOR,
some quantum computing mechanisms of QEAs, including the quantum bit (qubit) and the quantum
rotation gate, are introduced into ACO. The former represents the node’s pheromone, and the latter
updates it. QEAs are able to avoid premature convergence with a simple implementation, which has
more potential for solving large-scale problems than do other general evolutionary algorithms.
In multiple objectives, more attention is paid to computation speed by using the look-up table of the
rotation angle of QEAs and setting a time-delay factor in fitness function.

The rest of the paper is organized as follows: Section 2 presents the literature review on WSN
routing methods. Section 3 sheds light on ACO-based routing in detail. Section 4 explains the proposed
QACMOR approach. Section 5 shows the experimental results of performance evaluation and case
study validated in a continuous steel casting production line. Finally, Section 6 discusses conclusions
and future work.

2. Literature Review

The routing protocol of WSNs should be devised with properties such as energy efficiency,
scalability, robustness, and rapid convergence, compared to that of traditional networks. A large
number of routing methods have been proposed. Roughly, they can be divided into four categories
through the analysis of relevant literature—that is, data-centric, clustering, geographic location-based,
and Quality of Service (QoS)-based routing methods.

Data-centric routing was proposed to reduce the flooding overhead caused by transmitting query
and data information. In data-centric routing, data request and collection are based on data attributes,
rather than only using local interactions [12,13]. Clustering is the most common technique used for
achieving energy-efficient and scalable performance in large-scale sensor networks. Cluster formation
is a process whereby sensor nodes decide which cluster head they should associate with among multiple
clusters [14,15]. The low-energy adaptive clustering hierarchy (LEACH) [15], a typical cluster-based
algorithm, divides a sensor network into a set of clusters, through which energy consumption is balanced
and reduced. In geographical routing, the physical location of the sensor node is used to guide the path
that a packet takes in the network [16,17]. In some cases of WSN application, a higher-communication
QoS is demanded, such as reliability and real-time data transmission. The method in [18,19] can be
classified in this category.

Routing methods based on swarm intelligence have robust, adaptive, and scalable performance,
suitable for autonomous distributed systems [20,21]. Inspired by the foraging principles of honeybees,
Saleem et al. [22] proposed a distributed and decentralized routing protocol called the BeeSensor
protocol. Camilo et al. [23] studied the application of the ACO metaheuristic to solve the routing
problem in WSNs, and came up with an energy-efficient, ant-based routing algorithm (EEABR).
Zungeru et al. [24] improved the EEABR algorithm by applying a new scheme to intelligently initialize
and update routing tables, reducing the flooding ability of ants for congestion control. In [25],
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a self-adaptive routing mechanism is presented to ensure reliability and efficiency during data
transmission by adopting the dissemination of a pheromone as a model for dealing with dynamic
changes in WSN.

QEAs are based on the concept and principles of quantum computing, such as the quantum bit
and the superposition of states. As a kind of evolutionary algorithm, a QEA is also characterized by the
representation of the individual, the evaluation function, and population dynamics. Learning from the
quantum rotation gate strategy of QEAs, Xing et al. [26] introduced an adaptive evolution mechanism
for QoS multicasting in IP/DWDM networks, which allowed each chromosome in a population to
update itself to a fitter position according to its own situation.

3. Preliminaries

3.1. Energy Consumption Model

Communication is the activity responsible for the bulk of the energy consumption in WSNs [27].
An energy consumption model used in Reference [27] is applied in this study (see Figure 1).

Figure 1. The energy consumption model.

Assumptions are that: the data can reach every node from its neighbors; the data contain
information on distance and residual energy; the radio circuit in the sensor has a power control, and can
expend the minimum required energy to reach the intended recipients; and radio circuit can be turned
off to avoid receiving unintended transmissions. The transmission computation costs and receiving
costs for a k-bit message at a certain distance d are shown as follows:

Transmitting
ET(k, d) = Eelec × k + Eamp × k× d2 (1)

Receiving
ER(k) = Eelec × k + EBF × k (2)

Total energy cost
E = ET + ER (3)

where Eelec = 50nJ/bit, Eamp = 100pJ/bit/m2 for the transmitter amplifier, and EBF = 5nJ/bit when
beamforming is used. d represents the distance of two nodes, and k represents the number of message bits.

Thus, by decreasing the communication distance and the volume of data to transmit, energy can
be saved.

3.2. Basic Ant-Based Routing (BABR) Algorithm

In ACO, ants exchange data by pheromones, and according to the positive feedback principle,
a path with a high density of pheromones has a higher probability of being selected. Such optimization
can be adapted to implement basic ant-based routing for WSNs [9,23]:

Step 1: At regular intervals, a forward ant k starts to move from the source node toward the
destination. While moving, the identifiers of every visited node are recorded in a list, Mk, and each
forward ant avoids traversing a node that has been visited previously.
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Step 2: At each node r, a forward ant selects the next hop node in accordance with a certain
probability distribution:

Pk(r, s) =

⎧⎪⎪⎨⎪⎪⎩
[T(r,s)]μ·[E(s)]ν∑

s�Mk
[T(r,s)]μ·[E(s)]ν , if s �Mk

0, otherwise
(4)

where Pk(r, s) is the probability of individual k that moves from node r to node s, and T is the routing
table at each node with the amount of pheromone on the link (r, s) stored. E represents the heuristic
information given by 1/(C− es) (C is the initial energy level of the nodes and es is the actual energy level
of node s), and μ, ν are weight parameters that signify the importance of pheromones versus heuristics.

Step 3: When a forward ant reaches the destination, a backward ant goes back along the links
that the forward ant has visited. Before moving, the amount of pheromones that the ant will drop
during the trip is computed:

ΔTk =
1

N − Fdk
(5)

where N is the total number of nodes, and Fdk is the distance traveled by the forward ant k.
Step 4: Whenever a node r receives a backward ant from a neighbor node, the routing table

is updated:
Tk(r, s) = (1− ρ)Tk(r, s) + ΔTk (6)

where ρ is a coefficient, and then (1 − ρ) represents the evaporation of pheromones.
Step 5: Once a backward ant returns to the source node, the next interval is continued.
After several iterations, each node will find the best neighbors to which to send a data packet.

While the ability and robustness of the ACO-based method qualify it to find a good solution, it still has
the possibility of getting stuck in slow astringency and early stagnation.

4. The QACMOR Routing Method

This section first introduces the basic concepts and rules of QEAs, and then elaborates on the
QACMOR algorithm for WSNs routing.

4.1. Mechanisms of QEAs

4.1.1. Basic Elements of QEAs

The memory unit in a classical computer is the bit, which only has two states: “0” or “1”,
whereas the smallest information unit in QEAs is defined as the qubit [10,11]. A qubit could be in the
“0” state, the “1” state, or in a linear superposition of both, which is denoted as α|0〉 + β|1〉, where |0〉 and
|1〉 represents the quantum state, and a pair of complex numbers (α, β) is defined with

∣∣∣α∣∣∣2+∣∣∣β∣∣∣2 = 1 ,

and the value of |α|2 and
∣∣∣β∣∣∣2 indicates the probability of the “0” state and the “1” state, respectively.

A qubit with the size of n can be represented as the following, which has 2n kinds of states:

(
α1

β1

∣∣∣∣∣∣
α2

β2

∣∣∣∣∣∣ . . .
∣∣∣∣∣∣
αi
βi

∣∣∣∣∣∣ . . .
∣∣∣∣∣∣
αn

βn

)
(7)

For example, a quantum individual with three qubits is given like this:

⎛⎜⎜⎜⎜⎜⎝
1√
2

1√
2

∣∣∣∣∣∣∣
1√
2−1√
2

∣∣∣∣∣∣∣
1
2√
3

2

⎞⎟⎟⎟⎟⎠ (8)

It can also be represented as:

1
4
|000〉+

√
3

4
|001〉 − 1

4
|010〉 −

√
3

4
|011〉+1

4
|100〉+

√
3

4
|101〉 − 1

4
|110〉 −

√
3

4
|111〉 (9)
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which means that the probabilities of the states |000〉, |001〉, |010〉, |011〉, |100〉, |101〉, |110〉, and |111〉 are
1/16, 3/16, 1/16, 3/16, 1/16wh, 3/16, and 1/16, separately.

Commonly, ξ(ξ ⊂ (−π,π]) denotes the phase of the qubit, and the ith bit phase is ξi = arctan(βi/αi).
The position of ξi in coordination is given in Figure 2.

Figure 2. The position of ξi in coordination.

4.1.2. The Updating of Qubit in QEAs

In QEAs, the quantum rotation gate updates the qubit. The following formula represents a qubit

which rotates θi degrees from the original vector,
(
αi βi

)T
to

(
α′i β′i

)T

[
α′i
β′i

]
=

[
cos(θi) − sin(θi)

sin(θi) cos(θi)

][
αi
βi

]
(10)

θi is the rotation degree according to the following formula:

θi = Δθ× s(αi, βi) (11)

Δθ = 5× exp(−t/tmax) (12)

In Formulas (11) and (12), Δθ represents the rotation step, controlling the rotation speed; t represents
the current number of iterations; and tmax represents the predefined maximal times of calculation
determined by the scale of the problem. The function s(αi, βi) defines the direction:

s(αi, βi) = (dibest/dinow)(ξibest − ξinow) (13)

where
dinow = βinow/αinow

dibest = βibest/αibest

ξibest = arctan(βibest/αibest)

ξinow = arctan(βinow/αinow)

(14)

In Formula (14), αinow, βinow, αibest, βibest are the probability of the ith qubit of the current
and optimal solution, respectively. Finally, if s(αi, βi) < 0, the θi rotates clockwise—otherwise,
it rotates counterclockwise.

4.2. The QEAs in QACMOR

4.2.1. Representing the Pheromone with Qubit

In QACMOR, a qubit represents the pheromone for a population with the size of m
individuals—that is, Q =

(
q1, q2, . . . , qj, . . . qm

)
, j = 1, 2, . . . , m, and

qj =

(
α1

β1

∣∣∣∣∣∣
α2

β2

∣∣∣∣∣∣ . . .
∣∣∣∣∣∣
αn

βn

)
(15)
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where n is the number of qubits,
∣∣∣αi

∣∣∣2+∣∣∣βi
∣∣∣2 = 1 , i = 1, 2, . . . , n.

4.2.2. Updating the Pheromone with Quantum Rotation Gate

In QACMOR, similarly to Formulas (10) and (11), the quantum rotation gate G acting on the ith bit
of the jth individual qj of solution Q is described as follows:

⎡⎢⎢⎢⎢⎢⎣
α′ji
β′ji

⎤⎥⎥⎥⎥⎥⎦ = G
[
α ji
β ji

]
(16)

G =

(
cosθ ji − sinθ ji
sinθ ji cosθ ji

)
(17)

θ ji = Δθ ji × s(α ji, β ji) (18)

where i = 1, 2, . . . , n,
(
α′ji, β

′
ji

)T
represents the updated bit, θ ji is the rotation angle, Δθ ji signifies the

magnitude of the rotation angle, and s(α ji, β ji) is a function of α ji and β ji, and controls the direction of
rotation. For the computation speed, the look-up table was applied to compute the rotation angle as
shown in Table 1, which includes all feasible solutions. f (·) denotes the fitness function as Formula (20);
xji and bi represent the ith bit of the jth individual of the current solution x and the best solution b,
respectively. The schematic diagram in Figure 3 shows the rotation gate polar plot for a qubit individual.

Table 1. The look-up table of the quantum-inspired evolutionary algorithm (QEA) rotation angle [28].

xi bi f(x)>f(b) Δθi
s(αi,βi)

αiβi>0 αiβi<0 αi=0 βi=0

0 0 False 0 0 0 0 0
0 0 True 0 0 0 0 0
0 1 False 0 0 0 0 0
0 1 True 0.05π +1 −1 0 ±1
1 0 False 0.01π +1 −1 0 ±1
1 0 True 0.025π −1 +1 ±1 0
1 1 False 0.005π −1 +1 ±1 0
1 1 True 0.025π −1 +1 ±1 0

Figure 3. The polar plot of the rotation gate for a qubit individual.

Additionally, a conventional binary solution is significantly important for performance evaluation,
and can be obtained by observing the qubits. For example, it is assumed that xi (i = 1, 2, . . . , n) is
a certain bit of the binary individual x, then αi of the qubit individual is compared with a random
number w (0 <w < 1). If |αi|2 > w, then set the value of xi to be “0”, otherwise set the value of xi to be “1”.
Therefore, for Q =

(
q1, q2, . . . , qj, . . . qm

)
, j = 1, 2, . . . , m, its binary solution is P =

(
p1, p2, . . . , pj, . . . pm

)
,

while pj( j = 1, 2, . . . , m) is a n-length binary individual, and then every element of pj (for example, pji)
is determined by comparing α ji of qj with w, 0 < w < 1.
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4.3. The QACMOR Algorithm

The flowchart of the proposed approach is shown in Figure 4. The basic algorithm of QACMOR
can be described as follows:

Figure 4. The process of the Quantum Ant Colony Multi-Objective Routing (QACMOR) approach.

Step 1: The initialization step. Add every node and its neighbor nodes into the routing table.
A forward ant is generated from source nodes which carry the information of source nodes, sink nodes,
and passing nodes. The population is represented as Q(t) = (qt

1, qt
2, · · · , qt

j, · · · , qt
m) with the size of

m individuals, where qt
j( j = 1, 2, · · · , m) is the jth individual in the tth iteration. The representation is

shown as:

qt
j =

⎛⎜⎜⎜⎜⎜⎝
αt

j1
βt

j1

∣∣∣∣∣∣∣ · · ·
αt

ji
βt

ji

∣∣∣∣∣∣∣ · · ·
∣∣∣∣∣∣∣
αt

jn
αt

jn

⎞⎟⎟⎟⎟⎟⎠ (19)

where n is the number of qubits. Initialize α ji, β ji(i = 1, 2, · · · , n) with 1/
√

2. The maximum iterations
are represented as tmax, and the initial value of the current iterations t is 0.

Step 2: Compute the binary solution P(t). P(t) = (pt
1, pt

2, · · · , pt
j, · · · , pt

m), pt
j( j = 1, 2, · · · , m) is

a binary individual with n-length. The probable solution is obtained by measurement of Q(t). The value
of element pji in pj is determined by comparing α ji of qj with w, 0 < w < 1.

Step 3: Generate the routing path. Assign m individuals into the source nodes at random. We used
the state transition rule to generate the routing path of these individuals. In each step of the decision,
an individual positioned on node r moves to the node s in line with Equations (4)–(6).

Step 4: Evaluate the solution and store the best solutions in B(t). The evaluation function of the
routing tree is shown as follows:

f (t) =
1

[Z1(t)]
C1 [Z2(t)]

C2 [Er(t)]
C3 [σr(t)]

C4
(20)

Z1(t) =
∑

Kdλrs, (r, s) ∈ Tree(t) (21)
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Z2(t) = maxFdk(t) (22)

F(t) = max f (n), (n = 0, 1, . . . , t) (23)

where C1, C2, C3, and C4 are weight parameters, and Er(t) and σr(t) are factors which describe the
network load balance, and respectively represent the average value and standard deviation of the
load for node r. Z1(t) is the energy consumption factor, K is an array which indicates the total number
of leaf nodes extended from each node in the routing tree, λ is a parameter with a value from 2 to
4 which generally approaches 4, drs is the distance of link (r,s), Tree(t) denotes the routing tree, Z2(t) is
the time-delay factor, and Fdk is the distance traveled by the forward ant k.

After the sink node receives forward ant packages, evaluate the solution by Equations (20)–(23),
and then save in B(t).

Step 5: Update the pheromone according to the rules of the quantum rotation gate, after receiving
back the ant.

Step 6: If the current iterations are less than the maximum iterations, return to Step 3.
It should be noted that QACMOR is an evolutionary algorithm rather than a quantum algorithm,

in spite of the fact that the proposed approach is based on quantum computing mechanisms.
In QACMOR, some problems in basic ACO can be tackled. The representation of qubit introduces the
probability research method, making the balance between exploration and exploitation easier than
the conventional ACO algorithm, and adjustment of the magnitude of the rotation angle can make
convergence speeds faster. Exploring the unused nodes by using heuristic information, as Formula (4)
shows, updating the local pheromone according to Formula (5) and (6) in Step 2, and updating the
global pheromone with the quantum rotation gate will generate population diversity, preventing the
algorithm from becoming trapped in local convergence or premature stagnation.

5. Experimental Results

5.1. Performance Evaluation

Routing is a crucial process to consider in WSNs when dealing with multiple performance metrics,
since routing decisions can impact network lifetime, packet delivery rates, and end-to-end packet
delays [29]. Different performance metrics can be used for comparing different routing algorithms
in WSNs. The main metrics considered in this paper to validate the performance of the proposed
algorithm are as follows:

(1) General property, such as communication distance, energy consumption, and hops.
(2) Convergence rate, that is, the number of iterations needed to find an approximation to a fixed point.
(3) Network lifetime, that is, the duration up to the time when data can no longer be forwarded due

to the depletion of energy of the sensor nodes.

Sensor nodes are assigned at random. Figure 5 shows an instance in which the network range
was 1000 m2, and the total number of nodes was 50. Each link between a node and its accessible
neighbors was denoted by a dotted line. Figure 5 shows the optimal path obtained by QACMOR,
shown as a solid red line. Source nodes were numbered 16, 21, 22, 24, 30, 47, and 50, and the sink node
was numbered 1. Notice that the value of tmax should be greater than the number of iterations for the
algorithm to converge.

Three groups of experiments were conducted on a MATLAB simulation platform. Table 2 lists the
values of parameters used in this simulation.
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Figure 5. Optimal path in network topology.

Table 2. Parameter-setting in experiments.

Item Experiment 1 Experiment 2 Experiment 3

Number of nodes 10, 20, 30, . . . , 100 50 50
Network range 1000 m2 1000 m2 5000 m2

Initial energy / / 0.5 J
C1 0.5 0.5 0.5
C2 0.1 0.1 0.1
C3 0.1 0.1 0.1
C4 0.1 0.1 0.1

tmax 400 400 400

In the first experiment, a comparison of the value of F(t) in cases in which the number of nodes
ranges from 10 to 100 was conducted between two algorithms, that is, BABR and QACMOR. The curve
lines in Figure 6 show that the values of F(t) for the two algorithms are same at the beginning,
and descend as the number of nodes increases. Compared with BABR, the curve of QACMOR has
a more sluggish downtrend. The reason for this is that QACMOR takes more properties into account,
including energy efficiency, load balance, and time delay.
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Figure 6. Value of optimal route vs. number of nodes.

The aim of the second experiment was to estimate the convergence property by observing the
optimal value F(t) of QACMOR and BABR when the number of iterations grows. As iterations grow,
it can be seen in Figure 7 that the value of F(t) tends to be stable. In addition, we notice that QACMOR
begins to converge at nearly 200 iterations, while it takes approximately 350 iterations for BABR.
This demonstrates that QACMOR has a faster convergence rate than BABR.
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Figure 7. Value of optimal route vs. iterations.

The third experiment evaluates the network lifetime of QACMOR. The experiment is performed
on the condition that the number of dead nodes grows. In Figure 8, the x-axis denotes the number
of dead nodes, and the y-axis represents the lifetime of the network. It can be seen that the value of
lifetime for QACMOR is consistently higher than the same value for BABR, the gap becomes bigger
with increasing dead nodes, and maintains a fixed value after 35 nodes, nearly 900 h.

 

0
500

1000
1500
2000
2500
3000
3500
4000

0 5 10 15 20 25 30 35 40 45 50

BABR

QACMOR

dead nodes

tim
e

Figure 8. Time vs. number of dead nodes.

The above experimental results indicate that the QACMOR algorithm is capable of use as
an efficient and reliable solution for routing, with balanced energy consumption and an improved
network lifetime.

5.2. Case Study

In this section, a case study of a maintenance, repair, and overhaul (MRO) system for a steel
manufacturing enterprise is illustrated, in order to evaluate the practicality of QACMOR.

Some situations requiring WSNs, such as continuous steel casting lines, present unique
characteristics, mainly due to their harsh industrial environment. In the case of a casting line,
this is at high temperature and full of powder, dust, and noise. The installation site of the sensor nodes
and sink makes it inconvenient to charge or replace the power supply. Therefore, network longevity
should be considered. It is important to build routing algorithms which can be adapted to monitor
equipment conditions and prolong the WSN lifetime as much as possible. Another major challenge in
the harsh environment is insufficient QoS in WSNs, such as delay, bandwidth, and packet loss.
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The role of the online monitoring system is to obtain the status information of equipment,
including temperature, pressure, and revolving speed. The system architecture is depicted in Figure 9.
The complex structure of the continuous casting line made it difficult to install and deploy a reliable
cable network, while a WSN had the ability to overcome the field wiring problem. In the WSN,
these field data were sent to the Advanced RISC Machines (ARM)-based gateway for data collection,
fusion, and processing. Then, the data were sent to the server. At the server, the collected data were
imported into a database for further analysis and diagnosis of potential faults by the MRO system.

Figure 9. Online monitoring system architecture.

Sensor nodes distributed within the continuous casting line constitute the system’s perception
layer. Figure 10 shows the installation site of three frame-offset wireless sensors on a segment. In this
section, we chose one segment as the test object. Specifically, in one segment, 24 temperature sensors
were used to collect information about the working status of the hydro-cylinders; 24 pressure sensors
were installed to collect information about the bearings; eight revolving speed sensors were embedded
to collect information about the rollers; and three frame-offset wireless sensors were installed onto
each segment to monitor the displacement of the segment’s frame.

 
Figure 10. Diagram of three frame-offset wireless sensors.

We conducted a test on one segment in a real casting-shop environment to compare the network
lifetime of three algorithms—that is, BABR, AODV, and QACMOR, and verify the running practicality
of QACMOR. In this test, the total number of nodes is 60, with one sink node and 59 sensor nodes for
one segment. The parameter settings are listed in Table 3, which shows the same weight value (C1, C2,
C3, C4) as that listed in Table 2 in Experiment 3 in Section 5.1. As in that experiment, the comparison of
the whole network lifetime was made by observing the number of dead nodes. Results in Figure 11
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indicate that in terms of time elapsed before first node death or total network lifetime, QACMOR still
has an advantage over BABR, even in harsh working conditions.

Table 3. Parameter-setting in case study.

Item Value

Number of nodes 60
Network range 300 m × 280 m
Initial energy 0.5 J

C1 0.5
C2 0.1
C3 0.1
C4 0.1

tmax 500
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Figure 11. Comparison of network lifetimes in a continuous steel casting line.

6. Conclusions and Future Work

ACO-based routing has been used widely in WSNs. To improve convergence performance and
save energy consumption in basic ACO routing methods, quantum computing mechanisms were
introduced in the QACMOR method. This paper studied two performance metrics: convergence rate
and network lifetime, with reference to the features of industrial continuous steel casting production.
Simulation results indicated that the algorithm proposed can rapidly obtain the optimal path with
a fast convergence rate, and prolong the network lifetime. A WSN, based on the proposed QACMOR
algorithm, was also deployed in an MRO system for a steel manufacturing enterprise. Physical WSN
deployment and experiments showed that the proposed QACMOR algorithm is reliable in such
applications, after consideration of packet loss based on our previous work [21,30]. In future work,
focus and attention should be given to the potential synergies between WSNs and other existing
and emerging technologies, such as Cloud Computing and Big Data, so as to improve their overall
performance and efficiency.
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Abstract: Posture recognition has been widely applied in fields such as physical training,
environmental awareness, human-computer-interaction, surveillance system and elderly health care.
The traditional methods consist of two main variations: machine vision methods and acceleration
sensor methods. The former has the disadvantages of privacy invasion, high cost and complex
implementation processes, while the latter has low recognition rate for still postures. A new body
posture recognition scheme based on indoor positioning technology is presented in this paper.
A single deployed indoor positioning system is constructed by installing wearable receiving tags
at key points of the human body. The distance measurement method with ultra-wide band (UWB)
radio is applied to position the key points of human body. Posture recognition is implemented by
positioning. In the posture recognition algorithm, least square estimation (LSE) method and the
improved extended Kalman filtering (iEKF) algorithm are respectively adopted to suppress the noise
of the distances measurement and to improve the accuracy of positioning and recognition. The
comparison of simulation results with the two methods shows that the improved extended Kalman
filtering algorithm is more effective in error performance.

Keywords: posture recognition; indoor positioning; wireless body area network; Kalman filtering;
multi-sensor combination

1. Introduction

Human posture recognition is an attractive and challenging topic due to its wide range of
applications, e.g., smart home environments for the monitoring of physical activity levels, assessment
of recovery phases of living independently, and detection of accidental falls in elderly people [1].
Among these applications, the most important one is the elderly health care due to the population
aging in the 21st century. According to the US population report, the aged population (over 65 years
old) reached more than 50 million in 2017 [2], which represented 15.41% of the US population. China
had an aged population of 158 million (10.64% of its total population) in 2017, and it will become one
of the most aging countries in the world [3]. Meanwhile, the empty nest ratio of the elderly is rapidly
increasing for various reasons. Therefore, health care for the elderly has become a major concern.
Posture recognition is one of the key supporting technologies for health care of the elderly.

Traditional human posture detection methods can mainly be divided into two categories:
computer vision [3–12] and acceleration sensor data analysis [13–16]. Methods based on acceleration
sensors have the disadvantage of complex data processing steps, but their invasion of privacy is
well tolerated. Posture detection methods by computer vision technology are mature and have high
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accuracy in individual posture recognition, but they have the disadvantage of invasion of privacy.
Posture parameters extracted from video in [4,5] are skeletal joints and rotation angles. The method
performs well in individual human posture recognition with a pan-and-tilt fixed camera, but it suffers
difficulties in the recognition of multiple people. Kinect, the Microsoft somatosensory camera, is
adopted to extract such parameters as spatial positions of the skeletal joints [6–11] to recognize human
posture. Kinect can track at most two bones, six people, 20 joint points in a standing model, or
10 joint points in a sitting model [12]. Due to its poor recognition effect under conditions of multiple
participants, Kinect doesn’t meet the requirement of multiple people tracking. Both cameras and
Kinect have the disadvantage of invasion of privacy, which result in controversies in health monitoring
application for the elderly.

On the other hand, human posture detection technology based on acceleration sensor data analysis
has been proposed in [13–16]. In [13], a waist-mounted device to detect possible falls of elderly people
is presented, and four accelerometer sensors are combined to achieve good performances. However,
the algorithm needs to be improved to calculate the optimum thresholds automatically. Musalek [14]
used a motion sensor, which is a wearable device capable of wireless communication, to detect the
movement of the elderly. Both methods depend on single sensor devices, which provides limited
information to recognize human posture. Guo et al. [15] proposed a pose awareness solution for
estimating pedestrian walking speeds with the sensors built into smartphones. This method asks the
elderly to use a high cost smartphone. Reference [16] presents wearable sensor devices to recognize
human postures, and they conducts their experiments with participants wearing three sensors which
can reach 90% overall accuracy of human postures. Caroppo et al. [17] described a multi-sensor
platform for anomalies, which acquires postures by both ambient and wearable sensors that are a
time-of-flight 3D vision sensor, UWB radar sensor and a 3-axis accelerometer. The platform achieves
high accuracy in sleep anomaly detection.

Methods based on acceleration sensors can achieve high recognition accuracy in motion states.
Since acceleration sensors cannot acquire static information, they have difficulties in the recognition
of positions, shapes, and so on. In recent years, the indoor positioning systems have seen increasing
development [18–24]. The Microsoft indoor positioning competition has attracted a large number
of global teams from both companies and universities each year. The competition has witnessed
lots of positioning technologies including wireless local area networks (WLAN) [19], Bluetooth low
energy [20], optical light [21], radio frequency identification (RFID) [22], and UWB [23,24]. Among
these methods, UWB is considered to be one of the most accurate approaches because it provides
positioning estimation with centimeter-level accuracy [25,26].

However, it is doubtful whether the indoor position system can also offer high-accuracy position
estimation and posture recognition in dynamic activities. To answer this question, a new posture
recognition method with the application of UWB indoor positioning technology is proposed in this
paper. In the scheme, a positioning umbrella is designed and constructed first, the UWB distance
measuring technology is applied. Receiving tags will be pasted onto key points on the clothes
corresponding to human body joints of such as wrists and ankles. Least squares and Kalman filtering
algorithms are adopted to reduce the noise interference, thus further improving the positioning and
recognition accuracy. Simulation results reveal that the scheme can effectively estimate positions and
recognize human postures.

2. Posture Estimation Method

2.1. Design of Positioning System

UWB is one of the hotspots in indoor positioning research. It can achieve centimeter-level accuracy
in positioning, and has good multipath resistance performance. The radio can transmit a long distance
with low power consumption. Hence, the hardware of the positioning system proposed in the paper
is designed based on UWB. The positioning system consists of two parts: a positioning umbrella
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and receiving tags, as is shown in Figure 1. To facilitate attachment on clothes, the receiving tags are
designed to be miniature and hidden. The positioning umbrella is the key component of positioning
system. It is made up of core and arms, as shown in Figure 1. The core of the positioning umbrella
is composed of a CPU and other control circuit modules such as a communication module, alarm
executor module, and location estimation module. The arm of the positioning umbrella connects
the UWB radio sender to the central processing unit (CPU), so the senders can work synchronously
under the control of the CPU. The UWB module mainly functions as a time of flight (TOF) device for
distance measurement.

(a) (b) 

Figure 1. Positioning umbrella and receiving tags. (a) Positioning umbrella. (b) Receiving tags attached
on clothes.

There are several arms in a positioning umbrella system. However, positioning in
two-dimensional surface needs at least three arms, and positioning in three-dimensional space requires
at least four non-coplanar arms. The more and longer the arms are, the higher the positioning accuracy
is [27]. Due to space limitations, the length of arms cannot be infinite. Arms in the system are limited
to not more than 1 meter. Meanwhile, the number of arms is limited to eight. Thus, the design can be
easy to install and use. As is shown in Figure 1a, the distribution of seven positioning umbrella arms
in space can provide position service for any UWB receiving tags in 3-dimensional space.

Powered by a button battery, the receiving tags attached to coats and caps are designed to be very
small. In order to ensure low energy consumption, the positioning algorithm should be concise and
effective. Positioning algorithms with large computation burdens or long operation time (e.g., particle
filters or unscented Kalman filter) do not meet the requirement. In order to make effective use of
resources, tags attached to clothes, as is shown in Figure 1b, should be recovered and replaced.

2.2. Position Arrangement of Receiving Tags

The Microsoft Kinect technology collects more than 10 key joints of the human body to achieve
posture recognition tasks. Similarly, we construct a human body model with 14 segments and 15 joints,
as shown in Figure 2. The system applies 14 receiving tags attached to clothes (e.g., coats trousers and
caps) in key joints of human body. By this method, we can easily detect human posture, for instance,
we can determine it walking or standing by monitoring the position of receiving tags on knee joints.
Also we can decide it falling down or sitting by detecting the position of head tag. For some complex
postures such as picking up a cell phone, we need to analyze the combination of tags on hand joint,
elbow joint and shoulder. We have named each receive tag and its corresponding position in Table 1.
In the next two section (Sections 2.3 and 2.4), the posture recognition method will be discussed based
on these 14 receiving tags and their position arrangements.
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Figure 2. Distribution of UWB receiving tags.

Table 1. Key joints of human body.

Position Tag Name Position Tag Name

Head head Central heart
Left Shoulder lshoulder Right Shoulder rshoulder

Left Elbow lelbow Right Elbow relbow
Left Hand lhand Right Hand rhand
Left Hip lhip Right Hip rhip

Left Knee lknee Right Knee rknee
Left Foot lfoot Right Foot rfoot

2.3. Structure Vector of Human Body

Feature vectors and classifiers are always constructed to implement pattern recognition. Because
receiving tags attached to clothes may differ in position for different persons, it is difficult to express
the posture characteristics by the absolute position of receiving tags. Therefore, we introduce structure
vectors to reproduce the postures of the human body. Due to the different characteristics of the
human body, the structure vectors are constructed by the receiving tags which are attached to different
positions of clothes to represent trunk, limbs and motion information. Since motion information is
represented by a combination of receiving tags, behavior features can be obtained by calculating the
vector modulus and vector angle. Compared to the method with one tag, the combination is a more
effective method for posture recognition.

By analyzing the characteristics of human body, the vector by connecting receiving tags attached
to the key joints is called structure vector. Suppose the position of the receiving tag attached to the left

elbow is A(x1, y1, z1), and position of the receiving tag on the left hand is B(x2, y2, z2), the vector
→

AB
can be expressed as Equation (1):

→
AB = (x2 − x1, y2 − y1, z2 − z1) (1)

Other body structure vectors are similarly constructed. The combination of 14 key joints of
Figure 2 in pairs results in 91 structure vectors, among which some vectors are useless to represent
human postures. According to the structure characteristics of human body, the vector acquired by two
adjacent joints contains the most abundant information. We choose 10 groups of structure vectors that
are most capable of expressing changes in body posture, as shown in Table 2.
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Table 2. Structure vectors of human body.

Vector Name Position Vector Name Position

I lelbow-to-lhand Left Hand Irelbow-to-rhand Right Hand
I lshoulder-to-lelbow Left Arm I rshoulder-to-relbow Left Arm

I lhip-to-lknee Left Leg I rhip-to-rknee Left Leg
I lknee-to-lfoot Left Foot I rknee-to-rfoot Left Foot

I head-to-lshoulder Head-Left Shoulder I head-to-rshoulder Head-Right Shoulder

2.4. Vector Angle Setting

Besides structure vectors, angle relations between some vectors can effectively reflect the
motion information. Figure 3 shows an example for the process of falling down. The angle of
Ilhip-to-heart and Ilhip-to-lknee is dynamically changing, and the posture angle θ is changing synchronously.
Meanwhile, angles can eliminate the structure vector differences originated from shapes and positions
of various people.

Figure 3. Posture angles of falling down.

The angle of the two structure vectors, a = (x1, y1, z1) and b = (x2, y2, z2), is defined as
Equation (2):

〈a, b〉 = arccos
a · b
|a||b| , |a| �= 0 and |b| �= 0 (2)

If |a| = 0 or |b| = 0, then 〈a, b〉 = 0, where a · b and |a| are respectively expressed as Equations (3)
and (4):

a · b = x1x2 + y1y2 + z1z2 (3)

|a| =
√

x2
1 + y2

1 + z2
1 (4)

Now, we make the naming rule of vector angles. The angle of vector Irelbow−to−rhand and vector
Irshulder−to−relbow is defined as θrshoulder−relbow−rhand. According to the rule, we select 10 groups of
vector angles containing best information that reflects the change of posture, as shown in Table 3.

Table 3. Posture angles of human body.

Posture Angle Position Posture Angle Position

θ head-heart-lshoulder Head-Heart-Left Shoulder θ head-heart-rshoulder Head-Heart-Right Shoulder
θ heart-lshoulder-lelbow Heart-Left Shoulder-Elbow θ heart-rshoulder-relbow Heart-Right Shoulder-Elbow
θ lshoulder-lelbow-lhand Left Shoulder-Elbow-Hand θ rshoulder-relbow-rhand Right Shoulder-Elbow-Hand

θ lhip-lknee-lfoot Left Hip-Knee-foot θ rhip-rknee-rfoot Right Hip-Knee-foot
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3. Positioning Algorithm

3.1. Positioning Principles

According to TOF distance measurement principles of UWB, the angles and length of arms in
positioning umbrella are known, and the UWB signal transmitting node at the endpoint of each
umbrella arm functions as a base station (or an anchor node). The i-th (i∈{1, . . . M}) anchor has its
position labeled as P(xi

m, yi
m, zi

m). The anchor position is obtained once the umbrella is constructed.
However, the positions of receiving tags are unknown. They will change with body motion. Since
receiving tags move with human posture, their positions need to be estimated. Assuming that the
position of the j-th (j∈{1, . . . N}) tag is P(xj

n, yj
n, zj

n), the distance between the j-th tag and the i-th
anchor node can be described in Equation (5), where v is the measurement noise which conforms to
Gaussian distribution ( v ∼ N(0, R)), R represents variance of v, and xj

n, yj
n and zj

n are three unknown
position parameters. The resolution needs a set of equations with more than four equations similar to
Equation (5), as shown in the equation set (6).

Yj
i =

√
(xi

m − xj
n)

2
+ (yi

m − yj
n)

2
+ (zi

m − zj
n)

2
+ v (5)

⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

Yj
1 =

√
(x1

m − xj
n)

2
+ (y1

m − yj
n)

2
+ (z1

m − zj
n)

2
+ v1

Yj
2 =

√
(x2

m − xj
n)

2
+ (y2

m − yj
n)

2
+ (z2

m − zj
n)

2
+ v2

...

Yj
M =

√
(xM

m − xj
n)

2
+ (yM

m − yj
n)

2
+ (zM

m − zj
n)

2
+ vM

(6)

Since there are seven arms in the positioning umbrella in Figure 2, the equation set (6) has seven
equations. Linear processing of equation set (6) can be made before the three unknown parameters,
and xj

n, yj
n and zj

n are resolved by least squares estimation. Once the positions of receiving tags are
solved, the structure vectors and angles can also be estimated.

3.2. Improved and Extended Kalman Filtering Algorithm

In Equation (5), UWB distance measurement is affected by noise v, which has great influence on
positioning accuracy. Therefore, an effective algorithm to suppress the measurement noise must be
introduced. Since the algorithm needs to be transplanted to a microprocessor, the data processing
methods in the receiving tags can’t be too complicated for saving energy. Therefore, concise and
effective methods such as least square algorithms and extended Kalman filtering algorithms are
adopted in our application.

The position of each receiving tag is constructed as Xj
n(k) = [xj

n, yj
n, zj

n], which is called the
state variable. Then state equation of these dynamic receiving tags can be represented as the
following equation:

Xj
n(k + 1) = ΦXj

n(k) + ΓWj
n(k)

Φ =

⎡
⎢⎣ 1 0 0

0 1 0
0 0 1

⎤
⎥⎦, Γ =

⎡
⎢⎣ 1

1
1

⎤
⎥⎦ (7)

where Φ refers to state-driven matrix, Γ stands for noised-driven matrix, and W is white noise with
mean value of 0 and the variance of Q (W∼ N(0, Q)). The observation equation is defined in the
following form:

Yj
i (k) = h(Xj

n(k)) + v(k) (8)

where h(Xj
n(k)) =

√
(xi

m − xj
n(k))

2
+ (yi

m − yj
n(k))

2
+ (zi

m − zj
n(k))

2
.
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Then, extended Kalman filter is adopted to process the distance measurement noise. The detailed
processing steps are described as follows:

(1) State Prediction:
X̂j

n(k + 1|k) = ΦX̂j
n(k|k) (9)

(2) Covariance Prediction:

P(k + 1|k) = ΦP(k|k)ΦT + Q(k + 1) (10)

(3) Kalman Gain Calculation:

K = P(k + 1|k)HT [HP(k + 1|k)HT + R(k + 1)]
−1

(11)

The Jacobian matrix derived from Equation (11) is shown in Equation (12):

H =
∂h
∂X

=
[

∂h
∂xj

n(k)
∂h

∂yj
n(k)

∂h
∂zj

n(k)

]
(12)

(4) Status updating:
X̂j

n(k + 1|k + 1) = X̂j
n(k + 1|k) + Ke

e = (Yj
i (k + 1)− h(X̂j

n(k + 1|k)))
(13)

(5) Covariance updating:
P(k + 1) = [I − KH]P(k + 1|k) (14)

The initial filtering value X(0) = E{X̂(0)}, and the initial variance matrix P(0) = var{X̂(0)}.
In the filter, e is the Kalman gain, which is calculated from historical data and the latest observation.
Too much historical data will lead to cumulative errors. In order to avoid the accumulation of errors,
many algorithms such as those described in [28,29] are improved through variable forgetting factors,
but it is difficult for them to confirm the values. Therefore, we introduce the rectangular window
function to improve the Kalman filter in this paper, as shown in the following form:

Yj
i (k) =

{
f (Yj

i (l)), N − k < l ≤ k
0, other

(15)

where f (Yj
i (l)) = a0 + a1x + · · · + akxk, and N is the length of window function with its range

10 ≤ N ≤ 30. Another key improvement for the extended Kalman filter is that the polynomial fitting
for the N latest observation Yj

i is employed. The fitting equation is shown in the following form:

A = (XTX)
−1

XTY (16)

where X =

⎡
⎢⎢⎢⎢⎣

1 x1 · · · xk
1

1 x2 · · · xk
2

...
...

. . .
...

1 xn · · · xk
n

⎤
⎥⎥⎥⎥⎦, A =

⎡
⎢⎢⎢⎢⎣

a0

a1
...

ak

⎤
⎥⎥⎥⎥⎦, Y =

⎡
⎢⎢⎢⎢⎣

yk−N+1
yk−N

...
yk

⎤
⎥⎥⎥⎥⎦.

Equation (15) is easy to solve with the coefficient matrix A in Equation (16). Introduction of the
window function in the improved algorithm aims at dropping historical data. The smoothed distance
obtained by least square polynomial fitting with the latest N observation can help to reduce cumulative
errors, and finally to improve the performance of Kalman filter.
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4. Experiment

A sketch map of indoor environment is drawn in Figure 4a. The indoor playground is a square
with a width of 10 m and length of 10 m. The positioning umbrella is suspended from the ceiling. It is
suspended 5 m above the ground. There are seven arms with the length of 1 m. Among the seven
arms, six are deployed in the x-y plane, and one is deployed in the z-direction. When the character
moves under the umbrella, we capture the position of the receiving tag of the left foot (other parts are
also possible) and draw the trajectory in Figure 4b, which shows the motion curve of the left foot when
walking in a straight line at a constant speed. Human motion data for the simulation experiment is
obtained from the Unreal Engine 4.0, which is a virtual reality software released in the USA. In this
paper, we employ the engine to generate human posture data which are the positions of 14 tags when
the character is walking.

(a) (b) 

Figure 4. Left foot trajectory in walking model. (a) Walking model. (b) Trajectory of left foot.

In the simulation experiment, the character walks several meters in a straight line at a constant
speed. We set the sampling frequency as 119 fps, which means the positions of 14 receiving tags, such
as head, shoulders, hands, knees, feet, and so on, should be recorded 119 times per second. Due to
the high sampling frequency, we can see the details in the curve from Figure 4b. Then we employ our
improved Kalman filtering (iEKF) algorithm. In Figure 4b, “Real” refers to data generated by Unreal
Engine 4.0, “LSE” stands for results of least squares estimation (LSE) which is widely used in the field
of indoor positioning technology, and “iEKF” represents the results of the improved extended Kalman
filtering algorithm in Section 3.2.

5. Results Analysis and Discussion

While in Figure 4b, it is not obvious to decide which method is better. Both algorithms show good
tracking effect in three-dimensional trajectories. For further comparison of the performances of two
algorithms, we define deviation using Equation (17). Also the mean deviation of each algorithm is
defined as Equation (18), where Xreal are the positions, structure vectors or angles, and Xestimate are the
estimations by iEKF and LSE methods. The following sections discuss the results of the experiment.

deviation = |Xestimate − Xreal | (17)

mean − deviation =
1
N

N

∑
k=1

|Xestimate(k)− Xreal(k)| (18)

For further comparison, the mean deviation is an effective metric. The algorithm designed in
Section 3 computes the positions of the tags, the vector norms and posture angles by applying iEKF
or LSE method. We select two items, respectively, from Tables 1–3. The results of mean deviation are
given in Table 4 for the LSE and iEKF methods, respectively. We can conclude that the iEKF is more
effective because all the deviations are smaller than with the LSE method.
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Table 4. Mean deviation comparison in tag position, vector norm and posture angle.

Name LSE iEKF

head 11.70 cm 7.16 cm
left shoulder 11.83 cm 7.24 cm

I heart-to-lshoulder 0.32 cm 0.20 cm
I lshoulder-to-lelbow 0.22 cm 0.14 cm

θ head-heart-lshoulder 0.0075 rad 0.0046 rad
θ heart-lshoulder-lelbow 0.0104 rad 0.0073 rad

(a) Positioning comparison

As described in Section 2.1, we choose 14 receiving tags attached on clothes corresponding to joints
of the human body. The positions of the 14 key joints are easily obtained by our methods. In Figure 5,
there are two groups of detection results. The first group are the 14 key joints which are detected by
the indoor position system, and the others are detected by Microsoft Kinect technology [30].

Figure 5. Detecting result for 14 key joints in walking model. (a), (b) and (c) are the first group detected
by our designed indoor position system. (a) is the original data generated by UE 4.0, (b) is the 14 key
joints detected by LSE method, and (c) is the result detected by iEKF. Figures from (d) to (i) are the
results detected by Kinect sensor. (d) and (g) are the expected results. (e) and (h) miss some joints due
to shelter or failed detection. (f) and (i) are the repaired results in literature [30].

The disadvantage of Kinect detection results is that they may be sheltered by something or some
joints are missed. Moreover, Kinect cannot output the positions of the 14 key joints. However, these
disadvantages are overcome by the indoor position system. The joints are missed only when receiving
tags are out of power or broken in the proposal system. Unlike the Kinect method, the receiving tags
can calculate the positions.

The positions of 14 joints of human body can be estimated by the iEKF and LSE methods. Taking
the head tag for example, Figure 6 shows the deviation of estimation Xestimate from real value Xreal
obtained by the two algorithms for head tag. It reveals that iEKF has less deviation and better
performance than the LSE method. The mean deviation by the iEKF method is 7.16 cm, lower than the
LSE method one of 11.70 cm, so iEKF displays better position accuracy than the LSE method.
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Figure 6. Deviation performances of the two algorithms for head tag.

(b) Struction vector comparison

We now perform further analysis to examine the deviation of structure vectors for body postures.
Taking vector Iheart-to-lshoulder for example, in Figure 7, the red solid line represents the real value of
distance between head and left shoulder, the green dotted line refers to the norm of vector Iheart-to-lshoulder
estimated by the LSE method, and the blue dashed line represents the norm estimated by iEKF. Figure 7
shows that the norm of the vector fluctuates between 30.5 cm and 32.5 cm, which is due to the body
tilting from left to right when the character is walking. The estimation values of both LSE and iEKF
fluctuate near the true value. Figure 8 reveals that iEKF has a smaller deviation and is closer to the
true value. The mean deviation between the real value and iEKF is 0.20 cm, which is lower than that of
LSE method with 0.32 cm. Thus iEKF has better accuracy.

Figure 7. Norm comparison of vector Iheart-to-lshoulder.

Figure 8. Deviation comparison of vector Iheart-to-lshoulder.
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(c) Vector angle comparison

Vector angle reflects well the postures of the human body. Posture angles analysis play an
important role in human posture recognition. Vector angle θheart-lshoulder-lelbow is made up by vector
Ilshoulder-to-lelbow and vector Iheart-to-lshoulder. The angle usually happens under such a condition when
people pick up a phone or take a glass of water to drink. In Figure 9, the red solid line, green dotted line
and blue dashed line respectively represent the real angle, estimation by LSE and estimation by iEKF,.
Also the estimation values of both LSE and iEKF fluctuate near the true value. However, Figure 10
indicates that the deviations of iEKF are lower than those of LSE. The mean deviation estimated by
LSE is 0.0104 rad, and the deviation by iEKF is 0.0073 rad which is lower than the LSE method. The
iEKF still has obvious advantages in the comparison of vector angles.

Figure 9. Comparison of two algorithms for θheart-lshoulder-lelbow.

Figure 10. Deviation comparison for angle θheart-lshoulder-lelbow.

(d) Influence discussion for window length N

We refer to the improvement of iEKF in Section 3.2. Now we discuss the influence of the length of
N for the window function. When N is set from 0 to 40, we carry out the experiments and calculate the
mean deviation of vector Ilshoulder-to-lelbow. The results are shown in Figure 11. From the figure, we can
draw the conclusion that optimal performance is achieved when N is between 20 and 25. When N is
equal to 23, the deviation is lowest. This doesn’t mean that it’s globally optimal when N is 23. The
optimum N will float slightly for other vectors. Therefore, the ideal choice is 18 ≤ N ≤ 28 according to
the simulation results.
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Figure 11. Influence of N for mean deviation of vector Ilshoulder-to-lelbow.

(e) Future work

The outputs of the experiment will be two import products: one is the indoor position umbrella
which can provide location services, and the other is the specific clothes with receiving tags which can
recognize the postures of the human body. In the near future, we need to carry out the following three
tasks before we can convert the experimental results into products:

(1) We have done basic posture recognition work for a single person. In order to improve algorithm
robustness, multi-person postures need to be tested.

(2) The experiment is only at the stage of algorithm simulation. Nonetheless, our system hardware is
completed, and testing work of transplanted algorithms will be done in the following stage.

(3) The final target is to deliver this wearable device to the elderly. More and more postures will be
tested such as walking, sitting, sleeping, crawling, calling, falling down, and so on. Evaluating
the weaknesses of the entire system and optimizing tasks need to be tested many times.

6. Conclusions

The paper provided an overview of a posture recognition method for elderly care. The
technologies available can be divided into two categories: vision-based recognition and sensor-based
recognition. To avoid invasion of privacy, sensor-based recognition is a better choice. We proposed a
sensor-based scheme for posture recognition with the indoor positioning system and receiving tags.
The positioning umbrella with seven arms can provide location services. Meanwhile, the receiving
tags are pasted on the surface of special clothes to measure the distance from umbrella by UWB radio.
In this solution, we carried out simulation experiments to verify the usability of the scheme. The LSE
method and iEKF algorithm are introduced to estimate the positions of receiving tags. We also present
posture recognition algorithms with structure vectors and posture angles which combined a couple of
tags. Experimental results reveal that iEKF algorithm offers more accuracy than the LSE method, e.g.,
by calculating the coordinates of the head tag, the mean deviation of iEKF is 7.16 cm, lower than that
of LSE (11.70 cm). In the improved extend Kalman filter, the influence of parameter N for window
function has also been discussed, and the suggestion of reasonable range of N is given.

It has to be pointed out that there are also some disadvantages in our solution. We can achieve
good posture recognition performance, but many tags are needed to keep working, and their energy is
an important concern. In future work, we will transplant the algorithm to the processor, and focus on
the further improvement of wearable technologies coupled with different kinds of postures, such as
walking, sitting, sleeping, and so on. The test of the robustness and stability of the system also need to
be carried out. We believe the prospect of applications for elderly care is vast.
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Abstract: With the rapid development of wireless network technology, wireless passive indoor
localization has become an increasingly important technique that is widely used in indoor
location-based services. Channel state information (CSI) can provide more detailed and specific
subcarrier information, which has gained the attention of researchers and has become an emphasis
in indoor localization technology. However, existing research has generally adopted amplitude
information for eigenvalue calculations. There are few research studies that have used phase
information from CSI signals for localization purposes. To eliminate the signal interference existing in
indoor environments, we present a passive human indoor localization method named FapFi, which
fuses CSI amplitude and phase information to fully utilize richer signal characteristics to find location.
In the offline stage, we filter out redundant values and outliers in the CSI amplitude information and
then process the CSI phase information. A fusion method is utilized to store the processed amplitude
and phase information as a fingerprint database. The experimental data from two typical laboratory
and conference room environments were gathered and analyzed. The extensive experimental results
demonstrate that the proposed algorithm is more efficient than other algorithms in data processing
and achieves decimeter-level localization accuracy.

Keywords: indoor localization; channel state information; device-free passive; WiFi fingerprint; naive
Bayes classification; feature fusion

1. Introduction

Location-based applications and services are concerned with people’s daily lives, and thus have
attracted increasing attention. According to different target environments, positioning services can be
divided into two situations: outdoor localization and indoor localization. In the outdoor environment,
traditional satellite positioning technologies, such as the Chinese BeiDou navigation satellite system
(BDS), the global positioning system (GPS), and cellular-based station positioning technology provide
highly-precise positioning services that can satisfy the needs of outdoor environment location
services [1]. Indoor localization, as its name implies, is the positioning of the target person or object
within an indoor environment, such as intrusion detection [2], security monitoring [3], and indoor
navigation [4], among others [5]. Indoor localization requires timeliness, accuracy, and stability.
However, in an indoor environment, the signal transmission will be limited by multipath interference,
the shadow effect, power attenuation, transmission delay, etc., which lead to a poor performance of
the positioning service [6]. Based on the above constraints, WiFi [7], Bluetooth [8], Radio Frequency
Identification (RFID) [9], ultra-wideband (UWB) [10], and other wireless signal localization methods
have been widely researched and applied [11].

Unfortunately, Bluetooth, RFID, UWB, and other wireless signal localization methods have their
own shortcomings like requiring costly specific devices, being easily affected by external condition
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factors, or the equipment deployment being too complex. As WiFi technology matures and such
devices are popularized, many indoor localization systems based on WiFi signals are being widely
used to provide accurate and efficient location services because of the low cost, large range of
signal transmission, and strong applicability [12–14]. Researchers have obtained received signal
strength indicator (RSSI) signals from WiFi devices, analyzed the fluctuations caused by signal changes,
established a signal propagation model, and mapped the RSSI signals to a distance, which serve as
the basis for indoor localization [15,16]. Although the RSSI-based method has been greatly improved,
the disadvantages of the coarse granularity and instability of the RSSI signal restrict the positioning
effect [17].

With the use of orthogonal frequency division multiplexing (OFDM) systems and multiple-input
multiple-output (MIMO) systems in the 802.11a/n protocol, channel state information (CSI) signals
can be extracted from commercial WiFi equipment. In contrast to RSSI signals, which provide only
amplitude information, CSI signals can provide both the subcarrier phase and amplitude information
as well as better descriptions of the signal changes from the transmitter to the receiver than those
provided by RSSI signals [18].

Device-free passive sensing is an emerging technology to sense humans or devices without
attaching any additional device to them. The current research field of device-free wireless-based
passive sensing is not limited to indoor localization, but also includes human behavior recognition,
intrusion detection, which may go far in the future [19]. Generally, the passive indoor localization
techniques do not require people to carry specific measuring devices which is more suitable for some
special indoor places, such as elderly care, smart homes and security monitoring, etc. [20]. Traditional
passive localization systems are mainly based on the coarse-grained RSSI signatures. Received signal
strength indicator values usually vary greatly due to multipath even at the same position resulting in a
limited localization accuracy [21]. WiFi is now accessible almost everywhere in daily life. Therefore,
we can achieve passive indoor localization purposes by applying CSI which can also accomplish high
accuracy position without the extra costs required for building infrastructure [22].

For instance, Xiao et al. [22,23] proposed the Fine-grained Indoor Fingerprinting System (FIFS)
and the Pilot system. FIFS uses the diversity of the original CSI data in the time and frequency domains.
It also utilizes a weighted average CSI value based on multiple antennas to improve the accuracy of
indoor positioning. Pilot is the first proposal to leverage the temporal stability and frequency diversity
characteristics of CSI for developing a CSI-based passive device-free indoor fingerprinting system. The
authors of Reference [24] designed and implemented the novel dynamic multiple signal classification
(Dynamic-MUSIC) method to detect the subtle reflection signals from the human body to identify
the human target’s angle for passive device-free localization. Chaapre et al. [25] designed a new
method to generate position fingerprints called CSI-MIMO, which utilizes the phase and amplitude
information of all subcarriers. However, the CSI-MIMO method produces only raw CSI data for each
subcarrier without any processing and does not take advantage of multiple antennas, which could
better reflect the uniqueness of the location. Zhefu Wu et al. [26] designed a naive Bayes classifier-based
passive indoor localization system enhanced with confidence level information. Researchers have
proposed PhaseFi, a phase fingerprinting system for indoor localization that involved designing a deep
network with three hidden layers to train the calibrated phase data, and used weights to represent
fingerprints [27]. However, whether all the CSI values collected from the Network Interface Card
(NIC) contribute equally to the system accuracy has not yet been thoroughly studied. According
to the authors of References [28,29], less significant features could be misleading and confuse the
system, and these authors analyzed some factors causing instability in the CSI phase information
and proposed linear transformation to remove the interference and extract phase features in order to
realize localization.

So based on the above summary, we can conclude the several technical challenges of passive
localization form these studies: (1) How to analyze and process raw CSI data to get stable or robust
data features in indoor environments. (2) How to reveal the principle reasons for signal changes due to
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location difference, and mathematically model the relationship between the CSI fingerprint database
and targets. (3) How to automatically cluster the different locations in large-scale fingerprint datasets
and in short response times especially with high-accuracy requirements. However, these studies did
not fully apply the fine-grained CSI amplitude and phase information, which made it impossible
to achieve more accurate positioning. Therefore, it is urgent to solve the problem of passive indoor
location with high precision.

To improve the indoor positioning accuracy and the overall effect, this paper presents FapFi, a
passive indoor fingerprint system based on WiFi using the fusion amplitude and phase information
of the CSI signal. About the acronym of FapFi, “F” represents the fusion method, “a” represents the
amplitude of CSI, “p” represents the phase of CSI, and “Fi” represents the WiFi environment. This
method determines the anomalous CSI amplitude values at the subcarrier level and the redundant
values at the channel level. The amplitude information is filtered through the above process, and a
linear transformation is then applied to extract the calibrated phase information. Finally, the fusion of
the feature information is stored in a fingerprint database as a basis for indoor positioning. Compared
with the techniques of the above-cited papers, the advantages of the approach described in this paper
are as follows:

(1) We proposed to use a fine-grained physic layer information CSI for indoor localization and
processed the CSI amplitude and phase data to obtain stable and robust fingerprint features while
reducing the signal interference from environmental factors.

(2) We adopted a fusion method to extract the most contributing features from processed CSI data
and constructed an efficient fingerprint database.

(3) FapFi applied Naïve Bayesian Classification which satisfies the real-time localization
requirement for passive human indoor localization and high-precision positioning in two
different environments.

(4) Regarding the performance of localization, we compared FapFi with other methods. We
investigated the parameters that affect the performance of positioning accuracy. Experimental
results demonstrated that the FapFi system is able to achieve high performance which
outperforms a traditional CSI-based system in both environments.

This paper is organized as follows. In Section 2, we briefly introduce the background knowledge
of indoor fingerprint localization and CSI. We introduce the amplitude and phase data cleansing
methods and focus on the uniqueness and stability of this approach to localization in Section 3.1.
Section 3.2 explains the structural design of the positioning system. Section 4 evaluates the selection
of the experimental environment and the performance of the system by comparing the experimental
results with those of other systems. Conclusions are presented in Section 5.

2. Preliminaries

In this section, we will present the background knowledge of indoor fingerprint localization and
the FapFi system.

2.1. Fingerprint Localization

As shown in Figure 1, in an indoor environment, the wireless signal is obstructed by obstacles
existing in the environment, and the signal is reflected and diffracted to form a multipath effect [30].
Different objects interfere differently with the transmission route, and the personnel are located
in different locations; therefore, the signal characteristics are not the same. This difference can be
invoked as a fingerprint feature. The process of fingerprint localization involves matching the signal
characteristic of an unknown location with the existing information in a fingerprint database to match
the best positioning result [31].
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Figure 1. The path of signal transmission in an indoor environment.

The indoor fingerprint localization technology includes two stages: the offline stage and the
online stage. The offline stage collects the position data of each reference point in the known area,
processes the data to extract a feature, and establishes a relational database of the fingerprint feature of
the reference point and the corresponding position coordinates. In the online positioning stage, the
data are collected and analyzed in real time; the eigenvalues of the reference points are matched with
the fingerprint database by using the matching algorithm, and the exact coordinate position results are
thus obtained [32].

The traditional localization fingerprint feature is usually identified based on the RSSI signals, the
signal-to-noise ratio (SNR), and other such parameters. However, the use of CSI has the advantages of
temporal stability, frequency diversity, high stability, and providing a better reflection of the multipath
effect in the environment. Furthermore, the applicability of CSI to the field of indoor localization
is higher.

2.2. Channel State Information

The CSI signal contains more fine-grained physical layer (PHY) information during signal
transmission and describes the signal characteristics, such as the amplitude and phase of each
subcarrier wave in the channel. The CSI can better describe the communication link properties
of the signal from the transmitter to the receiver, which can reflect the existing reflection, diffraction
and other interference factors of an indoor environment. The CSI signal represents the combined
effects of the channel status, such as scattering, fading, multipath interference, shadowing, and power
decay with distance [33]. Currently, we can extract CSI signals in the frequency domain from the
channel frequency response (CFR). Each CSI packet includes information such as the timestamp, RSSI,
number of antennas, noise, and CSI.

The OFDM system divides the communication channel into several orthogonal subchannels with
different frequencies. The received signal after a multipath channel transmission can be expressed as:

→
Y = H

→
X +

→
N (1)

where
→
Y and

→
X denote the signal vectors of the receiver and the transmitter, respectively, and H and

→
N

denote the channel information matrix and additive white Gaussian noise, respectively. The CSI of

each subcarrier can be estimated from
→
X and

→
Y at the receiver, which is expressed as:

ˆ
H =

→
Y
→
X

(2)
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where Ĥ represents the CFR of each sub-channel. The CSI can be divided into different subcarrier
groups according to the different hardware drivers at the receiver, and the CSI matrix can be
expressed as:

H = [H1, H2, · · · , HN ] (3)

where N is the number of subcarrier divisions based on the hardware drivers of wireless network card.
For example, N = 56 for a 20-MHz bandwidth channel, and N = 114 for a 40-MHz bandwidth channel.
We used a 20-MHz bandwidth channel in this paper, thus the index of the subcarriers was 56. The CSI
for each subcarrier is expressed as:

Hi = |Hi|ej sin(∠Hi) (4)

where |Hi| and ∠Hi are the amplitude and phase of the i-th subcarrier, respectively.
The CSI extracted from the experimental platform is an m × n × k complex matrix, where m and n

denote the numbers of antennas at the transmitter and the receiver, respectively, and k denotes the
number of subcarriers.

The comparison between the CSI and RSSI signals is shown in Figure 2. In order to compare
the effects of using CSI and RSSI data as data features, we randomly selected a test point in our
environment and collected a set of CSI data packets from the Atheros 9380 network card. Meanwhile,
we used Android mobile applications to collect RSSI data in the same environment in contrast to
CSI data. The purpose of using mobile applications is to collect real-time RSSI data. The amplitude
information of the CSI from three transmitter antennas and three receiver antennas can be analyzed
using CSI data packets. It can be observed in the figure that the CSI signal changes more smoothly and
steadily in the same environment and that the RSSI signal is prone to fluctuations. This comparison
also verifies that the CSI signal has better spatial discrimination and stability over time, which is more
suitable as a fingerprint for indoor localization.

  

(a) (b) 

Figure 2. Comparison between (a) received signal strength indicator (RSSI) and (b) channel state
information (CSI) signals.

2.3. Naive Bayesian Classification

The naive Bayes method is a classification algorithm based on Bayes’ rule. The algorithm is
easy to implement, and the overall complexity and usage of time and space is low [34]. In practical
applications, this method has the advantages of dealing with multiple types of problems and making
faster matches [35]. The principle is shown in Equation (5):

P(A|B) = P(B|A)× P(A)

P(B)
(5)

where P is the probability and P(A|B) is the conditional probability; A can be understood as a category,
and B as a feature. The naive Bayesian classification is based on two basic assumptions: (1) the features
are independent from each other; (2) each feature has the same probability distribution 26 [34].
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The naive Bayesian classifier model is described as follows. Suppose the training set contains m
classes C = {C1, C2, · · · , Cm} and n conditional attributes X = {X1, X2, · · · , Xn}. Assuming that all
of the conditional attributes X are children of a class variable C, if P(Ci

∣∣X) > P(Cj
∣∣X) , and only if

(1 ≤ i, j ≤ m, i �= j) holds, then assign a given sample to be classified X = {x1, x2, · · · , xn} to class
Ci(1 ≤ i ≤ m). According to Equation (5), the posterior probability of class Ci is:

P(Ci|X) =
P(Ci)P(X|Ci)

P(X)
(6)

In the classification problem of this paper, C indicates the set of location points to be classified
and X represents the set of CSI fingerprint feature data at a location point. The specific application will
be discussed in Section 3.2.

3. FapFi System Design

The CSI-based fingerprinting mainly needs to meet two requirements: (1) the signal should be
fixed as stable as possible when the CSI signal is at a certain point; and (2) the CSI signals collected at
different points should be easily distinguished to distinguish different locations. As shown in Figure 3,
the red and blue CSI signal amplitudes were collected at different points and can reflect the stability
and distinguishability of the CSI. Furthermore, the figure also reflects that due to several factors such
as strong multipath effect, the position of the furniture and so on in the environmental interference,
there is considerable noise in the original CSI signal. The FapFi method fuses processed CSI amplitude
and phase data to obtain stable and robust fingerprint features. The most important thing is FapFi
satisfied timeliness, accuracy, and stability requirement of passive localization. The following content
will introduce our main idea of designing FapFi method.

Figure 3. CSI amplitude.

To reduce the CSI signal interference caused by the indoor environment, we need to solve two
key factors including data preprocessing and feature extraction, thereby we try to ensure that the
experimenter is absolutely static and the test environment is stable when collecting data in the offline
and online stage, which can reduce other interference factors such as changes in furniture position.
Secondly, we choose a relatively empty environment to collect a large number of experimental data for
analysis and then we utilize the phase characteristics of the CSI to make up for the shortcomings of
the amplitude. In this paper, we separately processed the amplitude and phase information, and the
processed features were then fused to improve the positioning accuracy.

3.1. Data Sanitization

In this section, we describe the data cleansing step and utilize the fusion feature to build a unique,
robust fingerprint.
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3.1.1. Amplitude Sanitization

During the process of indoor localization, the tester was required to stand still, and changes in
the signal due to slight activity of the human body will thus be concentrated at frequencies lower
than any abnormal frequencies [36]. Based on this analysis, the filter of the amplitude can effectively
remove the irrelevant signal frequencies caused by non-human activities, thereby eliminating the noise
interference caused by the amplitude of the subcarriers while preserving the effective amplitude data.

We had a researcher remain standing at the test point and continuously collected 100 CSI packets,
taking the amplitude of one of the links. The results are presented in Figure 4a,b. The redundant
values and outliers of the CSI signals are indicated by the arrows in the figure. To judge the abnormal
values present in the collected CSI signal amplitudes, we chose to calculate the standard deviation for
the collected data packet at the subcarrier level. The standard deviation describes the degree to which
the amplitude deviates from the mean value during the data acquisition stage, so it can be used to
judge the outliers of the amplitude. Regarding the redundant values, we considered the relationship
of the outlier data packets in the filtering process to ensure the correlation between the data in the
channel level, which means that during the entire communication process we processed the redundant
values. The specific steps in filtering the CSI amplitude characteristics are shown below.

Figure 4. (a,c) unprocessed CSI amplitudes; (b,d) processed CSI amplitudes.

Step 1: Calculate the mean value Ami of the i-th subcarrier of k-th data packet according to
Equation (7):

Ami =
1
N

N

∑
k=1

Ami
k (7)

where N is the number of samples, and i ∈ [1, 56] is the subcarrier index.
Step 2: Calculate the standard deviation of the i-th subcarrier from Equation (8):

σi =

√√√√ 1
N

N

∑
k=1

(Ami
k − Ami)

2
(8)

i is the index of the subcarriers, so we can get the V = [σ1, σ2, · · · , σ55, σ56] which is a variance matrix
of the 56 subcarriers.
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Step 3: Assuming that the data packet to be filtered is k, the CSI amplitude values are |Am|ik−1

and |Am|ik+1 for each adjacent data packet k − 1 and k + 1, respectively. According to Equation (8), the
filtered amplitude |Am|if ilter is calculated by averaging the three amplitude data values.

|Am|if ilter =
1
3
(|Am|ik−1 + |Am|ik + |Am|ik+1) (9)

Step 4: For the processed amplitude Am f ilter, the covariance matrix Cov(Am f ilter, Am) of Am f ilter
and Am is calculated. If the variation trends of the two variables are consistent, the covariance is
positive. If the two variables change in opposite directions, the covariance between the two variables
is negative, which is considered redundant and removed from the packet.

As shown in Figure 4a,b, after the above steps determination, we can observe that the redundant
values are usually deviated from normal values which means that the covariance between redundant
values and normal values are negative. Outliers are usually caused by problems such as data packet
loss or data peak anomaly.

After processing the CSI amplitude values shown in Figure 4c,d below, the filtered CSI amplitude
values are smoother, with the redundancy caused by various factors effectively removed and the
abnormal values caused by environmental factors filtered out. In the course of the experiment, we
adopted a large number of CSI packets, so the problem that outlier filtering processing over-sensitive
and inaccurate data can be avoided.

3.1.2. Phase Sanitization

The phase information is seldom used for CSI-based indoor localization schemes mainly because
the hardware is not good enough to measure the true phase [37]. Therefore, researchers generally use
the amplitude value of the CSI to locate an object, and the phase is rarely used in indoor localization.

The phase measurement ∠
∧

Phi of the i-th subcarrier can be expressed by Equation (10):

∠
∧

Phi = ∠Phi + 2π
ki
N

t + β + Z (10)

where ∠Phi is the true phase value, t is the timing offset between the transmitter and receiver, β is the
phase offset caused by the carrier frequency offset, and Z is the measurement noise, while ki stands for
the i-th subcarrier index. In the Atheros platform k ∈ (1, 56), N is the number of fast Fourier transform
(FFT) samples, and N is 64 in the IEEE 802.11 a/g/n protocol. Due to the above factors t, β, and Z,
ordinary WiFi NICs are unable to obtain the true phase values.

To mitigate the impact of random noises and extract the available phase information, we measure
changes of CSI signal phase in an indoor environment and perform a linear transformation on the
raw phase data, as recommended in References [28,36,38,39] et al. The main idea is to apply a linear
transformation to the original phase value and eliminate the interference factors t and β by considering
the phase across the entire frequency band.

First, the two formulas for slope a and intercept b are defined as follows:

a =
∠

∧
Phi −∠

∧
Ph1

ki − k1
=

∠Phi −∠Ph1

ki − k1
− 2π

N
Δt (11)

b =
1
n

n

∑
j=1

∠Phj − 2πΔt
nN

n

∑
j=1

kj + β (12)

Equations (11) and (12) are based on the assumption of the linear transformation method. In
Equation (11), Δt is the corresponding difference of timing offset. According to the IEEE 802.11n

specification, the subcarrier frequency is symmetric, which indicates
n
∑

j=1
kj = 0, so the error term Δt
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can be further removed and b can be expressed as b = 1
n

n
∑

j=1
∠Phj + β, which neglects the influence of

the measurement noise Z. β is the equivalent timing offset of the receiver caused by the device, which
in fact cannot be eliminated but can only reduce its impact. By subtracting the linear term aki + b

from the original phase ∠
∧

Phi, part of the random phase shifts can be removed. We can then obtain the

transformed phase denoted by ∠
∼

Phi:

∠
∼

Phi = ∠
∧

Phi − aki − b = ∠Phi − ∠Phn −∠Ph1

kn − k1
ki − 1

n

n

∑
j=1

∠Phi (13)

Figure 5a–c depicts the raw phase features of channel 1, channel 5, and channel 9, respectively,
with six data packets selected for each channel to illustrate the effect that CSI phase information is
unstable in the environment. The CSI phase was also affected by the sampling frequency offset and
the carrier frequency offset; while there has been some research conducted on this, we did not discuss
these two factors here, we only calibrated the phase information through the handy linear transform
method to apply phase features in the fingerprint database. After linear processing, the instability
of the phase was effectively reduced and the phase features could be converted into ordered and
analyzable data. Figure 5d–f shows the processed phase of the six CSI data packets; the raw phase had
a large fluctuation range and the processed phase had a smoother, small range especially where the
original phase fluctuated. This indicates that the proposed linear transformation can remove the phase
offset. Overall, the calibrated phase is stable enough for indoor localization requirements and solved
the problem of data instability, which is the basis for extracting the high-robustness and high-efficiency
fingerprint feature values by fusion of the amplitude and phase features.

Figure 5. (a–c) Original phase for the 6 data packets in channels 1, 5, and 9; (d–f) corresponding phase
processing result for a set data packets in different channels.

3.2. System Architecture

The FapFi system architecture is shown in Figure 6. In the offline phase, P reference points are
selected in the target area L; the position information of each reference point is known, and the CSI
values of all the reference points at times Q are collected to form the original position fingerprint
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F:F =

∣∣∣∣∣∣∣∣∣∣

csi11 csi12 · · · csi1Q
csi21 csi22 . . . csi2Q

...
...

...
...

csiP1 csiP2 . . . csiPQ

∣∣∣∣∣∣∣∣∣∣
. Equation (4) shows that csiPQ = HPQ; that is, the amplitude and

phase information of each point are obtained.

Figure 6. Positioning system architecture.

Assuming that the processed amplitude is |Am|new and the phase is ∠
∼

Ph, a linear weighted fusion

is performed on |Am|new and ∠
∼

Ph to obtain a new feature csi′:

csi′ = w1|Am|new + w2∠
∼

Ph (14)

Equation (14) can be used to calculate the percentage of the amplitude or phase in the new
fingerprint database, and it represents the proportion of the amplitude and phase information of a
fingerprint feature taken at a test point after it has been processed. It is convenient and simple to
calculate using the linear weighted fusion method. Where w1 and w2 are the feature fusion weights,
which satisfy the constraints of Equation (15), and csi′ is the fused feature.

⎧⎪⎨
⎪⎩

w1 + w2 = 1
0 < w1 < 1
0 < w2 < 1

(15)

The fingerprint feature of a test point is only composed of CSI amplitude and phase, and its
condition is constrained by Equation (15). In advance, set w1 = w2 = 0.5 and adjust the weight of the
amplitude and phase in the fingerprint database according to the changes in the environment and
the positioning accuracy; that is, dynamically adjust the w1 and w2 assignments, the details will be
discussed in Section 4.2.3.

The original amplitude and phase information of P reference points are subjected in Q times to the
above processing steps to form a new signal feature csiPQ

′, thereby developing the fingerprint database
F′ in the offline phase and forming the mapping relationship between the points in the spaces L and F.
At present, there is a ubiquitous limitation of fingerprint positioning. The fingerprint database is only
available for the environment and targets we have built. If the environment and target are changed,
the database needs to rebuild.

In the online phase, the signal features of an unknown position li(xi, yi) are collected, and the
amplitude and phase information of the point is obtained after the data processing. The naive Bayesian
classification algorithm is matched with the fingerprint database F′ online to output the best result
that estimates the location of the test point li.
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For prior probabilities of random locations li ∈ L in a space to be the same and known, P(li|x) is
equivalent to calculating the maximum posterior probability of P(x|li) , where x denotes the term to
be classified in naive Bayesian algorithm:

P(li|x) = P(li)P(x|li)
P(x)

(16)

Assuming that P(li) and P(x) are known, the probability estimation obeys the Gaussian
distribution, P(x|li) ∼ N(δ, θ) , δ and θ are the mean deviation mean(i) and mean square error std(i),
respectively. The maximum probability value P(x|li) of location li is solved by Equation (17), and the
category with the largest posterior probability is taken as the matching result of the unknown point li.

li ← argmaxP(li|x) = argmax
P(Li)P(x|Li)

P(x)
(17)

The predictive ability of the Bayesian classification algorithm is related to the completeness of
the training samples. After adopting the correlation processing method of this algorithm, the training
samples are more representative, which can lead to more accurate location results.

4. Experiment Validation

In this section, we show the detailed results obtained in the experimental environment and
the data collection method of our proposed system. Afterward, we will evaluate the performance
of our proposed system in various scenarios and compare the resulting location errors in different
environments with several benchmark schemes.

4.1. Experimental Setup

In FapFi system, two desktop computers with Atheros 9380 network cards were employed in the
experimental environment. The Ubuntu10.04LTS operating system (Canonical, London, England),
which is driven by a custom kernel and modified wireless network card firmware, was installed in
two desktop computers. One PC was equipped with an Intel Core i3-4150 CPU (Intel, Santa Clara,
CA, USA) that functioned as a transmitter, and the other PC worked as a receiver. The Atheros NIC
programs used the Atheros-CSI-Tool, which is an open source driver developed by Xie et al. [40]. After
the above procedures, the Atheros 9380 wireless network card can extract the CSI signals between the
receiver and the transmitter. As shown in Figure 7, the Atheros 9380 NIC we used had three antennas
in the experiment.

Our techniques were tested in two different indoor sceneries. The first testing scenery was a
relatively empty laboratory which has been commonly used in many previous studies. As shown in
Figure 8a, there were enormous line of sight (LOS) receptions which suffer less from multipath effects
to validate the effectiveness of the system. In the 9 m × 6 m area, 25 deployment square areas were
deployed. Each square area was 0.8 m × 0.8 m, the center of the square was the corresponding position
coordinate of the reference point in the process of building the fingerprint database, and the receiver
antennas was 4.5 m apart from the transmitter antennas and the antenna height was 1.2 m.
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(a) (b) 

Figure 7. Experimental equipment (a) Atheros 9380 network cards; (b) NIC antennas

Figure 8. Experimental scenarios: (a) floor plan in laboratory; (b) floor plan in meeting room and
experimental equipment.

The approaches proposed in previous studies were primarily tested in the first environment
which contained less noise and interference. The second testing scenery was a meeting room with
metal tables, chairs, and desktop computers. Hence, this environment had a relatively large number
of multipaths in more extreme environments to further validate our method with previous work.
Figure 8b shows the environment of the second testing location, which was quite crowded, and most of
the LOS paths were blocked. The experimental equipment configuration was as described above. We
arbitrarily chose test points within the 8 m × 6 m area. The receiver antennas were 6.5 m apart from
the transmitter antennas, and the antenna height was 1.2 m. In both testing cases, the direction and
position of the experimenter’s stance remained unchanged during the data collection and estimation.

4.2. Experimental Analysis

In this section, we discuss various parameters and evaluate their impact on the performance
of our system, such as the selected fingerprint features, the number of antennas deployed, and test
samples. We illustrate the results in the rest of paper.

The localization effect of the algorithm can be measured by two indexes: location accuracy and
average error distance.
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Location Accuracy: The ratio of the correct location prediction category to the total number
of tests.

Average Error Distance: Assuming that the number of tests is N, the i-th estimated position
coordinates L̂(x̂i, ŷi), the actual position coordinates L(xi, yi), the error distance can be obtained
by Euclidean distance between L̂ and L, and the average error distance Derror can be expressed by
Equation (18):

Derror =
1
N

N

∑
i=1

√
(x̂i − xi)

2 + (ŷi − yi)
2 (18)

4.2.1. Impact of Selected Fingerprint Features

In the experiment, the tester (with a height of 1.83 m) stood in the test area to collect the test
data for different test points. We separately analyzed the results obtained using the amplitude and
phase fusion, the processed amplitude, the raw amplitude, and RSSI fingerprinting. Because the
original CSI phase data were not useful for the location, the original phase data were not analyzed
in this experiment. The location error for the cumulative distribution function of the fingerprint
database constructed with the various feature data is shown in Figure 9. As seen from Figure 9a, using
CSI signals as the fingerprint feature for indoor localization is better than using RSSI signals in the
laboratory environment. A positioning accuracy of 1.8–2.5 m could be achieved with RSSI signals,
and using the processed amplitude as the eigenvalue resulted in sub-meter-level positioning accuracy.
Through the fusion of the processed amplitude and phase data, the positioning error for 90% of the
test points could be reduced to within 1 m, with a probability that 54.6% of the test points were within
0.5 m. The overall positioning accuracy was affected by the complex environment in the meeting room;
the tables and other objects obstructed most LOS paths and magnified the multipath effect. In the
more complex environment, a positioning accuracy of 2–3 m could be achieved with RSSI signals, and
using the amplitude and phase fusion method resulted in a 1-m distance error for over 56% of the
test points. The overall performance of this fusion method was better than any other method, which
greatly enhanced the CSI-based indoor localization accuracy and verified the validity of the amplitude
and phase information processing proposed in this paper. Figure 9 also illustrates that the unprocessed
CSI values will affect the accuracy of the decline, and the amplitude and phase data cleansing methods
proposed in this paper are effective for improving positioning performance.

Figure 9. Cumulative Distribution Function (CDF) of localization error of different fingerprint
features in different environment (a) in the laboratory and (b) in the meeting room.

4.2.2. Impact of Antennas and the Number of Packets

With the indoor location algorithm based on WiFi, the numbers of deployed antennas, training
samples, and testing samples are key factors affecting the positioning accuracy when using the
fingerprint location method. The numbers of transmitting and receiving antennas determine the
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number of channels, and the optimal combination of antenna numbers can achieve highly precise
positioning accuracy. To address this issue, in this experiment, we deployed the receiver and transmitter
shown in Figure 7, and we set m = 3, n = 1, m = 3, n = 2, and m = 3, n = 3, where m and n denote the
numbers of antennas at the transmitter and the receiver, respectively. So, we can get a combination of 3,
6, and 9 channels, and it is worth noting that the concept of channels are communication links which act
as signal transmission paths between transmitters and receivers. Then we evaluated six combinations:
1000 training data packets/200 testing data packets, 500 training data packets/200 testing data packets,
500 training data packets/100 testing data packets, 250 training data packets/100 testing data packets,
100 training data packets/100 testing data packets, and 100 training data packets/50 testing data
packets, each performed with 3, 6, and 9 channels. A total of six test samples were experimentally
tested to analyze the corresponding average positioning error in a laboratory scenario.

Figure 10 shows that, without considering the impact of data packets, the average distance error
of positioning was the highest among all the sample combinations when only three channels were
used. As the number of antennas increased, the positioning accuracy gradually increased.

Figure 10. Positioning accuracy of different antennas and packet numbers.

Next, we analyzed the influence of the number of training samples and the number of test samples
on the positioning accuracy. The average positioning error for the 1000/200 data and the 500/200
data combinations was relatively small. However, for the 1000/200 combination, the main reason
for the slight performance degradation compared to the 500/200 combination was that the 1000/200
combination required a longer time to train the classification model; in addition, there was overfitting
when the training dataset needed to extract and analyze more amplitude and phase information in data
processing. For the 250/100, 100/100, and 100/50 data sets, the localization effect was not ideal when
the data samples were relatively few. Based on the experimental results, 500 training packets/200 test
packets with nine channels were used for subsequent experiments.

4.2.3. Impact of Feature Fusion Weights

In Section 3, we used a linear weighted fusion in constructing the fingerprint database, with the
feature fusion weights w1 and w2 representing the proportion of the amplitude and phase information,
respectively, in the fingerprint database. After data fusion, the feature data not only effectively reduced
the data dimensions, but also makes full use of CSI fine-grained data, and can more reasonably allocate
the proportion of amplitude and phase features in the fingerprint database.

In order to eliminate redundant information and generate more distinctive fingerprint features,
we dynamically adjusted the weights according to the constraints of weights. In the initial stage, we
set w1 = w2 = 0.5 and tested it 10 times for debugging. We can calculate the maximum positioning
error maxDerror and the minimum positioning error minDerror by Equation (18), and then calibrate
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next weights according to the latest positioning error. The weight value of amplitude w1 is calculated
by Equation (19) and the weight value of phase w2 was obtained. In order to ensure the accuracy
of positioning, we specified that the values of w1 and w2 must not be less than 0.1 or greater than
0.9. Also, if Derror > maxDerror or Derror < minDerror, the value of maxDerror or minDerror was
updated immediately.

w1 =
Derror − minDerror

maxDerror − minDerror
(19)

To analyze the influence of the feature fusion weight values w1 and w2 on the localization result,
we used nine groups of control data to carry out the experiments, the case of w1 = 1 or w2 = 1 was
already discussed in Section 4.2.1. We ran 100 tests in the laboratory environment and the meeting
room environment to calculate the location accuracy under different conditions. The results are shown
in Figure 11. When using the dynamic adjustment scheme, the accuracy of positioning in laboratory
and meeting room environments reached 81% and 75%, respectively. It can be observed that the
positioning accuracy of the dynamic adjustment weight method in different environments was higher
than that setting the fixed weight. Although the dynamic adjustment weight value method was not
obvious for the improvement of the positioning accuracy, it provided flexibility for the improvement
of the positioning error. The results of these experiments indicate that the phase information can
compensate for shortcomings when the amplitude information performs poorly at the more accurate
positioning distance. The appropriate adjustment of the weights of the amplitude and phase in the
fingerprint database can reasonably utilize the fine-grained data features of CSI and improve the
positioning accuracy.

Figure 11. Influence of feature fusion weights on positioning accuracy in different environments.

4.2.4. Impact of the Number of Reference Points

In the fingerprint localization algorithm, the number of reference points used in the fingerprint
space in the offline stage is also an important parameter that affects the positioning performance.
More reference points result in a better positioning effect. In this paper, to analyze the impact of the
number of reference points on the localization algorithm, according to the planar design in Figure 8a,
we selected 25, 50, 75, and 100 reference points as the parameter variables to analyze the effect on the
results and the execution time of the algorithm in a laboratory scenario.

As shown in Figure 12, in the selected experimental region, when the number of reference points
was selected in the range of 75 to 100, the positioning accuracy was approximately 0.75 m, and the
execution time of the algorithm was approximately 2 s. An analysis based on these two aspects yields
an optimal positioning result. In terms of the overall analysis, the number of reference points was
positively correlated with the positioning accuracy. As the number of reference points increases, the
positioning error gradually decreases, while the time taken for offline fingerprint database acquisition
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was not considered. Compared with the online phase algorithm, increasing the number of reference
points will increase the algorithm execution time.

Figure 12. Influence of reference points on positioning accuracy.

4.2.5. Overall Performance

To compare the effects of different localization algorithms, we compared our proposed localization
method with the PhaseFi, CSI-MIMO, and FIFS systems. We collected 500 training packets/200 test
packets from test locations with nine channels and randomly selected test locations in the environments.
We validated our technique under two environmental conditions.

As shown in Figure 13a, in the proposed system, 58.8% of the test position errors were controlled
within 0.5 m, and 91.1% of the errors were below 1 m, while PhaseFi ensured that approximately 21%
of the test positions had errors below 0.5 m and 87% were below 1 m. The overall performance of
the CSI-MIMO and FIFS systems in the test environment was not good, mainly because FIFS only
uses the diversity of the original data in the time domain and the frequency domain as the fingerprint
database and because CSI-MIMO uses the multi-antenna mode to collect the CSI data. Neither of these
systems further processed the data, thus leading to an overall positioning accuracy of greater than
1 m. For PhaseFi, which uses neural network algorithms, the advantages were reflected by positioning
accuracies in the range of 0.7–1 m. FapFi had a higher positioning efficiency than PhaseFi within
0.3–0.7 m because FapFi adopts the fusion method to utilize both the amplitude and phase features of
the CSI.

The meeting room environment contrasts with the laboratory environment. As shown in
Figure 13b, although multipath propagation degrades the accuracy of the localization, our proposed
method is robust enough to maintain accuracy in the meeting room. The positioning accuracy of FapFi
within 1 m was still very good, whereas with PhaseFi, only 42% of the test points had an estimation
error under 1 m, while for CSI-MIMO and FIFS, the values were 27.5% and 19%, respectively. Our
proposed system performed better than the other algorithms within the range of 1–1.5 m. It can be
concluded from the experiment that the use of phase features can compensate for the shortcomings
of using only the amplitude feature for the fingerprint database in the traditional method and can
achieve a better positioning effect. The fundamental reason for this is because of the way in which we
processed the data, which was very effective.
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Figure 13. CDF of distance errors using different localization methods in different environments: (a) in
the laboratory and (b) in the meeting room.

We also analyzed the average execution time of different systems for a further comparison. The
execution times of different systems included reference point CSI data acquisition time, data processing
time, and position estimation time. Reference point CSI data acquisition time is offline stage data
acquisition time, and data processing time is calculated by the time-consuming in the data sanitization
stage and position estimation time is the response time of the different systems in the online stage.
Figure 14 shows the execution time required by various algorithms for a single test point. In the
CSI collection procedure, FapFi, PhaseFi, and FIFS need the same amount of time to collect the data.
The CSI-MIMO uses multiple antennas for the training dataset, and thus requires more collection
time. In the processing stage, PhaseFi takes 2.1 s longer than the other algorithms, and only the FIFS
method takes less time to build the fingerprint database because FIFS uses a weighted average value of
different antennas and the coherence bandwidth to reduce the complexity of the algorithm. During the
online phase, the estimation procedure of the proposed system is 1.41 s faster than the other systems.
The main reason for this is that we used the naive Bayesian algorithm, and the advantage of the naive
Bayesian algorithm is that it enables a viable and effective classification of large data sets in a relatively
short time. The overall results show that the total execution time of FapFi is 4.11 s and that of PhaseFi,
CSI-MIMO, and FIFS is 4.91 s, 5.21 s, and 3.43 s, respectively. Due to the superiority of the FIFS system
in the preprocessing stage, FIFS takes less execution time, but the FIFS system positioning accuracy is
not high. In contrast, FapFi can achieve greater positioning accuracy in a shorter amount of time than
the other algorithms in terms of location accuracy and execution time.

Figure 14. Execution time of different localization schemes.
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5. Conclusions

We considered the multipath effect and time-variance of CSI signals in indoor environments.
In this paper, we proposed FapFi, a passive indoor localization system leveraging the CSI amplitude
and phase features to yield the fingerprint. FapFi takes advantage of the physical layer of the CSI in
the widely used, off-the-shelf WiFi infrastructure and aims to achieve a high-precision positioning
effect. To eliminate the interference caused by signals in the indoor environment, we filtered the CSI
amplitude information and linearly converted the phase information. Furthermore, the performance
of our system can be further enhanced by utilizing the CSI amplitude and phase information after
fusion processing. We validated the performance of our system in both a laboratory and a meeting
room. According to the experimental results, the average positioning error was approximately 0.5 m in
the laboratory and within 1.2 m in the meeting room. Then, compared with the CSI-based localization
method, our presented fingerprint had higher accuracy, which verifies that the proposed fusion of the
CSI amplitude and phase data can effectively improve the accuracy of indoor positioning.

In future work, the flexibility of the system is expected to improve step by step, and the timeliness
of the fingerprint database will be further improved. More importantly, the experimental deployment
and testing are very complex and time-consuming as of now. With the release of the Atheros CSI
Tool OpenWRT version, our future research work will find a better way to solve the site survey or
fingerprint databases construction, such as a crowdsourcing approach or other machine learning
algorithms [41–44].
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Abstract: Smart Environments try to adapt their conditions focusing on the detection, localisation, and
identification of people to improve their comfort. It is common to use different sensors, actuators, and
analytic techniques in this kind of environments to process data from the surroundings and actuate
accordingly. In this research, a solution to improve the user’s experience in Smart Environments
based on information obtained from indoor areas, following a non-intrusive approach, is proposed.
We used Machine Learning techniques to determine occupants and estimate the number of persons in
a specific indoor space. The solution proposed was tested in a real scenario using a prototype system,
integrated by nodes and sensors, specifically designed and developed to gather the environmental
data of interest. The results obtained demonstrate that with the developed system it is possible to
obtain, process, and store environmental information. Additionally, the analysis performed over the
gathered data using Machine Learning and pattern recognition mechanisms shows that it is possible
to determine the occupancy of indoor environments.

Keywords: smart environments; Internet of Things; indoor occupancy; machine learning;
data analysis

1. Introduction

The Internet of Things (IoT) paradigm enables the interaction between physical objects via
application services to add characteristics such as network connectivity, sensing, and actuation allowing
to move forward to the Smart Objects approach. Thus, Smart Objects can communicate with each
other, share information, and coordinate their actions in order to take smart and cognitive decisions
according to the environment where they are deployed [1].

Combining the IoT paradigm and the Smart Objects approach, the concept of Smart City arose.
A Smart City uses a variety of sensors and Smart Objects embedded on traditional things and locations
(e.g., buildings, parks, and sidewalks) to improve the citizens’ quality of life. One of the Smart Cities
sectors is Smart Environments, and its definition is given by Cook et al. “A Smart Environment can
acquire and apply knowledge about the surroundings and its inhabitants to improve their experience
in that ambiance” [2].

Smart Environments have become popular in recent years targeting the automation of everyday
tasks in order to improve the quality of life. A typical example of this kind of systems is the management
of energy consumption and Heat Ventilation and Air Conditioning (HVAC) [3,4] in Smart Buildings.
For the previous particular use case, it is essential to know the occupancy estimation of specific areas
in order to trigger the proper actions to minimise consumption during periods of vacancy, optimise
ventilation dynamically for occupant comfort, or forecast of long-term behaviors.

To empower the Smart Environment approach, the use of learning mechanisms plays a key role
to analyse patterns, predict situations, and take decisions/actions. Thus, new terms such as Ambient
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Intelligence (AmI) arise in this context. AmI brings intelligence to our everyday environments, making
them sensitive to us. AmI’s primary goal is to introduce automation into the environment to generate
knowledge about the users and their surroundings, accumulating data and taking smart and cognitive
decisions [5]. Making these environments smarter, we can make the life of their occupants simpler and
more automated.

A specific research topic framed in the context of a Smart Environment is focused on looking at
people, detecting, tracking and identifying them, as a way to offer high-quality, intelligent services,
while considering human factors such as life patterns, health, and mood of a person [2]. One example
is to analyse patterns of an elderly person and generate an alert when something abnormal happens.
For this, knowing the place’s occupancy is a priority. Many techniques are developed to detect the
presence of people, the most common are cameras and wearable devices. However, these devices
suffer from privacy or intrusiveness issues. Research challenges arise with the design of occupancy
detection techniques. One of these challenges is related to how to preserve occupants privacy. A Smart
Environment system should be designed to avoid identifying occupants or their activities. Thus,
there is the need for non-intrusive techniques to detect occupancy or improve the mechanisms
already available.

Environmental data are an excellent source of information for occupancy detection since the
presence of living beings affects the surroundings through heat or Carbon Dioxide (CO2) emission
without jeopardising the privacy of the occupants in that particular location. Nevertheless, only with
data, it is almost impossible to gauge something. Machine Learning (ML) techniques look at the
data and try to find patterns; with these patterns, it is possible to affirm the occupancy with a certain
percentage of certainty. Although some contributions have been performed in this direction, there is
still room for improvement, and this research proposal is focused on that.

The main purpose of this research is the design and development of an affordable and
non-intrusive solution to improve occupants experience in Smart Environments with ML support.
The proposed solution monitors temperature, light intensity, noise, and CO2 to estimate the presence of
occupants through these environmental features that can be integrated with other existent approaches.
First, the data are collected and analysed, before applying ML techniques to infer the occupancy of the
area under monitoring. In the first stage, our solution detects the presence or absence of occupants.
In the second stage, the number of occupants inside the area of interest is estimated.

This paper is structured as follows. Section 2 discusses the related work. Section 3 presents the
solution developed to detect occupants, its architecture, and the key features that were considered, the
gathering system and the ML concerns. Section 4 shows the experimental implementation. Section 5
analyses and discusses the results obtained. Finally, conclusions are presented in Section 6 as well as
suggestions for future works.

2. Related Work

Occupancy detection systems could be classified according to the need to use a terminal or
not [6,7]. In the case of the methods that require a terminal, it is necessary to attach a device to the
occupants to keep track of them (e.g., a smartphone). In the non-terminal methods, the detection is
based on a passive approach that is focused on monitoring areas or spaces instead of the identification
of devices (e.g., cameras monitoring a room). Figure 1 depicts a simple classification of the occupancy
detection methods following the terminal and non-terminal approaches, and their more specific
characterisations, which are used to organise the discussion of this section.
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Figure 1. A simple classification of occupancy/location detection methods.

In the branch of terminals, the methods for occupancy and counting lay on devices that have
embedded wireless transmitters which support different communication technologies, such as,
Radio-Frequency Identification (RFID), WiFi and Bluetooth, or Global Positioning System (GPS)
in the case of wearable devices. On the other hand, the branch of non-terminals relies on monitoring
specific surroundings by using cameras, smart meters for energy consumption, or environmental
sensors (e.g., CO2 and temperature). A discussion of some relevant works on occupancy detection
is presented below.

Hahnel et al. [8] proposed a probabilistic measurement model for RFID readers that allows
accurately tracking RFID tags in the environment; specifically, the authors studied the problem of
localising the RFID tags using a mobile platform based in robots equipped with RFID antennas.
Li and Becerik-Gerber [9] performed a survey of RFID-based solutions and the algorithms used for
occupancy and location at indoor environments. After discussing more than twenty projects, authors
identify the drawbacks of each solution to move forward to the identification of the most relevant
research challenges regarding outdoor/indoor location sensing solutions. In a follow-up research,
Li et al. [10] proposed an energy-saving strategy for Smart Buildings based on RFID occupancy
detection to support demand-driven HVAC operation by detecting and tracking occupants around
areas of interest inside the buildings. The use of RFID technologies for occupancy detection is an
affordable option considering the price of receptors and tags; nonetheless, this approach could be
affected by electric and magnetic conditions of the environment leading to inaccurate occupancy
detection. A more constraining issue is the fact that occupants have to carry a special tag to be
monitored, making the process invasive and susceptible to additional errors in case the occupants
forget their specific devices somewhere.

Some occupation detection methods take advantage of the communication technologies embedded
in devices commonly used by the occupants of the area of interest, such as Smartphones, Smartwatches,
and Fitness trackers. Huh and Seo [11] came up with a system that estimates the indoor position of a
user taking advantage of some specific characteristics of the Bluetooth protocol. Specifically, the system
uses beacon frames to extract information about the Received Signal Strength Indication (RSSI) and
trilateration that is processed to infer indoor positioning. Filippoupolitis et al. [12] evaluated how
accurate occupancy estimation in indoor environments using Bluetooth Low Energy (BLE) could be in
a prototype system composed of BLE beacons, a mobile application, and a server. After performing the
analysis of the data collected using three ML approaches (i.e., k-nearest neighbors, Logistic Regression,
and Support Vector Machine), the authors concluded that the combination of BLE and ML leads to a
good occupancy estimation.
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Depatla et al. [13] proposed a framework for counting the total number of people walking
in an area based on the WiFi RSSI measurements between a pair of transmitter/receiver antennas.
The authors developed a mathematical model to determine the probability distribution of the received
signal amplitude as a function of the total number of occupants based on Kullback–Leiber divergence
estimation. The results obtained concluded the authors’ approach could estimate the total number of
people in indoor and outdoor areas with good accuracy. Balaji et al. [14] designed a system, Sentinel,
that leverages in the WiFi infrastructure deployed in the area of interest along with Smartphone carried
by occupants to estimate occupancy and enhance the performance of the HVAC system via actuation.
The Sentinel system proposed by the authors’ shows an accuracy of 86%, with 6.2% false negative
error regarding the occupancy in indoor environments. Additionally, the tests performed depict that
using actuation over the HVAC system it was possible to save around 17.8% energy.

Wearable electronics, such as Smartwatches and Fitness trackers are becoming more ubiquitous
and carrying more sensors and communication interfaces. Jin et al. [3] took advantage of the previous
statement to investigate the causal influence of user activity on various environmental parameters
monitored by occupant-carried multi-purpose sensors. Their results showed that the fusion of the data
collected from the sensors available in the wearable devices (e.g., light level, accelerometer, heart rate,
Bluetooth, and GPS) achieves a good classification regarding occupancy/location reaching in some
cases values around 99% of accuracy. The quality of data obtained using the method that involved
wearable devices, WiFi and Bluetooth allows a more accurate occupancy/location estimation; however,
these approaches have privacy concerns regarding how to use the data gathered. For example, the use
of Bluetooth allows having access to specific and unique information of the devices, such as the MAC
address; or in the case of a Fitness tracker the heart rate histogram could reveal some particular
condition or disease. This information could be crossed with other data to obtain detailed information
about the owner of the device.

In the non-terminal branch for occupancy/location, the methods that use cameras are well-known.
Fleuret et al. [15] combined a generative model with dynamic programming to track occlusions and
lighting changes in frame images in order to derive the trajectories of each of them. With the proposed
model, authors were able to track multiple persons and ranked their trajectories inside the area under
study. Alahi et al. [16] addressed the problem of localising people in crowds using a network of
heterogeneous cameras by formulating a problem focused on calculating the occupancy vector per
each captured frame; this is the discretised occupancy of people on the ground from the foreground
silhouettes. The occupancy approach proposed is complemented by a graph-driven tracking procedure
suited to deal with the temporal dynamics of people occupancy vectors. The main outcome of this
work is a well-defined mathematical formulation to locate people via cameras that record frames
with very noisy features. In the same way as with the wearable solutions discussed above, the use of
cameras for occupancy/location brings a set of privacy issues regarding the identity of occupants and
objects that could represent a problem in the final solution.

A different solution based on Smart Meters is presented by Chen et al. [17]. They tried to predict
the occupancy analysing electrical usage. They observed that the home’s pattern of electricity usage
changes when there are occupants. The study was carried out in two homes and later on correlated
with statistical data (e.g., power’s mean and variance). Some challenges on non-intrusive occupancy
monitoring are also discussed. Another solution by Lee et al. [6] used an array of pyroelectric infrared
sensors (PIR) to detect resident’s location in a Smart Home. The authors also proposed an algorithm
to analyse the information collected from the PIR sensors. The evaluation was carried out using an
experimental testbed. Jin et al. [18] tested several binary techniques using data from residential and
commercial buildings based on information regarding power usage that requires minimal system
calibration and setup, while also ensuring the privacy of the occupants. The accuracy of these works to
determine the number of occupants is low and could be considered just an estimation since the power
consumption is aggregated, consequently, the exact number of people occupying the area of interest
could not be accurate.
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The results of Dong et al. [19] indicate that CO2 and acoustic parameters have the most significant
correlation with the number of occupants in a space. Several studies correlate the CO2 concentrations
with the presence of occupants such as in the research of Gruber et al. [20]. Ryu et al. [21] used indoor
and outdoor CO2 concentrations and electricity consumptions of lighting systems in a controlled
testbed. Although the CO2 levels could be used to determine occupancy, gathering this kind of data
with good levels of accuracy is not an easy task considering that aspects such as room ventilation,
room flow-rate, and presence of plants in the room could drastically influence the concentration
and dissipation of the aforementioned gas. Thus, it is not feasible to only use CO2 as a metric for
occupancy estimation.

Candanedo et al. [22] and Amayri [23] estimated occupancy using a combination of heterogeneous
sensors. The first research uses data from light, temperature, humidity and CO2 sensors; and the
second one uses data from luminance, temperature, humidity, motion detection, power consumption,
and CO2, as well as data collected from a microphone or door/window burglary sensors. These works
follow the same ground truth strategy focused on cameras to corroborate the presence of occupants,
which introduce several privacy constraints. Additionally, both works utilise ML techniques to evaluate
the results of the proposed solutions, particularly, decision tree learning algorithms. Considering the
number of sensors and devices used in these studies were significantly high, our proposal is focused
on answering the question whether it is possible to obtain similar or better results regarding occupancy
detection using fewer resources. Even more, our proposal uses a non-intrusive ground truth strategy
to avoid jeopardising the privacy and security of the occupants in the area of interest.

This research uses as inspiration some of the ideas proposed in the works discussed, in particular,
the gathering of data from different sources to move forward to a complete analysis of the data collected
using a ML approach. Our goal is to detect occupancy in indoor environments by pre-processing the
datasets collected before applying ML to a binary and multi-class problem. Additionally, we design our
solution focused on two main requirements: the first one is to try to take advantage of cheap/affordable
devices commonly deployed in Smart Environment, and the second one is to guarantee that the privacy
of the occupants in the area under study would not be compromised. Thus, after the discussion of
the works in this research area, our proposal uses environmental features via the combination of data
gathered from different sensors. This solution is presented in the following section.

3. Occupancy Detection in Indoor Environments

As discussed in the previous section, occupancy detection could be used to trigger some actuation
mechanisms in Smart Environments in order to improve resource usage and user experience, among
other factors. An important issue that must be considered is the preservation of privacy of the data
collected and analysed. Additionally, it would be desirable to take advantage of the infrastructure
available in the surroundings to avoid incurring in extra expenses, while allowing the scalability of the
solution. Considering these factors, this research is focused on a non-intrusive and inexpensive solution
for occupancy estimation that ensures occupants privacy while taking advantage of the technological
infrastructure already available in common Smart Environments including Smart Buildings and Smart
Homes. From the analysis performed on Section 2, and to comply with the previously established
requirements, our occupancy detection solution is focused on environmental data.

A scene analysis approach is used in this research to extract the features of interest for indoor
scenarios to proceed and then to estimate the occupancy in the area using the gathered data [24]. The
scene analysis method does not rely on any theoretical model or specific hardware; however, it requires
a preliminary phase for capturing features which are influenced by changes in the area of interest [25].

In this section, we explain the criteria applied to select the features used in our solution before
moving forward to the description of the design of the four-layers architecture adopted for the
gathering and processing of the data. The section concludes with the discussion of the ML classifiers
that were selected to improve the performance of occupancy detection in indoor environments. Table 1
summarises the terms used in the remaining of the manuscript.
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Table 1. Notation table.

Term Meaning

Temp Temperature
LR Logistic Regression

SVM Support Vector Machine
ANN Artificial Neural Network

TP True Positive
TN True Negative
FP False Positive
FN False Negative
λ Regularisation Parameter
pd Polynomial Degree Parameter
C Penalty Cost Parameter
γ Standard Deviation Parameter
hu Hidden Layers Units

3.1. How Do Human Beings Change Their Surrounding?

A human body is similar to a machine, as to perform actions it needs energy. The first and second
laws of thermodynamics state that it is impossible to create energy out of nowhere and a hot body
transfers its energy to a cold one. Consequently, the human body is subject to these laws. This energy
is interchanged with the environment, in the form of heat, can be by sensible heat (conduction,
convection, and radiation) or latent heat transfers (evaporation and condensation) [26]. A healthy
adult human releases approximately between 100 Watts (in a resting state) and 1000 Watts (in an effort
state), equivalent to the heat dissipated by a few laptops [27]. Thus, the heat of an environment is
influenced by the number of persons in there.

Similar to heat, CO2 is a side effect of the metabolism. It is an essential gas for the existence of
life, but at very high concentrations (e.g., greater than 5000 parts per million (ppm)) it can pose a
health risk. CO2 concentrations commonly found in buildings are not a direct health risk, but this
concentration can be used as an indicator of occupancy [28]. In fact, occupants are the principal source
of CO2 increasing in indoor environments [29].

In 1879, Thomas Edison invented the first light bulb which made viable to extend the working
hours of the human beings [30]. Nowadays, it is common to have artificial light in working spaces.
This fact enables the possibility of drawing a relation between light sources and occupancy in
indoor environments.

Noise is another feature that is affected by the number of human beings in an ambient [31].
Thus, it is possible to expect that the noise of a specific place will increase with the number of people
there. An important fact that should be considered in indoor environments is that they usually have
background noise produced by household appliances or other static sources of sound.

Considering the discussion and facts addressed so far in this section, this research uses the
following environmental features to detect and estimate the occupancy of indoor environments: heat
(via the measurement of the temperature in the area of interest), CO2, light intensity, and noise.
Specifically, a testbed was designed to acquire the data and extract the information to be analysed
using a ML approach.

In the next subsection, the architecture designed and used to process the data gathered from the
features selected in this work is presented.

3.2. Data Processing Architecture

The data processing architecture used in this research is depicted in Figure 2. The architecture
has four layers: Objects Layer, Communication Layer, Analysis Layer, and Application Layer.
The functionality of each layer is presented below:
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• Objects Layer: Deals with the physical sensors that collect raw data information. The sensors used
in this research are presented in Table 2.

• Communication Layer: Handles the data coming from the sensors. In this layer, the following
components are used: an embedded operating system, signal processors, microcontrollers, and
gateway nodes. In this layer, the communication between an Arduino Yun (a microcontroller
board based on the ATmega32u4 and the Atheros AR9331) and the sensors (e.g., thermistors and
sound sensors) is carried out using 10 bits ADC via an I2C bus. The Arduino Yun communicates
with a Raspberry Pi (RPi) by Serial Communication performed by the Universal Serial Bus (USB)
port to process and store the data gathered.

• Analysis Layer: Provides the data management required to extract the necessary information from
the raw data collected in the lower layers. This layer includes the elements to perform data
mining, analytics services, and device management. The data collected and analysed are stored
using a MySQL Database (version 5.5). The tool used to perform the analytics of the data was
Matlab (version v.9.2.–R2017a).

• Application Layer: Deals with the utilisation of the processed data. It includes services and
applications. This last layer uses the previous layers to acquire raw data through sensors, storing
and treating it to apply ML techniques to perform the main goal of this research, which is to detect
people in indoor environments using a non-intrusive approach.

Table 2. Sensors used in the Objects Layer.

Name Type Manufacturing Communication

NTC Thermistor Module Temperature Adafruit ADC
CCS811 Breakout CO2 Adafruit I2C
Sound Detector Noise SparkFun ADC

TSL2591 Breakout Light Adafruit I2C

Figure 2. Data processing architecture.

The flow of data in the processing architecture begins at the lower level with the raw data
acquisition via environmental sensors. Specifically, every time that the Arduino Yun receives a
signal from the RPi (every 10 s), the former one gets ten samples with a delay of 100 microseconds.
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Next, an average is computed and sent to the RPi. Finally, a new average is calculated using the
aggregated data of six values and it is stored in the MySQL database. With this average, it is possible
to decrease the fluctuations in the data. This process is repeated every minute. In the upper layers
of the architecture, the analytic functions using ML are run over the data collected and stored after
pre-processing it. Thus, the outcome of the Application Layer will be an estimation of the occupancy
of the indoor area under study.

3.3. Machine Learning Classifiers and Their Parameters’ Tweaking

In the ML context, a supervised approach is used to process the data so the system could
learn from it. We use three classifiers: Logistic Regression (LR), a direct probabilistic interpretation;
Support Vector Machine (SVM), a hyperplane with the maximal margin to separate the data with
similarities; and Artificial Neural Network (ANN), a classifier inspired by how the human brain works.
For the ANN case, the hypothesis function is obtained by processing the input features via a set of
activation units. These classifiers are largely used in classification problems [32–34]. The purpose of
using these three classifiers is to compare and select the best classifier, considering the specific problem
and the features involved.

Some parameters can improve the overall performance of the classifier. These parameters have
fix/default value results under the same conditions. Thus, it is necessary to tweak the classifiers’
parameters according the problem under study to improve the results obtained during the analysis of
the data. For LR, the regularisation parameter λ and the degree of the polynomial pd were used. In the
case of SVM, we applied the penalty cost C, and the standard deviation parameter γ. For ANN, the
number of hidden layers units hu, and the previous λ and pd parameters were utilised.

Regarding the default cases, for LR, a sigmoid function with threshold equal to 0.5, λ = 0,
and pd = 1 was used. For SVM, a Radial-Basis Function (RBF) kernel was used in conjunction with
these values C = 1 and γ = 0. For ANN, three layers (input layer, hidden layer, and output layer)
were used, and the following values were set: λ = 0, hu = 1, and pd = 1. These values represent the
base cases for each classifier before proceeding with a grid search during the training phase in order
to tweak them to improve the performance of each classifier. For LR, the possible values of λ were
[0, 0.01, 0.1, 1, 10, 100] and for pd the range was 1–3. For SVM, γ values were [0, 0.01, 0.1, 1, 10], and C
could assume [0.1, 1, 10]. Finally, for ANN, λ could take the following values [0, 0.1, 1, 10], the range
of values of pd was 1–3, and hu could assume 1–3. To select the default and improved values for the
classifiers, we used the recommendations of Clarke et al. [32] and Perez et al. [33].

In this research, two problems were studied, a binary problem, where the positive case is the
presence of occupants and the negative case is the absence of occupants, and a multi-class problem,
where the objective is to determine the exact number of occupants. The research started with the
selection of the features to estimate the occupancy in indoor environments, to move forward to the
design of the four-layers data processing architecture corresponding to: (1) the sensors to gather
the data concerning the features selected; (2) the communication protocols used between sensors,
microcontrollers, and processors; (3) how to pre-process and store the data; and (4) the analysis of the
data collected using a ML approach where the different classifiers were tested in order to determine
the best one by tweaking their parameters.

The setup of the testbed used in this work, as well as how the ML classifiers were evaluated
according to their performance is detailed in the next section.

4. Experimental Setting

The experiments were conducted in a room of the Laboratory of Communications and
Telematics–Centre for Informatics and Systems located in the middle of the Department of Informatics
Engineering at the University of Coimbra. The room has an area of 8.5 × 5.5 m2 and 4.15 m of height.
This room has a small occupancy change (the maximum number of occupants is five, and the minimum
number of occupants is zero) and very low ventilation. The only ventilation in the room is the door
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and few window cracks. The heating, ventilation, and air conditioning equipment were off during the
time of the tests to prevent any influence on the data collected, and it was assumed that the occupants
kept the doors and windows closed and the lights on during the period they were in there.

This testbed was set up to study occupancy detection in indoor environments using non-intrusive
sensors and ML techniques. The primary objective of the experiments is to evaluate the accuracy
regarding occupancy detection in two branches, the simplest one focuses on the presence or absence of
occupants; and the more advanced one on the estimation of the number of occupants. In the remainder
of this section, we discuss about the placement of the nodes to collect the environmental data and
analysis performed to evaluate the accuracy and precision of the classifier utilised. The datasets used
in this research, as well as the source code used in the nodes (e.g., Arduinos and RPIs) and the analysis
of the data using ML methods, are available via a GitHub repository [35].

4.1. Nodes Placement and Ground Truth Strategy

Three gathering and processing nodes (i.e., 3 RPis and 3 Arduinos) were placed in the room
(see Figure 3) in strategic positions to collect data. Figure 4 shows the physical location of the nodes
in the area under study. Node 1 has a temperature (in and out) and sound sensors; Node 2 has
temperature, CO2 and sound sensors; and Node 3 has the most significant variety of sensors including
temperature, CO2, sound, and light intensity. Besides gathering environmental data, Node 1 is
responsible for controlling the number of occupants in the room (i.e., the ground truth device is
attached to it) and also works as the storage node of the data collected during the experiment.

Three CO2 and temperature sensors were placed on each node, and the average of the values
collected were computed to mitigate possible fluctuations. The sound detectors were placed close to
the occupants for accuracy purposes. The light sensor was placed as far from the windows as possible
so that the main light source incident on it was one of the lamps. Regarding the temperature, a sensor
was placed in the hallway and other sensors inside the room. The difference between the temperatures
gathered at these two different places was analysed to estimate the occupancy in the room.

Figure 3. Nodes and sensors deployed in the testbed: (top) Node 1 ((left) indoor sensors; and (right)
outdoor temperature sensor); and (bottom) Node 2 ((left) and Node 3 (right).
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Figure 4. Nodes and sensors placement.

A ground of truth approach was adopted in this research to validate the data gathered. Concretely,
in this work, a simple mechanism with two buttons (blue to enter and red to leave) was developed
to create the ground truth and register when a person enters or leaves the room. Every time that an
occupant presses one of these buttons, the counter is increased or decreased, respectively. To visualise
if the number of occupants is correct, three LED were introduced as a binary counter (2n − 1 occupants
in the room). The leftmost LED is the most significant and the rightmost LED is the least significant.
The number of total occupants by minute is the average of samples acquired every 10 s.

4.2. Classifier Performance Evaluation

To analyse the performance of the classifiers, several criteria were used. Accuracy measures
the percentage of entries that were correctly classified (see Equation (1)), and the miss rate measures
the percentage of entries that were incorrectly classified (see Equation (2)) [36]. True Positive (TP)
and True Negative (TN) represent the correct classification/prediction if the entry belongs to the
positive class or negative class, respectively. False Negative (FN) and False Positive (FP) represent the
incorrect classification/prediction if the entry does not belong to the negative and positive classes,
respectively [36].

Accuracy =
TP + TN

N
∗ 100 (1)

where N is the total size of the training dataset.

Missrate = (100 − Accuracy) (2)

To evaluate a classifier, it is necessary to verify its accuracy when it has to process new data.
The classifiers can have a high accuracy when they are tested with the training dataset, but they can
have a low accuracy with a new dataset. Thus, it is recommended to split the data into a training
dataset and a testing dataset [37]. The training dataset is suitable to train the classifiers, and the testing
dataset is appropriated to measure their performance to new entries. Typically, the dataset is divided
into three portions: training (to train the classifiers), cross-validation (to adjust the parameters), and
testing (to verify the performance of the classifiers) [33,37]. In this work, the dataset used was split
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following the same approach, particularly for the cross validation the k-fold method with k = 5 was
used [38].

In certain cases, the dataset can have skewed classes, i.e., one class has a small set of data.
For example, assuming that the training dataset contains 0 positive and 100 negative entries, and if all
instances are predicted correctly, the accuracy will be 100%, but the classifier had no chance of learning
the hidden patterns. With the previous example, it can be said that the accuracy does not work well
when the dataset is unbalanced, i.e., it has more data in one class than in the other.

The F-Score was used to predict the performance of the classifiers. It is a technique that
measures the discrimination of classes, through a harmonic mean of two metrics, recall and precision
(see Equation (5)) [37]. Recall measures the percentage of entries that belongs to the positive class and
was classified/predicted correctly (see Equation (3)) [36]. Precision measures the percentage of hits
over the entries of the predicted positive class that really belongs to positive class (see Equation (4)) [36].
To have a high F-Score, both precision and recall must be high.

Recall =
TP

TP + FN
∗ 100 (3)

Precision =
TP

TP + FP
∗ 100 (4)

FScore = 2 ∗ Precision ∗ Recall
Precision + Recall

(5)

Equation (5) can only be applied to binary classification problems, but it can be extrapolated to
a multi-class classification problem. The Macro-average method takes the average of precision and
recall of each class label (see Equations (6) and (7)) [39,40].

Recall =
Recall1 + Recall2 + ... + Recallk

k
∗ 100 (6)

where k is the class label.

Precision =
Precision1 + Precision2 + ... + Precisionk

k
∗ 100 (7)

The analysis and discussion of the results obtained in this research are presented in the
next section.

5. Results and Discussion

The data acquisition for this research was performed over two weeks on November 2017 using
a rate of one sample per minute. First, the data were analysed and a strategy to use it was defined.
It was confirmed that some data had outliers and noise; consequently, to mitigate this issue, two filters
(i.e., an outlier filter and a Low-Pass Filter (LPF)) were applied. The performance of the filters over the
data is depicted in Figure 5.

An LPF is a circuit that offers easy passage to low-frequency signals and difficult passage to
high-frequency signals. Equation (8) gives the discrete implementation of the first order LPF, where α

is the smoothing factor, y is the filtered output, x is the input, and n is the sample index. Calculating
the next value through this smoothing factor and the previous value, it was possible to reduce the data
noise, making the transitions between samples slower and smoother.

y[n] = αx[n] + (1 − α)y[n − 1] (8)
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Figure 5. Performance of the outlier and LPF filters over the temperature (i.e., difference of outdoor
and indoor temperatures) data gathered.

In a second stage, ten consecutive days of data were selected, representing a total of 14,400 samples
(where almost 25% represented positive cases, and 75% represented negative cases) for each dataset
and the ML mechanisms were applied. The dataset was divided into two portions, training and
testing. The training portion was then subdivided into two portions, training and cross-validation
portions, respectively, representing 70% of the original dataset and the remaining 30% corresponds to a
testing portion. Within the first portion (i.e., training) 80% was used for training and 20% was used for
cross-validation according to the k-fold (with a k = 5) approach to prevent overfitting [38]. This value
for k = 5 was selected given the unbalanced nature of our dataset, where the average occupancy was
around 8 h per day that corresponds to office hours; thus, having periods of 16 h without relevant data
per day. Using this value (i.e., k = 5), we minimise the probability of having k-portions without any
relevant data.

In the remaining of the section, a discussion about how the data were pre-processed and the
approach used during the binary and multi-class problems is presented.

5.1. Data Pre-Processing

The processing and analysis of the environmental data gathered during the research are depicted
in Figure 6a–d. In the charts, the blue and red lines represent a day without and with occupants in the
area under study, respectively. Particularly, in Figure 6b, the red line depicts a day with precisely one
occupant in the room and the yellow line a day with more than one occupant.

In Figure 6a, the graph is in Celsius degrees by hours. For this analysis, it is important to point out
that the data corresponds to the subtraction of the indoor and outdoor temperature as it was described
in Section 4.1. For the data collected, it is possible to conclude that the temperature’s difference is
higher with occupants than without occupants. The first occupant arrived around 09:00 and the last
occupant left around 18:00. There are a couple of exceptions around 10:00 and around 12:00. The first
one happens because of the incidence of the sunlight in the room, which on this period of test occurs at
this hour, increasing the indoor temperature. The second one occurs when the occupants left the room
to have lunch.
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In Figure 6b, the graph is in ppm per hour. It is possible to see that when an occupant arrived
(i.e., around 09:00) the CO2 levels increased approximately 500 ppm. This increase was more noticeable
when more than one occupant was in the room, increasing to around 2000 ppm. In days without
occupants, the levels were between 400 and 450 ppm.

Figure 6c depicts the noise data processed. It is possible to see that the differences are not
significant considering that the values are almost the same with or without people.

The light intensity data is depicted in Figure 6d. It is possible to see that when an occupant arrived,
close to 10:00, the lux increased to around 110 and when he left, close to 18:00, the lux decreased to zero.
Around 10:00, it is possible to notice an increase in the light intensity as a result of the incidence of
the sunlight in the room. This behavior is consistent with the results and the observations performed
during the analysis of the temperature in the room.

After pre-processing the data, each classifier was tested. The results obtained are presented in the
next two subsections.

(a) Temperature. (b) CO2.(a) Temperature.

(c) Noise.

(b) CO2.

(d) Light intensity.

Figure 6. Processing and analysis of the environmental data gathered.

5.2. Binary Problem

The binary problem aims to determine whether an occupant was in the room (y = 1) or not
(y = 0). Table 3 presents the results by applying the classifiers with the dataset without changing
the parameters. Analysing the results, the classifiers with best F-Scores were LR followed by SVM.
The ANN classifier had the lowest F-Score in almost all the cases. In some cases, the result was 0%,
i.e., the classifier could not predict any positive outcome.
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Table 3. F-Score results of applying ML algorithms to the data collected for the binary problem with
default parameters.

LR SVM ANN

Temp 89.70% 89.66% 89.60%
CO2 6.59% 1.43% 0%

Noise 1% 1.28% 0%
Light 95.60% 95.60% 95.42%

Regarding the noise as an element to estimate occupancy, the F-Score results show that for the
area under study this feature is not a good indicator; considering that the room is a workplace, people
are usually concentrated and spend most of the time in silence. The results of the F-Score related to the
light intensity were satisfactory with the limitation that this approach could not be used to estimate
the number of occupants in the room, just their presence.

As more occupants in the room usually results in higher CO2 concentrations, these data can detect
the number of occupants, as can be seen in Figure 6b. However, because the room does not have a
good air flow rate, this concentration reduces slowly and can take hours to stabilise. Consequently,
this approach to estimate the number of occupants inside the laboratory did not perform as expected.
One possible approach to enhance the results obtained would be to calculate the derivative and then
check whether it has a certain slope to determine if an occupant arrived or left the room; nevertheless,
this method requires more data, as well as more analysis.

The temperature data suffer from the same problem than the CO2 data. It is difficult to have
a fixed number of occupants in the room. Thus, it was important to have a dataset with more data
for calculating the time taken for the temperature to stabilise to improve the results. However, even
without this knowledge, the results were satisfactory (i.e., we obtained in average an F-Score of 89%)
to detect the presence of occupants.

Table 4 presents the parameters for which the highest F-Scores were obtained using the LR, SVM,
and ANN classifiers to the dataset collected. When performing a new F-Score and changing the
parameters and the polynomial degree, some features show an improvement, such as CO2 with an
enhancing on the F-Scores of the classifiers between 15% and 47%. Light, temperature, and noise
did not show significant growth. Even though the CO2 levels can be used to infer the number of
occupants, the data analysed has to suffer changes before applying a ML technique. The noise had a
low F-Score, and the light indicated only the presence or absence of occupants. For these reasons, only
the temperature was analysed in a multi-class problem.

Table 4. F-Score results of parameters that perform the highest score for LR, SVM, and ANN for the
binary problem.

LR SVM ANN

λ pd F-Score γ C F-Score λ pd hu F-Score

Temp 0 2 89.80% (+0.10%) 0.1 1 89.71% (+0.05%) 0.1 1 2 89.72% (+0.12%)
CO2 0 3 22.10% (+15.51%) 10 10 43.98% (+42.55%) 0 1 2 47.81% (+47.81%)

Noise 0 2 2.60% (+1.60%) 10 10 4.17% (+2.89%) 0 1 3 0% (+0.00%)
Light 10 1 95.60% (+0.00%) 1 0.1 95.55% (+0.13%) 1 1 1 95.32% (−0.10%)

The F-Scores reached by the classifiers, particularly in the case of Temp and Light, show that it is
possible to obtain high accuracy regarding indoor occupancy using the LR, SVM, and ANN classifiers,
which is aligned with some of the results reported in the state of the art. Specifically, in the research
work of Candanedo et al. [22], a research framed within the same topic although using a different
dataset, the authors obtained an accuracy of 85.33% for Temp and 97.66% for Light using a Linear
Discriminant Analysis (LDA) model. These results are comparable with the values obtained by LR
and SVM in this research considering the classifiers’ linearity. In the case of Temp, LR and SVM
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showed better accuracy (i.e., around 4%). On the other hand, for Light, LDA performed better than LR
and SVM by around 2%. Instead of an ANN approach, Candanedo et al. [22] decided to determine
the performance of Classification and Regression Trees (CART) learning algorithms for this specific
problem. The accuracy results obtained using CART were 86.51% and 99.31% for Temp and Light,
respectively. Thus, for Temp, the ANN approach had a better accuracy 89.72% (i.e., around 3%), and, in
the case of Light, the CART model beat the ANN classifier by around 4% (i.e., 99.31% against 95.32%).

5.3. Multi-Class Problem

The multi-class problem aims to estimate the number of occupants in a room. During this work,
on average, there were five occupants in the room. After observing the behavior of the data gathered
and the binary problem results, it is possible to conclude that temperature is the more interesting
feature to be tested in the multi-class approach. Even though it was possible to obtain F-Scores beyond
95% for all the classifiers for the data corresponding to light, its binary nature makes impossible to use
it to estimate the number of occupants in the area under study, thus it was discarded.

Table 5 summarises both the parameters and the F-Scores obtained using the default values for
said parameters, and after tweaking them. Concerning the analysis of the temperature data using the
default parameters for each classifier, the following F-Scores results were obtained: 24.43% for LR,
24.90% for SVM, and 25.15% for ANN. These results are far away from what we had expected, thus
an additional tweaking of the parameter was applied in order to improve the F-Scores. In the best
scenario, the following F-Scores results were obtained: 29.43% (more 5%) for LR; 29.72% (more 4.82%)
for SVM; and 28.70% (more 3.55%) in the case of ANN.

The results obtained for the multi-class problem show that it was not possible to estimate the
number of occupants using just the temperature data. When the default parameters were used, all the
classifiers reported almost the same F-Scores, i.e., around 24.5%. After changing the parameters,
the SVM classifier produced the best results for this dataset, around 29.72%. It was also assumed
that the human body surface had a uniform temperature and a consistent heat production, but
this is not necessarily true. The human body has a distinct physical shape and also has multiple
thermo-physiological properties. Thus, it is difficult to include those factors in a numerical constant in
an indoor space.

Table 5. F-Score results of parameters for LR, SVM, and ANN for the multi-class problem.

LR SVM ANN

λ pd F-Score γ C F-Score λ pd hu F-Score

Default 0 1 24.43% 0 1 24.90% 0 1 1 25.15%
Tweaked 0.01 2 29.43% (+5%) 10 10 29.72% (+4.82%) 0 1 3 28.70% (+3.55%)

A valid estimation of the number of occupants in indoor environments using non-intrusive
environmental sensors requires a deep study of the correlation of the data gathered. ML techniques
have proven to be useful to better understand the interaction and behavior between the sensors,
according to the changes induced by the occupants in indoor environments. For the multi-class
problem, the correlation between light, temperature, and CO2 looks promising. In a first step,
the analysis of the light could determine accurately the presence or absence of occupants, and, as a
second step, a study of the correlation between temperature and CO2 could enhance the estimation
concerning the number of occupants in a specific area. Thus, these open issues lead to the possibility
to perform future research in this field.

6. Conclusions

Nowadays, companies and researchers are working on enhancing the quality of life of citizens,
using the IoT paradigm to reach the idea of building Smart Environments. In this context, it would be
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beneficial to have mechanisms to predict or estimate the occupancy of indoor environments to make
smart decisions about how to self-adapt to the environmental conditions.

In this research, a solution for occupancy detection with non-intrusive devices using sensors
such as temperature, noise, CO2, and light intensity was proposed and tested. A functional system,
made up of a device to gather and process environmental data, and to analyse the data patterns
over the collected data regarding people occupancy in indoor environments using ML methods, was
tested. The analysis performed allows asserting that with features such as noise data in working
environments the performance of the recognition system might be degraded. However, with features
such as temperature, CO2, and light data, it will be possible to estimate the detection of occupants with
an acceptable level of accuracy. Thus, the work done in this research could feed third-party applications
focused on indoor occupancy detection to generate smart decisions considering the occupants’ needs.

For future works, it is necessary to study the full correlation of the environmental data used in this
research. A starting point could be the analysis of features and their impact on the system. The CO2

data have to endure some processing to find the most meaningful way to use this type of data, since it
was found that they represent one of the best features to detect the number of occupants.
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Abstract: In order to maintain robotic manipulators at a high level of performance, their controllers
should be able to address nonlinearities in the closed-loop system, such as input nonlinearities.
Meanwhile, computational efficiency is also required for real-time implementation. In this paper,
an unknown input Bouc–Wen hysteresis control problem is investigated for robotic manipulators
using adaptive control and a dynamical gain-based approach. The dynamics of hysteresis are
modeled as an additional control unit in the closed-loop system and are integrated with the robotic
manipulators. Two adaptive parameters are developed for improving the computational efficiency
of the proposed control scheme, based on which the outputs of robotic manipulators are driven to
track desired trajectories. Lyapunov theory is adopted to prove the effectiveness of the proposed
method. Moreover, the tracking error is improved from ultimately bounded to asymptotic tracking
compared to most of the existing results. This is of important significance to improve the control
quality of robotic manipulators with unknown input Bouc–Wen hysteresis. Numerical examples
including fixed-point and trajectory controls are provided to show the validity of our method.

Keywords: sensing and control; computational efficiency; robotic manipulators; hysteresis;
adaptive control

1. Introduction

It is well-known that robotic manipulators are a class of important systems in industrial and
academic research [1]. Based on their widespread use in engineering fields, the control of robotic
manipulators has attracted much attention of researchers of robotic systems and control science [2–8].
The modern demand for electronics requires robotic manipulators to be operated in a high-demanding
status to reject possible nonlinearities in the closed-loop systems. One of the current research topics is
to investigate unknown input nonlinearities in the robotic manipulators.

In practical systems, control inputs are one of the essential units in the closed-loop system
and play a key role in maintaining performance and quality [9]. As for the nonlinearities on the
input signal, backlash nonlinearity is considered for output feedback control of uncertain nonlinear
systems in [10] through backlash inverse. Fu and Xie [11] considered a quantized control problem
using a sector bound approach and quantized output feedback systems using a dynamic scaling
method [12]. A system with a hysteretic quantizer is considered by Hayakawa et al. [13] to cancel
the chattering caused by the logarithmic quantizer. Zhou et al. [14] considered a quantization control
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problem in a class of systems with parameterized uncertainties and handled it using an adaptive
backstepping-based design approach. External disturbances and unknown input nonlinearities are
considered for multi-agent systems in [15] and for distributed control of heterogeneous multi-agent
systems [16]. Xie et al. [17] addressed unknown input quantization for nonlinear systems and
proposed an asymptotic neural-network-based control method. Most recently, faults on control inputs
and sensors in multi-agent systems are considered in [18]. Cao et al. [19] used Madelung’s rules to
propose a method to model symmetric hysteresis. Furthermore, this method is translated into an
algorithm that can be run by digital processors. Hysteresis nonlinearity was considered in [20] for
decentralized stabilization of interconnected systems. Later, hysteresis inverse was given in [21] for
adaptive output feedback control. It is noted that the parameters of hysteresis in [21] must be available
for the control design. The work of [22] considered the tracking control of a magnetic shape memory
actuator by combining the modeling technique of an inverse Preisach model and sliding mode control
design. The work of [23] studied both time delay and actuator saturation in the formation control
of teleoperating systems, which cover robotic systems. The works of [24,25] considered hysteresis
nonlinearities in the systems and proposed computational-efficiency-based modeling methods to
efficiently and precisely describe hysteresis characteristics.

One has to seek extra controls to handle unknown input coefficients and extra disturbances
brought from unknown hysteresis for applications in electronics-based systems. To handle the
unknown input coefficients, a Nussbaum function-based control method [26] is considered in the
literature [27–31]. The work of [32] used the Nussbaum function for a class of single-input single-output
systems. Based on [32], the work of [33] considered unknown control coefficients and model
uncertainties and provided a robust control for the segway. Note that single-input single-output
systems are not feasible for most of the robotic manipulators, where joint spaces should have six
dimensions. Thus, for multiple-input multiple-output systems, some works [34–37] are provided
to handle a group of multiple Nussbaum functions by different control strategies. Most recently,
the work of [38] proposed a Nussbaum function with saturated property and used it to address
unknown input nonlinearities in robotic systems, with a focus on eliminating the control shock from
Nussbaum functions. The work of [39] considered the intrusion detection problem in underwater
wireless networks.

Motivated by the above analysis and the technique on the elimination of overparametrization [40],
we combine the adaptive control technique and a dynamical gain-based approach to address unknown
input Bouc–Wen hysteresis for robotic manipulators. We model the input hysteresis and integrate
it with robotic manipulators. Then, two adaptive mechanisms are proposed in our control scheme.
Note that computational efficiency is one of the important issues for the implementation of robotic
manipulators. We consider such an issue by proposing a control scheme based on two adaptive laws.
One adaptive law is used to handle unknown parameter vectors associated with the regression matrix.
The other one is used to address input hysteresis and to allow parameters of the hysteresis in each
channel of inputs to be different. The two-parameter control scheme plays a key role in improving
computational efficiency for potential real-time implementation. A Lyapunov-method-based stability
is given to prove the effectiveness of the proposed adaptive scheme. It is shown that even in the
presence of unknown input Bouc–Wen hysteresis, the trajectory tracking objective is ensured for robotic
manipulators. Moreover, the tracking error is set to be asymptotic within our adaptive control, while
most existing results are ultimately bounded. The asymptotic control derived from our method is of
importance to high-demanding applications such as manufacturing.

The remaining parts of this paper are organized as follows. We define an unknown input
Bouc–Wen hysteresis control problem for robotic manipulators in Section 2. In Section 3, we present
a solution containing two adaptive parameters to address the control problem using a dynamical
gain-based approach. In Section 4, simulation studies, including fixed-point control and trajectory
control, are presented to validate the method’s effectiveness. We summarize the obtained results in
Section 5.
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2. Problem Formulation

A class of robotic manipulators, such as robotic manipulators, are formulated as the following
differential equation [1–4]:

D(q)q̈ + H(q, q̇)q̇ + W(q) = v, (1)

where q ∈ R
L×1 is a system state vector, D(q) ∈ R

L×L denotes an inertial matrix, H(q, q̇) ∈ R
L×L

represents the Coriolis and centrifugal matrix of the ith robotic arm, W(q) ∈ R
L×1 denotes the

gravitational force vector, v ∈ R
L×1 means the input of the robotic manipulator and will drive the joint

space variable q to a predetermined trajectory. Note that the robotic manipulator governed by (1) is
capable of modeling jet engines and aircraft.

Here, we specify the input hysteresis nonlinearities as

v = ω(u(t), t), (2)

where

ω(u(t), t) = [ω1(u1(t), t), ..., ωL(uL(t), t)]. (3)

Let us consider a single input case for hysteresis nonlinearities modeled as [21,41]

ω(u) = μ1u + μ2ζ, (4)

where μ1 and μ2 are non-zero constants with μ1μ2 > 0, and ζ satisfies

ζ̇ = u̇ − �|u̇||ζ|n−1ζ − βu̇|ζ|n = u̇ψ(ζ, u̇), (5)

where n ≥ 1, � > |β| and ψ(ζ, u̇) = 1 − �sign(u̇)|ζ|n−1 − β|ζ|n. From [21,41], one has |ζ(t)| ≤
n
√

1/(� + β). The solution of Equation (4) is depicted in Figure 1, where the hysteresis parameters are
set as � = 1, n = 1, μ1 = 4.5, β = 0, μ2 = 4, and u = 10 sin(5t). As shown in Figure 1, the nominal
input dynamics preceded by hysteresis phenomena are nonlinear when compared to the linear case
wherein v = u.

u

ρ
(u
)

Figure 1. Hysteresis nonlinearities simulated using (4).

The control objective in this paper is to construct a two-adaptive-laws-based control scheme for
the robotic manipulator (1) with unknown input Bouc–Wen hysteresis (2) so that outputs of the robotic
manipulator q(t) track to desired trajectories, that is,

lim
t→∞

(q(t)− qd(t)) = 0, (6)

lim
t→∞

(q̇(t)− q̇d(t)) = 0. (7)
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To summarize the design purpose, we give the closed-loop system after applying the control
scheme to the robotic manipulators in Figure 2.

Figure 2. Control diagram for robotic manipulators with unknown input Bouc–Wen hysteresis.

3. Trajectory Tracking Design for Robotic Manipulators with Unknown Input Hysteresis

In this section, we specify the control method, control design, and the main result for robotic
manipulators with unknown input hysteresis. We show that trajectory tracking control is ensured
using the proposed adaptive control in the sense of Lyapunov theory.

3.1. Control Method

In this subsection, we review the dynamical gain-based approach [42], which will be combined
with the adaptive control technique to handle unknown coefficients caused by input hysteresis.

Here, the dynamical gain is given as [42]

N (χ) = �eχ2
, (8)

where χ is a real variable. Recalling the result in [42], one has the following result:

Lemma 1. Let functions V(t) and χ(t) smooth over [0, ts) with V(t) ≥ 0 and χ(0) bounded. Moreover, χ(t)
is a monotonic function. The dynamic loop gain function N is as (8). If one has

V(t) ≤ β +
∫ t

t0

χ̇(ω)e�ω−�tdω

−
∫ t

t0

gMN (χ(ω))χ̇(ω)e�ω−�tdω, (9)

where β is a bounded variable and � and gM are positive constants, then the boundedness of V(t) and χ(t) are
derived over [0, ts).

Lemma 2 (Barbalat’s Lemma [3]). Let a function f (t) ∈ C1(a, ∞) and limt→∞ f (t) = a, where a < ∞. If f ′

is uniformly continuous, then limt→∞ f ′(t) = 0.

In what follows, we show how to use dynamical gain (8) to handle unknown input hysteresis in
robotic manipulators and how to use one parameter to adaptively tune control coefficients for multiple
inputs.

3.2. Controller Design

In this subsection, we show the control design to handle input hysteresis in robotic manipulators.
Recalling the work in [3], we define

q̃ =q − qd, (10)

q̇r =q̇d − Krq̃, (11)

e =q̇ − q̇r, (12)

142



Sensors 2019, 19, 2776

where Kr ∈ R
L×L > 0 is a positive-definite matrix.

Now, a controller for robotic manipulators to reject input hysteresis is given as

u = N (χ(t))uN , (13)

with
uN = −1

2
||Ψ||2λ̂e − (Ke +

1
2

I)e, (14)

where λ̂ is an estimate of λ to be detailed later, Ke is a positive-definite matrix, and I denotes an identity
matrix with the dimension of RL×L. The adaptive laws for (13) and (14) are given as

χ̇ =�eTuN , (15)

˙̂λ =
1
2

Φ||Ψ(q, q̇, q̇r, q̈r)||2eTe − Φ1λ̂, (16)

where �, Φ, and Φ1 denote positive constants and || · ||2 denotes a norm operator. The initial values
of λ(t) and χ(t) are set to be non-negative, i.e., λ(0) ≥ 0 and χ(0) ≥ 0. To summarize the design
purpose, we show the designed control scheme in Figure 3.

Figure 3. Proposed adaptive control scheme using a dynamical gain-based method.

3.3. Stability Analysis

Based on the control design in the previous subsection, we use Lyapunov theory to analyze
the stability of the proposed adaptive control with a focus on handling unknown input Bouc–Wen
hysteresis. Our main result is summarized as follows.

Theorem 1. Supposing that the robotic manipulators are modeled as (1) with input hysteresis as (4) and (5), the
controller is given as (13), and adaptive mechanisms are as (15) and (16), the asymptotic tracking performance
in terms of q(t) and q̇(t) in (1) is guaranteed such that q(t) → qd(t) and q̇(t) → q̇d(t) as t → ∞.

Proof. Substituting (13) into (1) leads to

D(q)ė + H(q, q̇)e = [ω(u, t)− I] uN + uN − Ψθ, (17)

where Ψ is a regression matrix and θ is a constant vector with an appropriate dimension.
Define a function

V =
1
2

eT D(q)e +
1
2

λ̃2Φ−1, (18)

where λ̃ is defined as

λ̃ = λ̂ − λ, (19)
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with λ being defined later and D(q) being a positive definite matrix following [2]. From (18), one has

V̇ = uN + eT [ω(u, t)− uN ] + eTΨθ + ˙̂λλ̃Φ−1

= uN + eT [ω(u, t)− uN ] + ˙̂λλ̃Φ−1 +
1
2
+

1
2
||Ψ||2λeTe, (20)

where λ = ||θ||F. Following [2,4], one has that Ḋ(q) − 2H(q, q̇) is a skew-symmetric matrix.
Substituting (14) and (16) into (20) yields

V̇ ≤ − eTKee − 1
2

eTe + eT [ω(u, t)− uN ] +
1
2

+ ˙̂λλ̃Φ−1 − 1
2
||Ψ||2eTeλ̃

=− eTKee − 1
2

eTe + eT [ω(u, t)− uN ] +
1
2
− Φ1λ̂λ̃Φ−1, (21)

where the first inequality is derived after using Young’s inequality. Now, −λ̂λ̃ in the right-hand side
of (21) is changed into

−λ̂λ̃ = −(λ̃ + λ)λ̃

= −λ̃λ̃ + λ̃λ

≤ −λ̃λ̃ +
1
2

λ̃2 +
1
2

λ2

= −(
1
2

λ̃2 − 1
2

λ2), (22)

where both the result in (19) and Young’s inequality are used. From (15) and (22), (21) is further
changed into

V̇ ≤− eTKee − 1
2

eTe + eT [ω(u, t)− uN ] +
1
2

− Φ1Φ−1(
1
2

λ̃2 − 1
2

λ2)

≤− eTKee − Φ1Φ−1 1
2

λ̃2 + eT
[
(Diag(μ1)N (χ(t))uN

+ Diag(μ2)Vec(ζ))− uN
]
+

1
2
− 1

2
eTe + Φ1Φ−1 1

2
λ2

≤− eTKee − Φ1Φ−1 1
2

λ̃2 + eT(N (χ(t))μmin − 1)uN

+
1
2

μmax + Φ1Φ−1 1
2

λ2 +
1
2

≤−�V(t) + eT(N (χ(t))μmin − 1)uN + β0

≤−�V(t) + (N (χ(t))μmin − 1)χ̇(t)
1
�

+ β0, (23)
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where

� =min{ 2δmin{Ke}
δmin(D(q))

, Φ1}, (24)

β0 =
1
2

μmax + Φ1Φ−1 1
2

λ2 +
1
2

, (25)

Diag(μ1) =Diag[μ1,1, μ1,2, ..., μ1,L], (26)

Diag(μ2) =Diag[μ2,1, μ2,2, ..., μ2,L], (27)

Vec(ζ) =[ζ1, ζ2, · · · , ζL], (28)

μmin = min
i,j=1,2,··· ,L

(μi,j), (29)

μmax =||Diag(μ2)Vec(ζ)||2, (30)

Vec(ζ) =[ζ1, ζ2, · · · , ζL]
T . (31)

It is clear that �, μmin, and β0 are positive constants.

Remark 1. Here, (23) specifies how to transform the unknown input Bouc–Wen hysteresis control problem into
a problem of handling an unknown control coefficient μmin and an unknown variable β0, where μmin is given
in (29) and β0 is given in (25). We use the dynamical loop gain (8) and the designed control scheme (14) to make
sure that the multiplication in (13) is non-positive. Based on the non-positiveness of N (χ(t))uN , one now finds
a upper bound governed by the minimum (29). Please note that even though robotic manipulators are modeled as
multiple-input and multiple-output systems, one only needs to handle two scalars, μmin and β0, in (23). This
further prompts our adaptive method that uses two adaptive laws to achieve asymptotic control.

From (23), one has

V(t) ≤ − V(0)e−�t +
�
β0

+
1
�

∫ t

t0

χ̇(ω)e�ω−�tdω

− 1
�

∫ t

t0

μminN (χ(ω))χ̇(ω)e�ω−�tdω

� β +
1
�

∫ t

t0

χ̇(ω)e�ω−�tdω

− 1
�

∫ t

t0

μminN (χ(ω))χ̇(ω)e�ω−�tdω, (32)

where

β = −V(0)e−�t +
�
β0

. (33)

Considering that V(0) is predetermined to be bounded and � and β0 are bounded, one obtains
that β is also bounded.

Now, we obtain that (32) is structurally the same as (9). Therefore, the result in Lemma 1 will hold
for (32). That is, from the result in Lemma 1, one obtains the boundedness of V(t) and χ(t) [37]. As an
immediate result from (14) and (15), one has

χ(t)− χ(0) =
∫ t

0
�eT(τ)uN (τ)dτ

≥
∫ t

0
�eT(τ)e(τ)dτ. (34)
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Note that the boundedness of χ(t) and χ(0) has been ensured and � is a predetermined constant.
It is clear that

∫ t
0 �eT(τ)e(τ)dτ exists and is finite. From Lemma 2 (Barbalat’s Lemma), one has

lim
t→∞

eTe = 0, (35)

so that

lim
t→∞

e(t) = 0. (36)

Therefore, the convergence in (6) and (7) results. Thus, the proof is completed.

Remark 2. In Theorem 1, we have proven that even though multiple inputs coexist in the considered robotic
manipulators, as shown in (3), the control objective is achieved with computational efficiency using two
parameters to be tuned online. In particular, one is in (15) and is responsible for handling unknown input
coefficients from hysteresis, and the other one is in (16) and is responsible for addressing the regression matrix
from robotic manipulators. This two-parameter adaptive control scheme is feasible due to our unique control
design as in (14) and the dynamical gain as in (8). Furthermore, we employ the adaptive control technique to
achieve stability for the trajectory tracking control of robotic manipulators with unknown input Bouc–Wen
hysteresis.

4. Simulation Example

A two-link articulated robotic manipulator is used for the simulation, which follows the work of
[3]. The proposed method is employed to testify to the validity of the proposed control scheme. The
manipulator is simulated to move in a horizontal plane and is described as in [3]:

[
D11 D12

D21 D22

] [
q̈1

q̈2

]
+

[
H11 H12

H21 H22

] [
q̇1

q̇2

]
=

[
v1

v2

]
, (37)

where
D11 = θ1 + 2θ3 cos(q2),

D12 = H21 = θ2 + θ3 cos(q2) + θ4 sin(q2),

D22 = θ2,

H11 = −hq̇2, H12 = −h(q̇1 + q̇2),

H21 = hq̇1, H22 = 0,

and
h = θ3 sin(q2)− θ4 cos(q2),

with the physical parameters being θ = [θ1, θ2, θ3, θ4]
T . Here, it is noted that the considered system (37)

has two inputs and two outputs. As for the system inputs, we specify the input Bouc–Wen hysteresis
for each torque as in (4) and (5) with hysteresis parameters μ1 = 4.5, μ2 = 4, � = 1, β = 0, and n = 1.
Note that the parameters of hysteresis nonlinearity for each torque can be different according to our
result in Section 3. Here, we choose the same hysteresis parameters for simplification. The initial
states for the robotic manipulators are also chosen randomly. Note that we need two adaptive laws to
implement our method. Here, we set the initials of these two adaptive laws in (15) and (16) as zeroes.
That is, λ̂(0) = 0 and χ(0) = 0. Note that the physical parameters to be estimated are vectorized as
θ = [θ1, θ2, θ3, θ4]

T . Here, we we use the adaptive law (16) to estimate the scalar λ = ||θ||F, not the
vector θ. Therefore, the number of estimators drops significantly to only one when compared to the
traditional adaptive method. As a result, the computational efficiency is ensured by our method.
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In what follows, we give two scenarios that frequently happen in the motion control of
robotic manipulators.

4.1. Fixed-Point Control Using the Proposed Adaptive Control

In this scenario, we predetermine the desired trajectory as the predetermined points qd =

[qd1, qd2]
T = [0.2, 0.5]T and q̇d = [q̇d1, q̇d2]

T = [0, 0]T . Simulation results are given in Figures 4–9.
From the observation of Figures 4–7, the adaptive variables including χ, N (χ), u, and λ̂ are bounded
under unknown input hysteresis and the proposed control method. The outputs of the considered
robotic manipulators q and q̇, as well as the predetermined ones qd and q̇d, are shown in Figures 8
and 9, where outputs q1(t) and q2(t) are, respectively, driven to the predetermined points 0.2 and 0.5
in the presence of the proposed control, while the velocities q̇1(t) and q̇2(t) are regularized to zeroes.
Therefore, it is clear that the proposed method is effective in handling input hysteresis in robotic
manipulators for the fixed-point control.

χ

χ1

Figure 4. Adaptive law χ for fixed-point control.

N
(χ

)

N (χ)

Figure 5. Dynamic loop gain function for fixed-point control.

u

u1 u2

Figure 6. Input signal u for fixed-point control.
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λ̂

λ̂

Figure 7. Adaptive law λ̂ for fixed-point control.

q

q1 q2 qd1 qd2

Figure 8. Output q for fixed-point control.

q̇

q̇1 q̇2 q̇d1 q̇d2

Figure 9. Output q̇ for fixed-point control.

4.2. Tracking Control Using the Proposed Adaptive Control

In this tracking control scenario, we set the desired trajectory to be a sine wave. Simulation
results for this scenario including the adaptive signals χ, N (χ), λ̂, and control signal u, are given in
Figures 10–15. In particular, the signal of χ and its dynamical gain N (χ) are given in Figures 10 and
11. The control signal u is given in Figure 12. The adaptive law of λ̂ is given in Figure 13. The results
in Figures 10–13 show that our method is effective in ensuring all the signals in the closed-loop robotic
manipulator are bounded. Finally, the outputs q and q̇ are provided in Figures 14 and 15, where the
proposed method drives the outputs of robotic manipulators to converge to the desired trajectories.
This guarantees the effectiveness of the proposed method in achieving tracking control in the presence
of unknown input hysteresis.
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χ

χ1

Figure 10. Adaptive law χ for tracking control.

N
(χ

)

N (χ)

Figure 11. Dynamic loop gain function for tracking control.

u

u1 u2

Figure 12. Input signal u for tracking control.

λ̂

λ̂

Figure 13. Adaptive law λ̂ for tracking control.
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q
q1 q2 qd1 qd2

Figure 14. Output q for tracking control.

q̇

q̇1 q̇2 q̇d1 q̇d2

Figure 15. Output q̇ for tracking control.

Moreover, we give the tracking performance under a traditional controller without compensating
the hysteresis nonlinearities. For the comparison, we consider the same two-link robotic manipulator
as in the previous case. To be specific, a proportional plus derivative controller is applied with
v = − 1

2 (q̇ − q̇d)− 5
2 (q − qd). The tracking performance in the presence of the traditional controller is

given in Figures 16 and 17. From Figures 14–17, it is clear that our method provides a better tracking
performance compared to the traditional controller.

0 5 10 15
−1

−0.5

0

0.5

Time (s)

q

 

 

q1 q2 qd1 qd2

Figure 16. Output q for tracking control under the traditional controller.
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0 5 10 15
−1

0

1

Time (s)

q̇

 

 

q̇1 q̇2 q̇d1 q̇d2

Figure 17. Output q̇ for tracking control under the traditional controller.

5. Conclusions

In this paper, the problem of input hysteresis is addressed for robotic manipulators. We utilize the
adaptive control technique and a dynamical gain-based approach to handle input hysteresis. We use
two adaptive parameters to address input hysteresis in robotic manipulators so that computational
efficiency is ensured for real-time implementation. Therefore, the proposed adaptive method may be
feasible for the purpose of applications. Moreover, we drive the outputs of robotic manipulators to
the desired trajectories with zero errors, which guarantees a high level of control quality for robotic
manipulators even in presence of unknown input hysteresis. We adopt Lyapunov theory to validate
the stability of our method and to prove that all the states and adaptive variables in the closed-loop
systems are bounded. In addition, we provide a numerical example including fixed-point and trajectory
controls so that the validity of our method is ensured. Future works may extend the proposed method
and combine it with advanced learning methods such as those in [43–49].
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Abstract: Internet of Things (IoT) technology has been attracted lots of interests over the recent years,
due to its applicability across the various domains. In particular, an IoT-based robot with artificial
intelligence may be utilized in various fields of surveillance. In this paper, we propose an IoT platform
with an intelligent surveillance robot using machine learning in order to overcome the limitations of
the existing closed-circuit television (CCTV) which is installed fixed type. The IoT platform with a
surveillance robot provides the smart monitoring as a role of active CCTV. The intelligent surveillance
robot, which has been built with its own IoT server, and can carry out line tracing and acquire
contextual information through the sensors to detect abnormal status in an environment. In addition,
photos taken by its camera can be compared with stored images of normal state. If an abnormal status
is detected, the manager receives an alarm via a smart phone. For user convenience, the client is
provided with an app to control the robot remotely. In the case of image context processing it is useful
to apply convolutional neural network (CNN)-based machine learning (ML), which is introduced for
the precise detection and recognition of images or patterns, and from which can be expected a high
performance of recognition. We designed the CNN model to support contextually-aware services of
the IoT platform and to perform experiments for learning accuracy of the designed CNN model using
dataset of images acquired from the robot. Experimental results showed that the accuracy of learning
is over 0.98, which means that we achieved enhanced learning in image context recognition. The
contribution of this paper is not only to implement an IoT platform with active CCTV robot but also
to construct a CNN model for image-and-context-aware learning and intelligence enhancement of
the proposed IoT platform. The proposed IoT platform, with an intelligent surveillance robot using
machine learning, can be used to detect abnormal status in various industrial fields such as factory,
smart farms, logistics warehouses, and public places.

Keywords: IoT platform; intelligent monitoring robot; active CCTV; learning model; machine
learning; convolutional neural network

1. Introduction

The development of Internet of Things (IoT) technology makes it possible to connect smart objects
together through the Internet [1]. Advancements in IoT technologies provide enormous potential
for high-quality, more convenient, and intelligent service. Various researches on intelligent IoT
service systems are attracting attention due to the development of IoT technology. Recent research
shows more potential applications of IoT in information intensive industrial sectors. Various needs,
such as automatic setting, autonomous control, and optimal operation, are emerging in addition
to inter-object connectivity support in the IoT service system. Although it provides connectivity
through internet and automation functions by presetting, it is difficult to maintain stable operation and
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continuous value creation in the application domain. User monitoring and intervention is needed to
resolve these problems. The development and popularization of machine learning and deep learning
technologies enable a variety of intelligent services and challenges that previously could not be solved.
The intelligent IoT service system is defined as a system that acquires data from the environment,
recognizes the situation using the acquired data, and interacts with the user environment according
to the service rules and the domain knowledge [2]. Therefore, the accuracy of the context-aware
learning model-based on the domain knowledge can influence the quality of the intelligent monitoring
service. Many researches on intelligent-robot services regarding the various applications have been in
progress [3]. Researches on intelligent robots are able to be applied to service and application based
on specific domains such as education, entertainment, life, and manufacturing. We tried to combine
intelligent robot service and IoT technology in order to create a new context-aware service.

In this paper we propose an IoT platform with an intelligent monitoring robot which monitors the
surrounding environment to figure out the situation and inform the administrator when an abnormal
situation occurs. Unlike the existing robot system with a separate server, the intelligent monitoring
robot in the proposed IoT platform has not only a server built into it, but also many kinds of devices
such as the webcam, the radio -frequency (RF), the ultrasonic sensor, temperature sensor, light sensor,
and sound sensor. It is designed to provide convenient use of monitor and control at anytime and
anywhere using Wi-Fi network.

Especially, the proposed system performs context-aware learning by using a convolutional neural
network (CNN)-based machine learning for context-aware learning. CNN is a method of machine
learning optimized for image learning because it can input two-dimensional structure. CNN has proven
its superior performance in extracting high-level abstracted features from images and recognizing
objects in an optimal way.

This paper is organized as follows. Section 2 briefly describes the related works and Section 3
presents the framework of an IoT platform with a monitoring robot. We designed the CNN model
for context-aware service as outlined in in Section 4 and analyzed the experimental results as seen in
Section 5. Finally, we describe the conclusions in Section 6.

2. Related Works

Many efforts have been conducted toward employing IoT technology in the various industrial
field to acquire data, process data timely, and distribute data wirelessly [1]. In recent years, the CCTV
video-surveillance system has been introduced into various industrial fields and it has developed into
a network-based CCTV or an intelligent-CCTV. The intelligent-CCTV system has been evaluated for its
ability to monitor situations very effectively as it can detect the characteristics of an object or a person
automatically. Nevertheless, most CCTV systems have been installed in fixed positions, and send
images to a central server [4]. Therefore, immediate response to risks and anomalies is difficult because
monitoring can only be performed in the control center after the images have been sent to a remote
server. It is possible for active CCTV with IoT to perform real-time, context-aware, and immediate
response. Recently, the need for context awareness to serve as an intelligent service in ubiquitous
environments has increased with the development of a variety of sensor technologies [5]. Many kinds
of techniques, such as machine learning, Bayesian network, data mining, and collaborative filtering,
are applied for the construction of context-aware models to provide customized intelligence services in
a variety of domains [5].

Although various attempts have been made to provide a context-aware service, most of them are
being developed as a monitoring framework [3]. In [6], they applied the CNN-scheme-based optical
camera communication system for intelligent Internet of vehicles. They used CNN for precise detection
and recognition of light-emitting diode patterns at long distances and in bad weather conditions [6].
It can be used to employ CNN in various ways. We propose to employ CNN in the proposed IoT
platform with an intelligent surveillance robot and it can be utilized in various fields of surveillance.
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A context-aware service can recognize the circumstances, and then provide an appropriate service
according to the environment [7]. Recently, the need for a context-aware service as the intelligent service
in ubiquitous environments according to the development of sensor technologies has increased [8].
Above all, a context-aware model must be constructed before the context-aware service can be applied.
Various techniques such as machine learning, collaborative filtering, and Bayesian network can be used
to build context-aware models to provide customized intelligence services in a variety of domains [9].
An ontology-based context model will be able to describe a context semantics method which is
independent of system or middleware [9]. However, in the case of a context-aware learning model for
image recognition or pattern recognition, there are limitations to an ontology-based context-aware
model [10].

In order to overcome these limitations of an ontology-based context-aware model, we employed
convolutional neural network (CNN)-based machine learning (ML), which was optimized for image-
or pattern-recognition [11,12]. CNNs have developed significantly in recent years and are being used in
a variety of areas, such as image and pattern recognition, natural-language processing, video analysis,
and speech recognition. The improved network structures of CNNs lead to memory savings and
reduced computational complexity and, at the same time, offer better performance for numerous
applications. A CNN is composed of a series of layers, wherein each layer describes a specific function.
The neuron structure of the artificial neural network is shown in Figure 1. In Figure 1, x is the input
signal, W is the weight, b is the bias, f is the activation function, and o is the output. The active function
f can be used as a sigmoid function, a hyperbolic tangent function, or a ReLU (rectified linear unit)
function. In the case of image classification, the ReLU function has recently been used more than other
functions because it shows better performance.

 
Figure 1. Neuron structure of artificial neuron network (ANN).

To find the optimal weight and bias during learning, the differential is used to get the slope,
and the amount of change in the weight is an estimate of the slope. The learning rate is a value that
determines how much the parameter value is updated in one learning cycle, and must be set when
neural network modeling has been carried out. The learning rate could be a value between 0 and 1. The
smaller the learning rate, the slower the speed of learning. If it is set large, the learning speed can be
increased, but the neural network may become unstable. Because the neural network model learns the
training data excessively in order to decrease the error rate, side effects like overfitting occur and cause
it to increase the error rate for actual data. To avoid overfitting, a drop-out technique can be used, which
does not use all the nodes of the neural network, but rather selects some of the nodes at random [13].
Whenever weights are updated, the nodes are randomly reconstructed, and learning is performed
through them. In the case of using fixed constants as a learning rate, the learning may not be performed
properly. To solve these problems Momentum, AdaGrad (adaptive gradient), and Adam (adaptive
moments) algorithms have been proposed. Momentum algorithm adds a momentum term to the slope
and applies the update more strongly when the slope is in the same direction as the momentum [14].
In our study we adopted ADAM to overcome the overfitting problem. When modeling CNN using a
backpropagation algorithm, the performance depends on the initial value of the weight. Preliminary
training can be performed using a restricted Boltzmann machine (RBM) or autoencoder to obtain the
initial value of the appropriate weight. Hinton proposed the RBM which consists of one input layer
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and one hidden layer [14]. The initial value of the weight in autoencoder is obtained by preliminarily
training performed in each layer of the neural network using the unsupervised learning algorithm.
CNN (convolution neural network) is one of the deep learning methods and is used to analyze image
data and classify it according to its features [14]. Each layer of CNN has a function o for extracting and
learning features by applying a filter to the input image. The CNN is effective in learning on image
recognition. The architecture of the CNN is shown in Figure 2.

 
Figure 2. Architecture of convolutional neural network (CNN).

As shown in Figure 2, CNN generates the output from the input image through the convolution
layer and the fully connected layer. The convolution layer consists of several convolution layers and
pooling layers. The convolution layer generates the convolution output using the input image and the
filter and generates the feature map by applying the activation function to the convolution output.
The pooling layer generates the output image by reducing the dimension of the feature map using the
pooling function. The output image of the last pooling layer is used as the input of the fully connected
layer. Yann LeCun developed LeNet5 in 1998 using CNN [15]. This technique has an effect on number
recognition. It receives 32 × 32 image and generates output through three convolution layers, two
pulling layers, and one fully connected layer. AlexNet, released by Krizhevsky, Sutskever, and Hinton
at ILSVRC-2012, was awarded first prize with an error rate of 15.3%, which was remarkably excellent
compared to second prize with a 26.2% of error rate. AlexNet consists of five convolution layers,
one pooling layer, and three fully connected layers, using two GPUs [16]. ResNet has demonstrated
that networks can be deepened to a maximum of 152 layers, and verified better results than fewer
layers [17].

These previous works have found that as the depth of the layers becomes deeper, the accuracy
of learning is improved in deep learning [18,19]. In our study, we extended LeNet-5 model for
context-aware learning of IoT-based intelligent monitoring.

3. Framework of an IoT Platform with an Intelligent Monitoring Robot

In this section, we present a system architecture of an IoT platform with an intelligent monitoring
robot by applying a CNN-based context-aware learning model we designed. Figure 3 shows the
framework of an IoT platform with an intelligent monitoring robot. As shown in the Figure 3,
the IoT-based context-aware system must have its own server and communicate with the web or
app client using Wi-Fi. The basic functions required for IoT-based intelligent monitoring systems
are learning of situational awareness and real-time recognition process. In addition, in order to
provide a notification service for monitoring results and for abnormality detection in real time, it is
necessary to make real-time communication always possible by applying IoT technology. The IoT-based
context-aware system can be implemented as a fixed or portable type. In the latter case, autonomous
navigation using a line tracing or map of a specific area is required.

The proposed system needs to notify the situation through a smart phone and perform image
processing functions for the detection of abnormal status. For this the system needs a web server, DB
server, and DVR server to be constructed on the main controller in order to search the stored images at
the remote site. These servers need to be capable of image storage, event storage, search, and then the
web- or app-client will be able to control the movement of the robot for remote users and to receive
images. The data transmitted from the attached sensor should be stored in the proposed IoT-based
system and be displayed in real time on the remote web browser or app client. The image receiving
function and the robot control function need to be supported for the app client, because it is necessary
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for the user to receive images and to control the movement of the robot by providing the management
of a real time context-aware service.

Figure 3. Framework of an IoT-based intelligent monitoring robot.

Figure 4 shows the architecture of IoT platform with an intelligent monitoring system that performs
context-aware learning. An IoT platform with a context-awareness system should be able to distinguish
between abnormal status and normal status from the monitored sensor value or images from a webcam
by performing learning and real-time recognition processes on normal states to check for abnormal
states. Also, it must have a variety of sensors that can measure indoor air conditions, such as room
temperature and CO, and must be able to perform photo-taking functions to monitor the situation at a
specific location. The sensors of the ultrasonic wave, the temperature, the light, the carbon monoxide,
and the vibration will be used to detect the situation information of a predetermined area. It also
should have a repository that stores the sensing values or images from a webcam while monitoring
the environment. We constructed a web server, database server, socket server, and DVR server not
only in the IoT-based monitoring robot but also in the backend server for backup and CNN-based
context-aware learning.

Figure 4. Architecture of the IoT platform with monitoring robot applying CNN machine learning (ML).

Since the server itself is built in the body of the robot, it is able to check the streaming images and
sensor value by using the remote client. Images are stored with date time, so it is possible to retrieve
the image of the specific date and time by the client. The intelligent monitoring robot of the proposed
IoT platform has a motor driver and servomotor, for moving the motor inside, and a infrared sensor
for sensors and line tracing are connected to a separate battery and to an Arduino pin. Arduino is
capable of serial communication with Raspberry Pie via USB port. Two webcams are used, which are
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streamed via the Mjpg-streamer. The one in the bottom is only used for streaming, and the other one
attached to the servo motor can be used for streaming and image shooting. The hardware device could
generate and send various sensor-values and image streaming, and then Node.js web server can parse
the received sensor values and send them to the client. After being stored in the database, alarms can
be generated abnormality is detected. The web or app client can request the client page via TCP/IP
and retrieve the image of the desired date stored in the database. It can request streaming images
from a webcam streaming server and receive the contextual information and sensor values in real time
via sockets.

The software architecture of the IoT platform with an intelligent monitoring system is shown in
Figure 5. It consists of five components: Action Manager, Event Handler, Storage Handler, Reasoning
engine, and Rule Engine. Action Manager carried out actions like line tracing for monitoring.

Figure 5. Architecture of the IoT platform with an intelligent monitoring system.

Event Handler generates alarms when abnormal states are detected and Storage Handler stores
the images from the webcams and values from sensors. Reasoning engine performs the functions to
figure out whether there is an abnormality in situation information such as sensor values and images.
Rule Engine performs CNN-based ML for context-aware learning about image context information
and builds a knowledge-base with predefined rules. Incremental learning of images that can be gotten
continuously by webcam provide guarantees for continuous context learning. Thus, it is possible to
make the knowledge-base update incrementally.

Figure 6 shows the sequence diagram of the IoT platform with an intelligent monitoring system.
Each situation is perceived according to the sensed values from sensors and a context-aware service is
performed accordingly.

If the room temperature is out of the range of the predetermined value, an alarm is generated.
Also, if the concentration of carbon monoxide is high, an alarm indicating that the air condition is
improper is generated. When providing a surveillance and context awareness service according to
images taken by the camera, an alarm is generated when a window or a door is opened.

It also shows the process of providing a continuous monitoring and context-aware service,
according to whether the gas valve is locked or not, and whether or not there is a fire extinguisher at
a predetermined position. The specification of the abnormal situation had been defined in advance.
If the situation is abnormal, the context alarm information can be actively transmitted to the remote site.
It can be utilized in user interfaces of various client environments by using standardized transmission
technology-based on Wi-Fi network and TCP/IP protocol. We attached six sensors, a temperature
sensor, sound sensor, light sensor, vibration sensor, carbon monoxide sensor, and flame detection sensor,
to the robot in order to get the context of the specific environment. Figure 7 shows the implemented
robot and graphical user interfaces. For the convenience of remote control and notification of abnormal
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alert app client was implemented as shown in Figure 7c. The ‘View & Control’ menu, from the main
menu, allows the user to control the robot remotely in real time. The ‘Search’ menu can be used to
search the images stored in specific date or time.

Figure 6. Sequence diagram of the IoT platform with an intelligent monitoring service.

Figure 7. Graphical user interface of IoT platform with an intelligent monitoring robot. (a) IoT-based
robot; (b) Web Client; (c) App Client.

When the robot has performed monitoring, photos can be taken by its camera and compared with
stored images of a normal state. When an abnormal status is detected, an alarm is sent to the manager
via a smart phone. For user convenience, the app-client is able to control the robot remotely. In the case
of image-context processing it is useful to apply convolutional neural network (CNN)-based machine
learning, which is optimized for image recognition, and can be expected to give a higher performance
in the accuracy of learning. A CNN-based context-aware learning model must be constructed in the
back-end server. In next section, the design of the CNN-based learning model will be described.

4. CNN-Based Context-Aware Learning Model

In this section, we describe CNN-ML which is adopted for context-aware learning in this paper.
First, we have designed the input layer, which defines the type and size of the image input function.
The input size varies in accordance to different purposes. For classification tasks, the input size is
typically the same size as the training images. However, for detection or recognition tasks, the CNN
needs to analyze smaller parts of the image, so the input size must be at least the size of the smallest
object in the data set. In this case, the CNN is used to process a (28 × 28)-RGB image. The middle layers,
which are the core part of the CNN, consist of convolutional repetitive blocks, ReLU, and pooling
layers. The convolutional layers are a set of filter weights which are updated during network training.
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The ReLU layer adds non-linear functions to the network. The pooling layers downsample data as
they flow through the network. A deeper network can be created by repeating these basic layers.

Weights and activation functions are applied to the convolution output image of each channel.
In the pooling layer, an output image with a size of 12 × 12 × 16 is generated by applying pulling
with a size of 2 × 2 and a stride of 2 to an output image to which an activation function is applied.
The pooling layer causes effective prevention of overfitting by reducing the size of the synthesized
multi-layer output image so as to reduce the number of weights and the amount of computation. The
image of the last pooling layer is transformed into a vector to be used as the input of the fully connected
neural network. When the filter is applied, the edge information is lost, and the size of the output
image is reduced.

In order to compensate for this, the size of the input image and the size of the output image can
be made the same by performing a padding process.

We evaluated the constructed CNN model which learns 3000 images taken by robots and classifies
them into 10 situations. The scene captured by the robot stopped at a pre-set location inside the
building is the state of opening/closing of the outer door, the inner door, and the window. It extracts
ten images that distinguish between closed state and open state to be used as training data and test
data. Figure 8 shows 10 types of images shot by the robot.

Figure 8. Images of opened/closed of door and window.

For the 640 × 480 color image taken at each designated location, the robot selects only the center
and converts it to 480 × 480. After extracting the binary image through the grayscale image, it must be
resized to 28 × 28 size and can be used as CNN input. The result of this process is shown as in Figure 9,
which presents the original image in (a), the crop image in (b), the gray image in (c), and the binary
image in (d).

Figure 9. Convert process of original image. (a) Original image; (b) crop image; (c) gray-scale image;
(d) binary image.

The architecture of CNN model proposed in this paper is a variant of LeNet-5, and it consists of
two convolution layers, two pooling layers, and two fully connected layers. It extracts features from
the input image in a convolution layer which is generated by using a convolution of the input image
and the weight. Weights are used as filters, and 3 × 3 filters or 5 × 5 filters are used for image learning
in the proposed CNN model. The filter used in the first convolution layer is 5 × 5 × 32 and receives a
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28 × 28 × 1 input and produces a 28 × 28 × 32 output. Next, as the maximum value pooling step, stride
2 is applied at the maximum value of the 2 × 2 window to generate the output of 14 × 14 × 32.

In the second convolution layer, a 14 × 14 × 32 input is used to generate a 14 × 14 × 64 output
using a 5 × 5 × 64 filter, and as an input, a 7 × 7 × 64 output is generated in a second maximum value
pooling. In the first fully connected layer, 7 × 7 × 64 (3136), which is the output of the second pooling
layer, is changed to 1024 one-dimensional output. In the second fully connected layer, 1024 × 10
is generated, and then the final output layer is determined as 10 kinds of status using the softmax
function. For example, a sigmoid function, a hyperbolic tangent function, or a ReLU (rectified linear
unit) function can be used as an activation function in each convolution layer. Recently, the ReLU
function has been used much more because of its high performance. We also use the ReLU activation
function in this study. The ReLU function is simply defined as Equation (1).

f (x) = max(0, x) (1)

The ReLU function is a line with a slope of 1 if x > 0 and a slope equals 0 if x < 0. The architecture
of extended CNN used in our study is shown in Figure 10.

Figure 10. Architecture of extended CNN.

5. Experimental Results and Discussion

The details of the extended CNN model, which consists of 2 convolution layers, 2 maximum
pooling layers, and 2 full connection layers, is shown in Table 1. The active function uses ReLU and the
input image is converted into a 28 × 28 size monochrome image.

Table 1. Details of extended CNN model.

Layers Parameter Output Size

Input - 28 × 28

Conv1 Filter Size: 5 × 5
Kernel: 32 28 × 28 × 32

Max Pool1 Filter Size: 5 × 5
Kernel: 2 14 × 14 × 32

Conv2 Filter Size: 5 × 5
Kernel: 64 14 × 14 × 64

Max Pool2 Filter Size: 5 × 5
Kernel: 2 7 × 7 × 64

FC1 Node: 3136 1024

FC2 Node: 1024 10

We used 3000 images taken by the robots for the experiments. Among them 2700 images
were used for learning data and 300 images were used for the test data. The learning process was
performed through 10,000 epochs totally, and dropout was applied to reduce overfitting while learning.

162



Sensors 2019, 19, 2525

We adopted the cross-entropy function as a loss function and the ADAM for optimization algorithm.
The learning rate is set at 0.05 and converts 1024 features into 10 classes (One-hot Encoding). The
CPU used in the experiment is Intel i9-9900K (3.6 GHz) and the GPU is GeForce RTX2080Ti. Figure 11
shows the part of the data used in the learning and as shown in the figure status of the doors and the
windows is closed or not.

Figure 11. Images of windows and doors used in CNN Learning: (a) close status of doors and windows
(b) open status of doors and windows.

Experimental results showed high recognition rate and it was demonstrated that the change
of the dropout was not much influence on accuracy. For the comparison of optimization method,
we demonstrated two optimization algorithms AdaGrad and ADAM and verified ADAM has better
performance in learning accuracy than AdaGrad.

We tried to check accuracy according to epochs of 1000, 3000, 5000, and 10,000, and were able to
verify the accuracy of both algorithms for each epoch. The accuracy rates of each algorithm are shown
in Table 2 and Figure 12. In the case of ADAM, the accuracy was 0.9725 for 1000 epochs and 0.9911 for
10,000 epochs. Experimental results showed that 10,000 epochs using Adam optimization showed the
highest performance. In experimental results of AdaGrad optimization, the accuracy was 0.8518 for
1000 epochs and 0.9318 for 10,000 epochs. As shown in Table 2, it was figured out that two algorithms
had significantly different performance in learning accuracy.

Table 2. Accuracy rate of two algorithm.

Optimization Epochs Accuracy

ADAM 1000 0.9725
3000 0.9836
5000 0.9882

10,000 0.9911

AdaGrad 1000 0.8518
3000 0.8998
5000 0.9216

10,000 0.9318

Figure 12. Accuracy comparison of two algorithms: ADAM and AdaGrad.
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For the ADAM algorithm, the accuracy graphs were shown in Figure 13 with epochs of 1000, 3000,
5000, and 10,000, respectively. The graphs in Figure 14 showed the accuracy of AdaGrad according to
each epoch.

Figure 13. Experimental results: accuracy of ADAM for each epoch.

Figure 14. Experimental results: accuracy of AdaGrad for each epoch.

6. Conclusions

IoT technologies bring innovations to wide intelligent robot services in the real-time applications
domain. In this paper, we proposed an IoT platform with an intelligent monitoring robot, which can
perform functions such as autonomous driving and situational awareness, real-time video transmission,
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and context-awareness of abnormal situations. We also designed the CNN model for an IoT-based
intelligent monitoring robot to support enhancement of context-aware service.

The intelligent monitoring robot in the proposed IoT platform can be used as an active CCTV
including an IoT server to overcome the problems of existing fixed CCTV. CNN-based ML is used
to figure out whether the monitoring images were of normal or abnormal status in the case of image
context. Servers were implemented in the proposed monitoring robot itself, which could perform
real-time communication, processing sensing values, and shooting images from a webcam while
monitoring. A CNN-based ML server was constructed in the back-end server for context-aware
learning. We adopted the cross-entropy function as a loss function and the ADAM for optimization
algorithm. The recognition rate was 0.9911 in experimental results.

The contribution of this paper is to improve the accuracy of context-aware learning for an IoT-based
active-surveillance robot by applying CNN. The developed IoT-based monitoring robot can be used
for rapid resolution of an abnormal situation of an image context in many areas such as the prevention
and detection of intrusion, environment pollution, and potential disasters in a variety of fields. We are
going to study to improve context-aware learning and to adapt it to actual situations such as in a
factory, building, or home environment for practical use. However, the operation time of the robot was
only about 5 h, and we exposed that there is a problem with the battery. In future work, we are going
to study to improve the performance of the developed robot and to ensure battery efficiency.
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Abstract: With the development of the internet of things (IoTs), big data, smart sensing technology,
and cloud technology, the industry has entered a new stage of revolution. Traditional manufacturing
enterprises are transforming into service-oriented manufacturing based on prognostic and health
management (PHM). However, there is a lack of a systematic and comprehensive framework of
PHM to create more added value. In this paper, the authors proposed an integrative framework to
systematically solve the problem from three levels: Strategic level of PHM to create added value,
tactical level of PHM to make the implementation route, and operational level of PHM in a detailed
application. At the strategic level, the authors provided the innovative business model to create
added value through the big data. Moreover, to monitor the equipment status, the health index
(HI) based on a condition-based maintenance (CBM) method was proposed. At the tactical level,
the authors provided the implementation route in application integration, analysis service, and visual
management to satisfy the different stakeholders’ functional requirements through a convolutional
neural network (CNN). At the operational level, the authors constructed a self-sensing network based
on anti-inference and self-organizing Zigbee to capture the real-time data from the equipment group.
Finally, the authors verified the feasibility of the framework in a real case from China.

Keywords: prognostic and health management; integrative framework; internet of things;
convolutional neural network; conditioned-based maintenance

1. Introduction

Prognostic and health management (PHM) [1] is a reliable engineering approach that provides
real-time health assessment and predicts its future state by using sensing technologies, machine
learning, failure physics, etc. The main goal of PHM technologies is to provide the real-time health
state of machines in order to improve the machine’s performance by taking proactive actions including
diagnostics and prognostics [2,3]. The classification of prognostic models includes physical models,
knowledge-based models, data driven models, and hybrid models [4]. The fault detection and failure
progression was solved by the Kalman filter state-space predictor, and fuzzy logic classifiers method
in an actuator case [5]. Additionally, PHM is usually studied in a laboratory without considering
the influence of aging, the effect of people and a working environment, and the subject is usually
a single component like gear, bearing and so on, which does not involve multi-sensor information
fusion. In study [6], the authors used a 1D convolutional neural network (CNN) in a structural damage

Sensors 2019, 19, 2338; doi:10.3390/s19102338 www.mdpi.com/journal/sensors167



Sensors 2019, 19, 2338

detection system. The prognostic algorithms were an effective method to solve fault prognosis in
CBM systems for improving prediction accuracy and precision [7]. Meanwhile, Internet of Things
(IoTs) is used in tracking, environment monitoring, sensing, and data collection in PHM [8], which
is continually being adopted by the industry [9]. The PHM research was considered only from the
application layer not involving the management and value layer.

Therefore, the authors proposed an integrative framework including three levels: Strategic level,
tactical level, and operational level to study the online PHM of heavy equipment by using IoTs and
a two-layer CNN. The main aim was to provide more added value by effectively and efficiently
managing the heavy equipment and using the data from massive sensors. In fact, the usage of massive
amounts of sensors and IoTs appears only in recent years, and there are no sufficient data especially for
heavy equipment whose lifespan is more than twenty years to train weights of the value from different
sensors. The authors designed a self-sensing network based on Zigbee [10], which decreased energy
consumption by automatically adjusting the transmitting speed of data according to the distance to the
failure threshold. Additionally, this paper only focused on the forward transmission of CNN and the
weights of sensors were determined by experts.

The rest of this paper is organized as follows: Related research is reviewed in Section 2. The
research methodology is illustrated in Section 3. A case study of PHM was carried out in Section 4.
The results of implementing the integrative framework are analyzed in Section 5. Conclusions are
presented in Section 6.

2. Literature Review

Prognostics and health management are widely used in the product, manufacturing environments,
mainly including the monitoring, diagnostics, and prognostics from components, system, network,
and related methods. Therefore, this section investigates different aspects of PHM through the previous
research efforts.

2.1. Component Layer of Prognostics and Health Management

A lot of researchers paid attention to components problems in PHM, such as the feature selection
and management of rolling element bearings [11]. Byington et al. [12] developed a dynamic model of
flight actuator to detect faults and predict failure for flight control actuators. Kacprzynski et al. [13]
used statistical models to predict degradation rates of turbine compressor. Mba et al. [14] introduced
a classification system of health state for a gearbox by integrating stochastic resonance method and
hidden Markov modeling (HMM) method. Wang et al. [15] developed a stochastic degradation model
to study the capacity degradation of batteries. Li et al. [16] used an ensemble learning method to
predict the health degradation of aircraft engines. The studies usually focused on one type of part and
there was no application of integrating a lot of sensors.

2.2. System Layer of Prognostics and Health Management

Some researchers studied the PHM of machines from a system aspect and promoted the synthetic
application of sensors. Fitouhi and Nourelfath [17] solved a single machine’s integrating problem
to provide preventive maintenance. Li et al. [18] developed an ensemble degradation model
for engineering systems with multiple sensors using the health index synthesis (HIS) approach.
Moghaddass and Zuo [19] proposed an integrated framework for a gradual degrading device using
multistate stochastic process. Sensor systems [20] were used in the PHM to monitor operational,
environmental, performance-related characteristics. Therefore, the number of sensors was small and
the studies only referred to the operational level. Researchers have been making inroads into using
emerging technologies to improve current practice, but it is not enough.
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2.3. Network Layer of Prognostics and Health Management

The network layer of PHM involves equipment to equipment communication, environmental
sensing, online monitoring of key parts, and so on. Internet of Things and wireless sensor networks
(WSNs) are widely used to get data in the industry [21]. Data aggregation is the strategy of wireless
sensor networks [22], which is used in PHM for the communication of information between the
equipment. Internet of Things is a network system that connects equipment with sensors, hardware
network, and cloud servers [10,23]. Yang et al. [24] proposed a cloud-based prognostics system which
was able to provide a low-cost solution for big data collected from a factory. Xia et al. [25] developed a
condition monitoring system based on IoTs to resolve potential weaknesses. Korkua et al. [26] proposed
a PHM system based on ZigBee to study rotor vibration under different conditions. Li et al. developed
a real-time monitoring system for transport machines by using Radio Frequency Identification (RFID)
and Global Positioning System (GPS) [27]. These methods only provided partial function applications
in PHM and there is still a lack of multi-layer integrating research about PHM.

2.4. Related Method of Prognostics and Health Management

In past research, Bayesian networks [28], time domain analysis [29], gaussian mixture model [30],
logistic regression [31], neural network [32], Kalman filter [33], and other algorithms were used in the
PHM. Convolutional neural network is excellent in feature extraction of the data and is usually used
as artificial intelligent algorithms through back propagation in the prediction of residual useful life
(RUL) or fault recognition of parts, which needs a lot of historical data to train weights. Jing et al. [34]
developed an innovative CNN for mechanical diagnosis to learn features directly from vibration signals.
Jia et al. [35] proposed a local CNN to directly learn the health conditions of machines. Guo et al. [36]
predicted bearings’ RUL by proposing a recurrent neural network based on a health indicator. Shao et
al. [37] developed a deep CNN for rotating machines to provide accurate diagnosis of a certain part by
fusing the monitoring data. Jia et al. [38] proposed an intelligent method based on CNN to predict
the health condition of gearboxes and bearings. Chen et al. [39] employed three deep CNN models
to identify the fault condition of rolling bearings based on the health condition. With the increasing
development of IoTs and CNN in the field of processing massive data and things, more research efforts
are needed to adapt to the development of the times [40,41]. Although the researchers promoted the
development of PHM by using CNN, the results were usually not good because of the lack of data.
To better use the CNN under this condition, the weights of the extracted features had to be determined
reasonably by experts at the beginning.

2.5. Motivation and Objectives

Therefore, based on the analysis of the literature review, an innovative framework for PHM that
integrates CNN technologies and IoTs into current health management practices was proposed to
systematically solve management questions of equipment group with little historical data. This paper
aims to provide the systematic and comprehensive framework of PHM for the traditional manufacturers
to provide continuous service to their customers, by integrating a two-layer CNN and self-sensing
network to deal with the complex state of equipment group. This paper reports the first stage of the
development, implementation, and evaluation of the framework which demonstrates how a two-layer
CNN and Zigbee network can support the integrative framework for PHM innovation from strategy,
tactic and operation levels, although not all of the features in the framework were developed in the
current research.

3. Methodology

Following the review of literature, a three-level framework based on CNN and IoTs technology
was proposed (Figure 1), including the strategic level of PHM, tactical level of PHM, and operational
level of PHM. The operational level of PHM which contained products, sensors, network, and database

169



Sensors 2019, 19, 2338

was in charge of the effective and efficient utilization of hardware by resisting interference and reducing
energy consumption. The tactical level of PHM which integrated the advanced software and hardware
to effectively and efficiently process data, mainly focused on the functional setting, including the visual
management, analysis service, and application integrating function. The strategic level of PHM was in
charge of defining goals and value types of different stakeholders, including value-added services and
business system optimization.

 
Figure 1. Integrative Prognostics and Health Management framework base on CNN and IoTs.

3.1. Strategic Level Innovation

The strategic level defines the companies’ objective of health management and creates a
value-added method. Business system optimization and a value-added service helps companies reduce
accidents and improve customer satisfaction by predicting service, continuously improving equipment
performance in the design phase and extending equipment life.

At this level, HI supported by the tactic level was proposed to reflect the health state.
A condition-based maintenance (CBM) method was applied to improve equipment’s health state
through real-time observation of HI. While HI decreases to a conditioned level, the maintenance will
be carried out. The worst part of the equipment and the worst equipment of the batch which were
important for the design optimization are also indicated by the framework at this level. A linear
function (Equation (1)) was used as the display function by which the range of the HI was magnified
from 1 to 100 and the change direction of the HI became positive to the equipment’s health state.

f (x) = 100 ∗
(
1− x

T

)
(1)

where, x represents the output value from max pooling layer or convolutional layer and T is the
threshold value of x.

3.2. Tactical Level Innovation

At this level, the authors provided application integrating, analysis service, and visual management
module for the related stakeholder through CNN with two convolutional layers and two max pooling
layers. The CBM-CNN was built to effectively extract the features for the purpose of data analysis, fault
correlation analysis, timely detection of potential problems. The expression of the general activation
function of CNN is shown in Equation (2).

y = f (W ×X + B) (2)
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where, W represents the weight vector of sensors from equipment; X represents the vector of input
value of real-time data from the equipment; B represents the bias of each sensor; f represents the
activity function; y represents the health index value of each equipment.

In this paper, the authors use a two-layer CNN to process the data from sensors (Figure 2).
The input value X is convoluted through the equipment layer and the output layer and then sent to the
display function with the max pooling value from X and equipment layer. The f in the convolution
layer (CL) is a rectified linear unit (ReLU) function (Equation (3)).

f (x) =
{

0, x < 0
x, x ≥ 0

(3)

X f X fX f

Figure 2. Architecture of the CNN.

The schematic diagram of the CNN is shown in Figure 3. Every row represents an equipment
and every column represents the same sensor installed on different equipment. The relevant symbols
represent the following meanings:

Figure 3. Schematic diagram of the CNN.

xmn is the value from the nth sensor installed on the mth equipment;
Mm represents the synthetic health status of the mth equipment obtained from the first convolution

of X and W1;
xmP is the max pooling value of the mth row, which indicates the worst part of the mth equipment;
xPn is the max pooling value the nth column, which indicates the worst equipment for the

same part;
Ox represents the worst part of all equipment, which is the max pooling value of xmP or xPn;
OM represents the worst health status of equipment, which is the max pooling value of Mm;
Oc represents the synthetic health status of all equipment, which is the convolutional value of M

and W2;
Through the display function, Ox, OM, and Oc will be finally displayed in the control center.
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3.3. Operational Level Innovation

Technologies of IoTs and smart connection satisfies the requirements of the sensing layer and
network layer of PHM. To better resist interference and reduce energy consumption, a self-sensing
network based on ZigBee was constructed and the topological structure is illustrated in Figure 4.

Figure 4. ZigBee topological structure.

In the ZigBee network, there are three kinds of nodes: Coordinator, router and end device. Every
network has a coordinator which is the command center. The end devices are installed together with
sensors, which are like the dendrites of neurons. The routers are just like the nucleus of neurons
which collect data from end devices and communicate with each other. When a certain router breaks
down, the corresponding end devices are able to communicate with nearby routers automatically.
A self-sensing network is constructed to better balance the data requirements and energy consumption.
The transmitting speed varies according to the value x of sensors and frequency f is shown in
Equation (4).

f = max(int(100 ∗ x
T
)/100, 0.01) ∗ f0 (4)

where f is the transmitting frequency of the node; f0 is the initial transmitting frequency of the system;
T is the failure threshold of the corresponding component; x is the value of the sensor; ‘int’ means to
retain the integer component of the value.

The transmitting speed of this node depends on the real-time value from sensors. When the value
is nearer to the failure threshold, the transmitting speed of this node becomes faster so as not to miss
important information. The transmitting frequency of the node varies from 0.01 ∗ f0 to f0.

4. Case Study

To validate the feasibility of the proposed approach, a prototype was developed and tested by
crane health management (CHM) practitioners. The current version named crane health management
systems (CHMS) focuses on cluster health management and only has the ability to provide short-term
forecast. The application was built in H company who is a big supplier of port equipment. With the
saturation of the market, they wanted to change their role by CHMS innovation so as to create
sustainable profits. The framework of CHMS is illustrated in Figure 5.
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Figure 5. Application of the innovative CHMS framework.

At the operational level, the important parts such as suspension bridge structure, motor and
reducer were respectively monitored by corresponding sensors including stress sensor, vibration sensor,
acceleration sensor, and so on. In the port, there were 10 cranes and every crane had 67 sensors installed
(in Table 1). The designing and choosing principle of the placement of each sensor depended on the
historical experience of the fault point and structure characteristic of the equipment. Displacement
sensors were installed nearby the holes of the steel structure. Fiber optic acceleration sensors were
installed on motors and gear boxes to measure vibration. Full bridge strain gauges were installed on
the booms and their connections to measure strain and stress. Fiber Bragg grating temperature sensors
were installed in motors and gear boxes to monitor temperature.
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Table 1. Sensors installed in each equipment.

Symbol Description

X1 ∼ X32 Displacement sensors need to be arranged at steel structure whose threshold value is 20 mm.
X33 ∼ X38 Stress sensors need to be arranged at different places that are X33 ∼ X38, whose threshold value is 100 MPa
X39 ∼ X40 Strain sensors need to be arranged at different places whose threshold value is 3 mm.
X41 ∼ X50 Axial vibration sensors need to be arranged at different places whose threshold value is 2 mm.
X51 ∼ X54 Radial vibration sensors for main motors need to be arranged at different places whose threshold value is 15 mm.
X55 ∼ X60 Radial vibration sensors for small motors need to be arranged at different places whose threshold value is 10 mm.
X61 ∼ X67 Temperature sensors need to be arranged at gear boxes whose threshold value is 95 ◦C.

ZigBee wireless network is applied as shown in Figure 6. Each end device was paired with one
sensor and all equipment worked with one router. There were still several routers between the cranes
and the local servers to amplify the signal and improve the robustness of the network. The data was
saved in the local servers and copied to the cloud. The database in the cloud was based on the Hadoop,
which was good for dealing with large data and assuring the integrity.

Figure 6. ZigBee wireless network.

At the tactical level, the CNN with two convolutional layers and two max pooling layers were
used to analyze the input data including producing HI, finding the worst part and finding the worst
equipment. According to the experts, the weights and bias value of CHMS are listed in Table 2.
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Table 2. Weights and bias of the CNN for CHMS.

Weights of Sensors W1
w11~w132 w133~w138 w139~w140 w141~w150 w151~w154 w155~w160 ω1161~ω1167

1/20 1/100 1/3 1/2 1/15 1/10 1/30

Bias of sensors B1
b11 ∼ b160 b161 ∼ b167

0 −2.2

Weights of crane W2
w21 ∼ w210

1/67

Bias of crane B2
b21 ∼ b210

0

There was seven new equipment and three old equipment in the port. The input values at a
certain time t to the different routers are listed in the Table 3.

Table 3. Matrix of the input values from sensors to different equipment in CHMS.

X
Ten Equipment in CHMS

XM1~XM7 XM8~XM10

Value of 67 sensors

x1 ∼ x32 1.0 8.0
x33 ∼ x38 1.7 41.1
x39 ∼ x40 0.2 1.2
x41 ∼ x50 0.1 0.7
x51 ∼ x54 0.7 6.1
x55 ∼ x60 0.4 3.9
x61 ∼ x67 48.0 77.0

At the strategic level, business optimization system and value-added service were carried out
including performance guarantee, cluster optimization, equipment optimization, and so on (Figure 5).
Using CHMS, the managers were able to easily make decisions ahead of time including component
replacement, personnel transfer, manufacturing plan, and so on under the CBM principle which was
that when the HI decreased by 5, the maintenance would be carried out.

5. Results and Discussion

Replacing the variables by values in Tables 2 and 3, we obtained the values of different layers in
CHMS as shown in Table 4.

Table 4. HI of the three layers in CHMS.

Symbol M1~M7 M8~M10

Mm 95.9 60.0
Ox 58.8
OM 60.0
OC 85.2

Mm were the machines’ HI through displaying function, seven of which were 95.9 and three
of which were 60.0. Ox and OM which represented the HI of the worst part and the worst machine
were 58.8 and 60.0 respectively, and OC which represented the HI of the whole ten machines was
85.2. Because the normal HI of M8∼M10 was 65, when it declined to 60.0, the principle of CBM was
triggered and a maintenance warning was sent to the monitor and mobile terminal ahead of time.
The partial interfaces of CHMS are shown in Figure 7, including real-time monitoring interface of port
cranes, real-time monitoring interface of steel structures, real-time monitoring interface of a single port
crane and real-time monitoring interface of lifting mechanisms. The real-time monitoring interface of
port cranes contains Key Performance Indicator (KPIs) of CHMS and overall parameter information
of port cranes. The real-time monitoring interface of steel structures displays the value of steel
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structures in different cranes including stress parameter, displacement parameter and strain parameter.
The real-time monitoring interface of a single port crane contains all parameter information that can
demonstrate the HI of a port crane. The real-time monitoring interface of lifting mechanisms shows
the value of lifting mechanisms in different cranes including vibration parameter, stress parameter,
temperature parameter and strain parameter.

  
(a) Real-time monitoring interface of port 
crane 

(b) Real-time monitoring function interface of 
steel structure 

  
(c) Real-time monitoring interface of single 
port crane 

(d) Real-time monitoring interface of lifting 
mechanism 

Figure 7. Application interfaces of CHMS.

After application of this framework in CHSM, the three old equipment were dumped and finally
the residual useful life of the equipment was prolonged from 5 years judged by experiences to 6 years.
Figure 8 shows the variation of health degradation with the application of this framework. Point A is
the turning point of health degradation in CHMS. The past curve is based on history data and the
expected curve is the prognostic curve based on the traditional method. In the new current curve,
CHMS slowed down the health degradation and thus caused the extension of the RUL from t1 to t2,
which was about 1 year.
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Figure 8. The variation of health degradation. Notes: ZN1 is the safe area; ZN2 is the wearing area;
ZN3 is the high-risk area; ZN4 is the scrap area.

Apart from the extension of the RUL, there were other improvements for the stakeholders’ value.
Table 5 presents the comparison before and after implementing the framework.

Table 5. Comparison before and after implementing the framework in CHMS.

Stakeholder Item Before After Main Contribution

Company H

Business model
Sell equipment to the
port and time-based

maintenance

Condition based maintenance
and provide health

management service, fault
prognostic and diagnostic

service, breakdowns avoiding
service for charges

Business model transition from
manufacturer to service provider;
Work enthusiasm is incented by

reducing personnel and increasing
salary; Supply better product

based on the history data.
Reducing the waiting time.

Personnel 2 1

Salary Every worker earns RMB
80,000 per year

Every worker gets as much as
RMB 90,000

Added value 0 Nearly RMB 100,000

End user

Personnel 3 2

The labor and downtime costs
decrease a lot and the productivity

rises greatly

Breakdowns More than 10 times per
year 0

Fault rate About 5% every year Less than 1%

Residual useful life
According to experience,
the old equipment’s RUL

is about 5 years

By the framework, the RUL of
the old equipment is

prolonged to about 6 years

With the application of CHMS, more added value is achieved for the manufacturer and the end
user. Although the prognostic ability of the system is weak now, with the accumulation of data in
such a framework, the training ability of CNN will become true and thus the system can be better in
the future.

6. Conclusions

Prognostic and health management is an important method for manufacturers in order to monitor
failure precursor, improve product performance, and create added value. Examining the existing
literature related to PHM, this paper proposed an integrative framework of PHM based on IoTs and
CNN through practical investigation. The framework provided the systematic guidance of PHM for
manufacturers from three levels: Strategic level, tactical level and operational level, which would help
more companies build a win-win relationship and create more added value, such as the transition from
selling products to selling services, continuously improving product performance, and continuously
improving customers’ satisfaction. At the same time, this paper also plays an exemplary role in
showcasing the usage of CNN and IoTs in the fusion of massive sensors. The contributions of this
paper were concluded as follows:

177



Sensors 2019, 19, 2338

• This paper provided an integrative framework for PHM to give a new business model for
traditional manufacturers in expanding innovative business model and achieving added value
from three levels.

• At the strategic level, the HI was proposed and used with CBM to provide value-added service
and business chance referring to optimize product performance and reduce the operation and
maintenance cost.

• At the tactical level, the authors developed a two-layer CNN with reasonable weights achieving
more added value by effectively and efficiently managing the heavy equipment and using the
data from massive sensors.

• At the operational level, this paper proposed the self-sensing network based on Zigbee to realize
the monitoring of the real-time data from the equipment group.

• The case study of CHMS was proposed in this paper to check the feasibility of the framework
from the value added and prediction of residual useful life of heavy equipment.

Although the proposed integrative framework demonstrates potentials in PHM, there is still more
research that needs to be done in the future. To cope with real world practices, more data needs to be
collected under this framework to optimize the weights and reveal the relationship between the HI
and the RUL through deep learning. Future research will focus on this area.
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Acronyms

CNN Convolutional Neural Network
CBM Condition-Based Maintenance
GPS Global Positioning System
HI Health Index
HIS Health Index Synthesis
HMM hidden Markov modelling
IoTs Internet of Things
PHM Prognostic and Health Management
RFID Radio Frequency Identification
RUL Residual Useful Life
ReLU Rectified Linear Unit
~ means “to”
HPC High Performance Computing

References

1. Kim, N.-H.; An, D.; Choi, J.-H. Prognostics and Health Management of Engineering Systems; Springer International
Publishing: Cham, Switzerland, 2017.

2. Teixeira, E.L.S.; Tjahjono, B.; Alfaro, S.C.A. A novel framework to link Prognostics and Health Management
and Product–Service Systems using online simulation. Comput. Ind. 2012, 63, 669–679. [CrossRef]

3. Lee, J.; Wu, F.; Zhao, W.; Ghaffari, M.; Liao, L.; Siegel, D. Prognostics and health management design for
rotary machinery systems—Reviews, methodology and applications. Mech. Syst. Signal Process. 2014, 42,
314–334. [CrossRef]

178



Sensors 2019, 19, 2338

4. Elghazel, W.; Bahi, J.; Guyeux, C.; Hakem, M.; Medjaher, K.; Zerhouni, N. Dependability of wireless sensor
networks for industrial prognostics and health management. Comput. Ind. 2015, 68, 1–15. [CrossRef]

5. Byington, C.S.; Watson, M.; Edwards, D. Data-driven neural network methodology to remaining life
predictions for aircraft actuator components. In Proceedings of the 2004 IEEE Aerospace Conference
Proceedings (IEEE Cat. No. 04TH8720), Big Sky, MT, USA, 6–13 March 2004; pp. 3581–3589.

6. Abdeljaber, O.; Avci, O.; Kiranyaz, S.; Gabbouj, M.; Inman, D.J. Real-time vibration-based structural damage
detection using one-dimensional convolutional neural networks. J. Sound Vib. 2017, 388, 154–170. [CrossRef]

7. Khawaja, T.; Vachtsevanos, G.; Wu, B. Reasoning about uncertainty in prognosis: A confidence prediction
neural network approach. In Proceedings of the NAFIPS 2005–2005 Annual Meeting of the North American
Fuzzy Information Processing Society, Detroit, MI, USA, 26–28 June 2005; pp. 7–12.

8. Atzori, L.; Iera, A.; Morabito, G. The Internet of Things: A survey. Comput. Netw. 2010, 54, 2787–2805.
[CrossRef]

9. Mahesh, S.; Landry, B.; Sridhar, T.; Walsh, K.R. A decision table for the cloud computing decision in small
business. Inf. Resour. Manag. J. 2011, 24, 9–25. [CrossRef]

10. Khan, R.; Khan, S.U.; Zaheer, R.; Khan, S. Future internet: The internet of things architecture, possible
applications and key challenges. In Proceedings of the 2012 10th International Conference on Frontiers of
Information Technology, Islamabad, India, 17–19 December 2012; pp. 257–260.

11. Liu, Z.; Zuo, M.J.; Qin, Y. Remaining useful life prediction of rolling element bearings based on health state
assessment. Proc. Inst. Mech. Eng. Part C J. Mech. Eng. Sci. 2015, 230, 314–330. [CrossRef]

12. Byington, C.S.; Watson, M.; Edwards, D.; Stoelting, P. A model-based approach to prognostics and health
management for flight control actuators. In Proceedings of the 2004 IEEE Aerospace Conference Proceedings
(IEEE Cat. No. 04TH8720), Big Sky, MT, USA, 6–13 March 2004; pp. 3551–3562.

13. Kacprzynski, G.J.; Gumina, M.; Roemer, M.J.; Caguiat, D.E.; Galie, T.R.; McGroarty, J.J. A prognostic
modeling approach for predicting recurring maintenance for shipboard propulsion systems. In Proceedings
of the ASME Turbo Expo 2001: Power for Land, Sea, and Air, New Orleans, LA, USA, 4–7 June 2001;
p. V001T002A003.

14. Mba, C.U.; Makis, V.; Marchesiello, S.; Fasana, A.; Garibaldi, L. Condition monitoring and state classification of
gearboxes using stochastic resonance and hidden Markov models. Measurement 2018, 126, 76–95. [CrossRef]

15. Wang, W.; Liu, X.; Cai, F.; Wang, J. Stochastic dynamic modeling of lithium battery via expectation
maximization algorithm. Neurocomputing 2016, 175, 421–426. [CrossRef]

16. Li, Z.; Wu, D.; Hu, C.; Terpenny, J. An Ensemble Learning-based Prognostic Approach with
Degradation-Dependent Weights for Remaining Useful Life Prediction. Reliab. Eng. Syst. Saf. 2017,
184, 110–122. [CrossRef]

17. Fitouhi, M.C.; Nourelfath, M. Integrating noncyclical preventive maintenance scheduling and production
planning for a single machine. Int. J. Prod. Econ. 2012, 136, 344–351. [CrossRef]

18. Li, Y.; Shi, J.; Gong, W.; Zhang, M.; Li, Y.; Shi, J.; Gong, W.; Zhang, M.; Li, Y.; Shi, J. An ensemble model for
engineered systems prognostics combining health index synthesis approach and particle filtering. Qual.
Reliab. Eng. Int. 2017, 33, 2711–2725.

19. Moghaddass, R.; Zuo, M.J. An integrated framework for online diagnostic and prognostic health monitoring
using a multistate deterioration process. Reliab. Eng. Syst. Saf. 2014, 124, 92–104. [CrossRef]

20. Cheng, S.; Azarian, M.H.; Pecht, M.G. Sensor systems for prognostics and health management. Sensors (Basel)
2010, 10, 5774–5797. [CrossRef]

21. Li, W.; Kara, S. Methodology for monitoring manufacturing environment by using wireless sensor networks
(WSN) and the internet of things (IoT). Procedia CIRP 2017, 61, 323–328. [CrossRef]

22. Farhat, A.; Guyeux, C.; Makhoul, A.; Jaber, A.; Tawil, R.; Hijazi, A. Impacts of wireless sensor networks
strategies and topologies on prognostics and health management. J. Intell. Manuf. 2017. [CrossRef]

23. Meraghni, S.; Terrissa, L.S.; Zerhouni, N.; Varnier, C.; Ayad, S. A Post-Prognostics Decision framework
for cell site using Cloud Computing and Internet of Things. In Proceedings of the 2016 2nd International
Conference on Cloud Computing Technologies and Applications (CloudTech), Marrakech, Morocco, 24–26
May 2016; pp. 310–315.

24. Yang, S.; Bagheri, B.; Kao, H.-A.; Lee, J. A unified framework and platform for designing of cloud-based
machine health monitoring and manufacturing systems. J. Manuf. Sci. Eng. 2015, 137, 040914. [CrossRef]

179



Sensors 2019, 19, 2338

25. Xia, M.; Li, T.; Zhang, Y.; de Silva, C.W. Closed-loop design evolution of engineering system using condition
monitoring through internet of things and cloud computing. Comput. Netw. 2016, 101, 5–18. [CrossRef]

26. Korkua, S.; Jain, H.; Lee, W.-J.; Kwan, C. Wireless health monitoring system for vibration detection of
induction motors. In Proceedings of the Industrial and Commercial Power Systems Technical Conference
(I&CPS), Tallahassee, FL, USA, 9–13 May 2010; pp. 1–6.

27. Li, H.; Chan, G.; Skitmore, M. Integrating real time positioning systems to improve blind lifting and loading
crane operations. Constr. Manag. Econ. 2013, 31, 596–605. [CrossRef]

28. Ferreiro, S.; Arnaiz, A.; Sierra, B.; Irigoien, I. Application of Bayesian networks in prognostics for a new
Integrated Vehicle Health Management concept. Expert Syst. Appl. 2012, 39, 6402–6418. [CrossRef]

29. Tahir, M.M.; Khan, A.Q.; Iqbal, N.; Hussain, A.; Badshah, S. Enhancing fault classification accuracy of ball
bearing using central tendency based time domain features. IEEE Access 2017, 5, 72–83. [CrossRef]

30. Das, S.; Hall, R.; Patel, A.; McNamara, S.; Todd, J. An open architecture for enabling CBM/PHM capabilities
in ground vehicles. In Proceedings of the 2012 IEEE Conference on Prognostics and Health Management,
Denver, CO, USA, 18–21 June 2012; pp. 1–8.

31. Mendes, A.C.; Fard, N. Binary logistic regression and PHM analysis for reliability data. Int. J. Reliab. Qual.
Saf. Eng. 2014, 21, 1450023. [CrossRef]

32. Babu, G.S.; Zhao, P.; Li, X.-L. Deep convolutional neural network based regression approach for estimation
of remaining useful life. In International Conference on Database Systems for Advanced Applications; Springer:
Cham, Switzerland, 2016; pp. 214–228.

33. Lim, C.K.R.; Mba, D. Switching Kalman filter for failure prognostic. Mech. Syst. Signal Process. 2015, 52,
426–435. [CrossRef]

34. Jing, L.; Zhao, M.; Li, P.; Xu, X. A convolutional neural network based feature learning and fault diagnosis
method for the condition monitoring of gearbox. Measurement 2017, 111, 1–10. [CrossRef]

35. Jia, F.; Lei, Y.; Guo, L.; Lin, J.; Xing, S. A neural network constructed by deep learning technique and its
application to intelligent fault diagnosis of machines. Neurocomputing 2017, 272, 619–628. [CrossRef]

36. Guo, L.; Li, N.; Jia, F.; Lei, Y.; Lin, J. A recurrent neural network based health indicator for remaining useful
life prediction of bearings. Neurocomputing 2017, 240, 98–109. [CrossRef]

37. Shao, H.; Jiang, H.; Wang, F.; Zhao, H. An enhancement deep feature fusion method for rotating machinery
fault diagnosis. Knowl. Based Syst. 2017, 119, 200–220. [CrossRef]

38. Jia, F.; Lei, Y.; Lin, J.; Zhou, X.; Lu, N. Deep neural networks: A promising tool for fault characteristic mining
and intelligent diagnosis of rotating machinery with massive data. Mech. Syst. Signal Process. 2016, 72–73,
303–315. [CrossRef]

39. Chen, Z.; Deng, S.; Chen, X.; Li, C.; Sanchez, R.V.; Qin, H. Deep neural networks-based rolling bearing fault
diagnosis. Microelectron. Reliab. 2017, 75, 327–333. [CrossRef]

40. Julka, N.; Thirunavukkarasu, A.; Lendermann, P.; Gan, B.P.; Schirrmann, A.; Fromm, H.; Wong, E. Making
use of prognostics health management information for aerospace spare components logistics network
optimisation. Comput. Ind. 2011, 62, 613–622. [CrossRef]

41. Chen, Z.; Yang, Y.; Hu, Z.; Zeng, Q. Fault prognosis of complex mechanical systems based on multi-sensor
mixtured hidden semi-Markov models. Proc. Inst. Mech. Eng. Part C J. Mech. Eng. Sci. 2012, 227, 1853–1863.
[CrossRef]

© 2019 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access
article distributed under the terms and conditions of the Creative Commons Attribution
(CC BY) license (http://creativecommons.org/licenses/by/4.0/).

180



sensors

Article

Landslide Susceptibility Assessment Using
Integrated Deep Learning Algorithm along the
China-Nepal Highway

Liming Xiao 1, Yonghong Zhang 1 and Gongzhuang Peng 2,*

1 Department of Information and Communication, Nanjing University of Information Science and Technology,
Nanjing 210044, China; 20161118086@nuist.edu.cn (L.X.); zyh@nuist.edu.cn (Y.Z.)

2 Engineering Research Institute, University of Science and Technology Beijing, Beijing 100083, China
* Correspondence: gzpeng@ustb.edu.cn; Tel.: +86-134-2601-6643

Received: 15 October 2018; Accepted: 12 December 2018; Published: 14 December 2018

Abstract: The China-Nepal Highway is a vital land route in the Kush-Himalayan region.
The occurrence of mountain hazards in this area is a matter of serious concern. Thus, it is of
great importance to perform hazard assessments in a more accurate and real-time way. Based on
temporal and spatial sensor data, this study tries to use data-driven algorithms to predict landslide
susceptibility. Ten landslide instability factors were prepared, including elevation, slope angle,
slope aspect, plan curvature, vegetation index, built-up index, stream power, lithology, precipitation
intensity, and cumulative precipitation index. Four machine learning algorithms, namely decision
tree (DT), support vector machines (SVM), Back Propagation neural network (BPNN), and Long
Short Term Memory (LSTM) are implemented, and their final prediction accuracies are compared.
The experimental results showed that the prediction accuracies of BPNN, SVM, DT, and LSTM in
the test areas are 62.0%, 72.9%, 60.4%, and 81.2%, respectively. LSTM outperformed the other three
models due to its capability to learn time series with long temporal dependencies. It indicates that
the dynamic change course of geological and geographic parameters is an important indicator in
reflecting landslide susceptibility.

Keywords: landslide susceptibility; China-Nepal Highway; machine learning; LSTM; remote
sensing images

1. Introduction

The China-Nepal Highway is a vital land route connecting China and Nepal, which is also an
important part of the “One Belt and One Road” development strategy. It is located in the Hindu
Kush-Himalayan region—one of the most tectonically active regions of the world. Due to the fragile
ecological environment and highly-varying hydrothermal conditions, mountain hazards such as
landslides and mudslides take place frequently and have caused severe damage to infrastructure.
Thus, it is of great importance to perform the mountain hazard assessment in a more accurate and
real-time way. Taking landslide related hazards as the research object, a prediction model is established
to assess the susceptibility in this paper.

In the past, disaster information extraction and prediction were mainly based on artificial visual
interpretation. Apart from being time-consuming and strenuous, the traditional method also has
a limitation in that the measurement process lacks of accuracy and depends heavily on experts’
experience. With the development of the computer vision and pattern recognition technologies, it is
possible to make the hazard assessment automatic. Synthetic aperture radar (SAR) images have been
employed to monitor the surface movement of landslides [1]. Vahidnia et al. [2] applied geographic
information systems (GIS) to produce a landslide susceptibility map in which the slope failures that
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are most likely to happen are displayed. Owing to its high spatial resolution and stereo capability,
high-resolution remote sensing images have played an important role in improving the efficiency and
accuracy of hazard monitoring [3,4]. The other type of monitoring method is to embed different kinds
of sensors related to slope, rainfall, water table level, and other factors into the landslide and sense the
dynamic change of signals. Wireless sensor networks are therefore being used to achieve large-scale
data collection and transmission [5].

By employing different sensing and monitoring techniques [6–9], multidimensional and multiscale
temporal and spatial data can be collected. Based on the data, a variety kind of models and algorithms
have been employed in landslide susceptibility assessment. Statistical regression models are typical
methods to directly describe the spatial relationships between landslide occurrence and effecting
factors [10–12]. Nandi et al. evaluated the multivariate statistical relationship between landslides
and various instability factors including slope angle, proximity to stream, soil erodibility, and soil
type based on the logistic regression approach [10]. Due to the non-linear condition of hazard
prediction, conventional regressive models fail to accurately characterize the causality among variables
correctly. Data-driven approaches rely mainly on historical data and do not assume any form of
mechanism information, and they have already received much attention in hazard susceptibility
assessments, such as support vector machine (SVM), decision tree (DT), neural networks (NN) and
so on [13–22]. Liu et al. developed a hybrid BP neural network to assess the geological hazard
risk which adopted genetic algorithm (GA) and particle swarm optimization (PSO) to optimize the
network connection weights and thresholds [13]. Marjanović modeled the landslide susceptibility
assessment problem as a classification problem, and applied SVM to evaluate which category the
region belongs to—stable ground, or dormant and active landslides [4]. As expert experience is helpful
to improve prediction accuracy, adaptive neuro-fuzzy inference (ANFI) and Bayesian inference are also
widely used in susceptibility assessments [23–27]. Vahidnia employs a fuzzy inference system (FIS) to
model expert knowledge, and an artificial neural network (ANN) to assess landslide susceptibility by
identifying non-linear behavior and generalizing historical data to the entire region [2]. Chalkias used
an expert-based fuzzy weighting (EFW) approach to determine the susceptibility level of different
regions by weighted linear combination, in which precipitation, slope, and lithology were considered
to be the most important conditioning factors [27].

The formation and occurrence of landslides is a complicated evolution process, which is caused
by the interaction of multiple instability factors. However, most of the methods consider only
the current value of the instability factors while ignoring the factors’ evolution feature over time.
The recurrent neural network (RNN) can use internal memory units to process arbitrary sequences
of inputs, thus making RNNs capable of learning temporal sequence. As a special RNN architecture,
LSTM inherits RNNs’ good features of sequence learning, and is able to learn the time series with long
temporal dependency and automatically determine the optimal result by applying the gate control
mechanism. Thus, LSTM has recently attracted wide attention in time series predictions, natural
language generation, and so on 28-30]. Ma et al. present a novel LSTM NN to predict travel speed with
long time dependencies using microwave detector data. The numerical experiments demonstrate that
the LSTM NN outperforms Elman NN, TDNN, and NARX NN in terms of accuracy and stability [28].
Yu developed a transient stability assessment system based on the LSTM network, aiming at balancing
the trade-off between assessment accuracy and response time [29]. To our knowledge, Mezaal was
the first to use RNN in automatic landslide detection from high-resolution airborne laser scanning
data, with an accuracy of more than 80% [30]. In this paper, LSTM is applied to assess the dynamic
landslide susceptibility based on multidimensional and multiscale temporal and spatial data. The aim
of this research is the assessment of landslide susceptibility based on machine-learning algorithms
for the China-Nepal Highway in the Hindu Kush-Himalayan region, taking into consideration the
various instability factors and their evolution features.
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2. Methodology

2.1. Study Area

The China-Nepal Highway, marked as an orange bold line in Figure 1, is located in the central
part of the Hindu Kush Himalayan region (HKH). It runs east to west over 943 km from Lhasa, the
capital of Tibet, China, to Kathmandu, capital of the Federal Republic of Nepal. The highway stretches
through four large mountains, namely the Tolsan (elevation 4950) and Gatzola Mountain. (elevation
5220), Tonglashan (elevation 5324), Yaxunxiong (elevation 5627), and has an average altitude of more
than 4000 m. Due to the fact that the entire area is located in the slope layers and plateau terrain of the
Himalayas, the terrain, geology, hydrology, and climate along the highway are extremely complex.
Surrounded by high mountains, deep valleys, steep terrain, severe mountain fragmentation, strong
new structure movements, frequent earthquakes, and concentrated precipitation (annual rainfall of up
to 2500 mm), the highway is heavily affected by natural hazards such as landslides, fragmentation,
landslides, and mudslides.

 

 
(a) (b) 

Figure 1. (a) map of the China-Nepal Highway; (b) Location map of the study area.

The study area is located in the Nyalam of Shigatse area, where geological disasters occur most
frequently. This part stretches 133 km from Mengla in the north to Friendship Bridge bordering
Nepal in the south, comprising longitudes 85◦57′55”–86◦10′7” and latitudes 27◦58′20”–28◦48′30”.
The topology of the area undulates dramatically, with elevations ranging from 1770 m to 5123 m.

2.2. Instability Factors

The first problem to be addressed is the detection of instability factors which cause mountain
hazards of different types and degrees. With the development of space techniques and information
technologies, a great variety of temporal and spatial data become available, such as geological data,
geographic information, high-resolution remote sensing images, hydrological data, and so on. These
instability factors can fall into three categories: disaster-causing factors, disaster-pregnant environment
factors, and hazard-bearing body factors. A disaster-pregnant environment is characterized by
topography, lithology, and the formation of strata, as well as land use. Disaster-causing factors include
the precipitation and dynamic change of glacial lakes. The vulnerability degree of hazard-bearing
bodies and the dangerous degree of the above two factors together decides the severity of mountain
hazard. Since the instability factors are numerous, and most of them have obvious fuzziness and
uncertainty, it is difficult to extract key factors that can provide accurate and real-time hazard
susceptibility assessment from multi-source data.

Figure 2 illustrates the landslide susceptibility assessment framework based on multi-source data
integration and deep learning algorithms. Data sources related to mountain hazards include digital
elevation model (DEM), high-resolution remote sensing images (HR-RS), 1: 50,000 geologic maps
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(GM), and meteorological data (MD). Different features can be extracted from the aforementioned raw
data, as follows.

Figure 2. Framework of integrated deep learning-based landslide susceptibility assessment.

2.2.1. Features Based on DEM

Slope angle: Slope degree is one of the most frequently-used factors in assessing landslide
susceptibility [13–18]. It has a great influence on slope stability and is directly related to the different
types of mountain hazards (Figure 3a).

Slope aspect: It is defined as the direction of terrain surface, such as north, northeast and so on.
Since hillsides orientated differently receive direct solar radiation and rainfall in different amounts,
which lead to different slope topography, humidity and plant cover, the slope aspect is also accepted
as a conditioning factor (Figure 3b).

Elevation: Previous records of the China-Nepal Highway hazards indicate that landslides in that
area generally occur at a middle elevation (Figure 3c). This is due to the fact that a mountain at high
altitudes usually has thin soil cover and a stable rocky structure, while area at low altitudes has gentle
slopes, neither of which is susceptible to landslides [13,14].

Plan curvature: Curvature is defined as the change rate of slope angle with surface plane. The
direction of drainage line is influenced by plan curvature types, and the river erosion is a key factor
that affects the slope stability (Figure 3d).

 
(a) (b) 

Figure 3. Cont.
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(c) (d) 

Figure 3. Spatial factors in China-Nepal highway: (a) slope angle; (b) Slope aspect; (c) Elevation;
(d) Plan curvature.

2.2.2. Features Extracted from HR-RS

Remote sensing images are used to extract land cover and utilization information through
object-based classification methods. A series of preprocessing work is essential for image classification,
including the radiation correction, the geometric correction, the landform correction and the noise
reduction. The purpose of radiation correction is to eliminate the difference of spectral reflectivity and
spectral radiance between the sensor data and the real images. Geometric correction is the calibration
of geometric distortions such as offset, stretching, squeezing, and distortion of the image due to
factors such as the rotation or the curvature of the earth, and the temporal and spatial changes of the
remote sensing platform. Then different types of land covers are classified, including water, built-up,
vegetation, high-way, rock and so on. Cover area of water, vegetation and rock belong to instability
factors, while built-up and high-way effect the dangerous degree of landslides. We can obtain four
indicators from the classification results: vegetation index, built-up index, road index and stream
power index.

2.2.3. Features Based on GM

The development of geological hazards is influenced by strata’s lithology, geological structure
and rock-texture. Places with strong structural deformation are easy to form folds and faults, as well
as large-scale rock body rupture, which often become the solid source of landslides.

Lithology: The relationship between lithology and solid source is reflected in the weather
resistance and anti-erosion ability. Generally, soft layer has low strength and weak resistance to
weathering and provides more incompact solid matters. The complex geological structure and the
massive loose solid materials intensifies the landslide disaster’s occurring. Geology formations in the
study area mainly include limestone, dolomite, sandstone and shale.

2.2.4. Features Based on MD

Water is not only an important component of landslides, but also a triggering condition and
transport medium. Rainfall is an important predisposing factor in triggering landslides because
it reduces soil suction and increases the pore-water pressure in soils [31–33]. Experiments have
shown that the landslide occurrence is related both to the intensity and duration of a rainfall event.
Thus, two indexes are used to quantify the precipitation characteristics: cumulative precipitation
index (CPI) and precipitation intensity index (PII). CPI is calculated with the linear combination of
antecedent precipitation in a period, while PII represents the hourly rainfalls which contributes to the
landslide-triggering rainfall threshold.

Pa0 = KP1 + K2P2 + . . . + KnPn (1)
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Pa0 was used to define the CPI, where Pi is the daily rainfall for the i-th day before day 0, n is
the total number of days considered in the model (n = 10 in this work), K is the constant decay factor
representing the outflow of the regolith (0 < K < 1). Figure 4 shows the changing curve of PII and CPI
at an observation point during one year from 2016/01–2016/12

 

Figure 4. PII and CPI curve of an observation point from 2016/01–2016/12.

2.3. LSTM

Both SVM and NN belong to the static model, which neglect the dynamic evolution characteristics
of mountains and landslide displacement and limit the improvement of prediction accuracy. Unlike
the traditional neural network such as BPNN and ANN, RNN adopts recursive connection to construct
its internal nodes, so that the state of the previous moment can influence the latter moment, thus
realizing the state feedback of the network. However, when the information or time interval between
the nodes becomes very long, "It is difficult for RNN to capture long-term time associations, which is
called the “vanishing gradient problem”. To solve this problem, LSTM is then proposed by adding a
memory block in each unit of hidden layers, which comprises three types of gate functions—input
gate, forget gate, and output gate. LSTM uses the memory mechanism to control the transmission of
information at different times, which greatly improves the ability of RNN to process long-sequence
data. The LSTM model structure diagram is shown in Figure 5.

Figure 5. LSTM model structure diagram.

Input gates:
it = σ(Wxixt + Whiht−1 + Wcict−1 + bi) (2)
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Forget gates:
ft = σ(Wx f xt + Wh f ht−1 + Wc f ct−1 + b f ) (3)

Cell units:
ct = ftct−1 + ittanh(Wxcxt + Whcht−1 + bc) (4)

Output gates:
ot = σ(Wxoxt + Whoht−1 + Wcoct + bo)

ht = ottanh(ct)
(5)

where it, ft, ct, ot represents the state vector of the input gate, forget gate, cell unit and output gate
at time step t, respectively. xt denotes the input of LSTM network at time t, W is the weight matrix
between each layer, h represents the hidden state vector and b is the offset value corresponding to
each gate. σ is a sigmoid activation function mapping real numbers to [0,1], while tanh is a hyperbolic
tangent function mapping real numbers to [−1,1].

3. Results

3.1. Four Prediction Models

A total of 3800 data points collected from the monitoring site during the period from January 2015
to December 2016 were used in this experiment, which is shown in Figure 6. Data collected between
January 2015 and June 2016 were used as a training data set, and the remaining data were used as a
test data set. Data preprocessing is performed before the entire data set is split. In order to reduce the
influence of the landslide evaluation factor data type, value range, and dimension inconsistency on the
prediction model, the original data is normalized to [0,1] closed interval. For each of the attribute values
in the evaluation factor, the attribute values are normalized, and the normalization method uniformly
uses the range standardization. The sensitivity index was divided into stable, low susceptibility,
moderate susceptibility, medium susceptibility and high susceptibility, and very high susceptibility.
Thus, the landslide susceptibility assessment is transformed into a classification problem.

 

Figure 6. Sample points of test area.

Four common classification algorithms are used in the paper to compare with the LSTM model,
decision tree (DT), support vector machines (SVM), and Back Propagation neural network (BPNN).
The DT and BPNN prediction are performed using Matlab R2013b. LSTM and SVM are implemented
in Python using the open source deep learning framework Keras package (which uses TensorFlow as a
backend) and the Scikit-learn package, respectively. The parameters of these models are as follows.
Table 1 shows the optimal parameters of the four models.
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Table 1. Optimal parameters of different models.

Model Parameter Value Description

BPNN Number of hidden layer neurons 21
Activation function Sigmoid function

SVM c 0.15 Penalty coefficient
g 0.75 Parameter of RBF

Kernel function Radial basis functions
DT criterion Gini Criterion for feature selection

max_depth 30 Maximum depth of the tree
min_samples_leaf 50 Minimum sample number of the leaf node

LSTM input sequence length 8
Loss function Categorical cross-entropy

For BPNN, the most widely-used three-layer network consists of an input layer with 10 neurons,
one hidden layer with 21 neurons, and one output layer with 1 neuron; it was built as a network
structure. The number of hidden layer neurons is determined according to the empirical equation
Nh = 2Ni + 1, where Nh represents the number of hidden layer neurons and Ni is the number of input
layer neurons. Since the initialization weights and thresholds of the BP network have a great influence
on the training speed and effect, this paper adopts genetic algorithm to optimize these parameters.

For SVM, the kernel function is the most important factor determining the model prediction effect.
The K-fold Cross Validation (K-CV) method is applied to search the optimal parameters (K = 20 in the
paper). The original data is divided into K groups, of which each subset data is used as a test set and
the remaining K-1 subset data is used as a training set. By using the K-CV method, the classification
accuracies under different combination of c and g are obtained. The combination of c and g with the
highest classification of accuracy is selected as the best parameter.

For DT, the purpose of parameter optimization is to prevent the structure of the tree from being
too large, resulting in over-fitting problems. Info entropy and gini index are the most commonly-used
impurity functions to split the nodes. max_depth and min_samples_leaf act as a constraint to determine
the termination of the decision tree construction, thereby controlling the size of the tree.

For LSTM, the length of the input sequence determines the number of the historical data points in
the recursive connection. By the grid search method, the input sequence length is set to 8 in this paper.

3.2. Experiment Result

As mentioned above, this paper establishes the landslide hazard prediction as a classification
problem, and the sample points can be divided into six categories according to different landslide
susceptibility levels, i.e., stable, low susceptibility, moderate susceptibility, medium susceptibility and
high susceptibility, and very high susceptibility. In the experiment, stable is denoted as label 1, while
very high susceptibility is denoted as label 6. Through expert experience and manual judgment, the
number of sample points of each susceptibility level is shown in Table 2, where 1612 of 3800 points are
in a stable condition, 934 of 3800 points are in a low susceptibility condition, 549 of 3800 points are
in a moderate susceptibility condition, 259 of 3800 points are in a medium susceptibility condition,
234 of 3800 points are in a high susceptibility condition, and 212 of 3800 points are in a very high
susceptibility condition.

Table 2 and Figure 7 illustrate the prediction results of different classification models. In Table 2,
take the first row as an example; it shows that by applying BPNN model, 1015 points are correctly
classified into label 1 (stable), which means the accuracy is 62.97%. For the sample points in label
1, BPNN, SVM, DT, LSTM models achieved accuracies of 62.97%, 76.36%, 64.21%, and 82.20%,
respectively. Figure 7 shows the confusion matrixes of the four models. It is a visual display tool
for evaluating the quality of a classification model, wherein each column of the matrix represents
the sample label predicted by the model, while each row of the matrix represents the true label of
the sample.
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Table 2. Classification results of different models.

Models Label 1 Label 2 Label 3 Label 4 Label 5 Label 6

Label 1
(1612)

BPNN 1015 434 115 31 13 4
SVM 1231 351 2 10 10 8
DT 1035 285 142 84 41 25

LSTM 1325 251 36 0 0 0

Label 2
(934)

BPNN 154 597 90 56 30 7
SVM 204 691 16 5 13 5
DT 179 526 94 94 25 16

LSTM 56 801 40 19 13 5

Label 3
(549)

BPNN 67 96 312 51 19 4
SVM 12 133 384 15 5 0
DT 32 40 322 82 50 23

LSTM 12 83 423 23 8 0

Label 4
(259)

BPNN 3 20 49 170 15 2
SVM 0 5 54 179 21 0
DT 16 11 31 159 23 19

LSTM 0 4 34 198 23 0

Label 5
(234)

BPNN 0 19 21 35 131 28
SVM 0 3 38 53 140 0
DT 10 19 20 29 132 24

LSTM 0 1 18 23 172 20

Label 6
(212)

BPNN 1 7 19 20 33 132
SVM 0 0 0 4 64 144
DT 19 18 17 16 20 122

LSTM 0 0 0 14 32 166

 
(a) BPNN (b) SVM 

 
(c) DT (d) LSTM 

Figure 7. Multi-class confusion matrix of the four models for landslide hazard prediction.
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In actual situations, prediction results of the landslide susceptibility level within a certain margin
of error are acceptable. For example, if the actual area is in a stable condition and by prediction models
it is classified as being in a low susceptibility category, then the prediction results can be considered as
acceptable. Thus, in the paper, the prediction error level (PEL) is defined as an indicator to measure
the prediction effect of different models.

PELk =
∑6

i=1 ∑
J=min(i+k,6)
J=max(i−k,0) N̂j

∑6
i=1 Ni

(6)

where PELk represents the kth prediction error level, N̂j is the points number in label J of the prediction
results, Ni is the points number in label i of the actual sample.

In Table 3, 0-level represents the prediction accuracy of different labels, while 1-level means the
prediction error is only one interval, for example, the actual condition is low susceptibility while the
predicted condition is stable or moderate susceptibility. In practice, the prediction results with 0-level
or 1-level error are acceptable and can be used to make preventative and control measures. In Figure 8,
we can see that almost 90% of the prediction errors of LSTM are 0-level or 1-level.

Table 3. PEL results of different models.

0-Level
(Excellent)

1-Level
(Good)

2-Level
(Moderate)

3-Level
(Poor)

4-Level
(Bad)

5-Level
(Very Bad)

BPNN 62.03% 25.92% 8.42% 2.97% 0.53% 0.13%
SVM 72.87% 23.97% 1.87% 0.69% 0.40% 0.21%
DT 60.42% 21.24% 10.10% 4.85% 2.24% 1.16%

LSTM 81.18% 15.40% 2.92% 0.37% 0.13% 0

 
0% 20% 40% 60% 80% 100%

DT

BPNN

SVM

LSTM

PEL results

0-level
1-level
2-level
3-level
4-level
5-level

Figure 8. PEL results of the four models.

4. Discussion

The overall prediction accuracies of BPNN, SVM, DT, and LSTM are 62.0%, 72.9%, 60.4% and
81.2%, respectively. As the performance of a data-driven model is greatly affected by the sample
size, there are differences in prediction accuracies among different labels. From Table 2, we can also
conclude that high susceptibility is the most difficult condition to predict, since it only has an accuracy
of 73.5% by LSTM, while the stable condition has an accuracy of 82.2%. In general, LSTM and SVM
outperform BPNN and DT in each category in terms of stability of accuracy across different folds of
the tested dataset. This is due to the fact that SVM is a structural learning method, which makes it
advantageous in solving high dimensional models of small-sample sets. Meanwhile, the historical
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information from the previous steps contained in the hidden layer of LSTM makes it the most accurate
among the four models.

The confusion matrixes in Figure 6 show that there is a certain classification error between label
1 and label 2 for BPNN, SVM, and DT, which means that it is hard for them to distinguish the low
susceptibility from the stable condition. Although SVM has a relatively good accuracy, it does not
perform well in classifying the neighboring two categories. From this perspective, LSTM is better than
SVM since the boundary between the diagonal section and other section in the confusion matrix is
obvious. From Figure 8 we can see that the prediction error at level 2 or below of all these four models
accounts for more than 90%, which means the four models can predict the landslide susceptibility
well within an acceptable error range. The LSTM model has the lowest probability of large prediction
errors (3-level or above), while the DT model has the highest probability, which is 0.5% and 8.24%,
respectively. We can also conclude that the performance of SVM model is very close to the performance
of LSTM, when considering the probability of small prediction errors (1-level or below), which are
96.84% and 96.58%, respectively.

According to the prediction results, the very high susceptibility dataset has either of the following
characteristics: (1) elevation higher than 4000 m, lithology with shales, slope angle from 40◦ to 55◦, and
vegetation index lower than 10 (2) elevation from 2000 m to 2800 m, slope angle from 20◦ to 35◦, plan
curvature higher than 200 and CPI higher than 30. This result is in accordance with the actual situation.

5. Conclusions

The China-Nepal Highway is an important part of the Belt and Road development strategy.
Due to the harsh natural environment along the road, the frequency and intensity of local mountain
disasters are increasing, and the casualties and economic losses are increasing accordingly. Therefore,
this paper takes the China-Nepal Highway as the research object and conducts risk assessments for
mountain disasters. With the development of information and sensing technology in recent years,
more and more sensor data and remote sensing data are collected, and a great variety of temporal and
spatial data has become available, such as geological data, geographic information, high-resolution
remote sensing images, hydrological data, and so on. The influence of various factors on risk has the
characteristic of ambiguity, and hierarchies exist between the various degrees of influence. Classical
mathematical models are ill-suited to express these complex relationships. At the same time, previous
studies only used the static data and characteristics of the study area to characterize the intensity of
landslides and debris flow disasters, and these factors have dynamic evolution characteristics.

To solve this problem, a novel and dynamic model that can remember historical data using
so-called “memory blocks” is proposed to solve the problem of the hysteresis effects of triggering
factors and landslide susceptibility. The other three classic classification models, BPNN, SVM, and DT,
are also applied for comparisons with the LSTM model in landslide susceptibility assessments. The
results of this study showed that the SVM model (72.87%) had better accuracy than the BPNN (62.03%)
and DT model (60.42%). The LSTM model (81.18%) outperformed SVM in prediction accuracy, and
they have the similar performance when considering about the probability of small prediction errors
(1-level or below).
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