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Preface to ”Microwave Imaging and Electromagnetic

Inverse Scattering Problems”

Microwave imaging (MWI) is a promising technology able to perform noninvasive diagnostics in

many disparate fields, such as nondestructive testing evaluation, civil and geophysical prospecting,

surveillance and security monitoring, biomedical imaging, and many others. The main advantages

of MWI lies in its noninvasiveness, low cost, as well as the on-field portability of the involved

equipment. For this reason, over the last thirty years, a large effort has been spent in studying

and understanding the ultimate achievable performance of MWI, and hence to develop several

reconstruction strategies able to overcome the main drawbacks concerning ill-posedness, false

solutions, resolution limits, and heavy computational burden.

Nowadays, a plethora of approaches for MWI co-exist in the scientific literature and an

ever-increasing number of experimental tests and facilities, such as clinical trials, are under

development. This notwithstanding, microwave imaging and inverse scattering problems still

deserve great efforts from a methodological point of view, in order to develop effective and efficient

solutions able to provide reconstructions as reliable, accurate, and fast as possible. Indeed, despite the

intrinsic low resolution of microwave diffraction tomography, emerging signal processing techniques

and innovative hardware solutions, such as, for example, compressive sensing and deep/machine

learning, metamaterials and metasurfaces, millimeter and THz waves, as well as the employment of

high-performing computers, may allow these huge drawbacks to be overcome, paving the way for

the full advantages of MWI to be expressed in the above-cited fields of application.

This Special Issue presents ten papers by some of the most prominent international scientists

and researchers in the area of microwave imaging and diagnostics. The topics include experimental,

methodological, and emerging fields of application. The presented papers provide a glimpse into the

current state of the art in microwave imaging and electromagnetic inverse scattering and the different

nature of the involved contexts and applications.

Loreto Di Donato, Andrea F. Morabito

Special Issue Editors

ix
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Abstract: A new prototype of a tomographic system for microwave imaging is presented in this paper.
The target being tested is surrounded by an ad-hoc 3D-printed structure, which supports sixteen custom
antenna elements. The transmission measurements between each pair of antennas are acquired through
a vector network analyzer connected to a modular switching matrix. The collected data are inverted
by a hybrid nonlinear procedure combining qualitative and quantitative reconstruction algorithms.
Preliminary experimental results, showing the capabilities of the developed system, are reported.

Keywords: microwave imaging; tomography; inverse problems

1. Introduction

In the last years, there has been growing interest in the development of microwave imaging
systems in various applicative fields, such as for civil, industrial, and biomedical applications [1–4].
In fact, microwaves have the potential ability to penetrate into dielectric materials, allowing for
directly obtaining information about the internal dielectric properties of the samples under test (SUT).
Despite the potential advantages, there are still some problems to be faced, which motivate the
ever-expanding research activities on this topic. First, in many cases, the targets are composed
of inhomogeneous, lossy, and dispersive media (e.g., when dealing with biological materials).
The electromagnetic waves are thus typically subject to high attenuations during the propagation
through the target, and the information about the material properties are contained in a complex
way in the scattered field. Moreover, the dielectric contrast with respect to the external embedding
may be high, requiring the adoption of matching layers. Consequently, it is necessary to properly
design the antennas, the embedding structures, and the transmission/measurement hardware.
Several experimental apparatuses have been proposed, based on both radar concepts and inverse
scattering methods (see, for example, [5–7]). A recent overview containing several examples of
experimental set ups has been reported in the literature [8], and the reader is referred to that book for a
rather detailed description of these configurations.

Furthermore, appropriate inversion procedures, able to exploit the available a-priori information
about the target, should be used in order to process the measurements made available by the hardware.
In this framework, several interesting approaches have been recently introduced [9–18]. On the one
hand, they have been designed in order to improve the capabilities of the so-called qualitative methods,
which are aimed at retrieving only the presence/shape of targets, as well as some particular features of
interest. For example, in non-destructive evaluations, the knowledge of the position and dimension
of a defect or a crack could in fact represent sufficient information. On the other hand, much more

J. Imaging 2018, 4, 139; doi:10.3390/jimaging4120139 www.mdpi.com/journal/jimaging1
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sophisticated approaches have been devised for inspecting strong scatterers and producing images
of the dielectric properties of the scene under test. This is of fundamental importance in biomedical
applications, where microwave imaging techniques have been proposed for breast cancer [19–22] and
brain stroke detection [23–26], as well as in several other diagnostic processes, such as the monitoring
of microwave ablation [27], guiding endo-capsules [28], and so on.

In this paper, a new prototype of the microwave imaging system is presented. It allows for collecting
frequency-stepped scattered-field data in a tomographic configuration by using a multi-static setup.
The antennas have been specifically designed in order to minimize the reflections from the external
surface, and to optimize the propagation inside the target. An ad-hoc 3D printed holding structure is used
to keep the radiating elements in contact with the target. The measured data are inverted using a hybrid
inverse-scattering procedure [29], which combines a delay-and-sum (DAS) qualitative algorithm [30]
(providing a qualitative image of the dielectric discontinuities) with a quantitative method based on
an inexact-Newton/Landweber (INLW) scheme [31] (providing a reconstruction of the distribution
of the dielectric properties of the target). In particular, the obtained qualitative image allows for
focusing the INLW method on the regions of the target in which the discontinuities with respect to the
background are found. The capabilities of the developed system are assessed by means of preliminary
experimental results.

The paper is organized as follows. The developed measurement hardware and the related inversion
procedure are described in Section 2. Section 3 reports some of the experimental results aimed at
validating both the system and the reconstruction algorithm. Finally, conclusions are drawn in Section 4.

2. Measurement Setup and Inversion Procedure

A block diagram of the developed prototype is shown in Figure 1. It is composed of a vector
network analyzer (VNA), a radio frequency (RF) switch matrix connected to a set of ad-hoc antennas
(M = 16 antennas are adopted in the current prototype), and a control board used to drive the switches.
The whole system is managed by a personal computer (PC), which is used to select the active antenna pair
(via universal serial bus (USB) connection), control the VNA, collect the measurements (via an Ethernet
connection), and execute the reconstruction algorithms. The PC also takes care of the synchronization
between the various components of the system.

Figure 1. Block diagram of the microwave tomographic system architecture. USB—universal
serial bus; μC—microcontroller; VNA—vector network analyzer; PC—personal computer;
TX—transmission; RX—reception.

The RF switch matrix is composed of two levels, as shown in Figure 2. The first one, which is directly
connected to the transmit and receive ports of the VNA, is composed of two 1:4 switch boards, whereas the
second one is composed of four 2:4 switch boards, whose outputs are connected to the 16 antennas.
For both of the levels, Peregrine Semiconductor’s PE42441 SP4T absorptive RF switches have been used
in the switch boards. The working frequency band of such components ranges from 10 MHz up to 8 GHz.
Each board has been manufactured using a Rogers RO4350B substrate (characterized by complex relative
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dielectric permittivity εr = 3.66 − j0.011 at 2.5 GHz) in order to reduce the RF signal attenuation and
the changes in the electrical parameters. The switching subsystem allows for independently selecting
a pair of antennas among the possible 240 combinations. One antenna at a time is used in transmit
mode (i.e., it is connected to the transmitting (TX) port of the VNA), whereas the remaining ones are
sequentially connected to the receiving port of the VNA for measuring the field scattered by the target.
In order to reduce the interferences in the measurement, all of the inactive antennas are terminated
using absorptive RF switch components, ensuring an isolation between the adjacent channels at the
board connectors of about 90 dB at 3 GHz. The switch control board is equipped with an ATmega328
microcontroller programmed to transparently pass the USB data to an I2C bus, which is connected to
four 16-bit PCF8575CDBE4 input/output (I/O) expanders used to drive the RF switches.

Folded quasi self-complementary antennas (FQSCA) [32] have been used in the prototype
(whose layout is represented in Figure 3). Such antennas have been specifically developed in order
to work in direct contact with the SUT, by reducing the reflections due to the mismatch with the target
interface and optimizing the radiation inside the inspected structure. The operating bandwidth of the
antennas ranges from 1.5 GHz up to 6 GHz. The radiating elements are kept in contact with the SUT
using a custom 3D printed circular holding structure (shown in Figure 3) made of plastic (VeroWhite),
with relative dielectric permittivity εr = 2.98 and loss tangent tan δ = 0.029 at 2.4 GHz [33]. The holding
structure has been produced using a stereolithographical process. The separation between the two
adjacent antennas is 22.5◦ and the radius is 60 mm. In order to compensate for the different paths of
the signal in the function of the selected antenna pairs, a calibration is performed. In particular, the
calibration procedure is aimed at compensating the influence (i.e., phase shift and attenuation) of the
switching electronics and cables for each pair of transmitting/receiving (TX/RX) antennas, thus resulting
in measurements referenced to the antenna connectors. Actually, such a calibration is performed by
subtracting from the amplitude (in decibel) and phase of the measured data (with and without inclusions)
of each TX/RX pair the corresponding through measurements obtained by connecting together the RX
and TX antenna connectors.

Figure 2. Block scheme of the switching board and photograph of the 2:4 switch module.
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Figure 3. Schematic representation of the holding structure and layout of the folded quasi
self-complementary antennas (FQSCA) antenna.

The scattered-field data (i.e., the difference between the measurements with and without the
inclusions) collected by the system are processed using a hybrid qualitative–quantitative inversion
scheme [29]. A flow chart of the developed inversion procedure is shown in Figure 4. Starting from
the measured stepped-frequency data, an initial qualitative reconstruction Λ(r), r ∈ D (D being
the inspected area), is obtained using a multistatic DAS method [30]. The time-domain response is
synthesized by applying an inverse fast Fourier transform to the data. Such an image provides a rough
indication of the eventually present inclusions.

Subsequently, a frequency-hopping (FH) inexact-Newton/Landweber method is used to obtain
the quantitative distribution of the dielectric properties. In particular, for each considered frequency
(hereafter, the superscript f denotes the frequency index), a hybrid INLW method is used to invert the
non-linear and ill-posed scattering equation relating the unknown contrast function χ f = ε

f
r /ε

f
r,b − 1

(ε f
r and ε

f
r,b being the complex relative dielectric permittivity of SUT and background, respectively)

with the z-component of the scattered electric field e f
s , as follows:

e f
s (r) = G f

d χ f
(

I − G f
s χ f

)−1
e f

b (r) = F f
(

χ f
)
(r), (1)

where e f
b is the z-component of the electric field due to the background and G f

d/s are linear integral
operators whose kernel is the Green’s function for the background. In such an inversion procedure, the
antennas have been modeled as ideal z-directed line-current sources. Consequently, the acquired data
have been further pre-processed by properly scaling the measured values by a complex scaling factor,
obtained by matching the data measured with the empty imaging chamber (filled by the background
medium only) with the corresponding simulated electric field.

The INLW technique, outlined in the right side of Figure 4, is an iterative nonlinear inversion
method formed by two nested loops. The outer one is based on a Newton scheme, which performs an
iterative linearization of Equation (1) around the currently reconstructed value of the contrast function
χ

f
i (i being the outer iteration index). The resulting linearized equation F f ′

i hi(r) = e f
s (r)− F f

(
χ

f
i

)
(r),

F f
i being the Fréchet derivative of the scattering operator F f in Equation (1), is solved in a regularized

sense, using a truncated Landweber algorithm [31,34]. In particular, the regularized solution hi(r) is
obtained by means of the following update formula (initialized with hi,0 = 0):

hi,l+1(r) = hi,l(r)− βiF
f ∗

i

(
F f

i hi,l − e f
s (r) + F f

(
χ

f
i

)
(r)

)
, l = 0, 1, . . . , NLW (2)

where F f∗
i is the adjoint of the operator F f

i , βi = ‖F f
i ‖−2 is a fixed relaxation coefficient, and NLW

is the maximum number of allowed iterations. In order to exploit the information obtained in the
qualitative step, the Newton update has been modified by multiplying the solution of the linearized
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problem by the value of the normalized qualitative map Λ in the same point of the investigation domain
(i.e., χ

f
i+1(r) = χ

f
i (r) + Λ(r)hi(r)). This is the key aspect of the combination between the qualitative DAS

method and the INLW algorithm. In fact, since Λ(r) ∈ [0, 1], ∀r ∈ D, the contrast function χ is updated
“faster” in the regions, in which the qualitative method found relevant discontinuities with respect to
the background (i.e., when Λ is close to 1), and “slower” when Λ assumes low values, which means in
the points outside the qualitatively-detected targets. Newton iterations (i.e., linearization, regularized
solution, and update) then continue until a convergence criterion is met or a maximum number of
iterations, NIN, is reached. After that, the FH procedure requires that the obtained contrast function
is used as the starting guess for the inversion at the subsequent frequency, until all of the available
frequencies have been processed.

Figure 4. Flow chart of the inversion algorithm. DAS—delay-and-sum; FH-INLW—frequency-hopping
inexact-Newton/Landweber.

3. Preliminary Experimental Results

The proposed system has been preliminarily tested with a SUT composed of a Plexiglas circular
cylinder, with a diameter of d = 120 mm (Figure 5) filled with a mixture of oil, water, salt, and soy
lecithin (relative dielectric permittivity εr,b ≈ 3 − j0.73 at 2.45 GHz). The liquid mixture, which occupies
a vertical depth of 90 mm, has been prepared by adding small quantities of the single components to the
mixture step-by-step, and checking the actual properties with a VNA dielectric probe (Keysight N1501A).
In particular, a strong percentage of vegetable oil has been used, whereas other components, in smaller
quantities, have been added to adjust the values to the desired ones. Salt has also been added in order
to achieve the correct conductivity. Moreover, soy lecithin has been used as a surfactant for obtaining
a stable mixture. The investigation domain, D, is a circular region of the diameter, d, discretized into
1240 square subdomains with a 3.12 mm side. Three plastic tubes with a diameter of di = 5 mm,
filled with a different liquid mixture (relative dielectric permittivity εr ≈ 35 − j10 in the considered
frequency band), are approximately located at positions r1 = (−20, −25) mm, r2 = (20, −20) mm,
and r3 = (25, 20) mm. In particular, a 50%/50% mixture of vegetable oil and tap water with 2 g of soy
lecithin has been used. A negligible dispersive behavior of the measured dielectric properties of both of
the liquid mixtures has been observed in the considered frequency range. Therefore, dispersion has not
been considered in the inversion procedure.

5



J. Imaging 2018, 4, 139

 

Figure 5. Photograph of the experimental set up.

The transmission scattering parameters have been acquired for all of the possible antenna pairs by
considering 585 frequency steps in the range between 1 and 5 GHz. The acquisition time is mainly affected
by the VNA measurement sweep time; the switch setting and I/O expander latency can be neglected.
For the presented results, a sweep time of 1 s has been set for each of the antennas’ combinations,
resulting in a total measurement time of 240 s.

The measured values of S21 with and without the considered inclusions are shown in Figure 6 for a
pair of opposite antennas (antennas #6 and #14). It is worth noting that most of the scattering contributions
are located between 2 and 4 GHz. Consequently, the FH-INLW method has been applied, by considering
the F = 13 equally-spaced frequencies in this range. The maximum number of inner and outer iterations
in each INLW inversion step are NLW = 100 and NIN = 100, and the loops are stopped when the variation
in the residual falls below 1%. The values of such parameters have been empirically selected on the basis
of previous analyses. The results provided by the developed procedure are shown in Figures 7 and 8.
In particular, the obtained qualitative map, showing the presence of the three inclusions, is reported in
Figure 7. The quantitative reconstructions of the relative dielectric permittivity at the final frequency step
are shown in Figure 8a (real part) and Figure 8b (imaginary part). As can be seen, the targets are accurately
localized and the dielectric properties are quite correctly estimated. The root mean squared error (RMSE)
on the reconstruction of the complex dielectric permittivity is equal to 0.48 in this case. The proposed
hybrid inversion algorithm has also been compared with a bare INLW technique, in which the update
of the solution in the Newton iterations is not weighted by the qualitative map [31]. The reconstructed
distributions of the dielectric properties of the target are shown in Figure 9, and the corresponding RMSE
is 0.52. This comparison evidences the effectiveness of the hybridization with the qualitative scheme,
which allows for a significant improvement in both the estimation of the complex dielectric permittivity
(especially, the real part) and the size of the target, as well as the reconstruction of the background medium.

 
(a) (b) 

Figure 6. (a) Magnitude and (b) phase of the measured S21 for a couple of facing antennas with and
without the targets.
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Figure 7. Experimental results. Qualitative indicator map.
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Figure 8. Experimental results. Reconstructed distributions of the (a) real part and (b) imaginary part
of the complex relative dielectric permittivity at 3.8 GHz obtained with the proposed hybrid algorithm.
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Figure 9. Experimental results. Reconstructed distributions of the (a) real part and (b) imaginary
part of the complex relative dielectric permittivity at 3.8 GHz obtained with a bare quantitative
inversion procedure.

4. Conclusions

A microwave system prototype for quantitative tomographic imaging has been presented in
this paper. The system is composed of a set of ad-hoc antennas held in contact with the SUT by a
custom 3D-printed structure, a modular switch matrix, a VNA, and a computer-based control and
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processing section. A hybrid qualitative/quantitative inversion method has been developed for
processing the measured scattered-field data. The effectiveness of the imaging setup has been assessed
by means of preliminary experimental results. Future developments will be aimed at performing a
wider experimental validation campaign with more complex targets.
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17. Desmal, A.; Bağcı, H. Shrinkage-thresholding enhanced Born iterative method for solving 2D inverse
electromagnetic scattering problem. IEEE Trans. Antennas Propag. 2014, 62, 3878–3884. [CrossRef]

8



J. Imaging 2018, 4, 139

18. Maaref, N.; Millot, P.; Ferrières, X.; Pichot, C.; Picon, O. Electromagnetic Imaging Method Based on Time
Reversal Processing Applied to Through-the-Wall Target Localization. Prog. Electromagn. Res. 2008, 1, 59–67.
[CrossRef]

19. Bellizzi, G.; Bucci, O.M.; Catapano, I. Microwave cancer imaging exploiting magnetic nanoparticles as
contrast agent. IEEE Trans. Biomed. Eng. 2011, 58, 2528–2536. [CrossRef] [PubMed]

20. Catapano, I.; Di Donato, L.; Crocco, L.; Bucci, O.M.; Morabito, A.F.; Isernia, T.; Massa, R. On quantitative
microwave tomography of female breast. Prog. Electromagn. Res. 2009, 97, 75–93. [CrossRef]

21. Miao, Z.; Kosmas, P. Multiple-frequency DBIM-TwIST algorithm for microwave breast imaging. IEEE Trans.
Antennas Propag. 2017, 65, 2507–2516. [CrossRef]

22. Scapaticci, R.; Kosmas, P.; Crocco, L. Wavelet-based regularization for robust microwave imaging in
medical applications. IEEE Trans. Biomed. Eng. 2015, 62, 1195–1202. [CrossRef] [PubMed]

23. Hopfer, M.; Planas, R.; Hamidipour, A.; Henriksson, T.; Semenov, S. Electromagnetic tomography for
detection, differentiation, and monitoring of brain stroke: A virtual data and human head phantom study.
IEEE Antennas Propag. Mag. 2017, 59, 86–97. [CrossRef]

24. Tournier, P.-H.; Bonazzoli, M.; Dolean, V.; Rapetti, F.; Hecht, F.; Nataf, F.; Aliferis, I.; El Kanfoud, I.;
Migliaccio, C.; de Buhan, M.; et al. Numerical modeling and high-speed parallel computing: New
perspectives on tomographic microwave imaging for brain stroke detection and monitoring. IEEE Antennas
Propag. Mag. 2017, 59, 98–110. [CrossRef]

25. Bisio, I.; Estatico, C.; Fedeli, A.; Lavagetto, F.; Pastorino, M.; Randazzo, A.; Sciarrone, A. Brain stroke
microwave imaging by means of a Newton-conjugate-gradient method in Lp Banach spaces. IEEE Trans.
Microw. Theory Tech. 2018, 66, 3668–3682. [CrossRef]

26. Ireland, D.; Bialkowski, K.; Abbosh, A. Microwave imaging for brain stroke detection using Born iterative method.
Antennas Propag. IET Microw. 2013, 7, 909–915. [CrossRef]

27. Bellizzi, G.G.; Crocco, L.; Cavagnaro, M.; Farina, L.; Lopresto, V.; Scapaticci, R. A full-wave numerical
assessment of microwave tomography for monitoring cancer ablation. In Proceedings of the 11th European
Conference on Antennas and Propagation (EUCAP), Paris, France, 19–24 March 2017; pp. 3722–3725.

28. Chandra, R.; Johansson, A.J.; Gustafsson, M.; Tufvesson, F. A microwave imaging-based technique to localize an
in-body RF source for biomedical applications. IEEE Trans. Biomed. Eng. 2015, 62, 1231–1241. [CrossRef] [PubMed]

29. Boero, F.; Fedeli, A.; Lanini, M.; Maffongelli, M.; Monleone, R.; Pastorino, M.; Randazzo, A.; Salvadè, A.;
Sansalone, A. Microwave tomography for the inspection of wood materials: Imaging system and
experimental results. IEEE Trans. Microw. Theory Tech. 2018, 66, 3497–3510. [CrossRef]

30. Li, X.; Hagness, S.C. A confocal microwave imaging algorithm for breast cancer detection. IEEE Microw.
Compon. Lett. 2001, 11, 130–132. [CrossRef]

31. Bozza, G.; Estatico, C.; Pastorino, M.; Randazzo, A. An inexact Newton method for microwave reconstruction
of strong scatterers. IEEE Antennas Wirel. Propag. Lett. 2006, 5, 61–64. [CrossRef]

32. Lanini, M.; Poretti, S.; Salvade, A.; Monleone, R. Design of a slim wideband-antenna to overcome the strong
reflection of the air-to-sample interface in microwave imaging. In Proceedings of the 2015 International
Conference on Electromagnetics in Advanced Applications, Turin, Italy, 7–11 September 2015; pp. 1020–1023.

33. Whittow, W.G. 3D printing, inkjet printing and embroidery techniques for wearable antennas. In Proceedings of
the 10th European Conference on Antennas and Propagation (EuCAP2016), Davos, Switzerland, 10–15 April 2016;
pp. 1–4.

34. Bertero, M.; Boccacci, P. Introduction to Inverse Problems in Imaging; Institute of Physics Pub: Bristol, UK;
Philadelphia, PA, USA, 1998; ISBN 978-0-7503-0439-9.

© 2018 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access
article distributed under the terms and conditions of the Creative Commons Attribution
(CC BY) license (http://creativecommons.org/licenses/by/4.0/).

9



Journal of

Imaging

Article

Contraction Integral Equation for Three-Dimensional
Electromagnetic Inverse Scattering Problems

Yu Zhong 1,* and Kuiwen Xu 2

1 Institute of High Performance Computing, Agency for Science, Technology and Research (A*STAR),
Singapore 138632, Singapore

2 Key Lab of RF Circuits and Systems of Ministry of Education, Hangzhou Dianzi University,
Hangzhou 310018, China; kuiwenxu@hdu.edu.cn

* Correspondence: zhongyu@ihpc.a-star.edu.sg

Received: 31 December 2018; Accepted: 31 January 2019; Published: 8 February 2019

Abstract: Inverse scattering problems (ISPs) stand at the center of many important imaging
applications, such as geophysical explorations, industrial non-destructive testing, bio-medical
imaging, etc. Recently, a new type of contraction integral equation for inversion (CIE-I) has been
proposed to tackle the two-dimensional electromagnetic ISPs, in which the usually employed
Lippmann–Schwinger integral equation (LSIE) is transformed into a new form with a modified
medium contrast via a contraction mapping. With the CIE-I, the multiple scattering effects,
i.e., the physical reason for the nonlinearity in the ISPs, is substantially suppressed in estimating
the modified contrast, without compromising physical modeling. In this paper, we firstly propose
to implement this new CIE-I for the three-dimensional ISPs. With the help of the FFT type twofold
subspace-based optimization method (TSOM), when handling the highly nonlinear problems with
strong scatterers, those with higher contrast and/or larger dimensions (in terms of wavelengths),
the performance of the inversions with CIE-I is much better than the ones with the LSIE, wherein
inversions usually converge to local minima that may be far away from the solution. In addition,
when handling the moderate scatterers (those the LSIE modeling can still handle), the convergence
speed of the proposed method with CIE-I is much faster than the one with the LSIE. Secondly,
we propose to relax the contraction mapping condition, i.e., different contraction mappings are used
in updating contrast sources and contrast, and we find that the convergence can be further accelerated.
Several numerical tests illustrate the aforementioned interests.

Keywords: inverse scattering; nonlinear problem; contraction integral equation for inversion
(CIE-I); imaging

1. Introduction

Inverse scattering problems (ISPs) in electromagnetics and acoustics are of great interest in
industries due to important imaging applications in various areas, such as geophysical survey,
non-destructive testing, ground-penetrating radar, bio-medical imaging, etc., as solving the ISPs
provides rich information about the unknown targets, such as locations, shapes, and material
distributions within some structures [1–4]. For instance, microwave imaging has been used to inspect
the abnormalities in human bodies like bleeding in the head and tumours in breasts. On the other
hand, they are also quite important due to the representative difficulties in solving a large group
of inverse problems concerning waves and fields, and thus researchers in mathematics, physics,
and engineering societies have devoted great efforts to improving efficiencies and accuracies of the
numerical solvers [5]. As shown in Figure 1, solving ISPs is to determine the unknown scatterers
within a domain, when the domain is illuminated by several different incidences and we can measure
the scattered fields outside the domain (usually contaminated by noise) for each incidence. It is well
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known that the main difficulties in such ISPs are their two intrinsic properties, i.e., ill-posedness and
nonlinearity [1]. As most of the practical problems are three-dimensional (3-D) ones, which require
much more computational resources than those in two-dimensional cases, they are often more difficult
to solve due to the data deficiency (measurement aperture usually covers a small solid angle), and
therefore also stronger ill-posedness and nonlinearity. Great efforts have been paid to tackle these
demanding problems, for instance [6–9].

Figure 1. Schematics of inverse scattering problems.

Methods for solving ISPs can be catalogued into two types of optimization approaches:
deterministic and stochastic. The deterministic type of the inversion methods has been developed for
decades, such as the contrast source inversion (CSI) method [6,10,11], the Born iterative method
and distorted Born iterative method [12,13], the level set method [14,15], the subspace-based
optimization method (SOM) [8,16–18], etc. The second type, the stochastic type of the inversion
methods, usually employs a group of initial guesses and uses the stochastic optimization scheme to
minimize the objective function, such as the genetic algorithm and the evolutionary optimization.
The stochastic type methods increase the possibilities of finding the global minimum rather than being
trapped in a local minimum as the deterministic optimization techniques [19,20]. Both techniques
have also been applied to solve 3-D inverse scattering problems [6,21–24]. Other than the quantitative
methods mentioned above, some qualitative methods, such as the linear sampling method [25] and
other methods, like [26], are proposed to retrieve the geometric supports of the unknown scatterers.

To tackle the nonlinearity, the major difficulty in efficiently solving the ISPs, different types
of integral equations have been proposed, such as in [27–29]. In particular, motivated by the
contraction integral equation (CIE) in solving the direct scattering problems with highly conductive
background media [30], a new type of contraction integral equation for inversion (CIE-I) has been
proposed [29] to tackle the two-dimensional highly nonlinear ISPs by transforming the usually
employed Lippmann–Schwinger integral equation (LSIE) into a new form with a modified medium
contrast via a contraction mapping. With the CIE-I, the global multiple scattering effects (MSE) are
substantially suppressed in estimating the modified contrast in the CSI type methods. With the FFT
type twofold SOM regularization scheme [8], the inversion solver with CIE-I is capable of effectively
alleviating the nonlinearity of the two-dimensional ISPs, especially those highly nonlinear ones with
strong scatterers with large contrast and/or large dimensions (in terms of wavelengths). In this paper,
this new CIE-I will be implemented in tackling the 3-D ISPs.

In summary, the contributions of the paper include:

1. The CIE-I is firstly implemented to tackle the computationally costly full 3-D ISPs, to address the
highly nonlinear 3-D ISPs, and to accelerate the convergence of the inversions.

2. A relaxed type of inversion scheme based on CIE-I is proposed, with different auxiliary
parameters β (the parameter in CIE-I to control the portion of MSE in estimating the contrast) in
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updating the contrast sources and in updating the contrast. This means to further accelerate the
convergence of the inversions.

3. Several numerical tests are provided with details, for the sake of further algorithmic studies.

After the Introduction, the proposed 3-D inversion method is detailed in Section 2. In Section 3,
three numerical examples are given to validate the proposed method. Finally, conclusions are drawn.

2. Inversion with CIE-I

In this paper, the domains of interest (DoI) are chosen to be rectangular cuboid in order to
implement the conjugate gradient fast Fourier transform (CG-FFT) scheme and apply the Fourier
basis in TSOM. For the convenience of reading, in this paper, we denote the one-dimensional tensor
as a, two-dimensional tensor as a, three-dimensional tensor as â, and four-dimensional tensor as ˆ̂a.
Unless otherwise specified, the subscript of the tensors denotes the index of the element, such as
am,n denotes the element in a with index {m, n}. We use bold symbols to denote vectorial physical
quantities, such as the positions r and the electric fields E in 3-D cases.

2.1. 3-D Modeling

In 3-D cases, there are Ni incident waves from different angles impinging onto the rectangular
cuboid DoI D (D ⊂ R3, the background 3-D homogeneous medium with permittivity ε0 and
permeability μ0), where nonmagnetic scatterers are located, and these incident waves are expressed
as Einc

l (r), l = 1, 2, . . . , Ni, r ∈ D. For each incidence, the scattered fields are collected by Nr receivers
located at r′j, j = 1, 2, . . . , Nr. With all such information, including every incident field inside the
domain of interest and the corresponding scattered fields at the positions of all detectors, we aim at
determining the dielectric profile ε(r), r ∈ D.

The scattering models are governed by the following electric field volume integral equation based
on the well-known Lippmann–Schwinger integral equation (LSIE). For the lth incidence, the field
equation in the domain D is expressed as

I l(r) = χ(r)Einc
l (r) + χ(r)(G3D

D I l)(r), (1)

where χ(r) = (εr(r)− 1) is the contrast, εr(r), I l(r) = χ(r)Etot
l (r) and Einc

l (r) are the relative
permittivity, the contrast source and the incident electric field at r, respectively, and (G3D

D I l)(r)
is an integral operator with the dyadic Green’s function as the integral kernel, which can be
written as [8,31],

(G3D
D I l)(r) := k2

0

∫
D

(
I +

∇∇
k2

0

)
· g(r, r′)I l(r

′)dr′, (2)

with k0 = ω
√

ε0μ0 as the wave number of the background medium, and g(r, r′) as the 3-D Green’s
function for the background homogeneous medium. Notice that the I l(r) is the contrast source in this
paper, while, in [8], it is the physically induced current that includes a multiplicative factor −iωε0

compared to the contrast source. Otherwise, as we know, the dyadic Green’s function is composed of
nine scalar elements, which represent the mapping from the three components of the contrast source
to the three components of the scattered fields inside the DoI.

The nonlinearity of ISPs comes from the MSE, as shown in Equation (1). To alleviate the
nonlinearity of the model, in [29], by some mathematical manipulation on Equation (1), another
new-type integral equation, which is denoted as CIE-I herein, can be obtained

β(r)I l(r) = R(r)β(r)I l(r) + R(r)
[

Einc
l (r) + (G3D

D I l)(r)
]

, (3)

where R(r) = β(r)χ(r)
/
[β(r)χ(r) + 1] is the modified contrast function, and β(r) is a chosen auxiliary

parameter to control the portion of the MSE in estimating the contrast [29], which can be a constant
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or a variable at the different position in the DoI. For the convenience of discretizing the equation,
we rewrite the dyadic Green’s function as

(G3D
D;uv Il;v)(r) :=

⎧⎪⎪⎨⎪⎪⎩
k2

0(1 +
1
k2

0

∂2

∂ι2u
)
∫
D g(r, r′)Il;v(r′)dr′, if u = v,

∂2

∂ιu∂ιv

∫
D g(r, r′)Il;v(r′)dr′, if u 
= v,

(4)

where u, v = 1, 2, 3 represent the x-, y- and z-components of a vector, respectively, and ι1 = x, ι2 = y,
and ι3 = z.

Following the conventions in [8], we can rewrite the vectorial Equation (3) into three coupled
scalar equations in the discrete forms. Thus, we first discretize the rectangular domain of interest
into small cuboid subdomains, whose dimensions are much smaller than the wavelength and the
center of which are located at rm,n,p, with m, n, p integers and m ∈ [1, M1], n ∈ [1, M2] and p ∈ [1, M3].
Here, M1, M2, and M3 are the total number of subdomains along x-, y-, and z-directions, respectively,
and we let M = M1 × M2 × M3 be the total number of the subdomains. With such discretization,
we have

β̂m,n,p Îl;u;m,n,p = R̂m,n,p β̂m,n,p Îl;u;m,n,p + R̂m,n,p

[
Êinc

l;u;m,n,p +
3

∑
v=1

Ĝ3D
D;uv;m,n,p( Îl;v)

]
, (5)

where R̂m,n,p = β̂m,n,pχ̂m,n,p
/[

β̂m,n,pχ̂m,n,p + 1
]

, χ̂m,n,p is the contrast at rm,n,p, whereas Êinc
l;u;m,n,p and

Îl;u;m,n,p are the incident electric field and the induced current at rm,n,p, respectively. Subscript u = 1, 2, 3
denotes the x, y, and z components of a vector. Note that the convolution-type operators Ĝ3D

D;uv are
obtained via the Equation (4). For further details of the discretization of Equation (1) and the finite
difference scheme to generate (G3D

D I l)(r), please refer to the Appendix of [6].
Similarly, the integral operator relating the contrast sources and the scattered fields could also be

expressed as the summation of the contribution from all the subdomains,

Esca
l = G

3D
S · Il , (6)

where Esca
l =

[
Esca

l;1
T

, Esca
l;2

T
, Esca

l;3
T]T

is a 3Nr dimensional vector with Esca
l;κ =

[
Esca

l;κ;1, Esca
l;κ;2, . . . , Esca

l;κ;Nr

]T

(κ = 1, 2, 3 denotes the x, y, z component of the corresponding vector, respectively), Il is a 3M
dimensional vector obtained by Il = vec

{
ˆ̂Il

}
. In a 3-D scenario, the vectorization operation vec {·} is

defined to vectorize a four-dimensional tensor into a vector, i.e., if Il = vec
{

ˆ̂Il

}
, we have Il;ϑ = ˆ̂Il;m,n,p,κ

with ϑ = (κ − 1) × M + (p − 1) × (M1 × M2) + (n − 1) × M1 + m. In Equation (6), the scattering
operator is defined as

G
3D
S =

⎡⎢⎣ GS;11 GS;12 GS;13

GS;21 GS;22 GS;23

GS;31 GS;32 GS;33

⎤⎥⎦ , (7)

a 3Nr × 3M matrix, with GS;uv, a Nr × M matrix, the mapping from the v component of the induced
current to the u component of scattered fields (the subscripts u, v = 1, 2, 3 are not indexed for tensor
elements). The explicit expression of GS;uv is

G
3D
S;uv(a, b) =

{(
k2

0 +
ik0
Ra,b

− 1
R2

a,b

)
δ(u − v)+[

(r′a)u − (rm,n,p)u
] [

(r′a)v − (rm,n,p)v
] (− k2

0
R2

a,b
− 3ik0

R3
a,b

+ 3
R4

a,b

)}
g(r′a, rm,n,p),

(8)
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where δ(y) is 1 when y = 0 and is 0 otherwise, Ra,b =
∣∣r′a − rm,n,p

∣∣ in which b = (p − 1)× (M1 ×
M2) + (n − 1) × M1 + m with a = 1, 2, . . . , Nr, b = 1, 2, . . . , M, m = 1, 2, . . . , M1, n = 1, 2, . . . , M2,
and p = 1, 2, . . . , M3. Here, (r)u denotes the u component of r.

2.2. Objective Function for Inversions

In this subsection, we build the objective function used in the proposed inversion method,
in which we will use the FFT-TSOM [8] as the regularization to stabilize the inversion, as done in [29].
Emphasize that the twofold subspace constraints have different regularization effects. The first fold,
the original SOM, balances the two mismatches in the objective function, whereas the second fold,
the TSOM, is the key to stabilize the inversions with CIE-I. Details are given in below.

For the original SOM part, as given in [16], with the spectral information of G
3D
S (the singular

value decomposition–SVD of G
3D
S tells G

3D
S · vS

j = σS
j uS

j and the complexity of thin SVD of G
3D
S is

O(27N2
r M), assuming that the singular values σS

j is a non-increasing sequence), the contrast sources
can be decomposed into two parts, deterministic part of the contrast sources (DPCS) and ambiguous
part of the contrast sources (APCS), the former being obtained as

Id
l =

L

∑
j=1

uS∗
j · Esca

l

σS
j

vS
j = V

+

S · α+l , (9)

where V
+

S =
[
vS

1, vS
2, . . . , vS

L

]
, α+l =

[
α+l;1, α+l;2, . . . , α+l;L

]T
with α+l;j = (uS∗

j · Esca
l )/σS

j , j = 1, 2, . . . , L,
and the superscript ∗ denotes the Hermitian operation while superscript + refers to the dominant
current subspace, the subspace corresponding to the dominant singular values. The value of L is
chosen according to the noise level [16]. Later, we will see how this might work after introducing the
objective function for the inversion.

For the second fold subspace constraint, according to the FFT-TSOM [8], the APCS can be written as

Ia
l ( ˆ̂γl) = Itmp

l − V
+

S ·
(

V
+∗
S · Itmp

l

)
, (10)

where ˆ̂γl =
[
γ̂x;l ; γ̂y;l ; γ̂z;l

]
, Itmp

l =
[

Itmp
x;l ; Itmp

y;l ; Itmp
z;l

]
with

Itmp
u;l = vec

{
IDFT

{
γ̂u;l

}}
(11)

and u = x, y, and z, IDFT {} is the inverse discrete Fourier transform operator, the vec{·} is the
vectorization operator. Note that the inverse discrete Fourier transform (IDFT) is performed by the 3-D
FFT algorithm, the computational complexity of which is O(M log2 M), with M = M1 × M2 × M3.

By using the low-frequency Fourier components, we are able to constrain the APCS within
a low-dimensional subspace. The reason [17] is to use only the contrast sources components in this
subspace that is influential to the scattered fields within the DoI, such that the stability of the inversions
is substantially increased. To reduce the computational costs, such a subspace can be approximately
spanned by low-frequency Fourier bases [8]. Here, if we use all Fourier bases, the construction of the
APCS becomes the one in the original SOM. Otherwise, we can use the low-frequency components,
and set the coefficients for those high-frequency components as zeros. This can be achieved via using
a mask with eight corners being 1, with size MF (1 ≤ MF ≤ M1/2, M2/2, M3/2), and other positions
being 0. The details can be found in [8].

Having expressed the contrast sources as aforementioned, it is straightforward to define the
objective function. Firstly, it is natural to give the mismatch of the scattered fields by

Δfie
l ( ˆ̂γl) =

∥∥∥GS · Ia
l + GS · Id

l − Esca
l

∥∥∥2
, (12)
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where Id
l and Ia

l are as in Equations (9) and (10), respectively, and ‖·‖ denotes the L2 norm of a tensor.
The current equation in Equation (5) is another key equation to satisfy. Using the APCS construction
Equation (10), we define an operator as

(
L3D ( ˆ̂γl

))
κ;m,n,p

= β Îa
l;κ;m,n,p − βR̂m,n,p Îa

l;κ;m,n,p − R̂m,n,p

[
3

∑
v=1

Ĝ3D
D;κv;m,n,p( Îa

l;v)

]
. (13)

With this definition, we could write the mismatch of Equation (5) as

Δcur
l ( ˆ̂γl , R̂) =

∥∥∥L3D( ˆ̂γl)− ˆ̂Γ3D
l

∥∥∥2
, (14)

where ˆ̂Γ
3D
l;κ;m,n,p = −β Îd

l;κ;m,n,p + βR̂m,n,p Îd
l;κ;m,n,p + R̂m,n,p

[{
∑3

v=1 Ĝ3D
D;κv;m,n,p( Îd

l;v)
}
+ ˆ̂Einc

l;κ;m,n,p

]
.

Then, the objective function can be given as

f ( ˆ̂γ1, ˆ̂γ2, . . . , ˆ̂γNi , R̂) =
Ni

∑
l=1

(
Δfie

l /
∥∥∥Esca

l

∥∥∥2
+ Δcur

l /
∥∥∥∥E

inc
l

∥∥∥∥2
)

. (15)

The inversion is to minimize this objective function. As in [8], the conjugate gradient (CG) type
algorithm that is used in contrast source inversion (CSI) method is adopted to minimize this nonlinear
problem by alternatively updating the ˆ̂γl and R̂ at every iteration of the optimization.

2.3. Sketch of the Inversion Method

Following the inversion method in [8,29], we summarize it as follows:

1. Set the background medium and null APCS as the initial guesses and choose an L value such

that the corresponding first L singular values of G
3D
S are larger than the noise level (assuming

that the noise is a white Gaussian one).
2. Set proper values for β in CIE-I modeling and proper value for MF to control the number of

Fourier bases being used.
3. Carry out the CG type optimization algorithm to alternatively update the two types of variables,

where the APCS is updated with a one-step Polak–Ribière CG scheme and the contrast is updated
with the least squares method.

4. Stop the optimization if a termination condition is met, which can be a maximum number of
iterations or a pre-defined relative change of APCS coefficients.

5. If the maximum number of rounds of inversion is met, go to Step 6. Otherwise, the obtained
contrast and APCS will be used as the initial guesses for the next round of optimization with
smaller β and larger MF in Step 3.

6. Output the obtained contrast.

As mentioned in [29], the first round inversion with a large β and with a low-dimensional
subspace enables a fast convergence to a meaningful coarse result that could be used as an initial guess
in the second round. By increasing the dimension of the APCS subspace and including more MSE
in estimating the contrast, the inversion gives us a result with better resolution. Since in the second
round a (supposedly) good initial guess is given, the convergence is also very fast. For some difficult
problems, the inversion could be carried out with multi-round optimizations by gradually increasing
the dimensions of the APCS subspace in each round while decreasing the values of β in estimating
the contrast.
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2.4. Updating Contrast and Contrast Sources with Different β

As mentioned above, there are two updates at each iteration for the two types of unknowns. In [29],
the same β is used in each round of optimization for both updates. In the first round optimization
in inversions, to tackle the nonlinearity, a large β is needed in updating the modified contrast,
and therefore we use the same β for the update of APCS. In the subsequent rounds (instead of
the first round) of optimization, for the sake of stability, a small β is used in estimating the modified
contrast to cope with a high-dimensional APCS subspace, as discussed in [29]. However, there is not
such a need to use a small β in updating the APCS. Consequently, in the second round of optimization,
we can use a CIE-I model with larger value β1 for the update of the APCS and another with smaller
value β2 for the update of the contrast at the same iteration. The same applies to the third round
optimization, if there is such a need. The purpose of doing so is to further accelerate the convergence
of these computationally burdensome 3-D inversions after the first round optimization.

As for the value range for β2, we carry out a similar calculation as in [29], which reflects the norm
of the scattering operator that maps the contrast sources to the scattered fields within DoI. The results
shown in Figure 2 indicate that, if we want to suppress the MSE in estimating the contrast when using
the least squares method, we might need to choose a value for β2 that is larger than 3.5, and this is
the guideline for the first round optimization. For the second or subsequent rounds, as good initial
guesses are provided, we can include more MSE to retrieve the fine features of the unknown scatterers.
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Figure 2. The values of |(G3D
D;xx Ix)(r)| in the plane x = 0 when Ix = 1 for a DoI with size (a) 3λ × 3λ × 3λ

and (b) 5λ × 5λ × 5λ.

3. Numerical Simulations

In this section, we will test the proposed inversion methods in three examples. We will use the
same physical setup of sources and receivers for the 3-D example in [8], as shown in Figure 3. The DoI
are all the same, a box with size 3λ × 3λ × 3λ. The box is illuminated by 60 electric dipole antennas at
300 MHz (λ = 1 m in air), located at three circles (with 20 dipole antennas evenly distributed on each)
with the same radius 3 m. The three circles are in x − y, y − z and x − z planes, and their centers are at
(0.2, 0, –0.1), (0.1, 0, –0.15), and (–0.05, 0.1, 0), respectively. The direction of the electric dipole sources
in the y − z plane are in the x-direction, while those in the x − z and x − y planes are in the y- and
z-directions, respectively. Scattered fields are measured by 60 receivers, located at the same positions as
the 60 dipole sources. We collect all three components of the fields. Consequently, we have a 60 × 180
synthetic data matrix. In all three tests, the synthetic data are calculated with a 60 × 60 × 60 mesh,
while, in the inversions, a 30 × 30 × 30 mesh is used. All synthetic data are contaminated with additive
Gaussian white noise with level of 10%.
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Figure 3. The physical setup for the numerical tests.

The termination condition in each round of optimization is to reach a pre-defined relative changing
rate of the APCS coefficients, given as

δ3D =

√√√√ 1
Ni

Ni

∑
l=1

‖ ˆ̂γ(h)
l − ˆ̂γ(h−1)

l ‖2

‖ ˆ̂γ(h−1)
l ‖2

, (16)

where ˆ̂γ(h)
l is the APCS Fourier coefficient for the lth incidence at hth iteration. We set δ3D < 10−3 as

the termination condition.
The reconstruction results are quantitatively evaluated by the following error:

Err =

√√√√ 1
M ∑

m,n,p

|ε̂est
r;m,n,p − ε̂tr

r;m,n,p|2
|ε̂tr

r;m,n,p|2 . (17)

When running on a workstation with eight threads and 32 Gb RAM, every iteration of the
proposed inversion method costs about 25 seconds CPU time in MATLAB, including one update
on the contrast sources and one update on the contrast. Due to the independence between different
incidences, we use 8 MATLAB workers to update the contrast sources in parallel.

3.1. Example 1

We reuse the 3-D test in [8], where a coated cube is employed. The cube is with an outer layer
(εr2 = 1.5 + i0.3) and an inner layer (εr1 = 2 + i0.8), where the outer edge length is b = 2λ and inner
edge length is a = 1λ, as shown in Figure 4a. In [8], we observe that the inversion with LSIE and
FFT-TSOM is able to satisfactorily retrieve the cube while the LSIE with SOM fails. Here, we illustrate
how the proposed inversion method with CIE-I and FFT-TSOM performs. Similarly, we carry out
two rounds of optimization for this inversion as done in [8] with MF = 6 and 10, but with CIE-I,
we use β = 6 in the first round and β = 1 for the second round. The reconstruction results are
shown in Figure 5, with �{ε̂est

r } as the real part of the reconstructed relative permittivity and
�{ε̂est

r } as the imaginary part, where we see after two rounds of optimization that the coated cube is
successfully found.

Now, we compare the convergence speeds of inversions with LSIE and CIE-I. We plot the
reconstruction errors for both cases, as shown in Figure 6, in which the inversion with CIE-I appears to
be converging much faster than the one with LSIE, with the same reconstruction quality. This confirms
again the speeding convergence of inversions in two-dimensional cases shown in [29]. We would like
to emphasize that this fast convergence property is extremely important in handling the 3-D ISPs, since
the computational costs in 3-D problems are much higher than in two-dimensional cases.
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Figure 4. Coated cube used in Example 1.
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(d) �{ε̂est
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Figure 5. Reconstruction results of inversions with CIE-I. In the four subfigures, the 30 slices of DoI
with each at z = zq plane, where zq, q = 1, . . . , 30, are the grid points along z-direction, and zp < zq if
p < q. The displaying sequence is with the convention of left to right, and top to down. For instance,
the top left corner one is with z1, and the top row second column one is with z2. The same applies to
the figures hereafter. In the first round, β1 = β2 = 6. In the second round, β1 = β2 = 1.
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Figure 6. Errors of reconstructions obtained by different inversion methods for Example 1.

With this example, we further test the relaxed scheme with different β for updating the APCS and
the contrast. The termination condition remains the same, δ3D < 10−3. We apply this scheme in the
second round optimization, with β1 = 6 for the APCS update and β2 = 1 for the contrast update. For
comparison, the recorded reconstruction error at each iteration is plotted in Figure 6 as well, which
shows that the convergence is further accelerated compared with the case of using β1 = 1.

3.2. Example 2

In this test, we use a profile with four cubes with increasing contrasts. Having edge length 0.8λ,
they are centered at (−0.7, 0.7,−0.7)λ, (0.7,−0.7,−0.7)λ, (−0.7,−0.7, 0.7)λ, and (0.7, 0.7, 0.7)λ, with
εr = 2, 3, 4 and 5, respectively, as shown in Figure 7.
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Figure 7. True permittivity profile (real part) for Example 2.

Two inversions are carried out with LSIE and CIE-I, each with two rounds (MF = 6 and 10).
For CIE-I, the choices of β are 6 and 1 in the two rounds. The reconstruction results and errors are
shown in Figures 8–10. From these results, we clearly observe that the inversion with LSIE is only
able to find the bottom two cubes with lower contrasts, whereas the inversion with CIE-I succeeds in
finding all four of four cubes. Reconstruction errors displayed in Figure 9 confirm it, inversion with
LSIE diverging while converging with CIE-I.
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Figure 8. Reconstruction results of inversions with LSIE for Example 2.

0 100 200 300 400 500 600 700
Iteration

0.18

0.2

0.22

0.24

0.26

0.28

0.3

0.32

E
rr

Figure 9. Errors of reconstructions obtained by different inversion methods for Example 2.

In addition, we test the inversion scheme with different β for updating the APCS and for updating
the contrast. Firstly, we choose β1 = 6 for the update of APCS and β2 = 1 for the update of the contrast
in the second round of optimization with MF = 10, which however immaturely converges. This might
be due to the reason of using a large β1. Then, we choose β1 = 3, and the optimization converges to
a good solution with a convergence speed faster than when using β1 = 1.

From this example, the inversion with CIE-I is able to handle the highly nonlinear problems
consisting of strong scatterers, those with either large contrasts or large dimensions (in terms of
wavelength), while the inversion with LSIE may fail.
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Figure 10. Reconstruction results of inversions with CIE-I for Example 2. In the first round, β1 = β2 = 6.
In the second round, β1 = β2 = 1.

3.3. Example 3

We will use another highly nonlinear example to confirm the large difference between the
performances of inversion methods with CIE-I and LSIE. In this example, we use a profile that
is similar to the famous two-dimensional “Austria” that has an annular and two separated disks. Here,
we use a coated cube with a hollow inside and two rods outside the cube, as shown in Figure 11, all of
which are with εr = 2.5.
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Figure 11. True permittivity profile (real part) for Example 3.
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We still carry out inversions with LSIE and CIE-I with two rounds of optimization, the first with
MF = 6 and the second with MF = 10. For the CIE-I, β1 = β2 = 6 is used in the first round, and
β1 = β2 = 1 in the second round. The reconstructions and errors are shown in Figures 12, 13a and 14.
We see that the inversion with LSIE fails to find the profile while the one with CIE-I succeeds. This can
also be seen from the errors of the reconstructions in Figure 13a, where the error by the inversion with
LSIE diverges.
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Figure 12. Reconstruction results of inversions with LSIE for Example 3.
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Figure 13. Errors of reconstructions obtained by different inversion methods for Example 3.
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Figure 14. Reconstruction results of inversions with CIE-I for Example 3. In the first round, β1 = β2 = 6.
In the second round, β1 = β2 = 1.

In the reconstruction results in Figure 14, we see that there is an artefact within the coated cube,
where the medium is supposed to be air. This artefact appears in the reconstructed result after the first
round optimization with MF = 6, meaning that the inversion, though capable of retrieving most of the
main features of the scatterers, is still not stable enough. Therefore, we carry out another inversion with
three rounds of optimization, with MF = 4, 8, and 10 in each round, and β = 6, 1, and 0.5, respectively.
The final reconstruction result is given in Figure 15, and we see that there is no more such an artefact.
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Figure 15. Reconstruction results of inversions with CIE-I after three rounds of optimization for Example
3. In the first round, β1 = β2 = 6 and MF = 4. In the second round, β1 = β2 = 1 and MF = 8. In the
third round, β1 = β2 = 0.5 and MF = 10.

At last, we also carry out the inversions with different β values for the updates of the APCS and
the contrast, and the results are shown in Figure 13. We see that with larger β1 value for the update of
the APCS in the second round optimization, the convergence speed is indeed faster.

From this example, we again confirm the great resolvability of the inversion method with CIE-I
against the high nonlinearity of the ISPs.

4. Conclusions

In this paper, we propose an inversion method with CIE-I to tackle the 3-D electromagnetic
ISPs, especially for highly nonlinear problems with strong scatterers, those with high contrasts or
electrically large dimensions. With the CIE-I modeling, the multiple scattering effects in estimating
the contrast can be suppressed such that the nonlinearity of inversion can be effectively alleviated.
Together with the FFT-TSOM regularization scheme, this largely increases the ability of retrieving the
profile of strong scatterers, and effectively accelerates the convergence when handling the moderate
scatterers. In addition, by relaxing the contraction mapping, i.e., different contraction mappings are
used in updating the contrast sources and in updating the contrast, the convergence of the inversions
can be further accelerated. Through numerical examples, we clearly show that the inversions with
CIE-I outperform the ones with LSIE, in terms of the resolvability against the nonlinearity and the
convergence speed. As shown in [32], the resolvability of the inversion solver with CIE-I against
nonlinearity can be further improved in the two-dimensional case if proper regularization techniques
are implemented, which should be expected in the 3-D case as well.
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Abbreviations

The following abbreviations are used in this manuscript:

CIE-I Contraction integral equation for inversion
LSIE Lippmann–Schwinger integral equation
3-D Three-dimensional
CSI Contrast source inversion
SOM Subspace-based optimization method
FFT-TSOM FFT type twofold subspace-based optimization method
APCS Ambiguous part of the contrast source
DPCS Deterministic part of the contrast source
DoI Domain of interest
MSE Multiple scattering effects
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Abstract: In this paper, the full-vectorial three-dimensional (3D) microwave imaging (MI) of sparse
scatterers is dealt with. Towards this end, the inverse scattering (IS) problem is formulated within
the contrast source inversion (CSI) framework and it is aimed at retrieving the sparsest and most
probable distribution of the contrast source within the imaged volume. A customized multi-task
Bayesian compressive sensing (MT-BCS) method is used to yield regularized solutions of the 3D-IS
problem with a remarkable computational efficiency. Selected numerical results on representative
benchmarks are presented and discussed to assess the effectiveness and the reliability of the proposed
MT-BCS strategy in comparison with other competitive state-of-the-art approaches, as well.

Keywords: microwave imaging; inverse scattering; Bayesian compressive sensing (BCS); contrast
source inversion (CSI); 3D

1. Introduction

Microwave imaging (MI) techniques are aimed at inferring the complex permittivity distribution
within an inaccessible investigation domain from the scattering interactions between the matter and
probing electromagnetic (EM) waves [1]. They have been successfully applied in several diagnostic
scenarios including non-destructive testing and evaluation [2,3], through-wall imaging [4], subsurface
prospecting [5–10], and structural health monitoring [11]. Moreover, they represent a very appealing
technology in many biomedical applications [12] such as, for instance, breast cancer detection [13–22]
thanks to the use of non-ionizing radiations. To date, significant efforts have been mostly devoted
to the development of two-dimensional (2D) MI algorithms, mainly based on transverse-magnetic
(TM) [23–28] or transverse-electric (TE) polarized [29] configurations, rather than fully-vectorial
three-dimensional (3D) ones [30]. As a matter of fact, under the assumption that the EM properties
of the unknown scattering scenario are invariant along a longitudinal direction, the arising inverse
scattering (IS) problem can be recast to the solution of simplified scalar Helmholtz equations [1]. On the
other hand, 2D-MI approaches are prone to errors when finite-volume scatterers are under test [31]
because of the over-simplified modelling of the scattering phenomena. The slower evolution of 3D-MI
techniques has been mainly caused by the higher complexity of both data-collection/storage and
image reconstruction processes with respect to the tomographic (2D) case. Moreover, a significantly
larger number of unknowns has to be retrieved and it becomes very hard to manage when there is
the need of high-resolution images (e.g., a realistic discretization of a human thorax needs millions of
voxels for having a clinical significance [32]). Furthermore, the amount of non-redundant information
on the investigation domain achievable from measurements is upper-bounded and the ratio between
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unknowns and scattering data turns out to be very high [33]. Owing to such limitations, solving
3D-MI problems faces hard challenges and it requires the non-trivial implementation of effective
countermeasures to both the non-linearity and the ill-posedness issues of the arising full-vectorial
IS problem.

Dealing with 3D scenarios, synthetic aperture radar (SAR)-based methodologies such as confocal
MI [34] and synthetic near-field focusing [5] have been proposed. They are based on the emission of
wide-band pulses from multiple transmitting positions and the successive processing of the collected
echoes. Only target detection and localization (i.e., a qualitative imaging of the investigation domain)
is typically yielded, while quantitatively retrieving the distribution of the EM properties needs the
numerical solution of the non-linear scattering equations. Towards this end, effective 3D-MI approaches
have been presented in the scientific literature. They are based on the processing of time-domain [19,35]
or frequency-domain [36,37] data and, due to the extremely-wide dimension of the solution space,
which is usually proportional to the number of discretization domains, state-of-the-art methodologies
are primarily based on deterministic methods (e.g., Gauss-Newton (GN) [36,38], Conjugate-Gradient
(CG) [39], Level Set (LS) [16], and Inexact-Newton (IN) [40] methods, possibly formulated in different
functional spaces [41]), even though they do not a priori guarantee to reach the actual solution (i.e.,
the global optimum of the cost function quantifying the mismatch between measured and estimated
scattering data). To overcome such a drawback, either very efficient forward solvers [42,43] have been
introduced or stochastic multi-agent inversion algorithms, suitably integrated with multi-resolution
strategies [37] for a sustainable customization to the 3D case, have been successfully exploited.
Alternatively, computationally-efficient approaches to the MI problem have been recently explored
within the compressive sensing (CS) framework [23,29,44–49]. Despite the early stage [47,50] of their
implementation in 3D cases, very interesting applicative examples are already available [20].

According to the CS theory, sparseness priors can be enforced to solve the IS problem and to yield
a regularized solution provided that it admits a representation with few non-null coefficients in a
suitably chosen basis [44,45]. However, since available CS solvers generally deal with linear problems,
many sparsity-promoting approaches have been formulated within Born-like approximations, their
success being limited to weak scatterers or to specific applications where a qualitative imaging is
enough [29]. Alternatively, contrast source inversion (CSI)-based formulations of the IS problem can be
successfully employed to yield accurate reconstructions also in the presence of scatterers with high EM
contrast with respect to the surrounding medium [23]. Following such a line of reasoning, this paper is
aimed at presenting a novel computationally-efficient approach, based on a Bayesian CS (BCS) method,
to solve the 3D-IS problem concerned with non-weak scatterers. Towards this end, the full-vectorial IS
problem is formulated within a probabilistic CSI framework and then it is efficiently solved through a
customized multi-task BCS (MT-BCS) strategy.

The outline of the paper is as follows. The formulation of the 3D-CSI MI problem is detailed in
Section 2, while the proposed BCS-based solution strategy is described in Section 3. Selected numerical
results, from representative test cases, are presented and compared with competitive state-of-the-art
alternatives in Section 4. Finally, some concluding remarks are drawn (Section 5).

2. Mathematical Formulation

Let us consider a 3D isotropic non-magnetic [μ (r) = μ0] scattering scenario characterized by a
relative permittivity distribution, ε (r), and a conductivity profile, σ (r), r being the position vector
defined as r = xux + yuy + zuz, up being the unit vector along the p-th (p = {x, y, z}) direction.
The goal of the MI problem at hand is to estimate the contrast function [51]

τ (r) � [ε (r)− 1]− j
σ (r)− σ0

ωε0
(1)

within the investigation domain D (i.e., ∀r ∈ D), ω = 2π f , ε0, and σ0 being the angular frequency
(A time dependency factor exp (jωt) is assumed and omitted hereinafter to simplify the notation,
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but without loss of generality in the mathematical formulation.), the background permittivity and
conductivity (with σ0 = 0 hereinafter), respectively, and � standing for “defined as”. Towards this
end, a set of V monochromatic ( f being the working frequency) plane-waves impinging from known
angular directions (θv, ϕv), v = 1, ..., V, with known electric field

Ei
v (r) = ∑

p={x, y, z}
Ei

v,p (r)up v = 1, ..., V (2)

is used to successively probe the unaccessible domain D ( Figure 1).
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Figure 1. Geometry of the 3D-MI microwave imaging problem.

Under such hypotheses and by adopting a CSI formulation [52] for the scattering problem,
the electromagnetic interactions between the scatterers in D and the v-th (v = 1, ..., V) incident wave
can be mathematically described through the following integral data equation

Es
v (r) = −ω2ε0μ0

∫ ∫ ∫
D

Jv
(
r′
) · G

(
r, r′

)
dr′ r ∈ Ω (3)

where Ω is an observation domain external to D (Ω ∩ D = ∅—Figure 1), Es
v (r) [Es

v (r) =

∑p={x, y, z} Es
v,p (r)up ] is the v-th (v = 1, ..., V) scattered field defined as the difference between the

v-th (v = 1, ..., V) electric field with, Ev (r) = ∑p={x, y, z} Ev,p (r)up (i.e., the v-th total electric field),
and without, Ei

v (r) (i.e., the v-th incident electric field), the scatterers in the background medium
(Es

v (r) �
[
Ev (r)− Ei

v (r)
]
), · stands for the scalar product, and

G
(
r, r′

)
= ∑

q={x, y, z}
∑

p={x, y, z}
Gpqupuq =

1
4π

(
I +

1
ω2ε0μ0

��
)

exp
(−jω

√
ε0μ0 |r − r′|)

|r − r′| (4)

is the dyadic Green’s function for the homogeneous free-space background medium of dielectric
and magnetic properties ε0 and μ0, respectively, I being the unit tensor. In (3), Jv [Jv (r) =
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∑p={x, y, z} Jv,p (r)up] is the v-th (v = 1, ..., V) unknown contrast current density induced in the
investigation domain (r ∈ D) by the v-th probing field (i.e., the v-th illumination of D)

Jv (r) = τ (r) ∑
p={x, y, z}

Ev,p (r)up (5)

that models the scattering profile of D and it is defined as the v-th (v = 1, ..., V) equivalent source
radiating in the background medium an electromagnetic field equal to the v-th (v = 1, ..., V) scattered
field Es

v (r). Furthermore, the v-th (v = 1, ..., V) incident field Ei
v (r) complies with the so-called

integral state equation

Ei
v (r) = Ev (r) + ω2ε0μ0

∫ ∫ ∫
D

Jv
(
r′
) · G

(
r, r′

)
dr′ (6)

within the investigation domain (r ∈ D).
To numerically deal with the inverse problem at hand, a set of N 3D rectangular pulse functions

Ψ(n) (r) =

{
1 if r ∈ D(n)

0 otherwise
; n = 1, ..., N (7)

defined in a set of N cubic (also called voxels) sub-domains (D = ∪N
n=1D(n)—Figure 1) is adopted

for yielding the following piece-wise constant representation of the v-th (v = 1, ..., V) unknown
contrast source

Jv (r) = ∑
p={x, y, z}

N

∑
n=1

J(n)v,p Ψ(n) (r)up (8)

where J(n)v,p = Jv,p (rn) (p = {x, y, z}) and rn denotes the barycentre of the n-th (n = 1, ..., N) voxel D(n).
By sampling the scattered field in M probing locations of Ω (rm ∈ Ω, m = 1, ..., M), it is possible

to rewrite (3) in the following discrete form [1]

Es
v (rm) = ∑

p={x, y, z}
∑

q={x, y, z}

N

∑
n=1

J(n)v,q G(mn)
pq up, (9)

where G(mn)
pq = −ω2ε0μ0

∫ ∫ ∫
D(n) Gpq (rm, r′) dr′ (p, q = {x, y, z}), or in compact matrix notation

as follows [
Es

v,x, Es
v,y, Es

v,z

]T
= Gext

[
Jv,x, Jv,y, Jv,z

]T
(10)

where .T indicates the transpose operator, Es
v,p �

[
Es

v,p (rm) ; m = 1, ..., M
]

(Es
v,p ∈ C1×M), Jv,p �[

J(n)v,p ; n = 1, ..., N
]

(Jv,p ∈ C1×N), p = {x, y, z}, and

Gext �

⎡⎢⎢⎣
Gext

xx Gext
xy Gext

xz
Gext

yx Gext
yy Gext

yz
Gext

zx Gext
zy Gext

zz

⎤⎥⎥⎦ (11)

is the external 3D Green’s operator (Gext ∈ C3M×3N) where the (m, n)-th (m = 1, ..., M; n = 1, ..., N)

entry of the (p, q)-th (p, q = {x, y, z}) sub-matrix, Gext
pq ∈ CM×N , is equal to G(mn)

pq .
Under the hypothesis that the contrast distribution in D is sparse with respect to the basis at

hand (7), it also turns out that the v-th (v = 1, ..., V) contrast source (8) can be numerically modeled
with just 3 × O (O � N) non-zero coefficients

{[
J(o)v,x ; J(o)v,y ; J(o)v,z

]
; o = 1, ..., O

}
, O being the number
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of sub-domains D(o) ∈ D, o = 1, ..., O, occupied by scatterers (i.e., dielectric discontinuities of the
background medium within the investigation domain).

3. Inversion Method

The matrix relation in (10) is representative of a severely ill-posed problem being (i) ill-defined
since its solution is not-unique due to the presence of non-radiating sources in D that afford a
null/not-measurable field in Ω and (ii) ill-conditioned since the condition number of Gext, η, is large
(η � 1). To counteract such a negative feature for yielding stable reconstructions of the EM properties
of the investigation domain from the solution of (10) when processing noisy data, as well, enforcing the
a-priori knowledge of the sparseness of the unknown equivalent source with respect to a suitable basis
turns out to be an effective regularization strategy. Towards this end, the CS formulation based on the
Bayesian theory is adopted to re-formulate the 3D-CSI problem at hand in a probabilistic sense. Such a
choice is done to avoid the need of numerically checking the fulfillment of the restricted isometry
property (RIP) of the 3D Green’s operator (11) as required by deterministic CS solvers. Indeed, whether
such a compliance test is already very hard from a computational viewpoint for small-scale problems,
it becomes computationally unfeasible in 3D scattering scenarios since exponentially heavier than for
2D cases.

In order to apply computationally-efficient BCS solvers, (10) is first rewritten as a larger real-valued
linear problem

E v,p = G
p
J v (12)

where E v,p �
[
R
(

Es
v,p

)
, I

(
Es

v,p

)]T
and J v �

[
R
(

Jv,p; p = {x, y, z}
)

, I
(

Jv,p; p = {x, y, z}
)]T

are the p-th (p = {x, y, z}) data vector, E v,p ∈ R2M×1, and the v-th (v = 1, ..., V) unknown source
vector, J v ∈ R6N×1, respectively, while the Green’s matrix operator, G

p
∈ R2M×6N , is given by

G
p
�

⎡⎣ R
(

Gext
px Gext

py Gext
pz

)
−I

(
Gext

px Gext
py Gext

pz

)
I
(

Gext
px Gext

py Gext
pz

)
R
(

Gext
px Gext

py Gext
pz

) ⎤⎦ (13)

R ( . ) and I ( . ) being the real and the imaginary part function, respectively. According to such a
description, the original inverse scattering problem can be then formulated as follows

3D-CSI BCS-Based Problem Formulation—Starting from the measurement of E v,p (v =

1, ..., V, p = {x, y, z}), and the knowledge of G
p

(p = {x, y, z}), determine the sparsest

guess of J v, Ĵ v =
{
Ĵ (t)

v ; t = 1, ..., 6 × N
}

as the maximum a-posteriori probability (MAP)
estimate

Ĵ v = arg

{
max
J v

[
P
(
J v

∣∣ E v,p

)]}
(14)

provided that the support of Ĵ v, Sv =
{

t ∈ [1, ..., 6 × N]| Ĵ (t)
v 
= 0

}
(v = 1, ..., V) is the

same for all V different illuminations (i.e., S1 = S2 = ... = SV).

In order to enforce the physical correlation existing among the V solutions of (14) as well as
between the unknown contrast sources and the vectorial components of the known scattered field, a
customized version of the MT-BCS solver [53] is adopted by setting the number of parallel “tasks” to
H = (3 × V) (owing to the 3D nature of the problem). More in detail, (14) is firstly reformulated in the
Bayesian MT framework as [29,53]

Ĵ v = arg

⎧⎨⎩max
J v

⎡⎣P
(
E v,p

∣∣∣J v

)
P (J v

)
P
(
E v,p

)
⎤⎦⎫⎬⎭ (15)
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starting from the definition of a shared prior P (J v
)

that statistically links the 3 × V parallel problem
unknowns as [29,53]

P (J v
)
=

∫
P
(
J v

∣∣ψ
)

dψ (16)

where ψ (ψ �
{

ψ(t); t = 1, ..., 6 × N
}

) is the set of shared—among the V-views and the three Cartesian
scattered field components—hyper-parameters. By assuming a hierarchical Gaussian model for
P
(
J v

∣∣ψ
)

and substituting (16) in (15) [29,53], the MT-BCS v-th (v = 1, ..., V) source term is then
given after simple manipulations [29] by the following expression

Ĵ v =
1
3 ∑

p={x, y, z}

(
GT

p
G

p
+A

)−1
GT

p
E v,p (17)

where A = diag
(

ψ̂
)

and ψ̂ �
{

ψ̂(t); t = 1, ..., 6 × N
}

. These latter are determined with a
computationally-efficient relevant vector machine (RVM) [54] by solving the following maximum
marginal likelihood problem

ψ̂ = arg
{

maxψ

[
L
(

ψ |α, β
)]}

(18)

L
(

ψ |α, β
)

being the logarithmic marginal likelihood function for the fully-vectorial problem given by

L
(

ψ |α, β
)
= − 1

2 ∑V
v=1 ∑p={x, y, z}

{
2 (M + α) log

[
ET

v,p(
I + G

p
A−1GT

p

)−1
E v,p + 2β

]
+ log

∣∣∣I + G
p
A−1GT

p

∣∣∣} (19)

where I is the identity matrix, while α and β are user-defined control parameters. Once Ĵ v (v = 1, ..., V)
has been estimated through (17), the contrast function, τ̂ (r) = ∑N

n=1 τ̂(n)Ψ(n) (r), is retrieved by

computing the corresponding expansion coefficient vector τ̂ =
{

τ̂(n) ∈ C; n = 1, ..., N
}

, whose n-th
(n = 1, ..., N) entry is given by

τ̂(n) = ∑
p={x, y, z}

V

∑
v=1

Ĵ(n)v,p

3 × V × Êv,p (rn)
(20)

where Êv,p (rn) is the p-th (p = {x, y, z}) component of the v-th (v = 1, ..., V) total field in the n-th
voxel (rn ∈ D(n)) (n = 1, ..., N) yielded from the following field relation

Êv,p (rn) = Ei
v,p (rn)− ω2ε0μ0 ∑

q={x, y, z}

N

∑
n=1

Ĵ(n)v,q

∫ ∫ ∫
D(n)

Gpq
(
rn, r′

)
dr′, (21)

while the coefficient Ĵ(n)v,p (n = 1, ..., N; v = 1, ..., V; p = {x, y, z}) is derived from Ĵ v (17) according to
the following mapping

Ĵ(n)v,p =

⎧⎪⎨⎪⎩
Ĵ (n)

v + jĴ (n+3×N)
v if p = x

Ĵ (n+N)
v + jĴ (n+4×N)

v if p = y
Ĵ (n+2N)

v + jĴ (n+5×N)
v if p = z

. (22)

4. Numerical Assessment

In this Section, representative results from a wide numerical analysis are presented and discussed
to assess the reconstruction capabilities and the robustness of the proposed 3D-MI approach. Moreover,
some practical guidelines for the optimal setting of its key calibration parameters will be provided for
helping the interested users. Towards this end, the following reference scenario has been considered.
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A cubic volume of side L = 1.25 [λ], λ being the free-space wavelength, has been chosen as
investigation domain D and it has been probed by V = 48 plane-waves impinging from the V
angular directions (θv, ϕv) =

(
π
2 , (v − 1) 2π

V
)
, v = 1, ..., V. The scattered field has been collected in

M = 48 locations ⎧⎪⎪⎨⎪⎪⎩
xm = ρ cos

[(
m + 1 − κm

M
3

)
6π
M

]
ym = ρ sin

[(
m + 1 − κm

M
3

)
6π
M

]
zm = L

2 (κm − 1)

; m = 1, ..., M (23)

where κm =
⌊

3(m−1)
M

⌋
(�·� being the floor operator) and ρ = 3.2 [λ]. To avoid the so-called

inverse crime [1], two different voxel-based discretization of D have been considered for the inverse
(N = 10 × 10 × 10) and the forward (Nf wd = 20 × 20 × 20) problem, respectively. As for a quantitative
evaluation of the reconstructions, the following error metric has been computed

ξR � 1
NR

NR

∑
n=1

∣∣∣τ̂(n) − τ(n)
∣∣∣∣∣τ(n)

∣∣+ 1
(24)

for the whole investigation domain (R = tot ⇒ Ntot = N), the scatterers support (R = int ⇒ Nint = O),
and its complementary region (It is worthwhile to remark that the scatterer support is not an a-priori
information exploited during the inversion, but it is rather employed in the post-processing phase only
to compute the error metrics (24).) [R = ext ⇒ Next = (N − O)], τ(n) and τ̂(n) being the actual and the
estimated contrast of the n-th (n = 1, ..., N) voxel in D, respectively.

The first test case is concerned with the retrieval of a single (K = 1, K being the number of
disconnected scattering regions lying in D) off-centered scatterer composed by a single-voxel (O = 1)
of side �x = �y = �z = 0.125 [λ] with contrast τ = 1.0 (Figure 2a). First, a sensitivity analysis for setting
the optimal trade-off values of the control parameters of the MT-BCS solver [i.e., α and β in (19)] has
been carried out. More specifically, the reconstruction error (24) has been computed by varying the
values of the calibration coefficients within the ranges α ∈ [

1, 102] and β ∈ [
10−5, 10−2] for different

signal-to-noise ratios (SNRs). Figure 2b shows that the reconstruction “quality” is almost insensitive to
the choice of α when SNR > 5 [dB] and it mainly depends on the noise level.

Differently, significant degradations occur when letting β > 5 × 10−4 whatever the SNR

(Figure 2c). By computing the optimal trade-off value as ς(opt) �
∫

SNR ς(opt)�SNRdSNR∫
SNR dSNR , ς(opt)

⌋
SNR

�
arg {minς ( ξtot| SNR)} being the best value of ς = {α, β} at a fixed SNR ( ·� standing for “evaluated
at”), it turned out that α(opt) = 10 and β(opt) = 10−4. These thresholds have then been used throughout
the whole numerical validation. A pictorial view of the 3D MT-BCS reconstructions when processing
different noisy data is shown in Figure 3.

As it can be observed, the object support is always faithfully detected regardless of the amount
of noise. There are only slight deviations from the actual contrast value (e.g., τ̂�SNR=50 [dB] =

0.81—Figure 3a; τ̂�SNR=5 [dB] = 0.77—Figure 3d) as quantitatively indicated by the corresponding
values of the error index ξtot being equal to ξtot�SNR=50 [dB] = 9.58 × 10−5 (Figure 3a) and
ξtot�SNR=5 [dB] = 1.16 × 10−4 (Figure 3d) at the highest and lowest SNRs, respectively.

In order to prove that such results are not due to a customization of the MT-BCS solver to
the specific scenario at hand, a set of W = 100 inversions has been performed by randomly
changing the position of the same target within the investigation domain. The results of such a
statistical analysis are summarized in Table 1 where the minimum (ξmin

tot � minw=1, ..., W {ξtot,w}),
the maximum (ξmax

tot � maxw=1, ..., W {ξtot,w}), the average (ξavg
tot � 1

W ∑W
w=1 ξtot,w), and the variance

[ξvar
tot � 1

W ∑W
w=1

(
ξtot,w − ξ

avg
tot

)2
] values of the total error among the W experiments are reported.

Whatever the SNR, the scatterer retrieval is very accurate since on average ξ
avg
tot < 1.0 × 10−4 (Table 1)

and the variance of the reconstruction error, ξvar
tot , is very small (i.e., ξvar

tot < 5.0 × 10−11—Table 1).
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Such a positive outcome holds true when dealing with stronger scatterers, as well. Thanks to the
CSI formulation, which avoids any physical assumption/approximation in the application of the CS to
the 3D scattering equations (Section 2), faithful data inversions are yielded also when increasing the
actual contrast well-beyond the value of the first example. As a proof, the plots of ξtot (Figure 4a), ξint
(Figure 4b), and ξext (Figure 4c) versus τ and the noise level indicate that D can be carefully imaged
when the scatterer is at least up to τ = 4.0.

As expected, the reconstruction progressively degrades when higher and higher contrasts are at
hand especially when processing highly blurred data. Figure 5 shows the actual and the retrieved
volumetric distributions when τ = 4.0 and SNR ≤ 10 [dB]. As it can be inferred, some artifacts are
present only in very harsh conditions (Figure 5c—SNR = 5 [dB]) when the external error (Figure 4c)
grows from ξext�τ=1.0

SNR=5 [dB] = 0.0 (Figure 3d) to ξext�τ=4.0
SNR=5 [dB] = 8.96× 10−6 (Figure 5c). Nevertheless,

it is worth pointing out that these inaccuracies correspond to voxels with a very low contrast (i.e.,
τ̂ < 3 × 10−4—Figure 5c) that can be easily filtered out by a simple (i.e., the result is not so sensitive to
the choice of the threshold value τth) thresholding (Figure 5d—τth = 10−3) and the scatterer is always
correctly localized (Figure 5c as well as Figure 5d vs. Figure 5a).
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Figure 2. Sensitivity Analysis (K = 1, O = 1, τ = 1.0, SNR ∈ [5, 50] [dB])—Actual contrast
function (a). Behavior of the total error, ξtot, versus the MT-BCS control parameters: (b) α ∈ [

1, 102]
(β = β(opt) = 10−4) and (c) β ∈ [

10−5, 10−2] (α = α(opt) = 10).
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Figure 3. Numerical Assessment (K = 1, O = 1, τ = 1.0) - MT-BCS reconstructions when processing the
scattering data with (a) SNR = 50 [dB] (τ̂ = 0.81); (b) SNR = 20 [dB] (τ̂ = 0.79); (c) SNR = 10 [dB]
(τ̂ = 0.78), and (d) SNR = 5 [dB] (τ̂ = 0.77).

Table 1. Numerical Assessment (K = 1, O = 1, τ = 1.0, W = 100, MT-BCS)—Total error statistics.

SNR [dB] ξmin
tot ξmax

tot ξ
avg
tot ξvar

tot

50 7.99 × 10−5 9.69 × 10−5 9.10 × 10−5 1.11 × 10−11

20 8.37 × 10−5 9.75 × 10−5 9.12 × 10−5 1.21 × 10−11

10 8.66 × 10−5 9.86 × 10−5 9.27 × 10−5 1.87 × 10−11

5 8.68 × 10−5 1.21 × 10−4 9.78 × 10−5 4.66 × 10−11
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Figure 4. Numerical Assessment (K = 1, O = 1, τ ∈ [1.0, 4.0], SNR ∈ [5, 50] [dB])—Behavior of the
(a) total (ξtot); (b) internal (ξint); and (c) external (ξext) reconstruction errors when processing the
scattering data with the MT-BCS.
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Figure 5. Numerical Assessment (K = 1, O = 1, τ = 4.0)—(a) Actual contrast function and (b,c)
MT-BCS reconstructions when processing the scattering data with (b) SNR = 10 [dB] (τ̂ = 3.40),
(c) SNR = 5 [dB] (unfiltered) (τ̂ = 3.28), and (d) SNR = 5 [dB] (filtered τth = 10−3) (τ̂ = 3.28).

The previous examples have dealt with real-valued target contrasts. However, the imaginary part
of τ is not enforced to be zero during the inversion (see Section 3). In order to assess the reliability
of the MT-BCS also when complex contrast values are at hand, the retrieval of a K = 1, O = 1
target with τ = 1.0 − 0.6j (Figure 6a,b) has been considered next. The analysis of the retrieved
profiles (Figure 6) shows that the location, size, and contrast of the scatterer is correctly retrieved
by the proposed imaging strategy both in low (e.g., SNR = 50 [dB]—Figure 6c,d) and in high noise
conditions (e.g., SNR = 5 [dB]—Figure 6e,f), as shown by the corresponding error indexes (e.g.,
ξtot�SNR=50 [dB] = 8.63 × 10−5—Figure 6c,d; ξtot�SNR=5 [dB] = 1.06 × 10−4—Figure 6e,f).

Being assessed the effectiveness of the proposed approach in reconstructing the sparsest (O = 1)
actual profile, let us now analyze its performance for scenarios exhibiting a lower sparsity order with
respect to the selected voxel basis (7). Towards this end, a second single-voxel scatterer has been
added to the configuration of the first test case (Figure 2a), but in a different position in D (K = O = 2,
τ = 1.0—Figure 7a).
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Figure 6. Numerical Assessment (K = 1, O = 1, τ = 1.0 − 0.6j)—Real (a,c,e) and imaginary parts (b,d,f)
of the (a,b) actual contrast function and of the (b–f) MT-BCS reconstructed profiles when processing
the scattering data with (c,d) SNR = 50 [dB] (τ̂ = 0.84 − 0.49j), (e,f) SNR = 5 [dB] (τ̂ = 0.81 − 0.45j).
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Figure 7. Numerical Assessment (K = 2, O = 2, τ = 1.0)—(a) Actual contrast function and
MT-BCS reconstructions when processing the scattering data with (b) SNR = 50 [dB] (τ̂max = 0.82),
(c) SNR = 20 [dB] (τ̂max = 0.84), (d) SNR = 10 [dB] (τ̂max = 0.84), and (e) SNR = 5 [dB] (τ̂max = 0.83).

As it can be inferred from the plots in Figure 7b–e, the MT-BCS is always able to correctly
retrieve both scatterers even from very low-noise data (e.g., ξtot�SNR=5 [dB] = 9.80 × 10−4—Figure 7e).
However, the same statistical analysis of the single-scatterer/single-voxel case (i.e., randomly changing
the locations of the scatterers) here results in wider variations of the integral error (i.e., ξvar

tot ≥ 4.5× 10−7

(Table 2) vs. ξvar
tot ≥ 1.11 × 10−11 (Table 1)). Therefore, to better understand how the inversion accuracy

is affected by the positions of the scatterers within the investigation domain, a further set of experiments
has been performed by deterministically changing the relative locations of the K = 2 scatterers, d being
the distance of each one of them from the origin.
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Table 2. Numerical Assessment (K = 2, O = 2, τ = 1.0, W = 100, MT-BCS)—Total error statistics.

SNR [dB] ξmin
tot ξmax

tot ξ
avg
tot ξvar

tot

50 1.49 × 10−4 2.57 × 10−3 4.60 × 10−4 4.50 × 10−7

20 1.56 × 10−4 2.59 × 10−3 4.63 × 10−4 4.96 × 10−7

10 1.61 × 10−4 2.62 × 10−3 4.72 × 10−4 5.20 × 10−7

5 1.83 × 10−4 2.63 × 10−3 5.30 × 10−4 5.27 × 10−7

Some representative test cases are reported in Figure 8: d = dmin = �
√

3
2 = 0.11 [λ] (Figure 8a,b),

d = 0.54 [λ] (Figure 8c,d), and d = dmax = (L − �)
√

3
2 = 0.97 [λ] (Figure 8e,f). As expected,

the reconstruction worsens when the two objects get closer (Figure 9) until some artifacts appear

when d = dmin [
ξtot�SNR=10 [dB]

d=0.11 [λ]

ξtot�SNR=10 [dB]
d=0.97 [λ]

� 2.41—Figure 8b vs. Figure 8f].
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Figure 8. Cont.

39



J. Imaging 2019, 5, 19

−0.6 −0.3  0  0.3  0.6
−0.6

−0.3
 0

 0.3
 0.6

−0.6

−0.3

 0

 0.3

 0.6

z/λ

K=O=2, τ=1.0, d=0.97 [λ]

x/λ

y/λ

z/λ
 0
 0.2
 0.4
 0.6
 0.8
 1

R
[τ

(r
)]

 [A
rb

itr
ar

y 
U

ni
t]

d

d

−0.6 −0.3  0  0.3  0.6
−0.6

−0.3
 0

 0.3
 0.6

−0.6

−0.3

 0

 0.3

 0.6

z/λ

K=O=2, τ=1.0, d=0.97 [λ] − SNR=10 [dB]

x/λ

y/λ

z/λ
 0
 0.2
 0.4
 0.6
 0.8
 1

R
[τ^ (r

)]
 [A

rb
itr

ar
y 

U
ni

t]

(e) (f)

Figure 8. Numerical Assessment (K = 2, O = 2, τ = 1.0, SNR = 10 [dB])—(a,c,e) Actual contrast
function and (b,d,f) MT-BCS reconstructions when the distance of the scatterers from the origin is equal
to (a,b) d = dmin = 0.11 [λ] (τ̂max = 0.73), (c,d) d = 0.54 [λ] (τ̂max = 0.83), and (e,f) d = dmax = 0.97
[λ] (τ̂max = 0.84).
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Figure 9. Numerical Assessment (K = 2, O = 2, τ = 1.0, SNR ∈ [5, 50] [dB])—Behavior of the total error,
ξtot, versus the distance of the scatterers from the origin, d.

Further lowering the sparseness of the actual profile causes a decrement of the CS performance
as proven by the results of the third test case when O = 4 and the K = 4 single-voxel scatterers are
randomly placed in D (Figure 10a).
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Figure 10. Numerical Assessment (K = 4, O = 4, τ = 1.0)—(a) Actual contrast function and MT-BCS
reconstructions when processing the scattering data characterized by (b) SNR = 50 [dB] (τ̂max = 0.84),
(c) SNR = 20 [dB] (τ̂max = 0.84), (d) SNR = 10 [dB] (τ̂max = 0.80), and (e) SNR = 5 [dB] (τ̂max = 0.70).

Unavoidably, the MT-BCS gets worse and undesired artifacts occur also when processing
low-noisy data (e.g., ξtot�SNR=50 [dB] = 2.37 × 10−3—Figure 10b), but still without preventing the
possibility to correctly identify K = 4 separate objects (Figure 10b–e). In addition, in this case, changing
the distance d of the objects with respect to the origin influences the quality of the retrieval as pictorially
shown in Figure 11 (SNR = 10 [dB]).
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Figure 11. Numerical Assessment (K = 4, O = 4, τ = 1.0, SNR = 10 [dB])—(a,c,e) Actual contrast
function and (b,d,f) MT-BCS reconstructions when the objects distance from the origin is (a,b)
d = dmin = 0.11 [λ] (τ̂max = 0.73), (c,d) d = 0.54 [λ] (τ̂max = 0.70), and (e,f) d = dmax = 0.97 [λ]
(τ̂max = 0.71).

Indeed, it turns out that more accurate images of D are yielded when the scatterers are far (i.e.,
d ↑ ⇒ ξtot ↓) as confirmed by the plot of ξtot vs. d (Figure 12a). However, it cannot be neglected that a
simple filtering (Figure 12b—τth = 10−3) allows one to clearly resolve the scatterer support even in the
most critical case (Figure 11a).
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Figure 12. Numerical Assessment (K = 4, O = 4, τ = 1.0, SNR ∈ [5, 50] [dB])—(a) Behavior of the total
error, ξtot, as a function of the objects distance from the origin, d and (b) filtered (τth = 10−3) MT-BCS
reconstruction when the objects distance from the origin is d = dmin = 0.11 [λ] (τ̂max = 0.73).

The next numerical test is devoted to validate the MT-BCS in a more complex 3D imaging
scenario concerned with non-uniformly shaped scatterers. More specifically, K = 3 objects sized
�1

x = �1
y = �1

z = 0.125 [λ],
[
�2

x, �2
y, �2

z

]
= [0.125, 0.25, 0.125] [λ], and

[
�3

x, �3
y, �3

z

]
= [0.25, 0.25, 0.125]

[λ] (O = 7) with contrast τ = 1.0 have been imaged (Figure 13a).
Despite the increased complexity and the reduced intrinsic-sparsity order of the scattering

configuration, faithful reconstructions of the 3D contrast distribution are yielded (Figure 13b–e)
even though there is an over-estimation of the scatterers supports when highly-blurred data are at
hand (e.g., Figure 13b vs. Figure 13e) and, consequently, an increase of the reconstruction error with

the noise level (e.g., ξtot�SNR=5 [dB]

ξtot�SNR=50 [dB] ≈ 2.04). Moreover, the previous considerations regarding the fidelity

of the proposed strategy with respect to the target contrast are confirmed also when dealing with
non-uniformly shaped scatterers (Figure 14).

Finally, it is interesting to underline the advantage of using the MT extension of the BCS-based
approach for solving the 3D-CSI inversion problem instead of its “naive” single-task implementation
(ST-BCS [23]) that does not impose any physical correlation in solving (14). Towards this end, let us
consider the benchmark O = 6 voxel arrangement in Figure 15a with two (K = 2) “L-shaped”
homogeneous (τ = 2.0) objects.
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Figure 13. Numerical Assessment (K = 3, O = 7, τ = 1.0)—(a) Actual contrast function and
MT-BCS reconstructions when (b) SNR = 50 [dB] (τ̂max = 1.08); (c) SNR = 20 [dB] (τ̂max = 1.05);
(d) SNR = 10 [dB] (τ̂max = 1.09); and (e) SNR = 5 [dB] (τ̂max = 1.37).

For illustrative purposes, the reconstructions with the MT-BCS (Figure 15b,c) and the ST-BCS
(Figure 15d,e) when processing two different sets of noisy data [SNR = 20 [dB]—Figure 15b,d;
SNR = 10 [dB]—Figure 15c,e] are shown. As it can be visually inferred, the MT strategy turns out to
be more effective than the ST one in both locating and shaping the non-connected scattering regions
as well as in estimating the actual contrast value. Such an inference is quantitatively confirmed by

the error indexes since
ξtot�SNR=20 [dB]

ST−BCS

ξtot�SNR=20 [dB]
MT−BCS

≈ 33.36 (Figure 15b vs. Figure 15d) and
ξtot�SNR=10 [dB]

ST−BCS

ξtot�SNR=10 [dB]
MT−BCS

≈ 7.04
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(Figure 15c vs. Figure 15e) (Table 3). Similar outcomes can also be drawn when changing the contrast
of the scatterers as indicated by the behaviour of the reconstruction error ξtot versus τ in Figure 16.
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Figure 14. Numerical Assessment (K = 3, O = 7, SNR ∈ [5, 50] [dB])—Behavior of the total
reconstruction error (ξtot) when processing the scattering data with the MT-BCS.
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Figure 15. Cont.
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Figure 15. Comparative Assessment (K = 2, O = 6, τ = 2.0)—(a) Actual contrast function and retrieved
solutions by the (b,c) MT-BCS and (d,e) ST-BCS when processing noisy data at (b,d) SNR = 20 [dB]
(τ̂MT−BCS

max = 1.96, τ̂ST−BCS
max = 0.33) and (c,e) SNR = 10 [dB] (τ̂MT−BCS

max = 1.68, τ̂ST−BCS
max = 0.36).
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Figure 16. Comparative Assessment (K = 2, O = 6, τ ∈ [1.0, 4.0], SNR ∈ [10, 20] [dB])—Behavior of the
total error, ξtot, as a function of the object contrast, τ, when processing the scattering data with the
MT-BCS, the ST-BCS, and the CG methods.

To conclude the numerical assessment of the reconstruction capabilities of the MT-BCS, it has
been compared with a competitive non-CS state-of-the-art approach. Towards this end, a deterministic
CG-based inversion tool—still based on a CSI formulation of the scattering problem—has been applied
to the same scenario in Figure 15a. The retrieved images of the dielectric profile of the investigation
domain are shown in Figure 17a (SNR = 20 [dB]) and Figure 17b (SNR = 10 [dB]).
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Figure 17. Comparative Assessment (K = 2, O = 6, τ = 2.0)—CG reconstructions when processing noisy
data characterized by (a) SNR = 20 [dB] (τ̂CG

max = 0.33) and (b) SNR = 10 [dB] (τ̂CG
max = 0.36).

Without imposing sparseness priors, only the presence of K = 2 scatterers lying in D can be
deduced, but their contrasts are strongly under-estimated and their supports/shapes are unreliably
predicted. Comparatively, the MT-BCS enables a reduction of the reconstruction error of about
ξtot�SNR=20 [dB]

CG

ξtot�SNR=20 [dB]
MT−BCS

≈ 43.75 (Figure 17a vs. Figure 15b—Table 3) and ξtot�SNR=10 [dB]
CG

ξtot�SNR=10 [dB]
MT−BCS

≈ 8.92 (Figure 17b vs.

Figure 15c—Table 3) times. Such conclusions are not limited to the contrast τ = 1.0, but they also arise
for stronger scatterers as detailed by the plot of ξtot versus τ in Figure 16.

As for the computational efficiency, the MT-constrained exploitation of a sparseness promoting
inversion technique allows a non-negligible reduction of the computational time, Δt, when processing
3D scattering data (For the sake of fairness, all the computational times refer to non-optimized Matlab
codes executed on a single-core laptop running at 2.20 GHz). Indeed, the MT-BCS is not only faster

than the ST-BCS, thanks to the joint processing of the data (i.e., Δt�MT−BCS
Δt�ST−BCS

≈ 0.52—Table 3), but it also

overcomes the CG speed (i.e., Δt�MT−BCS
Δt�CG

≈ 0.032—Table 3).

Table 3. Comparative Assessment (K = 2, O = 6, τ = 2.0, SNR ∈ [10, 20] [dB])—Inversion
performance indexes.

SNR = 20 [dB] SNR = 10 [dB] Δt
Method

ξtot ξint ξext ξtot ξint ξext [s]

MT − BCS 2.56 × 10−4 4.07 × 10−2 0.00 1.39 × 10−3 1.53 × 10−1 3.94 × 10−4 15.12

ST − BCS 8.54 × 10−3 6.28 × 10−1 2.95 × 10−3 9.79 × 10−3 8.16 × 10−1 3.06 × 10−3 29.08

CG 1.12 × 10−2 5.78 × 10−1 7.79 × 10−3 1.24 × 10−2 5.91 × 10−1 8.92 × 10−3 4.66 × 102

5. Conclusions

An innovative approach to efficiently solve the full-vectorial 3D-IS problem has been presented.
The retrieval of the volumetric contrast distribution of sparse non-weak scatterers has been tackled as
a probabilistic CSI-based problem, which has been efficiently solved through a customized MT-BCS
approach. The numerical analysis has pointed out the following key features of the proposed technique:

• Reliable 3D reconstructions of the EM properties of the imaged domain are yielded processing
scattering data also blurred with a non-negligible amount of additive noise;

• The inversion accuracy of the proposed CS-based approach depends on the degree of sparseness
of the actual scenario with respect to the expansion basis at hand. However, it can be
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fruitfully and profitably applied when other/different (non-voxel) representations of the contrast
source/contrast function are chosen [46];

• The MT implementation of the BCS-based inversion remarkably overcomes its single-task (ST-BCS)
counterpart thanks to the profitable exploitation of the existing correlations between the V views
and the scattered field components;

• The MT-BCS positively compares with other state-of-the-art approaches, also deterministic and
non-CS, in terms of both reconstruction accuracy and computational efficiency.

Moreover, the methodological advancements of this work with respect to the state-of-the-art on the
topic [47,48] include (i) the generalization of the MT-BCS strategy to handle 3D-IS problems, differently
from previous customizations of such an inversion paradigm which deal only with two-dimensional
formulations [48], (ii) the derivation of a BCS-based imaging approach able to retrieve 3D target contrast
information, unlike state-of-the-art Bayesian CS contributions only dealing with the reconstruction
of equivalent sources [47], and (iii) the analysis and validation of suitable operative guidelines for the
optimal setting of the key calibration parameters of the introduced methodology. Future works will be
aimed at extending the capabilities of the proposed approach to effectively deal with non voxel-sparse
targets as well as with other applicative scenarios of great interest (e.g., subsurface imaging) including
the processing of multi-frequency data [55].
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Abstract: This paper deals with the problem of estimating the RCS from near-field data by
image-based approaches. In particular, a rigorous focusing procedure based on a weighted
adjoint scheme, which is also applicable to an arbitrary measurement curve, is developed.
The developed formalism allows us to address the important question concerning the need to
employ a multi-frequency configuration to estimate the RCS. Accordingly, it is shown that if RCS
is required at a given frequency, then the target image obtained solely at such a frequency can be
exploited provided that the spatial truncation arising from the size of the investigated area is properly
taken into account.

Keywords: RCS estimation; image-based approach; adjoint inversion methods

1. Introduction

The Radar Cross Section (RCS) of a target is a crucial quantity that describes how the target
responds to an impinging electromagnetic wave (i.e., how it scatters the incident wave) across
different directions. As is well known, RCS is formally defined as the distance between the probing
antenna and the target approaching infinity [1]. In practical cases, to measure the RCS, the physical
separation between the target and the illuminating/measuring antenna is required to comply with
the far-field conditions. However, as frequency increases, and depending on the size of the target,
the required separation can soon become very large. Therefore, for a long time, there has been a great
interest in developing methods for predicting the RCS for scattered field measurements taken at
a distance not in far-field [2–6]. Indeed, the possibility of acquiring data in near-zone avoids the
above-mentioned drawback and in principle offers several advantages since measurements can be
taken within an anechoic chamber. On the other hand, near-zone measurements cannot be used
straight away for RCS estimation, due to the wavefront curvature and because in near-zone the
target is not uniformly illuminated. Compact range equipment solves these problems, but requires
high-quality reflectors [4,6]. Alternatively, image-based approaches first obtain a reconstruction of
the target reflectivity and then the RCS is estimated by Fourier, transforming the obtained reflectivity.
Accordingly, those approaches can be regarded as particular near-field to far-field transformations [7].
One can consider compact range methods and image-based approaches to move the job to do from
hardware, i.e., the reflector, to software, i.e., the scattered field data processing algorithms.

In this paper, we are concerned with image-based approaches, in particular under a monostatic
measurement setup.

The underlying working assumption is that the target scatters linearly, i.e., multiple scattering,
shadowing, and creeping waves are considered negligible. Accordingly, the scattering phenomenon
can be described by a linear integral scattering operator and the reconstruction of the target reflectivity
is usually obtained by solving (inverting) that integral equation via some focusing procedure borrowed
from back-propagation/migration algorithms literature [8].
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Focusing entails some smearing in the reconstruction (depending on the measurement
configuration parameters such as frequency band, etc.) which can negatively impact the subsequent
RCS estimation. To compensate for such an effect, the obtained RCS can be normalized by the one
corresponding to a point-like target [9] or, alternatively, the standard focusing kernel can be corrected
by a suitable factor [10].

The first procedure implicitly assumes a spatially invariant behavior (within the image region)
of the imaging procedure which indeed does not hold. The second approach has instead been
demonstrated only for a circular measurement curve. The first contribution of this paper is the
derivation of the focusing procedure under a general framework as far as the measurement curve
is concerned, which actually generalizes the procedure reported in [10] to a generally shaped
measurement curve.

To obtain high-resolution target reconstructions, the imaging stage is usually achieved by using
multi-frequency data. However, target reflectivity in general depends on frequency. As outlined
in [7], in that case, the obtained reflectivity can be considered more like an average over the employed
frequency band. Furthermore, the obtained reflectivity reconstruction is generally used for RCS
estimation just at the central frequency. It is then natural to ask if the imaging procedure can work by
directly using single-frequency data.

This is indeed possible [11] even though RCS estimation is more sensitive to the spatial truncation
determined by the size of the image region.

2. Basics on Image-Based RCS

In this section, we introduce the problem, the adopted notation, and briefly recall image-based
methods present in literature.

The scattering experiment related to the RCS estimation considered in this paper is described
in Figure 1. In particular, we refer to a 2D scalar configuration, i.e., the target is invariant along
the z-axis and the probing field is a cylindrical wave linearly polarized again along z. Accordingly,
the scattered field is also linearly polarized and the RCS is a single scalar and not a dyad, as in the
general 3D vector case. The target is assumed to reside within the image domain DI , whereas the
scattered field is collected in near-field over a curve Γ surrounding DI and for the frequency band Ω.
The usual monostatic configuration is considered. Accordingly, during the data-acquisition stage,
the same antenna acts as transmitter and receiver and then moves around the target to synthesize
the measurement curve, or equivalently the target is rotated over a turntable. In the latter case the
synthesized measurement curve is just a circle, which is the one that is usually considered in literature.

Figure 1. Geometry of the problem.
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It is worth remarking that we are considering such a 2D configuration for the sake of simplicity,
since this allows easier production of the numerical examples to be shown later on. However, a similar
configuration is commonly addressed also in 3D cases while estimating the so-called water line RCS [7].

The starting point for problem formulation is the assumption that the target consists of
an ensemble of independent and non-directional scattering centers [9]. Since multiple interactions,
creeping waves and shadowing effects are neglected, the target reflectivity γ(r) and the scattered field
are linked by the following linear integral operator

ES(k, ro(s)) =
∫

DI

A(k, ro(s), r)e−jφ[k,ro(s),r]γ(r)d2r (1)

where k is the wavenumber and ro(s) ∈ Γ is the measurement curve parametrized with respect to s.
Moreover, the phase term takes into account the propagation path from the antenna to the target and
back, i.e.,

φ(k, ro, r) = 2k|ro(s)− r|
whereas the amplitude term is given by

A(k, ro(s), r) =
αC(k)P2[θ(ro(s), r)]

|ro(s)− r|
with α being a constant term that varies depending on whether a 3D or 2D geometry is being considered,
P[θ(ro(s), r)] is the antenna directivity pattern assumed to be 1 for θ(ro(s), r) = 0, (with θ(ro(s), r)

being the angle between the ro(s) − r and the antenna broadside direction) and C(k) collects the
antenna frequency behavior and the frequency part of the propagator (Green function) amplitude.
In particular, for the case at hand, the relevant Green function is proportional to a Hankel function of
zero order and second kind. P[θ(ro(s), r)] and C(k) are assumed to be known by a preliminary stage of
measurement and calibration using a reference target of known RCS such as a metallic sphere, a plate
or the like.

At this juncture, some further considerations concerning the model (1) are in order. First, it is
noted that in (1) each single point in the image domain has been considered to be being in the far-field
of the transmitting/receiving antenna. If this is not the case, a linear transformation could be still
established by invoking the plane-wave spectrum representation for both the Green function and the
antenna response. This circumstance is not considered in this manuscript. Second, field data, instead
of voltage, are being considered. Voltage is actually what one can measure. However, assuming
field data does not impair the generality of the theoretical/numerical analysis we intend to pursue.
Finally, the target reflectivity is in general frequency dependent; we denote such a dependence by
γ f (k). However, if the target can be represented by an ensemble of point-like scatterers, the frequency
dependent part of reflectivity is a priori known and hence can be considered embodied within the C(k)
term [10]. However, we will turn back on this assumption in the following sections.

The near-field (1) is in general much different from the corresponding far-field and hence cannot
be used directly for estimating the target RCS. This of course is due to the wavefront curvature of the
impinging electromagnetic wave and to the non-uniform illumination of the target. The aim of the
imaging stage is just to compensate for such wavefront curvature and amplitude behavior. This is
achieved by processing the scattered field data through a focusing operator that actually “translates”
the scattered field data into an image of the target under test. Formally, this is written as

γ̃(r) =
∫

Ω×Γ
fc[k, ro(s), r]ES[k, ro(s)]dkds (2)

where fc[k, ro(s), r] is the focusing kernel which is commonly chosen equal to ejφ[k,ro(s),r]/A[k, ro(s), r].
Clearly, γ̃ is a filtered (blurred) version of the actual reflectivity. That filtering depends on the
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configuration parameters, i.e., Ω × Γ, which reflect the properties of the imaging point-spread
function, i.e.,

ps f (r, r′) =
∫

Ω×Γ

A[k, ro(s), r′]
A[k, ro(s), r]

ej[φ[k,ro(s),r]−φ[k,ro(s),r′ ]]dkds (3)

so that (2) can be equivalently rewritten as

γ̃(r) =
∫

DI

ps f (r, r′)γ(r′)d2r′ (4)

Once the reflectivity has been estimated, the RCS can be computed by using its (2D) definition equation

σ(k, θo) = lim
ro→∞

2πro

∣∣∣∣ES(k, ro)

Einc

∣∣∣∣2 (5)

with ro ≡ (ro, θo) being the observation point. Hence, on exploiting (1) and (2), (5) yields

σ(k, θo) =

∣∣∣∣αγ f (k)
∫

DI

γ̃(r)e2jkr̂o ·rd2r

∣∣∣∣2 (6)

Equation (6) allows recognition that under the assumed linear scattering model, the RCS depends
of the Fourier transform of the reflectivity function projected over the so-called Ewald disc (resp. sphere
for the 3D case) [12]. Of course, because of the blurring introduced by the imaging procedure, some
error will corrupt the estimation (6). In order to mitigate such an error, a common way to proceed is to
normalize (6) by the RCS of the point-spread function [9], which is computed by Fourier transforming
ps f (r, 0). It is clear that behind this procedure there is the implicit assumption of considering (4) as
a convolution which in general does not hold. Differently, in [10], it is shown that by introducing
a suitable correction term, the focusing procedure can be approximated as a Fourier transformation.
Accordingly, γ̃ proves to be a windowed (in spatial spectrum domain) Fourier transform of the γ;
therefore, normalization is no longer required.

We will come back to these important points in the next section where we introduce an imaging
procedure for a more general (with respect to the usual circle) measurement curve.

3. Adjoint Inversion for Generic Measurement Curve

According to the previous section, the first step in any image-based RCS estimation method is to
solve the integral Equation (1) for the reflectivity γ. Formally, this entails finding the inverse of the
linearized scattering operator

AS : γ → ES (7)

AS being just the integral operator in (1). A very common way to invert (7) is to adopt the adjoint
operator A†

S instead of the inverse of AS. A number of popular methods such as time-reversal,
reverse-migration, back-propagation, etc. are adjoint-based imaging schemes [8]. Inversion through the
adjoint allows us to deal with the ill-posedness of the problem in that it retunes a stable reconstruction
procedure. However, it is not a Tichonov regularization scheme as the corresponding reconstruction
fails to converge to the generalized solution even in absence of noise [8]. Their great diffusion is due to
their simple physical understanding and the possibility to be often implemented via FFT. In particular,
adjoint inversion succeeds in compensating the phase in correspondence to the actual scatterers’s
position but the amplitude is not addressed properly. For this reason, adjoint inversion is often paired
with a pre-weighting (filtering) stage, so that the image/reconstruction is obtained as [13]

A†
S : WES → γ̃ (8)
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where W(k, ro, r) is just the weighting function. In particular, on exploiting (1), the reconstruction
operator (8) can be explicitly written as

γ̃(r) =
∫

Ω×Γ
W[k, ro(s), r]ejφ[k,ro(s),r]ES[k, ro(s)]dkds (9)

which yields the point-spread function

ps f (r, r′) =
∫

Ω×Γ
W[k, ro(s), r]A[k, ro(s), r′]ej{φ[k,ro(s),r]−φ[k,ro(s),r′ ]}dkds (10)

Please note that the usual choice for the weighting function, as done in the previous section, is to
W[k, ro(s), r] = 1/A[k, ro(s), r]. On the other hand, it is desirable that the point-spread function be as
close as possible to a delta function. If this is achieved, the adjoint inversion actually approximates
a regularized reconstruction [14]. To cope with this question, the weighting function must be properly
chosen as detailed below.

We start by introducing the variable

w[k, ro(s), r, r′] = −
∫ 1

0
∇xφ[k, ro(s), x]|x=r′+λ(r−r′)dλ (11)

which allows rewriting of the phase term in (10) as

φ[k, ro(s), r]− φ[k, ro(s), r′] = −w[k, ro(s), r, r′] · (r − r′) (12)

and the point-spread function (10) as

ps f (r, r′) =
∫

Ωw

W(w, r)A(w, r′)e−jw·(r−r′) |J| d2w (13)

with J being the Jacobian of the transformation that maps w in (k, s). Equation (13) shows the
point-spread function as pseudodifferential operators which enjoy the so-called pseudolocal
property [15]. This is the very mathematical rationale that justifies performing the adjoint inversion to
retrieve object singularities, even though in order to correctly retrieve the singularity amplitudes the
weighting function must be properly chosen. Also, (13) makes it immediately clear that the leading
order contribution occurs for r − r′ = 0. Accordingly, the approximation

w[k, ro(s), r, r′] = w[k, ro(s), r, r] = −∇xφ[k, ro(s), x]|x=r (14)

is made in (13). This leads to the following point-spread function approximation

ps f (r, r′) �
∫

Ωw

e−jw·(r−r′)d2w (15)

once the weighting function is chosen as

W(w, r) = 1/ [A(w, r) |J|] (16)

It is seen that (15) is a filtered version of a Dirac delta. Moreover, Equation (15) makes it clear the
spectral content of the target that can be retrieved. Indeed, when the observation curve Γ goes around
the target it results that

Ωw = {w : 2kmin ≤ w ≤ 2kmax} (17)

where kmin and kmax are the wavenumbers corresponding to the lowest and highest adopted
frequencies. This result could have been expected since it exactly coincides to what can be retrieved
by a far-field configuration. However, it must be kept in mind that (17), and of course (15), holds
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only approximately true because of the approximation (14). However, (14) is expected to work well in
reproducing the main beam of the point-spread function, which in turn plays the major role in the
filtering introduced by the imaging procedure.

It is interesting to highlight that (15) holds true regardless of the shape of the observation
curve Γ. Indeed, the shape of Γ only enters in the choice of the weighting function through the
Jacobian term. In particular, when Γ is a circle surrounding the image region (as it is commonly
assumed) simple calculations show that (15) exactly returns the imaging kernel introduced in [10],
with the correcting term there introduced just being given by 1/|J|. In this regard, the formulation
introduced in this paper generalizes previous literature results, which indeed have mainly considered
circular measurement curves. Previous discussion can be summarized by the following statement:
the resolution achievable during the image stage does not depend on the shape of the measurement
curve. Moreover, by exploiting techniques similar to those in [16], an analytical expression for the
point-spread function can be obtained. In particular, it can be shown that the point-spread function
in (15) is given as

ps f (r, r′) � 2π[ψ(2kmax|r − r′|)− ψ(2kmin|r − r′|)]
|r − r′|2 (18)

with
ψ(x) =

∫ x

0
yJ0(y)dy = xJ1(x) (19)

and J0(·) and J1(·) being Bessel functions of zero and first order. In Figure 2, the comparison between
the actual point-spread function and the one returned by (18) is shown. As can be appreciated, the two
curves overlap very well, this means that the leading term approximation exploited to derive (18)
works fine.
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Figure 2. Comparison between the normalized point-spread function amplitude (blue line) and the
one returned by (18) (red dotted line). The left panel refers to the cut along the y-axis; the right one to
the cut along the x-axis. The adopted frequency band is Ω = [0.5, 1.5] GHz while the observation curve
is an ellipse with axes of 2 m and 2.5 m, respectively.
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A further point that is worth stressing is that for a full-view scan (i.e., for a measurement curve
running all around the image region) the spectral domain Ωw does not depend on the image point r.
This means that the image kernel (15) can be actually considered to be convolution; however, this
does not hold true for (10), since to get (15) a spatially varying kernel was required. Accordingly,
the normalization procedure in [9] can be expected to work only when the image points are close to
the reference one (i.e., the one for which the point-spread function is computed and transformed).

Finally, it is remarked that to speed up the imaging procedure FFT-based routines are often
employed [17]. According to the previous formulation, this can be achieved for a generic measurement
curve. Of course, the usual interpolation and resampling step, which is required to map data over
a uniform grid, in general depends on the particular curve under concern. In the following numerical
examples we do not follow such a procedure, rather we employ (9) with the weighting function chosen
as in (16).

4. Single-Frequency Imaging

As clearly stated above, the previous RCS estimation procedure is founded on the assumption that
the targets are frequency independent or their frequency behaviors are equal and known. The latter
holds true for point-like targets but for most practical cases, even when targets can be still described
by an ensemble of scattering centers, the different contributions depend on the operating frequency.
Accordingly, the reflectivity returned by (9) is actually an averaged version performed over the
frequency band. This circumstance in general impacts negatively on the RCS computation. That is
why, the obtained image is usually used to compute the RCS only at the central (of the adopted band)
frequency [7].

Let us relax the above-mentioned assumption. Hence, here we consider the cases in which the
target frequency behavior is unknown, or it consists of scattering centers whose reflectivity coefficients
differently depends on frequency. In these cases, the frequency behavior cannot be singled out and
embodied within the scattering operator since actually γ = γ(k, r). Accordingly, the scattered field is
yielded by

ES[k, ro(s)] =
∫

DI

A[k, ro(s), r]e−jφ[k,ro(s),r]γ(k, r)d2r (20)

and the estimated reflectivity (through imaging) and the actual one are linked as

γ̃(r) =
∫

Ω
dk

γ̃(k,r)︷ ︸︸ ︷∫
DI

∫
Γ

fc[k, ro(s), r]A[k, ro(s), r′]e−jφ[k,ro(s),r′ ]γ(k, r′)dsd2r′ (21)

It is seen that γ̃(r) is now given as the coherent summation of the single-frequency images γ̃(k, r)

and as such it does not represent the (regularized) solution of (20). This could have been expected
since both scattered field data and unknown reflectivity depend on the frequency. As discussed above,
this leads to a degradation of accuracy while estimating the RCS.

The arising question is whether, in order to estimate the RCS at a given frequency, a frequency
band must necessarily be employed. The answer to this question seems positive if high-resolution
radar imaging is aimed. At the other hand, single-frequency images are not affected by previous
drawback but the performance in the reconstruction in general results much lower. Hence, the question
can be rephrased as whether image degradation (due to single-frequency data) impairs RCS estimation.
To this end, we particularize (15) to the single-frequency case, for example by considering k = kav

(i.e., the average one)

ps fs f (r, r′) �
∫

Cw

e−jw·(r−r′)d2w (22)

where the subscript s f stands for single-frequency and Cw = {w : w = 2k}. (22) can be easily
computed and the result is

ps fs f (r, r′) � 4πkJ0(2k|r − r′|) (23)
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In Figure 3 the comparison between the actual point-spread function and the one returned by (23)
is shown. Again, the estimated psf allows us to obtain a good approximation of the actual one.

To understand how resolution degrades when single-frequency data are used, Equation (23) can
be compared to (18). It is clear that now the spatial spectrum that can be retrieved about the unknown
reflectivity is much lower since Cw consists of a single circle instead of the circular annulus Ωw.
Nonetheless, as shown in [16], it is the relative bandwidth (i.e., (kmax − kmin)/kav), rather than the
frequency band, that plays the major role. This is somewhat different from the common belief that
the frequency band is necessary and is a consequence of the full-view (i.e., measurements are taken
all around the target) configuration. However, we do not want to dwell any further on that point
since this is not the focus of the paper. The point is whether image degradation impairs the possibility
of obtaining RCS. To this end, we once again remark that (22) introduces a filtering that allows
retention of only the target reflectivity over the circle Cw, which is the Ewald circle corresponding to
the wavenumber k and which is, according to (6), what is necessary to compute the RCS.

Finally, by looking at Figure 3, it can be seen that the side-lobes are higher than the multi-frequency
case. This allows expectation that while comparing multi-frequency and single-frequency RCS
estimations, the spatial truncation introduced by the size of the investigated area will play a crucial role.
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Figure 3. Comparison between the normalized point-spread function amplitude (blue line) and the
one returned by (23) (red dotted line). The left panel refers to the cut along the y-axis whereas the right
one to the cut along the x-axis. The frequency is 1 GHz while the observation curve is an ellipse with
axes 2 m and 2.5 m.

To check previous arguments, we conclude this section by running a simple case.
In particular, we consider two point-like objects whose reflectivity is given by γ(x, y) =

0.1(j k
kmin

)2 [δ(x, y − 0.5) + δ(x, y + 0.5)]. The electric field is collected over an ellipse whose axes are
3 m and 3.5 m and the working frequency is f = 1.75 GHz. Since the far-field distance is 11.7 m,
the ellipse lies in the near-field region of two point scatterers. In Figure 4 the RCS at that frequency
is shown. The green lines refer to the actual RCS, while the blue and red lines to the ones computed
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from the multi-frequency (Ω = [0.5, 3]GHz) and single-frequency images, respectively. In particular,
in the panel a) DI = [(−1, 1)× (−1, 1)] is considered whereas for panel b) DI = [(−2, 2)× (−2, 2)].
From the Figure 4a) it can be appreciated that the multi-frequency configuration allows us to obtain
a better RCS estimation. However, when DI increases (see Figure 4b) the red line becomes very similar
to the blue one. This confirms that single-frequency RCS is feasible and competitive with respect to the
multi-frequency one provided the size of the investigated area is enlarged.
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Figure 4. Normalized RCS (in db scale) at f = 1.75 GHz. The green lines refer to the actual RCS, while
the blue and red lines to the ones computed from the multi-frequency and single-frequency images,
respectively. (a) DI = [(−1, 1)× (−1, 1)] and (b) DI = [(−2, 2)× (−2, 2)].

5. Numerical Examples

In this section, some further examples are addressed to check RCS estimation.
In all the following examples, the RCS is evaluated at favg = 4.5 GHz, the field is collected

over an ellipse whose axes are 30λavg and 35λavg with λavg the wavelength at favg and DI =

[(−20λavg, 20λavg) × (−20λavg, 20λavg)]. Moreover, when the multi-frequency configuration is
exploited Ω = [3, 6] GHz. The target, always a perfect electric conducting scatterer, is contained
within a circular image region with radius 5

√
2λavg. Accordingly, the far-field distance is 400λavg

and the ellipse lies in the near-field region of the object. Three different objects, shown in Figure 5,
are considered.

The first object is a bar of length 10
√

2λavg. The corresponding multi-frequency and
single-frequency images are reported in the panels (a) and (b) of Figure 6, while the RCS estimations
are compared in (c). As can be seen, despite the evident degradation of the reconstructed image,
single-frequency configuration allows us to obtain an RCS estimation which is very similar to the
multi-frequency one; indeed the three curves overlap very well.
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The circular object (of radius 5
√

2λavg) is addressed in Figure 7. As can be seen, the multi-frequency
reconstruction allows us to clearly discern the shape of the target which is completely lost in the
single-frequency case. Nonetheless. the RCS estimation is comparable with the multi-frequency one.

The last considered example, the missile shaped target is addressed in Figure 8. The same
discussion as for the previous examples still holds. In this case, it must be remarked that even
though the main RCS features (spikes) are captured, both the multi-frequency and the single-frequency
approaches show some deviation from the actual RCS. This can be ascribed to the model error (for
example multiple scattering, which is more relevant for this complex shaped target) that inherently
affects image-based procedure.
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Figure 5. Contours of the objects under test.
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Figure 6. Object in Figure 5a. (a) Multi-frequency image. (b) Single-frequency image. (c) Normalized
RCS at f = 4.5 GHz. The green line refers to the actual RCS, while the blue and red lines to the ones
computed from multi-frequency and single-frequency images, respectively.
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Figure 7. Object in Figure 5b. (a) Multi-frequency image. (b) Single-frequency image. (c) Normalized
RCS at f = 4.5 GHz. The green line refers to the actual RCS, while the blue and red lines to the ones
computed from the multi-frequency and single-frequency images, respectively.
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Figure 8. Object in Figure 5c. (a) Multi-frequency image. (b) Single-frequency image. (c) Normalized
RCS at f = 4.5 GHz. The green line refer to the actual RCS, while the blue and red lines to the ones
computed from the multi-frequency and single-frequency images, respectively.
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6. Conclusions

In this paper, the problem of estimating the RCS from near-field data by image-based approaches
has been addressed.

The first contribution we conveyed in this manuscript was the rigorous derivation of a focusing
procedure based on a weighted adjoint scheme which generalizes for an arbitrary measurement curve
the results presented in [10] that have been developed for a circular measurement curve.

Secondly, the important question concerning the necessity to use a multi-frequency configuration
to estimate the RCS has been studied. Accordingly, a deep analysis of the introduced analytical
tools highlighted that if RCS is required at a given frequency, then the target image obtained solely
at such a frequency can be in principle exploited. This opens the possibility of employing cheaper
measurement systems and to take into account target frequency dependence. However, the spatial
truncation introduced by the size of the investigated area must be properly taken into account.

Several numerical examples corroborated the possibility of computing the RCS from
single-frequency image.

For the sake of simplicity, the study has been developed for a 2D scalar configuration.
The generalization to 3D real scenario is a possible future development.
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Abstract: A method to filter out the contribution of interference sources in array diagnosis is proposed.
The interference-affected near field measured on a surface is treated as a (complex-data) image.
This allows to use some modern image processing algorithms. In particular, two strategies widely
used in image processing are applied. The first one is the reduction of the amount of information
by acquiring only the innovation part of an image, as currently happens in video processing.
More specifically, a differential measurement technique is used to formulate the estimation of the
array excitations as a sparse recovery problem. The second technique has been recently proposed in
video denoising, where the image is split into a low-rank and high-rank part. In particular, in this
paper the interference field is filtered out using sparsity as discriminant adopting a mixed minimum
�1 norm and trace norm minimization algorithm. The methodology can be applied to both near and
far field measurement ranges. It could be an alternative to the systematic use of anechoic chambers
for antenna array testing.

Keywords: antenna array; near-field measurements; 5G communication; array diagnosis;
rank minimization; compressed sensing; antenna testing

1. Introduction

Sophisticated radiating systems as active array antennas, and massive MIMO arrays will play a
relevant role in the forthcoming 5G communication systems [1]. Due to the high levels of electronic
devices integration required in 5G antennas, no physical connectors are generally available. This yields
a radically new connectorless measurement paradigm in which over-the-air (OTA) measurements
will have a relevant role. Furthermore, mass production of these new antennas requires new, fast and
reliable antenna testing methods. In this framework, near-field measurements represent the most
interesting solution due to the accuracy and small dimension of the test set compared to far-field and
compact range antenna measurement systems.

In near-field measurements [2] the field radiated by the Antenna Under Test (AUT) is measured
on a scanning surface placed at short distance (5λ − 7λ, λ being the free space wavelength) from
the AUT in an anechoic chamber in order to avoid reflections and stray signals [3]. The propagation
process from near-field to far-field conditions is simulated by a proper software. Even if the scanning
area could be any sufficiently smooth surface, planar surfaces are most commonly adopted for array
antennas.

The main advantages of near-field set-ups are well known: they allow to perform accurate
measurements in a controlled environment. However, a further advantage, that is often underestimated,
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is the possibility of using sophisticated data processing algorithms to reduce the cost of the measurement
process without affecting the accuracy. This possibility will be exploited in this paper with reference to
array diagnosis.

On the other hand, near-field measurements suffer from two main drawbacks. The first one is
the time required to collect the data on the observation surface using standard near-field set-ups [4].
With reference to this point, sparse recovery techniques have been recently proposed in the framework
of antenna diagnosis from planar near-field measurements [5–8] in order to reduce the number of
measured data and consequently the measurement time. The method has been successfully tested
from data acquired in anechoic chamber [9,10].

A further problem is the cost of large anechoic chambers. Regarding this point, a large effort
has been devoted to the reduction of the so-called truncation error, caused by a limited scanning
area, in order to use smaller and less expensive anechoic chambers [11–14]. However, a further and
more drastic solution is to perform measurements in a non anechoic environment, avoiding the use of
expensive anechoic chambers.

The aim of this contribution is to investigate a technique that avoids the use of expensive anechoic
chambers by filtering out the interference of undesired electromagnetic sources.

It is worth noting that other techniques for filtering interference signals in antenna measurements
have been proposed. A partial list is reported in the references section [15–20]. The strategies
followed in literature are based on a complete characterization of the environment in order to
subtract the environment response [15], on the equivalent source reconstruction using inverse linear
approaches [16], on the use of suitable base representations [19,20]. Large effort has also been devoted
to interference filtering from amplitude-only measurements [17,18]. Generally speaking, these methods
are ‘general purpose’, in the sense that they can be used in general near-field measurement systems,
and do not take explicitly into account the small number of failures in array testing. In the proposed
method this characteristic is explicitly exploited to reduce the set of possible array excitations, allowing
to identify the failures and to filter the interference contributions in the same step.

The basic idea is to use differential measurements in order to obtain a sparse representation of the
AUT excitations [21]. Such sparseness property of the radiating source is used as a-priori information
in order to distinguish the AUT contribution from the contribution of scattering objects in measured
data, that are characterized by a low rank field distribution.

It is worth noting that the method proposed in this paper strictly resembles the methods used in
image processing. In practice, the interference-affected near field measured on a surface is treated as a
(complex-data) image. This allows to use some modern image processing algorithms. In particular, two
strategies widely used in image processing are applied in this paper. The first one is the reduction of
the amount of information by acquiring only the innovation part of an image, as currently happens in
video processing, using a differential measurements. The second technique has been recently proposed
in video denoising, where the image is split into a low-rank and high-rank part [22]. In particular,
in this paper the interference field is filtered out using sparsity as discriminant adopting a mixed
minimum �1 norm and trace norm minimization algorithm.

2. Rank and Sparsity of the Feld Radiated by an Electric Dipole

Before introducing the filtering technique, it is useful to briefly discuss the general idea at the
base of the filtering procedure.

Let us consider a harmonic electromagnetic source consisting in an elementary electric dipole
directed along the y direction (Figure 1). The dipole can model an element of an array, or also a
scattering point caused by objects in the environment where the measurement system is placed.
The field of this dipole is observed on a square surface having dimension L × L (L = 20λ) placed on
the z = d plane with a uniform planar grid at 0.2 λ sampling step. The field on the observation points
is sampled and the data are collected on an equispaced grid and the measured values are collected in
the matrix X̄.
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Figure 1. Geometry of the problem.

In Figure 2, the rank of the matrix X̄ is evaluated versus the distance d between the source and
the observation plane (blue curve, left scale). We can note that the rank rapidly decreases. As a
consequence, at sufficiently large distance X̄ tends to be a low rank matrix.
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Figure 2. Blue curve (left scale): rank of the field on the observation plane; red curve (right scale): �1

norm normalized to the maximum of the field amplitude on the observation plane; the observation
plane is 20λ × 20λ; d is the distance between the source point and the observation plane.

This ‘smoothing’ process in the propagation process is a general property of the field radiated
by an electromagnetic source [23]. Loosely speaking, the propagation acts as a spatial low pass filter,
smoothing the fast spatial variations of the field. Consequently, the field on the observation surface,
being smoother, tends to require less basis functions for its representation.

The spreading of the field on the observation surface caused by the filtering property of the
propagation phenomenon can also be quantified in terms of ‘sparseness’ of the field. For this purpose
we should evaluate the so called �0 norm, i.e., the number of elements of the matrix different from zero.
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The �0 norm suffers from a number of drawbacks that prevent its use in practical problems. Instead of
the �0 norm, we will estimate the degree of sparsity using the 1-norm, or �1 norm, of the matrix X̄, i.e.,
the sum of all the amplitudes of the entries of the matrix. The more the field is concentrated on the
observation surface, the smaller the 1-norm is. This point will be discussed in more detail in the next
section. In this section the goal is to give an intuitive explanation of the usefulness of the �1 norm.

The �1 norm of the matrix, normalized to the maximum amplitude of the entries of the matrix,
is plotted in Figure 2 versus the distance d between the source and the measurement plane (red curve,
right scale). We can see that the normalized �1 norm of the matrix increases rapidly with distance,
as we should expect.

This simple example shows that rank and degree of sparsity can be used to distinguish contributions
from sources in different positions provided that the plane is positioned in the right position. In particular,
if the plane is placed very close to the ‘desired’ source, and sufficiently far from the interference source,
it is possible to filter the undesired sources by subtracting the low rank contribution.

This observation is at the basis of the method proposed in this contribution to filter undesired
field reflections.

3. The Array Failure Detection Algorithm with Reflection Filtering

Let us consider an Antenna Under Test (AUT) consisting of a planar N × N array affected by a
number of fault elements (Figure 3). Let Σ be the plane where the AUT aperture lies, and XAUT ∈ CN×N

the matrix collecting the currents of the radiating elements of the AUT.
In differential measurements [5], we consider also an array without failures, called ‘golden array’,

whose currents matrix is XGOLD. XGOLD (as well as the field radiated by XGOLD) can be obtained
by full-wave numerical simulations, or by measurements in a controlled environment (i.e., in an
anechoic chamber).

Figure 3. Measurement set-up; the data are collected on the surface Ω placed at a distance d from
the AUT and are affected by a scattered field and Gaussian noise; some elements of the AUT are
malfunctioning (red squares).

The field of the AUT and of the Golden array are measured on a plane Ω placed at distance d
from the AUT in a square lattice of M × M points. The data are collected in the matrices YAUT and
YGOLD, and the following quantities

X = XAUT − XGOLD (1)

Y = YAUT − YGOLD (2)

are evaluated. Since the number of fault elements is much smaller than the number of elements of the
array, the X matrix is sparse [24].
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Now, let us suppose that there is an interference source and let us call Xs the matrix collecting
the equivalent currents generated by the field of the interference source on the plane Σ, i.e., the plane
where the AUT is placed.

Consequently, the equivalent currents on Σ are given by the superposition of the equivalent
currents associated to the AUT and to the interference source, i.e., XAUT + Xs. Note that on this plane
Xs tends to be a low rank matrix as discussed in the previous section.

The field measured on the observation surface is the superposition of the field radiated by these
two contributions plus noise:

Ym = A(XAUT + Xs) + Yn (3)

wherein A is the radiation operator, i.e., the operator mapping the equivalent current matrix on Σ
into the matrix collecting the field on Ω [21] and Yn is the matrix collecting the measurement noise
contribution at the receiver.

The differential measured matrix is consequently:

Ŷ = Ym − YGOLD = A(X + Xs) + Yn (4)

Rigorously, in order to distinguish the sparse contribution of the AUT and the low rank
contribution of the interference source on Σ, the following problem must be solved:

min rank(Xs) + α‖X‖0

subject to ‖A(X + Xs)− Ŷ‖2 ≤ ε (5)

wherein rank(X) is the rank of the matrix X, ‖Xs‖0 is the �0 norm of the matrix Xs, α is a regularization
parameter and ε depends on the level of the noise affecting the data.

Since both rank minimization and �0 minimization are non convex functions the solution of (5)
requires a computational expensive exhaustive search. Furthermore, �0 norm is instable in presence
of noise.

In order to solve the problem it is advantageous to substitute the original problem with a suitably
relaxed version.

In particular, the �0 norm can be substituted by the �1 entrywise matrix norm [24],

‖X‖1 = ∑
k,h

|xk,h| (6)

wherein xk,h is the (k, h) entry of the matrix X, while the rank function can be well approximated by
the trace norm (also called Schatten 1-norm or nuclear norm) [25,26]:

‖Xs‖∗ =
r

∑
k=1

σk (7)

where σk is the k-th singular value of Xs and r is its rank [25,27].
It is interesting to note that nuclear norm and �1 norm have some similarities since in some way

the nuclear norm is to the rank functional what the convex �1-norm is to the �0-norm in the sparse
recovery area, Figure 4b. In fact, the nuclear norm can be seen as a relaxed version of the rank norm,
while the �1 norm can be considered a relaxed version of the �0 norm. While �0 norm counts the
number of elements different from zero, the �1 norm sums up their amplitude. In the same way,
while the rank function counts the number of non-zero singular values, the nuclear norm sums their
amplitude. In order to clarify this point, let us recall that in sparse recovery the goal is to identify
the sparsest vector (i.e., the vector having the largest number of null components) compatible with
the available data [24]. This requires to minimize the so-called �0 norm, wherein �0 is the number of
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non null elements of the unknown vector. Such a minimization is a challenging non convex problem.
For the sake of simplicity, let us consider a 3 entries vector, x = {x, y, z}. The vector is supposed to be
1-sparse, i.e., only one of the three entries of the vector is different from zero. Let us consider the convex
hull of the 1-sparse vectors. Such a convex hull turns out to be the unit ball of the �1 norm, wherein
the �1 norm is ‖x‖1 = |x|+ |y|+ |z|. A graphical picture of the unit �1 ball is drawn in Figure 4a.
The solution of the �1 minimization (red point in Figure 4a) is the tangent point between the affine
space associated to the available data (drawn as a red line in Figure 4a) and the scaled convex hull.
The minimization of the trace norm works in the same way, but operating on the singular values of
the matrix.

Figure 4. (a) geometrical picture of the �1 minimization; (b) geometrical picture of the trace
norm minimization.

Consequently, in practice the solution of the problem requires the following minimization
procedure involving two different definitions of matrix 1-norm:

min α‖Xs‖∗ + ‖X‖1

subject to ‖A(X + Xs)− Ŷ‖2 ≤ ε (8)

i.e., a weighted minimization of the Schatten 1-norm (i.e., the trace norm) of Xs and of the entrywise
1-norm of X. The regularization parameter α can be estimated using the L-shape curve adopted also in
Tikhonov regularization [28].

The above minimization is a convex problem and can be solved by means of the powerful and
efficient algorithms available in many numerical libraries.

The algorithm can handle also multiple scattering interference sources. In this case, the field of
each interference source gives a low rank matrix on the observation plane. Consequently, the problem
is to identify a set of low-rank matrices and a sparse matrix. i.e.,

min
L

∑
l=1

αl‖Xs
l ‖∗ + ‖X‖1

subject to

∣∣∣∣∣
∣∣∣∣∣A

(
X +

L

∑
l=1

Xs
l

)
− Ŷ

∣∣∣∣∣
∣∣∣∣∣
2

≤ ε (9)

where in L is the number of interference sources and Xs
l is the low rank matrix associated to the l-th

interference source.

4. Numerical Examples

In this section some numerical results are shown. The AUT is a 7 × 7 planar array with λ/2
inter-element distance, centered on the x, y plane of a Cartesian coordinate system (see Figure 3).
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The data are collected on a 21 × 21 points λ/2 uniform grid placed on the plane Ω at distance d = 7λ

from the AUT aperture plane. An undesired source is placed at {x = 0, y = 2.2λ, z = −8λ}. The data
are affected by −45 dB level Gaussian noise. We suppose that the AUT is affected by three fault
elements. The excitation of the non fault elements is one, while the three fault elements have zero
excitation. The amplitude of the excitations of the 49 radiating elements of the AUT are plotted in
Figure 5a (left figure) in false colors (1 = red, 0 = yellow).

The proposed filtering technique is applied to the measured data. The amplitude of the array
excitations is shown in Figure 5c (right figure). The three defects are clearly visible.

As a comparison, the same data have been elaborated using the method [5] consisting of �1

minimization without filtering procedure. The result is plotted in Figure 5b (central figure), showing a
less effective identification of the failures.

In particular, the presence of the undesired source makes two broken elements barely identifiable,
while the proposed technique is able to clearly identify all three elements.

The estimation algorithm is also stable compared to the noise level. For example, in Figure 6 the
estimation of the failures of the AUT is shown in case of −35 dB noise level. The figure shows that the
proposed method still gives acceptable results (Figure 6c, right figure), while the standard method fails
to identify at least one failure (Figure 6b, central figure).

In order to show the performance of the algorithm in case of multiple interference sources, two
sources placed at (x = 0, y = 3.2λ, z = −8λ) and (x = 4, y = 0λ, z = −10λ) are considered. The data
are corrupted by −45 dB level Gaussian noise The solution using the filtering technique is shown in
Figure 7c, while the solution not implementing the filtering method is shown in Figure 7b, confirming
again an improvement in the estimation of the differential excitation.

Finally, an example of identification of the failures in a larger array (81 radiating elements) is
reported in Figure 8. The plot shows that standard technique completely fails to identify the fault
elements, while the proposed technique is able to identify the area where two fault elements are placed.
The position of the third fault element is not detected, but the figure shows a variation of the excitations
on the left upper corner of the array.

In Table 1 the results of the simulations are briefly compared in a quantitative way. As figure of
merit, the Mean Square Error between the reference differential amplitude excitations of the AUT and
the amplitude excitation of the retrieved differential excitations are reported using the interference
source filtering algorithm (4th column and using standard algorithm (5th column of the Table).
The CPU time required by the filtering algorithm is reported in the 6th column. Loosely speaking, also
the quantitative parameter chosen shows an improvement in the differential excitation reconstruction
using the proposed algorithm. The improvement becomes more relevant increasing the number of
interference sources. For example, in the case of two sources, the MSE decreases from 1.5 dB to −3.7
dB. Even if this improvement is numerically lower than the 1 source case, it is practically much more
relevant, and allows to pass from no failure detection to an effective failure detection, as shown in
the previous section. Regarding the computation time, the examples were obtained on an Mc Air 11’
with i7 processor using CVX using only one core. The computation time is less than two minutes, and
increases almost linearly with the number of interference sources. However, these values are only
indicative, and can give an erroneous idea of the computational time required in real applications.
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Table 1. First column: number of the example; second column: number of the elements of the AUT;
third column: number of interference sources; fourth column: Mean Square Error of the amplitude
of the differential excitations using the proposed technique; fifth column: Mean Square Error of the
amplitude of the differential excitations without using the proposed technique; sixth column: CPU
time (seconds) required by the filtering program.

Example Array Elements Number of Interf. MSE Filt MSE no Filt. CPU Time

1st 7 × 7 1 −7.5 dB −3.7 dB 95 s
2rd 7 × 7 1 −9.5 dB −3.7 dB 77 s
3rd 7 × 7 2 −3.7 dB 1.5 dB 167 s
4rth 9 × 9 1 −4.8 dB 3.9 dB 78 s

Figure 5. 1st example: normalized excitation amplitude of the radiating elements (linear scale in false
colors: yellow = null amplitude, red = unit amplitude); (a) exact array excitations; (b) excitations
obtained without filtering; (c) excitations obtained using the proposed filtering method; 7 × 7 planar
array with λ/2 inter-element distance, 21 × 21 measurement points, d = 7λ, measured data affected
by interference field radiated by a source placed at (x = 0, y = 2.2λ, z = −8λ) and by −45 dB level
Gaussian noise.

Figure 6. 2nd example;: normalized excitation amplitude of the radiating elements (linear scale in
false colors: yellow = null amplitude, red = unit amplitude); (a) exact array excitations; (b) excitations
obtained without filtering; (c) excitations obtained using the proposed filtering method; 7 × 7 planar
array with λ/2 inter-element distance, 21 × 21 measurement points, d = 7λ, measured data affected
by interference field radiated by a source placed at (x = 0, y = 2.2λ, z = −8λ) and by −35 dB level
Gaussian noise.
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Figure 7. 3rd example: normalized excitation amplitude of the radiating elements (linear scale in
false colors: yellow = null amplitude, red = unit amplitude); (a) exact array excitations; (b) excitations
obtained without filtering; (c) excitations obtained using the proposed filtering method; 7 × 7 planar
array with λ/2 inter-element distance, 21 × 21 measurement points, d = 7λ, measured data affected
by interference field radiated by a source placed at (x = 0, y = 3.2λ, z = −8λ) and a source placed at
(x = 4, y = 0λ, z = −10λ). The data are corrupted by −45 dB level Gaussian noise.

Figure 8. 4th example: normalized excitation amplitude of the radiating elements (linear scale in
false colors: yellow = null amplitude, red = unit amplitude); (a) exact array excitations; (b) excitations
obtained without filtering; (c) excitations obtained using the proposed filtering method; 9 × 9 planar
array with λ/2 inter-element distance, 21 × 21 measurement points, d = 7λ, measured data affected
by interference field radiated by a source placed at (x = 0, y = 3.2λ, z = −8λ) and by −45 dB level
Gaussian noise.

5. Conclusions

In this paper a novel filtering algorithm of signals in planar near-field measurements is described.
The method allows the filtering strategy of interference sources in array diagnosis. The technique is
simple and numerically efficient, since it allows the use of convex minimization procedures.

The basic idea is to take advantage of the characteristics of the electromagnetic propagation in
terms of ‘spreading’ of the field distribution. Briefly, the equivalent current distribution on the array
is strongly concentrated on the radiating elements, while the contribution of interference sources
placed far from the plane of the array is smoother. Accordingly, it is possible to distinguish these two
contributions looking for a ‘sparse’ distribution and a ‘low rank’ distribution. Numerical examples
carried out in some simple cases confirm the effectiveness of this approach.

As discussed in the paper, the method proposed in this paper strictly resembles the methods used
in image processing. In practice, the interference-affected near field measured on a surface is treated as
a (complex-data) image. This allows to use some modern image processing algorithms. In particular,
two strategies widely used in image processing are applied in this paper. The first one is the reduction
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the amount of information by acquiring only the innovation part of an image, as currently happens in
video processing, using differential measurements. The second technique has been recently proposed
in video denoising and splits the image into a high-sparse and high-rank part.

The results have been obtained using a small laptop computer and CVX program. As stressed
in the Introduction, the aim of this paper is to introduce the technique, and for this purpose the
computer and program adopted are acceptable. However, CVX is a slow program developed mainly
for research-stage applications. More powerful and efficient algorithms are available under payment.
The use of these algorithms on powerful parallel computers drops the computational time drastically.
Even if computational time is not an issue in near-field measurements, since it is usually a fraction
compared to the time required for data acquisition, the possibility of fast reconstruction opens the
thrilling possibility of online failure identification, i.e., identification of failures on-site while antenna
works [29], filtering the environmental noise of the site where the antenna is placed. This interesting
possibility encourages to continue the investigation on the rank properties of the field in the framework
of antenna measurements.
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Abstract: Qualitative methods are widely used for the solution of inverse obstacle problems. They
allow one to retrieve the morphological properties of the unknown targets from the scattered field by
avoiding dealing with the problem in its full non-linearity and considering a simplified mathematical
model with a lower computational burden. Very many qualitative approaches have been proposed
in the literature. In this paper, a comparison is performed in terms of performance amongst three
different qualitative methods, i.e., the linear sampling method, the orthogonality sampling method,
and a recently introduced method based on joint sparsity and equivalence principles. In particular,
the analysis is focused on the inversion of experimental data and considers a wide range of (distinct)
working frequencies and different kinds of scattering experiments.

Keywords: inverse obstacles problem; inverse source problem; joint sparsity; linear sampling method;
microwave imaging; orthogonality sampling method

1. Introduction

The inverse scattering problem aims to retrieve the electromagnetic properties of unknown targets
by processing the field they scatter [1,2]. This problem can be of interest in biomedical imaging in
order to discriminate between healthy and malignant biological tissues, identify anomalies inside the
human body, and build an electromagnetic model of a specific anatomical district [3–5]. Moreover, it is
relevant in other applications, such as underground prospecting as well as non-destructive testing of
materials, in order to detect and characterize buried targets and internal defects [6,7].

Due to the non-linearity and ill-posedness of this class of inverse problems [1,8], the quest to
develop reliable, accurate, and effective solution methods is still ongoing. As witnessed by many
papers published in literature, several researchers and scholars are very active on this topic, covering
its challenging computational, algorithmic, modeling, and experimental aspects.

Due to the mathematical difficulties of the problem, many studies have been focused on the
introduction of solution methods for the corresponding inverse obstacle problem, whose scope is to
recover just the morphological information about the targets, namely their supports, by giving up their
electromagnetic properties [9–16]. Such methods are known as qualitative methods and are different
from quantitative methods, which aim at retrieving both electrical and morphological properties of
the region of interest [2,9]. Indeed, they tackle the problem in its full non-linearity, without involving
any approximation and allowing for a widening of the class of retrievable objects; unfortunately, such
methods are characterized by a higher computational burden and longer processing time [2]. On the
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other hand, qualitative methods are characterized by simplified mathematical models and a lower
computational burden [9].

Among qualitative methods, it is worth mentioning sampling methods that include the linear
sampling method (LSM) [12] (and the related factorization method [13]), as well as the orthogonality
sampling method (OSM) [14]. The main idea of these methods is that of sampling the investigation
domain in an arbitrary grid of points and computing at each point an indicator function whose
energy will assume different values depending on whether the sampled point belongs or not to the
scatter. Although both LSM and OSM belong to the class of sampling methods, they exhibit different
features. For instance, the LSM indicator function is computed by solving an auxiliary linear problem
whose solution involves the adoption of a regularization technique. In a different fashion, the OSM
does not require the solution of a linear problem since the indicator function is just related to the
evaluation of a scalar product. Moreover, the OSM seems to be more flexible with respect to the
measurement configurations.

By taking advantage of recent results in the area of compressive sensing and sparsity promoting
techniques [17], a new qualitative method has been very recently introduced in the literature that,
provided some conditions hold true, is able to retrieve the boundary of unknown targets rather than
their support [15,16]. Such a method exploits the equivalence theorem in the case of dielectric obstacles
and takes advantage of the particular distribution assumed by the induced currents in case of perfect
electric conductors [18]. Differently from sampling methods, it does not sample the investigation
domain in a grid of points, and it does not require the selection of a fixed threshold to discriminate
between points inside and outside the targets. However, if compared with LSM and OSM, it shows a
heavier computational burden.

Encouraged by the remarkable properties of the methods discussed above, in the following,
some comparisons and performance analysis are provided. In particular, the tests are performed
against experimental data [19] and consider a wide range of working frequencies and different kinds
of (monochromatic) data.

The paper is organized as follows. In Section 2, the inverse scattering problem is formulated.
Moreover, a brief summary of the three considered qualitative methods is given, including a discussion
on their expected advantages and disadvantages. In Section 3, some examples considering experimental
Fresnel data are reported. Finally, conclusions follow. Throughout the paper we consider the canonical
2D scalar problem (transverse magnetic (TM) polarized fields) and we assume and drop the time
harmonic factor exp

{
jωt
}
.

2. Materials and Methods

2.1. Mathematical Formulation of the Problem

Let D denote the region being tested where targets with support Σ are located.
Let χ(r) = εs(r)/εb − 1 be the contrast function that relates the electromagnetic properties of
the scatterers to those of the host medium, wherein εs and εb are the complex permittivities of the
scatterers and the background medium, respectively. Let Es

∞(r̂m, r̂t) be the scattered far-field pattern
measured on a closed circle curve Γ in the far zone of the scatterers in direction r̂m when a unit
amplitude plane wave impinges from direction r̂t. Then, the equations describing the scattering
problem can be expressed as [1]:

Es
∞(r̂m, r̂t) =

∫

D

Gb
∞(r̂m, r)W(r′, r̂t)dr′ = Ae[W] (1)

E(r, r̂t) = Ei(r, r̂t) +

∫

D

Gb(r′, r)W(r′, r̂t)dr′ = Ei +Ai[W] (2)
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where Ei and E are the incident and total field, respectively, W = χE is the contrast source, and r = (x, y)
scans the investigation domain D. Moreover, Gb

∞ is the Green’s function in the far-field zone pertaining
to the background medium. Finally,Ae andAi are short notation for the integral radiation operators.

In the inverse obstacle problem, one aims at retrieving the support Σ of the target, by giving up
its electromagnetic properties, from the (noise corrupted) measured data Es

∞ when the targets are
illuminated by a known incident field Ei [9]. Such a problem is non-linear as well as ill-posed because
of the properties of the involved operatorAe [1,8].

2.2. Linear Sampling Method

The LSM is one of the most popular qualitative methods to retrieve objects’ support from the
measurements of the corresponding scattered field data [12]. More in detail, it consists in sampling
the region under test into an arbitrary grid of points and solving for each point the so-called far field
integral equation given by: ∫

Γ
Es
∞(r̂m, r̂t) ξ(rs, r̂t) dr̂t = Gb

∞(r̂m, rs) (3)

wherein ξ represents the unknown function and rs the sampling point. Despite the linearity of
Equation (3), the evaluation of the solution ξ is not straightforward due to the compactness of
the operator at the left hand side, which implies ill-posedness in its inversion [12,20]. Hence, a
regularization technique is required. An effective choice is that of solving it by adopting the Tikhonov
regularization [20]. Then, the estimation of the unknown support is pursued by evaluating the l2 norm
(i.e., the “energy”) of the unknown function ξwith respect to rt, given by:

ILSM(rs) = ‖ξ(rs, r̂t)‖22 =

∫
Γ

∣∣∣ξ(rs, r̂t)
∣∣∣2dr̂t (4)

The above defined indicator depends on the sampling point rs and assumes a finite value when the
sampling point belongs to the unknown object, while it blows up elsewhere [12]. As such, by selecting
a fixed threshold, the indicator described in Equation (4) allows to discriminate between points inside
and outside the scatterers and finally retrieve Σ [20]. It is worth noting that the computational burden
is low, as the solution of Equation (4) just involves the evaluation of the singular values decomposition
(SVD) of the measured data [20].

2.3. Orthogonality Sampling Method

The OSM has recently been introduced in the literature [14]. It consists in computing the reduced
scattered field from the far-field pattern Es

∞(rm, rt). Such a reduced field can be computed by evaluating
the scalar product between the far field and the Green’s function in far-field zone, that is [14]:

Es
red(rs, r̂t) =

∫
Γ

Es
∞(r̂m, r̂t) ejkb rs·r̂m dr̂m =

1
γ
〈Es
∞, Gb

∞〉Γ (5)

where 〈·, ·〉 denotes the scalar product and γ is a constant for a fixed frequency [14]. In a nutshell,
Equation (5) tests the orthogonality relation between the far-field pattern and the Green’s function in
the far-field zone (apart from a constant). Then, the OSM indicator IOSM(rs) is defined as:

IOSM(rs) = Es
red‖rs, r̂t‖22 =

∫
Γ

∣∣∣Es
red(rs, r̂t)

∣∣∣2dr̂t (6)

and achieves large values when the far-field pattern approaches the one for the background Green’s
function for the considered sampling point [14]. Again, by selecting a fixed threshold, it is possible to
discriminate sampling points belonging to the target support [14].
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2.4. Shape Reconstruction Via Joint Sparsity Based Inverse Source and Equivalence Principles

In order to deal with inverse obstacle problems, one can also take advantage of the joint solution
of a number of related inverse source problems that consist of recovering the induced currents from the
knowledge of the measured far field pattern Es

∞ [15,16]. The strategy is obviously suggested by the
fact that the support of W is exactly equal to Σ whatever incident field Ei is. Note that inverse source
problems are linear (see Equation (1)) but are still (severely) ill-posed such that some additional care
is needed.

In this respect, note that when a generic electromagnetic field is propagating in the space in the
presence of dielectric obstacles, it induces some currents inside the obstacles, which are expected to be
different from zero inside Σ and in turn become sources of the scattered field data. However, by virtue
of the equivalence theorem [18] (which is a key point of the approach), the measured scattered field
can be eventually conceived as the one radiated by some equivalent surface currents, i.e., electric Ws

and magnetic Wsmx and Wsmy surface currents, which can play the role of the original ones.
The main advantage of considering the equivalent currents rather than the original ones is that

they are distributed over the boundary of Σ. As a consequence, they can be identified by only a few
non-zero pixels in the investigation domain and, hence, can be considered sparse with respect to the
pixel basis representation. Then, a possible idea for their retrieval is that of looking for the sparsest
current distributions, which contemporarily satisfy the measured data. To this end, sparsity promoting
approaches can be exploited [17].

Interestingly, the property of sparsity displayed by the equivalent currents holds true regardless
of the direction of illumination r̂t or the kind of measurement configuration. In order to enforce this
joint sparsity among the different scattering experiments, an auxiliary variable B can be defined as
the common upper bound on the amplitude of the equivalent currents for the different scattering
illumination conditions. Accordingly, the problem is recast as [15,16]:

min‖B(r)‖1 (7a)

s.t.
∥∥∥Es
∞ −Ae[Ws] −Amx[Wsmx] −Amy

[
Wsmy

]∥∥∥
2 ≤ δ (7b)

∣∣∣Ws(r, r̂t)
∣∣∣ ≤ B(r)∣∣∣Wsmx(r, r̂t)
∣∣∣ ≤ B(r), ∀ r̂t ∈ Γ∣∣∣Wsmy(r, r̂t)
∣∣∣ ≤ B(r)

(7c)

where ‖·‖1 is the l1 norm, andAmx andAmy are the integral radiation operators that relate the magnetic
surface currents to the scattered electric fields.

The variable B does not depend on the direction of illumination r̂t, but only on the position r in
the investigation domain. Moreover, it is expected to assume non-zero values only on the boundary of
Σ such that it will act as a “boundary” indicator. For this reason, the method is called boundary retrieval
through inverse source and sparsity (B-IS). As a consequence, differently from LSM and OSM, there is
no need for a thresholding to retrieve the support from the indicator map, as the approach directly
retrieves the boundary of the targets.

Note the approach can be also applied to the case of perfect electrical conductors. In fact, in such
a case, the induced currents W exist only on the boundary of Σ and there is no need for introducing
equivalent surface currents. Then, the optimization problem (7) is further simplified [15,16].

As a final comment, note that the B-IS method belongs to the class of the joint sparsity-promoting
procedures. In particular, the joint sparsity used herein is not enforced by means of the mixed norm
l1 − l2 as in References [21,22], but through the definition of the auxiliary variable B.

2.5. Applicability and Limititations of the Three Methods

In LSM, the far field Equation (3) can be interpreted as an attempt to synthetize induced currents
such that their radiating part is focused and/or circularly symmetric with respect to the given sampling
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point [20,23]. As such, it correctly works as long as the object is convex and the non-radiating
component of the induced currents is negligible [20]. Usually, when the product of the maximum
amplitude of the contrast χ times the maximum size of the target is large, which corresponds to an
increasing amount of non-radiating sources, it does not guarantee reliable reconstructions.

The OSM is based on a test of orthogonality, which allows one to compute the reduced scattered
field. As far as its physical interpretation is concerned, it has been recently argued in Reference [24]
that the reduced scattered field is related to the radiative part of the currents. As such, similarly to
LSM, the OSM indicator does not take into account the non-radiating part of the currents, so that,
again, limitations are expected with increasing electrical dimensions of the scatterer.

While both the LSM and OSM act on volumetric currents, which are located on all points belonging
to the support of the target, B-IS aims at jointly solving several inverse source problems, wherein
one is looking for currents that, under some reasonable hypotheses, are located on the boundary of
Σ. Notably, the optimization problem (7) does not aim at retrieving exactly the equivalent currents
but rather to find a common upper bound to their amplitudes. Also note the possible (superficial)
non-radiating currents do not seem to play any role in the process, while the possible non-radiating
volumetric currents are filtered out by the sparsity regularization. For all the above, the B-IS method
can be understood as more robust with respect to the presence of non-radiating currents than LSM and
OSM. Moreover, the upper bound in Equation (7) can be understood as a trade-off between sparsity
promoting and data fitting. As a consequence, B-IS will be able to retrieve at least the convex-hull of
the targets. Remarkably, probably because of the use of the l1 norm rather than the l0 pseudo-norm,
one can also be able to retrieve the shape of some non-convex target [15]. As a consequence of all the
above, B-IS is expected to fail when the boundary of the target is not sparse (for instance in case of a
ragged boundary), or when, according to the sparsity theory [17], the number of measurements is not
sufficiently large with respect to the degree of sparsity of the target contour.

Concerning the requirements about the kind of measured data, the LSM needs to correctly discretize
the integral operator in Equation (3) by collecting a sufficient number of data in multiview-multistatic
measurement configuration. As a consequence, even if the product of the maximum amplitude of the
contrastχ times the maximum size of the target is not large, the undersampling of the measured data can
compromise the reconstructions. On the other side, the OSM requires an accurate discretization of the
integral in Equation (5) over the measurements curve, and hence, a sufficient number of measurements.
However, differently from LSM, OSM can compensate the low number of data points by considering
other kind of experiments different from multiview-multistatic ones. In fact, OSM and B-IS exhibit
wide flexibility with respect to processed data and can offer the possibility of combining information
arising from frequency diversity without the need of a posteriori merging the single results. To this
end, the OSM indicator can be easily modified by integrating over a given frequency band [14,24], and
the B-IS indicator function implicitly defined by Equation (7c) can be redefined as the upper bound for
the different sources at the different frequencies [15].

Another important difference among the methods regards the computational burden. The OSM
indicator does not involve the solution of an ill-posed problem but only the evaluation of a scalar
product. This implies more robustness with respect to measurement errors on the scattered data and a
very low computation burden. On the contrary, the LSM indicator function is computed by solving an
auxiliary linear problem, whose solution involves the adoption of a regularization technique. However,
the main computational effort of the method is the evaluation of the SVD of measured data, whose
dimension is only dictated by the number of scattering experiments. This task has to be carried out
only once, since the kernel of the linear system is the same for all sampling points. With respect to the
LSM and the OSM, B-IS exhibits a heavier computational burden, which drastically increases with
the number of unknowns, since an l1 norm optimization problem has to be solved. On the other side,
the problem underlying the B-IS belongs to the class of convex programming problems, whose single
optimal solution can be reached using any common local optimization procedure.
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In terms of reconstruction accuracy, both the LSM and OSM require the selection of a fixed
threshold to discriminate between points inside and outside the targets. In a different fashion, the
B-IS does not provide an indicator map but directly looks for the boundary of the target. As such, it is
expected to be more accurate.

These aspects, which are briefly summarized in Table 1, will be further investigated in the
following numerical section.

Table 1. Summary of strong and weak points of the three solution methods.

LSM OSM B-IS

Reconstruction accuracy medium medium high

Computational burden low very low high

Flexibility with respect to the kind of data low high high

3. Results

In this section, an accurate comparative study was performed against the experimental data set
provided by the Institute Fresnel of Marseille [19], typically adopted to benchmark inverse scattering
procedures. In particular, four targets from the 2001 Fresnel database were considered, i.e.,:

• the DielTM target, which consists of a dielectric homogeneous cylinder of radius 1.5 cm and
relative permittivity 3 ± 0.3

• the RectTM_Dece target, which is a rectangular metallic target of 25.4 mm × 12.7 mm not centered
with respect to the azimuthal positioner axis;

• the U-TM shaped target, which is a metallic U-shaped target with dimension 80 × 50 mm2

• the TwinDielTM target, which consists of two identical dielectric homogeneous cylinders of radius
1.5 cm and relative permittivity 3 ± 0.3.

The complete description of the targets and the measurement set-up can be found in Reference [19],
while a schematic sketch is shown in Figure 1. The data were collected under a partially aspect-limited
configuration, where primary sources completely surrounded the targets, but for each illumination,
the measurements were taken only on an angular sector of 240◦ achieved by excluding the 120◦ sector
centered on the incidence direction.

Figure 1. Targets from 2001 Fresnel dataset: (a) DielTM target; (b) RectTM_Dece target; (c) U-TM-shaped
target, and (d) TwinDielTM target.

For the dielectric targets, the working frequencies could change among the interval 1–8 GHz with
a step of 1 GHz. Also, 12 GHz and 16 GHz data were available. On the other side, for the metallic
targets the working frequencies can change among the interval 2–16 GHz with a step of 2 GHz. For the
sake of brevity, only some significant reconstructions corresponding to some frequencies will be shown
in the following. Moreover, for each target, two different datasets have been considered. The first one
consisted of a 36 × 36 multiview-multistatic data matrix (the number of measurements and views M is
equal to 36), while the second one corresponded to a data matrix with halved dimensions, that is M
equal to 18. The investigated area of 0.1775 m × 0.1775 m was discretized in 40 × 40 cells.

In the following examples the single frequency indicators were normalized with respect to their
maximum values. In particular, the LSM indicator were rescaled as described in Reference [25].
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Note that the number of independent data were lower with respect to the numbers of unknowns.
This is a common problem of all inverse scattering and inverse obstacles problems. In fact, one is not
able to collect data at will, as only a finite number of independent experiments can be performed [26].
However, the qualitative methods we were comparing did not look for a quantitative reconstruction in
every pixel of the scenario, but they looked for some qualitative behavior of the indicator. Moreover,
all three methods somehow exploited additional regularizations.

3.1. Convex Dielectric Target

The results corresponding to the single dielectric circular cylinder are reported in Figure 2. As can
be seen, at the lowest frequencies, the three methods could localize the cylinder (whose diameter was
0.1λb at 1 GHz and 0.2λb at 2 GHz (λb was the wavelength in free space)). Its size was overestimated,
especially by LSM and OSM, while instead the B-IS method was not able to correctly identify its shape.
In the frequency range of 3–8 GHz, the performance of the three methods improved and the support
was correctly retrieved. This circumstance also held true at higher frequencies, although some artifacts
and ambiguities started to emerge. For instance, at 12 GHz, the OSM indicator was characterized
by a hole at the center of the cylinder, while at 16 GHz, some artifacts appeared in the background.
On the other hand, the B-IS indicator wrongly suggested some pixels inside the target, but such a
circumstance did not compromise the correct estimation of the target support.

When a reduced amount of data was processed, both OSM and LSM did not work fine at the
frequencies of 12 and 16 GHz, as shown in Figure 3. This was due to the fact that the amount of data,
which was needed in order to correctly discretize the far field Equation (3), as well as to correctly
compute the reduced scattered field Equation (5), was larger than M, whereas the size of the target
became large in terms of wavelength. The B-IS was instead robust with respect to the reduction of data.
In fact, the same performance (with respect to the case M = 36) was guaranteed when M = 18.

In order to quantitatively assess the quality of the reconstructions, the following dimensional
error errΔ was evaluated:

errΔ =
rrec − rre f

rre f
(8)

where rrec and rre f being the radius of the reconstructed and the reference cylinders, respectively. This
metric allows one to appreciate the performance of the method in reconstructing the size of the target.
In evaluating these errors, two different methods have been adopted to binarize the LSM and OSM
indicator map. As the indicator maps are continuous functions, we first binarized them by applying
the Canny edge detector [27,28] to its dB plot and set it to one of the pixels internal to the identified
contour (see Table 2). The second method instead consisted of replacing all pixels in the input image
with value greater than a given level L ∈ ]0, 1] with the value 1 and replaced all other pixels with
the value 0 (see Table 3). Note that the B-IS method did not require the adoption of a binarization
technique. By comparing Tables 2 and 3, one can conclude that:

• the B-IS was more accurate in estimating the radius of the cylinder and it was robust with respect
to the reduction of M;

• the choice of the thresholding techniques could impact the reconstruction of the support of
the target. Indeed, the dimensional errors in Table 2 were different from the one in Table 3.
In particular, the Canny edge detector-based approach led to an overestimation of the radius of
the cylinder, while the second approach (L = 0.8) implied more accurate estimations, as witnessed
by the lower dimensional errors. Notably, the accuracy of the reconstructions when LSM and
OSM were adopted strongly depended on how the indicator map was binarized and on the
adopted threshold.

Finally, in order to emphasize the flexibility of OSM and B-IS with respect to the measurement
configuration, the inversion of a 72 × 9 data matrix was performed. In such a case the number of
experiments was reduced to 9, while the measurements were increased to 72. The corresponding
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indicators are reported in Figure 4. B-IS was able to quite accurately retrieve the target support,
while LSM only localized the target. Finally, differently from LSM, OSM was able to provide a
rough reconstruction of the support, as it was sensitive with respect to the number of measurements
rather than to the number of experiments.

Figure 2. The DielTM target. From left to right: 2 GHz, 6 GHz, 12 GHz, and 16 GHz. From top to
bottom: LSM, OSM, and B-IS indicators. The number of measurements and views was M = 36.

Figure 3. The DielTM target. From left to right: 2 GHz, 6 GHz, 12 GHz, and 16 GHz. From top to
bottom: LSM, OSM, and B-IS indicators. The number of measurements and views was M = 18.
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Table 2. Dimensional errors for the DielTM target. LSM and OSM indicators were binarized by
applying the Canny edge detector. The symbol * indicates the cases wherein the indicator maps were
not reliable, and the dimensional error was not computed.

Freq (GHz)
LSM OSM B-IS

M = 36 M = 18 M = 36 M = 18 M = 36 M = 18

2 1.4 0.47 0.97 0.97 0.18 0.18

6 0.55 0.55 0.69 0.74 0.18 0.11

12 1 * 1 * 0.18 0.18

16 1 * 0.18 * 0.18 0.11

Table 3. Dimensional errors for the DielTM target. LSM and OSM indicators were binarized by
selecting L = 0.8. The symbol * indicates the cases wherein the indicator maps were not reliable, and the
dimensional error was not computed.

Freq (GHz)
LSM OSM B-IS

M = 36 M = 18 M = 36 M = 18 M = 36 M = 18

2 0.37 0.32 0.11 0.11 0.18 0.18

6 0.22 0.09 0.27 0.28 0.18 0.11

12 0.47 * 0.47 * 0.18 0.18

16 0.03 * 0.47 * 0.18 0.11

Figure 4. The DielTM target at 12 GHz. From left to right: LSM, OSM, and B-IS indicators. The dimension
of the data matrix was 72 × 9.

3.2. Convex Metallic Target

Figure 5 depicts the reconstructions corresponding to the metallic rectangular targets pertaining
to 2, 6, 10, and 16 GHz and M = 18. As can be observed, at the lowest frequency, the methods were just
able to localize the scatterer, especially the B-IS method, which identified only some pixels in the center
of the target. In fact, at 2 GHz, the target was just 0.2λb × 0.1λb large. By increasing the frequency,
the capability of the methods in retrieving the shape of the metallic target improved. For instance, at
6 GHz, both LSM and OSM correctly retrieved the unknown support, while B-IS overestimated its
vertical dimension. However, in the frequency range of 8–16 GHz, both LSM and OSM came to exhibit
some artifacts and did not retrieve an indicator map that was monotonically decreasing outside the
actual support of the scatterer. This was correlated to the fact that the electromagnetic size of the target
became larger and the amount of data needed to correctly solve Equation (3), as well as compute the
reduced field Equation (5), was much larger than M. Indeed, by considering M = 36, reliable results,
which are not shown for the sake of brevity, could be achieved. Notably, when M = 18, the B-IS was
still able to reconstruct the actual support of the rectangular object also in the range of 8–16 GHz, as
shown in Figure 5k,l.
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Figure 5. The RectTM_Dece target. From left to right: 2 GHz, 6 GHz, 10 GHz, and 16 GHz. From top to
bottom: LSM, OSM, and B-IS indicators. The number of measurements and views was M = 18.

3.3. Non-Convex Metallic Target

The same behavior observed in the previous examples also holds true in case of the U-TM-shaped
target (see Figure 6). In fact, at 2 GHz, the target was detected by all three methods and approximately
localized by LSM and OSM, but only its convex-hull was retrieved by LSM and OSM. On the other
hand, at higher frequencies, the support was only approximately retrieved by all three methods.
In particular, some artifacts were present due to the mutual interactions between the “arms” of the
target, especially in the LSM and OSM indicators, which were sensitive to the non-radiating part of the
currents. Note that such a target belongs to the class of non-convex targets, so that it represents a more
challenging case with respect to the previous ones.

Figure 6. The U-TM-shaped target. From left to right: 2 GHz, 6 GHz, and 10 GHz. From top to bottom:
LSM, OSM, and B-IS indicators. The number of measurements and views was M = 18.

84



J. Imaging 2019, 5, 47

No significant reconstructions were obtained by means of the three methods for M = 18 and
a working frequency belonging to 12–16 GHz. In case of M = 36, the reconstructions are shown in
Figure 7. As it can be seen, B-IS correctly retrieved the support of the target, apart from some spurious
pixels, while the LSM did not provide reliable results due to the relevant presence of non-radiating
currents and a high degree of non-linearity. Finally, the OSM indicator provided a rough support
estimation only at 12 GHz.

Figure 7. The U-TM-shaped target. From top to bottom: 12 GHz and 16 GHz. From left to right: LSM,
OSM, and B-IS indicators. The number of measurements and views was 36.

3.4. Multiple Dielectric Targets

The results pertaining to the two identical cylinders are shown in Figure 8 for a number of
experiments and measurements corresponding to M = 18. At 1 GHz, the methods could only detect
the presence of an obstacle, but they could not identify the presence of two disjoint objects. On the
contrary, at 2GHz, it was possible to distinguish two different targets; in particular, from the OSM map,
one could also understand their shape. Note that the distance between the targets was 60 mm, which
corresponded to 0.2λb at 1 GHz and 0.4λb at 2 GHz. When the frequency increased, both LSM and
OSM worked fine. However, when the frequency was 6 GHz, some undesired artifacts occurred.

On the contrary, the B-IS method is able to provide quite accurate reconstructions of the support
also in the frequency range 6–8 GHz. When the frequency and the size of the overall target’s system
were further increased, completely meaningless reconstructions were obtained by LSM and OSM, while
B-IS indicator at least localized the two targets (see Figure 9g). In order to improve the reconstruction
accuracy of the three methods, it was necessary to process a higher amount of data. This was witnessed
by the reconstructions reported in Figure 9 corresponding to M = 36 at both 8 GHz and 16 GHz.
However, at 16 GHz, the increase of the number of data was not enough for LSM and OSM to provide
indicator maps free of artifacts.
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Figure 8. The TwinDielTM target. From left to right: 1 GHz, 2 GHz, 6 GHz, and 8 GHz. From top to
bottom: LSM, OSM, and B-IS indicators. The number of measurements and views was M = 18.

Figure 9. The TwinDielTM target. From left to right: 16 GHz (M = 18), 8 GHz (M = 36), and 16 GHz
(M = 36). From top to bottom: LSM, OSM, and boundary indicators. The number of measurements
and views was M = 18 for the first column and M = 36 for the last two columns.
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4. Conclusions

The paper contributes to understand and discuss some strong and weak points of three qualitative
methods for the inverse obstacle problem. In particular, a comparison among the popular LSM,
the OSM, and the more recent B-IS was reported by considering the processing of the 2001 Fresnel
dataset, which included both dielectric and metallic targets, as well as non-convex and multiple
targets. Different frequencies and amount of data were considered for each method. In all cases,
because of the characteristics of the Fresnel measurements setup, data were aspect-limited, i.e., not all
incidence observation angle couples were available (for instance the monostatic data was missing).
Also, scattered field data turned out to be undersampled at the higher frequencies with respect to the
criteria (depending on the dimension of the investigation domain) discussed in Reference [26].

Results suggested that at lower frequencies, reliable reconstructions were guaranteed if the size of
the target was higher than 0.2λb. Indeed, for lower dimensions, the three methods could only localize
the target, while its size was overestimated. Such a result was fully consistent with expected limitations
on resolution implied by the diffraction theorem [29] and the results in Reference [26]. When the
frequency was much larger, LSM and OSM began to exhibit some artifacts and, if the amount of data
was not sufficient or due to the presence of non-negligible non-radiating sources, they could provide
unreliable reconstructions. Notably, the B-IS seemed to be more robust with respect to LSM and OSM
when undersampling data and/or increasing the frequency. In fact, it could still provide accurate
indicator maps in a number of cases where LSM and OSM failed.

The examples have also proved that both OSM and LSM were sensitive to the choice of the
binarization technique to discriminate between points inside and outside the scatterer. On the other
hand, both OSM and LSM had a negligible computational burden, while B-IS had to solve a CP problem
whose computational burden increased with the cells used to discretize D, as well as with M. In the
considered examples, the computational time amounted to a few seconds for OSM and LSM, and to a
few minutes for B-IS.

Future work will be devoted to extending such a performance comparison to other qualitative
methods, for instance, the modified version of LSM [30,31].
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Abstract: Plasma diagnostics is a topic of great interest in the physics and engineering community
because the monitoring of plasma parameters plays a fundamental role in the development and
optimization of plasma reactors. Towards this aim, microwave diagnostics, such as reflectometric,
interferometric, and polarimetric techniques, can represent effective means. Besides the above,
microwave imaging profilometry (MIP) may allow the obtaining of tomographic, i.e., volumetric,
information of plasma that could overcome some intrinsic limitations of the standard non-invasive
diagnostic approaches. However, pursuing MIP is not an easy task due to plasma’s electromagnetic
features, which strongly depend on the working frequency, angle of incidence, polarization, etc., as
well as on the need for making diagnostics in both large (meter-sized) and small (centimeter-sized)
reactors. Furthermore, these latter represent extremely harsh environments, wherein different systems
and equipment need to coexist to guarantee their functionality. Specifically, MIP entails solution of an
inverse scattering problem, which is non-linear and ill-posed, and, in addition, in the one-dimensional
case, is also severely limited in terms of achievable reconstruction accuracy and resolution. In this
contribution, we address microwave inverse profiling of plasma assuming a high-frequency probing
regime when magnetically confined plasma can be approximated as both an isotropic and weak
penetrable medium. To this aim, we adopt a finite-difference frequency-domain (FDFD) formulation
which allows dealing with non-homogeneous backgrounds introduced by unavoidable presence of
plasma reactors.

Keywords: microwave plasma diagnostics; electromagnetic inverse scattering; microwave imaging
profilometry; finite-difference methods

1. Introduction

Plasma diagnostics using active microwave techniques is one of the most promising tools to
optimize the production of plasma in both large and compact reactors because of its non-invasive nature
and relatively modest access requirements [1]. Among the others, microwave imaging reflectometry
(MIR), interferometric and polarimetric techniques are currently under investigation to extract plasma
proprieties useful to model and optimize the heating process. Such information is crucial to study
and improve plasma generation based on Electron Cyclotron Resonance [2] as well as innovative
heating schemes such as the ones employing Electrostatic Bernstein Waves in overdense plasma [3].
Unfortunately, the diagnostic approaches mentioned above show some limitations. As an example,
MIR, a multifrequency radar-like technique, mainly used in large reactors, such as tokamak and
stellarator, is commonly used to infer electronic density distribution and fluctuation, but suffers from
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the impossibility of performing diagnostics of non-increasing plasma profiles since inner reflecting
cutoff layers are “hidden” from the outer ones [4]. On the other hand, line-integrated measurements,
such as those actually provided by interferometric and polarimetric techniques, although employable
on compact reactors such as the electron cyclotron ion source (ECRIS) [5], cannot give local information
about electron density, but only a line-of-sight integrated value.

For these reasons, it is worth devoting interest towards microwave imaging tomographic
approaches, such as those actually used in medical and subsurface microwave diagnostics [6], which
are in principle able to “locally” monitor plasma uniformity and instabilities.

In a recent paper, we investigated the possibility of obtaining plasma imaging profilometry
(MIP) by means of electromagnetic inverse scattering techniques requiring only measurements of the
reflection coefficient in a quite large frequency band. In particular, adopting a high-frequency probing
regime (i.e., probing frequencies much larger than the cyclotron frequency), i.e., when the plasma can
be assumed to be both isotropic and weak scatterer, linear imaging recovery techniques are able to
achieve quantitative characterization of plasma profiles [7]. The results have shown that if the recovery
process is properly formulated as a sparse optimization problem, compressive sensing (CS)-based
strategies are able to achieve nearly optimal results. However, free-space homogeneous background
has been considered, which is an assumption suitable only if multiple reflections introduced by the
metallic environment (reactor walls) are neglected or, in any case, filtered out.

With the aim to get a further step in the analysis of such a problem, in this paper we introduce
a frequency-domain finite-difference (FDFD) formulation for the solution of the inverse scattering
problem in order to take easily into account the effect of non-homogeneous backgrounds related to the
metallic environment of the plasma chamber.

On the other hand, besides the modeling aspects, solution of the inverse scattering problem
in presence of a metallic surface, or, in general, non-homogeneous background, can bring some
advantages due to the possibility to achieve enhanced resolution in the reconstruction process [8,9].
Roughly speaking, this enhancement can be explained due to the multiple reflected waves which can
bring additional information conveyed back by the recovery process. Interestingly, this may be of
fundamental importance in the solution of the one-dimensional inverse scattering problem (also known
as inverse profiling) wherein the number and kind of retrievable information is severely limited [10].

The paper is structured as follows. In Section 2, the adopted mathematical formulation
for the solution of the forward and inverse scattering problem is described. In Section 3 the
microwave imaging profilometry for inhomogeneous plasma slabs recovery is formulated. Finally, in
Section 4, the developed approach is validated against simulated data dealing with homogeneous and
non-homogeneous backgrounds as well as reflection-only and reflection-transmission measurement
configuration. Conclusions follow.

2. Mathematical Formulation

Let us assume a bounded, simply connected, domain D located in an non-homogeneous
background medium, wherein some electromagnetic primary sources j0 are located in a region
characterized by relative permittivity and permeability distribution μr(r′) and εr(r′), r′ spanning
the space D. After normalizing the electric field, magnetic field and the primary sources according to

ẽ =
√

ε0
μ0

e, h̃ = h and j̃
0
= c0j0, with c0 =

1√
ε0μ0

the speed of light, Maxwell equations read:

c0∇× ẽ = −jωμr(r′)h̃

c0∇× h̃ = jωεr(r′)ẽ + j̃
0

(1)

where ω is the angular frequency and the time factor exp{jωt} is assumed and dropped for the
time-harmonic fields. Normalized electric and magnetic fields, ẽ and h̃, are of the same order of
magnitude and this is an advantage in formulating the perfectly matched layer (PML) [11]. If, for the
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sake of a simpler notation, we drop the tilde ˜ symbol and the c0 is included in the ∇× definition, we
can write:

∇̃ × e = −jωμr(r′)h

∇̃ × h = jωεr(r′)e + j0

(2)

In the above formulation, to satisfy different boundary conditions, a lossy PML [12] can be
introduced to truncate the computational domain, as commonly done in numerical solver. By choosing
proper PML parameters, various boundary conditions can seamlessly introducing ranging from a
perfect absorbing boundary condition to a PEC (or PMC) boundary condition, the latter case when no
PML is used [11].

The background field (i.e., the field without the unknown profile) defined as a plane wave
propagating in a non-homogeneous, eventually lossy, background with permittivity and permeability,
respectively, given by:

εb(r
′) = ε′b(r

′)− jε′′b (r
′) = ε′b(r

′)− j
σ(r′)
ε0ω

μb(r
′) = μ′

b(r
′)− jμ′′

b (r
′)

satisfies the following equations:

∇̃ × ebck = −jωμb(r
′)hbck

∇̃ × hbck = jωεb(r
′)ebck + j0

(3)

To formulate the scattering problem, we can add and subtract the quantities jωεb(r
′)e and

jωμb(r
′)h at the right hand side member of Equation (2) to obtain:

∇̃ × e = −jωμb(r
′)h − jω [μr(r′)− μb(r

′)] h

∇̃ × h = jωεbe + jω [εr(r′)− εb(r
′)] e + j0

(4)

and, finally, subtracting (3) to (4), the equations governing the scattered fields, defined as esct = e− ebck
and hsct = h − hbck , are given by:

∇̃ × esct = −jωμb(r
′)hsct − jωμb(r

′)
[

μr(r′)−μb(r
′)

μb(r′)

]
h

∇̃ × hsct = jωεb(r
′)esct + jωεb(r

′)
[

εr(r′)−εb(r
′)

εb(r′)

]
e

(5)

wherein the quantities under the square brackets can be easily recognized as the contrast functions:

χμ(ω, r′) = μr(ω, r′)− μb(ω, r′)
μb(ω, r′) ,

χε(ω, r′) = εr(ω, r′)− εb(ω, r′)
εb(ω, r′) ,

which relate the dielectric and magnetic properties of the anomalies, i.e., scattering objects, to those of
the embedding background medium at each frequency.

Adopting a dual grid [13,14] and a proper discretization, in operator notation, the above equations
can be rewritten as:[

C jωMb
−jωEb C

] [
e′sct
h′

sct

]
=

[
0 −jωμbχμ

jωεbχε 0

] [
e′

h′

]
, (6)
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wherein ()′ is used to indicate the field integrated over the appropriate line element of the primal or
dual mesh (e′ ≈ eΔL, h′ ≈ hΔ̃L). Moreover, the matrix operator C known in the literature as incidence
matrix (see for example section §7.3.3 and Equation (7.1) of Tonti’s book [13] or [15]) denotes the
proper derivative operations and is a sparse matrix. Moreover, Mb and Eb are matrices accounting for
the magnetic and dielectric non-homogeneous background properties, respectively, wherein Eb ≈ εb

Δ̃S
ΔL

and Mb ≈ μb
ΔS
Δ̃L

, with ΔL and ΔS refer to lines and surfaces of the primal mesh, and Δ̃L and Δ̃S refer
to the dual mesh [13]. In the remaining of the paper for the sake of a simpler notation we drop the
′ symbol.

The formal solution of the linear system (6) can be rewritten as:[
esct

hsct

]
= H−1

b

([
0 −jωμbχμ

jωεbχε 0

] [
e

h

])
. (7)

The above equation is the key equation for the inverse scattering problem adopting a
finite-difference formulation. As a matter of fact, the measured scattered fields, i.e., the scattered field
recorded on the data domain S (for the case at hand, the same positions z = zS at different frequencies),
can be represented by the following operator notations:[

esct(zS, ωn)

hsct(zS, ωn)

]
= MS

{
H−1

b

([
0 −jωμbχμ

jωεbχε 0

] [
e

h

])}
, (8)

where MS is an operator that extracts the field values at the observation point z = zS at different
frequencies. Substituting [esct , hsct]T = [e , h]T − [ebck , hbck]

T into (7) , we obtain the domain
(or object) equation:[

ebck
hbck

]
=

[
e

h

]
−
{
H−1

b

([
0 −jμbωχμ

jωεbχε 0

] [
e

h

])}
, (9)

that can be sampled with an operator, say it MD, that extracts fields only in the imaging domain D at
the discretization grid points zD [16], i.e., :

[
ebck(zD, ωn)

hbck(zD, ωn)

]
−
[

e(zD, ωn)

h(zD, ωn)

]
= MD

{
H−1

b

([
0 −jωμbχμ

jωεbχε 0

] [
e

h

])}
. (10)

Equations (8)–(10) are the basic equations to solve the inverse scattering problem which is
non-linear since both the contrast functions χε and χμ and the field e and h are unknowns of the
problem [17]. Moreover, the problem is ill-posed, too, and effective regularization strategies must be
adopted for stable solutions against the presence of noise on data [18].

3. Microwave Imaging Profilometry

3.1. Linearized Approach for Plasma Slabs

Let us consider a one-dimensional non-homogeneous slab extending in the range [z1, z2]

embedded in a non-homogeneous background, see Figure 1a. Normal incidence plane waves are used
to probe the slab at difference frequencies with phase reference equal to zero at z = z(View)(z ≥ z1).
Accordingly, the scattered field can be gathered at a given abscissa z1 ≤ zS = z(Meas) ≤ zmin (reflection
measurement) or zmax ≤ zS = z(Meas) ≤ z2 (transmission measurement).
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(a) (b)

Figure 1. Sketch of the single view normal incidence measurement. The imaging domain extents in the
range [zmin, zmax] and the scattered field data at different frequencies are gathered at a given observation
points external to this range. (a) Homogeneous background: configuration with only an active (tx-rx)
antenna (neglecting the rightmost dashed antenna) and an active (tx-rx) and a passive (rx) antenna
(considering the rightmost dashed antenna). (b) Non-homogeneous background: configuration with
an active antenna (tx-rx) with a PEC surface.

To retrieve nonmagnetic (μr(r′) = μb) dielectric profile of inhomogeneous isotropic plasma
slabs, we consider a first order linearized approach under the Rytov approximation, instead of
solving the exact optimization problems stated by Equations (8)–(10). Linearized approaches, such
as the Born (BA) and Rytov (RA) approximations, can be used to recover small and extended (with
respect to the wavelength) weak slabs, respectively, i.e., slabs showing low contrast (||χε|| << 1).
In particular, the Rytov approximation is useful for scatterers far extended in terms of the probing
wavelengths (anyway, RA reduces to BA when the scatterers become smaller and smaller with respect
to the probing wavelengths [19]). In this respect, to fulfill model hypothesis, it is worth noticing that
assuming a relatively high-frequency probing band (with respect to the cyclotron frequency) entails
several positive fallouts. First, at probing frequencies much higher than the cyclotron frequency, the
plasma can be assumed as an isotropic medium since the permittivity tensor becomes diagonal with
the terms all equals each other [2,20]. Second, at probing frequencies such that ω2 >> ν2 the plasma
contrast becomes:

χε = − ω2
p

ω2 + ν2 − j
ω2

pν

ω(ω2 + ν2)
≈ −ω2

p

ω2 − j
ω2

pν

ω3 , (11)

wherein:

ωp =

√
nee2

meε0
, (12)

ne, e and me being the electron density, electron charge, and electron mass, respectively. Under the
above approximations, considering the frequency difference (FD) formulation described in Section 2,
the unknown total electric field can be approximated by the incident field according to the RA, to
obtain the following linear equation:

fsct = MS

{
R̃−1

b χεebck

}
, (13)

wherein fsct = esct/ebck and R̃−1
b , replacing H̃−1

b unless unessential constant, takes into account the
normalization by the incident field values at the measurement point z(Meas) introduced by the Rytov
approximation [19] and the frequency dependence of the (multifrequency) scattering operator. As a
result, in order to solve for the plasma constitutive parameters ω2

p and ν, the frequency dependent
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complex valued problem (13), can be recast in terms of frequency independent real valued problem as
already exploited in [7], i.e.,:⎡⎢⎣ Re(fsct)

Im(fsct)

⎤⎥⎦ =

⎡⎢⎣ − 1
ω2 MSRe(R̃−1

b ebck)
1

ω3 MS Im(R̃−1
b ebck)

− 1
ω3 MS Im(R̃−1

b ebck) − 1
ω2 MSRe(R̃−1

b ebck)

⎤⎥⎦
⎡⎢⎣ ω2

p

ω2
pν

⎤⎥⎦ . (14)

Problem (14) can be solved as a whole or by splitting it into two subsequent subproblems
wherein the first step copes with the retrieval of the plasma frequency (i.e., the real part of the plasma
contrast) and the second one dealing with the retrieval of the collision rate which is related to the
imaginary part of the plasma contrast. This approach has been proposed in [7] wherein, considering
the very low effect of the plasma losses on scattered field, the overall problem can be “decoupled”.
This notwithstanding, in the following, we concentrate our attention only on the retrieval of the plasma
angular frequency. As a matter of fact, experimental studies state that the collision rate is almost
one order of magnitude smaller that the cyclotron frequency, which in turn, is much lower that the
probing frequency. This entails to cope with a lossless plasma and the whole entire problem (14) will
be reduced to the following one:⎡⎢⎣ Re(fsct)

Im(fsct)

⎤⎥⎦ =

⎡⎢⎣ −ω2
max

ω
ω2 MSRe(R̃−1

b ebck)

−ω2
max

ω
ω3 MS Im(R̃−1

b ebck)

⎤⎥⎦ [ ω2
p

ω2
max

]
, (15)

with ω2
max the maximum probing angular frequency used as normalization constant introduced for

numerical stability of the inversion process [7].

3.2. Sparsity-Promoting Recovery Approaches

Equation (15) is a linear but still ill-posed one which must be solved in a regularized fashion.
However, as stated in [10] and investigated in the case of plasma [7], minimum energy solutions
approaches, such as Tikonov regularization [21,22] are completely unable to recover neither the
shape nor the constitutive parameters of arbitrarily shaped plasma slabs. For this reason, CS-based
approaches are worth to be considered, since they are in principle suitable to overcome the intrinsic
limitations of the minimum energy solution related to the kind and number of actual parameters which
can be conveyed back from multifrequency single view inverse scattering problem.

Let us consider a generic linear problem of the following kind:

Φx = f , (16)

x is the N × 1 unknown vector and Φ is the M × N matrix, the so-called sensing matrix, and f the
M × 1 data vector of the multifrequency scattered field ordered according to (15). Let us suppose that
a convenient representation matrix Ψ exists such that the unknown can be expanded as x = Ψs with
only a small number of the coefficients s different from zero. According to CS theory, it is possible
to solve the inverse problem (16) even if M << N but is sufficiently larger than the number S of
coefficients different from zero (with S < M < N). However, it is worth underlining that the number
of the measurements M should be anyway in the order of the degrees of freedom of the scattered
field [7], which in the case of the slab can be calculated as [10]:

I = 2Lslab
√

εb

(
λM
c0

− λm

c0

)
, (17)

Lslab being the extent of the inhomogeneous slab, and λm and λM the minimum and maximum
wavelength used to probe the scenario. Accordingly, it is possible to solve the inverse linear problem
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ΦΨs = Ps = f by means of different optimization constrained problems [23,24] based on the
minimization of the �1-norm of the unknown when represented in a proper sparse basis. The commonly
adopted one in imaging problems, is the rectangular pulse basis function, commonly known as pixel
and voxel in 2D and 3D, respectively. However, adopting such a basis, sparse recovery approaches are
successful only if the scatterer resembles a point-like scatterer, whereas, in the case at hand, the plasma
embeds almost the whole chamber which, in turn, is several probing wavelengths extended.

On the other hand, if a step-wise constant representation of the unknown profile is adopted,
which is a reasonable assumption for the problem at hand, �1 optimization can be still exploited.
One possibility is offered CS-based approaches involving as objective function the first derivative of
the unknown [7]. For these reasons, we could consider the following recovery problems:

argmin

∥∥∥∥∥d(ω̃2
p)

dz

∥∥∥∥∥
�1

subject to ‖Pω̃2
p − f ‖2 ≤ δ, ω̃2

p ≥ 0, (18)

wherein ω̃2
p =

ω2
p

ω2
max

. In (18), ‖ · ‖�1 and ‖ · ‖2 denote the �1- and L2-norms, respectively, and the
parameter δ, which depends on the measurement error (noise on data) and model error (field
approximation), is a positive defined parameter. In (18) the minimization of the �1-norm promotes
the search of solutions with a sparse derivative among all the solutions consistent with the measured
data (within the given error threshold δ). In addition, taking into account the real positive value of the
unknowns, a further constraint (ω̃2

p ≥ 0) can be enforced in (18) in order to reduce the search space
by convex optimization and improve the reconstruction results. The approach (18) is known as basis
pursuit denoising (BPDN) or least absolute shrinkage and selection operator (LASSO) problem [24].

In [7], the sparsity-promoting approaches (18) have been proved to be capable in retrieving
synthetic step-wise constant axial plasma profile which can be represented with few coefficients in
terms of their first derivative. However, as the 1D single view multifrequency inverse scattering
problem is severe limited, by its very nature, in terms of number of degrees of freedom (I), the number
of non-null coefficient of any suitable representation basis should stay very few in order to achieve
reliable reconstructions. This means that when smoother ad smoother profiles are considered, the
adopted sparsity-promoting approach (18) is expected to be unsatisfactory.

For this reason, a “relaxed” version of (18) can be considered, i.e.,:

argmin ‖Pω̃2
p − f ‖2 subject to

∥∥∥∥∥d(ω̃2
p)

dz

∥∥∥∥∥
�1

≤ γ, ω̃2
p ≥ 0, (19)

wherein the role of the objective function with that of the constraints are exchanged. Approach (19)
is expected to work better than (18) with profiles which are not exactly step-wise constant. Also, in
this case, the assessment of the parameter γ is not a simple task. In this respect, prior information
can be exploited to assess the optimal choice of the regularization parameter that mainly depends
on the sparsity of the unknown at hand. However, the optimal choice of this threshold cannot be a
priori established, pointing out one could a priori establish the range of the threshold and compare the
results obtained for different values of γ.

4. Numerical Assessment Towards Benchmark Examples

The two benchmarks we refer to as “flat-top” and “hollow-core”, respectively, represent expected
electron density axial distribution in ECRIS-like devices [5]. The synthetic data have been generated
considering the convolution between a rectangular window and a Hann window large 10 cm and
0.7 cm, respectively with a discretization grid of 256 cells. As a result, smoother profiles than those
tackled in [22] can be considered. The total and the background fields have been simulated in the
frequency range [17.5–34.5] GHz considering 87 evenly spaced frequency values in the solution of the
forward problem stated by (3), thus the scattered field data has been obtained as difference between
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them. The solution of the forward problem can be performed by means of a standard conjugate
gradient scheme as that proposed in [16]. The choice of the adopted frequency band is related to
several requirements. The first one is the need to consider magnetically confined plasma as isotropic
and weak scattering medium, and such assumption is fulfilled when the probing frequency is much
higher than the cyclotron frequency, hereafter considered at 2.45 GHz. The second one, is related to the
need for working with a large bandwidth in order to achieve the number of degrees of freedom I as
large as possible, see Equation (17). Last, but not least, at this frequency band, also in centimeter-sized
compact reactors, the propagation can be reasonably approximated as one-dimensional one along the
chamber’s axis. According to the above reasonings, we have set the frequency band of the fundamental
mode in a rectangular waveguide WR34 that can be used to feed a horn antennas opening in the front
and back walls of the plasma reactor [3].

We have considered three kind of measurement/background configurations which resemble
possible experimental setup:

1. A single transmitting and receiving antenna measuring the reflection coefficient in a free-space
homogeneous background (reflection-only measurement);

2. Single transmitting and receiving antenna measuring the reflection coefficient in presence of a
PEC surface;

3. A transmitting and receiving antenna measuring the reflection coefficient and a receiving antenna
measuring the transmission coefficient in a homogeneous free-space background (reflection and
transmission measurement).

The three cases above can be seen a possible operational scenario where the reflection from
metallic environments introduced by the plasma reactor can be neglected or not. This is the case,
for example, when large and small reactors are in order, respectively.

To simulate the above measurement/background configurations, an absorbing, or free-space
condition, can be very easily introduced, in the case at hand, by considering losses in PML layers
(z1 − d ≤ z ≤ z1 and z2 ≤ z ≤ z2 + d) where the medium is gradually modified introducing losses
according appropriate permittivity and permeability εr[1 − jσ(z)], μr[1 − jσ(z)] to have ideally no
reflections from the PML [11,12,14].

For the sake of simplicity, we have chosen a simple polynomial grading for the PML layers

conductivity profiles: σ(z) = σmax

(
z1−z

d

)m
for z1 − d ≤ z ≤ z1 and σ(z) = σmax

(
z−z2

d

)m
for z2 ≤ z ≤

z2 + d; but more complex profiles can be used [25]. On the other hand, when PEC layer is considered,
the PML is completely removed and perfect reflecting surface boundary conditions are enforced at
z = z2.

It is worth pointing out that for the solution of the forward problem, the plasma profiles are
assumed to be lossy with the collision rate profile one order of magnitude smaller than the plasma
angular frequency. As a result, this introduces a model error in the scattered field data which avoids
the so-called “inverse crime”. Furthermore, the scattered field data have been corrupted by random
gaussian white noise of 5%. Finally, the number of the cells in the computational grid are set to
N = 256.

Problem (19) has been solved by means of the environment CVXPY 1.0 for the solution of convex
optimization problems [26]. In doing this, the choice of the threshold value γ has been set equal to
the exact �1-norm of the actual unknown. Although this exact value cannot be chosen in any actual
experiment, it allows an understanding of how the value of γ can be set on the base of expected a
priori information on the degree of sparsity of the profile. Furthermore, for our investigation, such a
choice allows the making of a fair comparison among the achieved results in the three different cases.
For the two benchmarks profiles at hand it is γ = 6.22 (flat-top) and γ = 7.14 (hollow-core)

Finally, the required time to solve the inverse scattering problems takes very negligible time
(below few seconds on a standard PC) due to the one-dimensional nature of the problem and then the
size of the relevant matrix operator.
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4.1. Reflection-Only Measurement with Single Antenna

We have considered free-space background with PML layers with thickness of 2 cm, σ = 6, m = 4,
for a sketch the reader can refer to Figure 1a without considering the rightmost antenna. On the other
hand, we have considered a non-homogeneous background with a PEC boundary condition on the
right hand side of the computational domain (z2 = 25 cm) to simulate the plasma chamber with only
one antenna, see Figure 1b.

The imaging domain, [zmin, zmax], is long 20 cm with the source point z(View) and the measurement
point z(Meas) placed at 2.5 cm far from the imaging domain both in the case of single antenna and
two antennas.

The imaging results are reported in Figures 2 and 3 for both the homogeneous and
non-homogeneous background, respectively. As it can be see, in the case of PEC layer, the

reconstructions brings better result with a reconstruction error (defined as err = ‖xtrue−xrec‖2
2

‖xtrue‖2
2

) of 9.39%

for the flat-top and 13.03% for the hollow core, with the plasma profile not heavily underestimated as
in the case of the homogeneous background, wherein the reconstruction errors achieve 47.85% for the
flat-top and 27.02% for the hollow core. This means that the presence of a reflecting surface allows
to the achievement of better results in terms of accuracy of the reconstructed profiles. On the other
hand, it is worth underlining that while the reconstruction of the flat-top profile is almost satisfactory,
Figure 3a, in the case of the hollow-core profile, neither the presence of the PEC allows imaging of
the main feature, although differences about the two different recovered profiles are evident, see
Figure 3a,b. This may be due to a lower degree of sparsity of the hollow-core profile than that of
the flat-top one and to the requirement by (19) to find solutions (profiles) with bounded �1 norm
compatible with the objective function.

(a) (b)

Figure 2. Reconstruction of the flat-top (a) and hollow core (b) plasma profiles using one tx-rx antenna
in homogeneous vacuum background by means of approach (19). Blue continuous line: electronic
density profile, red dashed line: retrieved electronic density profile.
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(a) (b)

Figure 3. Reconstruction of the flat-top (a) and hollow core (b) plasma profiles using single tx-rx antenna in
non-homogeneous background with a PEC reflecting surface by means of approach (19). Blue continuous
line: electronic density profile, red dashed line: retrieved electronic density profile.

4.2. Reflection-Transmission Measurement with Two Antennas

In this case, two antennas are considered, see Figure 1a, with one (active) antenna radiating the
probing field and measuring the reflection coefficient, and a second (passive) antenna measuring
only the transmitting coefficient. Opposite to the case with a single antenna, in this case the
non-homogeneous background accounting for two PEC surfaces has not been considered. First,
from a modeling point of view, the use of PEC surfaces entails an electromagnetic cavity which
enforces solutions only at the resonance frequencies given by fn = nc0

2Lcavity
, i.e., when the cavity length

(Lcavity) is an integer multiple of the probing half-wavelength, for a given finite set of integer n∗

indexes depending on the adopted frequency band. Secondly, when the plasma partially embeds the
cavity, the resonance frequencies shift in frequency, so that the expected large error on the background
field approximation prevent using a linear model such as the Rytov approximation. Finally, from an
applicative point of view, since in general, the front and back walls of the plasma reactors host two
aperture antennas [3], just a (possible small) fraction of the transmitted microwave power will be
reflected, while the most part will be gathered by the antennas. For these reasons, we have considered
only homogeneous background.

The imaging results are reported in Figure 4 and the reconstruction errors achieve err = 1.01%
and err = 3.56% for the flat-top and hollow core, respectively. Accordingly, it can be shown as the
presence of a second passive antenna achieve better results in terms of accuracy of the retrieved profiles
when compared to the single antenna in free-space homogeneous background. On the other hand,
while the reconstruction of the flat-top profile is nearly optimal, also in this case, the reconstruction
of the hollow-core profile is not satisfactory to apprise the main feature of the profile, although some
small differences between the two retrieved profile are evident (as in the case of single antenna and
PEC surface) and the same possible explanations hold true.
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(a) (b)

Figure 4. Reconstruction of the flat-top (a) and hollow core (b) plasma profiles using two antennas
in homogeneous free-space background by means of approach 19. Blue continuous line: electronic
density profile; red dashed line: retrieved electronic density profile.

5. Discussion of the Results through Singular Value Decomposition Analysis

To understand the different results achieved under the two different considered measurement
configurations and related backgrounds, we have considered the SVD analysis of the relevant scattering
operator P for the different analyzed cases.

First of all, it is worth underlining that even if we are not considering minimum energy solution
approaches (L2-norm), the SVD analysis can be retained still valid to understand the main features
among the different measurement configurations and backgrounds, since we are considering sparse
promoting approaches rather than exact compressive sensing-based approaches. Indeed, (19) entails
a standard minimum energy solution objective function equipped with a regularization (penalty)
�1-norm enforcing step-wise sparsity. For this reason, we numerically perform the SVD of the relevant
scattering operator with the aim to give a qualitative interpretation of the different results shown in
the previous Section.

Let us denote with {un, σn, vn} the singular value decomposition of the matrix operator P
mapping the data-to-unknown relationship in (19), wherein un represents the left singular vectors
(spanning the object space), vn the right singular vectors (spanning the data space) and σn the singular
values, in such way Pun = σnvn and P+vn = σnun, wherein + stand for the adjoint of the operator [18].

For all the measurement configurations adopted in the numerical analysis, we have analyzed the
following metrics based on the SVD analysis, i.e.,:

1. behavior of the singular values —the logarithmic plot of the singular values as ordered in
non-increasing fashion. Indeed, as the scattering operator is a compact one [18], its singular
values exhibits an exponential decay after a given threshold index I (analytically expressed
by (17)), which indicates the maximum number of the degrees of freedom, and hence of the
parameters which can be conveyed back by the recovery procedure;

2. spectral coverage (SC) defined as:

SC =
NT

∑
n=0

|Ũn|2 (20)

wherein Ũ is the Fourier Transform of the left singular vectors and NT the truncation index used
as regularization parameter in TSVD approach [10]. It is a measure of the class of profiles which
can be actually retrieved in the object domain by the inversion process [10].
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3. point spread function (PSF) defined as [27]:

PSF(z − z0) =
NT

∑
n=0

un(z)un(z0)
∗ (21)

wherein ()∗ stands for conjugation, and z0 the abscissa with respect the PSF is considered. For the
case at hand, we set z0 = 12.5 cm, which is the center of the imaging domain. The point spread
function is a direct measure of the ultimate attainable spatial resolution [27].

The SVD analysis is reported in Figure 5. It can be seen that the singular values are different
for the considered configurations. Indeed, for the PEC case the lower order singular values show a
greater magnitude while vanishing to zero (like in the case of the free-space background configuration).
On the other hand, in the case of two antennas in homogeneous background, the magnitude of the
singular values keeps almost always greater than the single antenna (without and with PEC).

(a) (b)

(c)

Figure 5. Singular value decomposition analysis. (a) Singular values, (b) spectral coverage and (c) point
spread function in the case of single antenna free-space background (solid blue line), single antenna
inhomogeneous PEC surface (red dashed line) and two antennas free-space background (dot black
line). The cutoff value is NT = 40 according to the change of slope in the singular values behavior,
while the spatial frequency in SC are normalized to the extent of the imaging domain.

The SVD analysis give us the fundamental answer to understand the differences in the
reconstruction process for the three adopted measurement configurations. Indeed, two main comments
are in order. First, the presence of a perfect reflecting plane (PEC) introduces an increase in the singular
values magnitude as compared to the homogeneous case. This is actually shown by the blue and red
dashed line in Figure 5a. Interestingly, such an increase entails the advantage to deal with a more
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stable inverse scattering problem and with an increase of the information content [9]. Second, when we
move to the case of two antennas, it can be easily understood as this configuration is almost equivalent
to the case of single antenna operating in presence of a PEC surface. Indeed, this can be explained
considering that the PEC surface acts as a “secondary” antenna which radiates (reflects) the field in
such a way a virtual transmission coefficient can be measured by the actual antenna, as superimposed
to the reflection coefficients that it would be measured without the PEC surface. As a result, when
two antennas are considered, the reconstruction result achieves better results as in presence of a PEC
surface. This analysis shows that the use of a second passive antenna is almost equivalent to have a
reflecting surface behind the plasma slab. Anyhow, in all those cases wherein free-space approximation
can be assumed (f.i., large meter-sized machine), two antennas can be used to achieve an enhancement
in the reconstruction process. This has an immediate fallout in the design of the measurement setup
depending on the constraints enforced by the experimental facilities.

On the other hand, the SVD analysis shows also that SC and PSF attained in three measurement
configurations are identical, unless some very negligible differences due to numeric evaluation of
the singular value system. These are confirmed by the same reconstruction performance achieved by
the single antenna with PEC surface and two antennas in homogeneous background, for which the
harmonic content is almost exactly the same. As a result, the improvement in the reconstruction in
presence of a PEC surface can be attributed only to the difference in the singular values spectrum.

6. Conclusions

In this paper, we have addressed microwave imaging profilometry through the solution of an
inverse scattering problem with a finite-difference formulation which takes into account, under the
adopted assumptions, the effects of the metallic case represented by the plasma reactor. It has been
shown that the presence of a metallic surface profoundly benefits the inversion recovery process
when faced with sparsity-promoting approaches. In addition, the developed analysis shows the
equivalence among two possible measurement configurations which are a single transmitting-receiving
antenna in presence of a PEC surface and two antennas (one active and the second passive) able to
measure also the transmission coefficients. Although the imaging capabilities are enhanced in presence
of totally reflecting surface and with two antennas, microwave imaging profilometry still shows
severe limitations in terms of accuracy in the recovery of arbitrary-shaped electron density profiles,
i.e., not exactly step-wise constant profiles. Further activities are currently being devoted to exploit
more efficient unknown representations and possible a priori information in order to achieve better
reconstructions accuracy and to deal with a class of profiles wider than that considered in this paper.
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Abstract: The main objective of electrical-property tomography (EPT) is to retrieve dielectric tissue
parameters from B̂+

1 data as measured by a magnetic-resonance (MR) scanner. This is a so-called
hybrid inverse problem in which data are defined inside the reconstruction domain of interest.
In this paper, we discuss recent and new developments in EPT based on the contrast-source
inversion (CSI) method. After a short review of the basics of this method, two- and three-dimensional
implementations of CSI–EPT are presented along with a very efficient variant of 2D CSI–EPT called
first-order induced current EPT (foIC-EPT). Practical implementation issues that arise when applying
the method to measured data are addressed as well, and the limitations of a two-dimensional
approach are extensively discussed. Tissue-parameter reconstructions of an anatomically correct
male head model illustrate the performance of two- and three-dimensional CSI–EPT. We show
that 2D implementation only produces reliable reconstructions under very special circumstances,
while accurate reconstructions can be obtained with 3D CSI–EPT.

Keywords: electromagnetic inverse scattering problems; magnetic resonance imaging; electrical-property
tomography; nonlinear optimization; contrast-source inversion

1. Introduction

The conductivity and permittivity values of different tissue types are of great importance in a
variety of medical applications. In magnetic-resonance (MR) safety [1] and hyperthermia-treatment
planning [2], for example, conductivity tissue profiles are required to determine the specific absorption
rate (SAR). Conductivity may also serve as a biomarker in oncology or in acute-stroke imaging [3].
Permittivity is important since it affects the spatial distribution of the transmitted electromagnetic field
responsible for spin excitation.

Typically, tissue conductivity and permittivity values are measured ex vivo for a particular range
of frequencies [4]. Other methods require elaborate hardware, such as electrical impedance tomography
(EIT) [5] or microwave-imaging methods [6]. The objective of electrical-property tomography (EPT)
is to retrieve these dielectric tissue values in vivo using an MR scanner and standard measurement
protocols [3,7]. Specifically, with an MR scanner, the so-called B̂+

1 -field, defined as B̂+
1 = (B̂x + jB̂y)/2,

can be measured at a particular frequency of an operation called the Larmor frequency. This frequency
is proportional to the magnitude of static background field B0 via relation f = γ B0, where γ =

42.577 MHz T−1 is the proton gyromagnetic ratio divided by 2π, leading to MR operating frequencies
of 128 and 298 MHz for a 3 and 7 T scanner, respectively.
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Reconstruction of dielectric tissue parameters is based on the measured B̂+
1 -field, and what

sets EPT apart from other more common inversion and imaging problems is that the measured
B̂+

1 -field has its support inside the reconstruction domain. The EPT reconstruction problem therefore
belongs to the class of so-called hybrid inverse problems [8], and several EPT techniques have been
proposed to reconstruct the conductivity and permittivity profiles based on these internal B̂+

1 data.
Loosely speaking, these techniques can be divided into local differential-based approaches (see, e.g.,
References [9–12]) and global integral-based approaches (see e.g., References [13–18]). Combinations
of local and global methods have been developed as well [19,20].

In this paper, we focus on a global integral-based EPT reconstruction method called contrast
source inversion (CSI)–EPT, where a CSI approach [21–23] is taken to solve an EPT reconstruction
problem. In particular, in CSI–EPT, the reconstruction problem is formulated as an optimization
problem in which an objective function is iteratively minimized. This objective function consists of a
term that measures the mismatch between modeled and measured data (data mismatch), and a term
that measures the discrepancy in satisfying Maxwell’s equations within the reconstruction domain
using a global integral field representation (consistency mismatch). Including the second consistency
term in the objective function is crucial to the performance of CSI, as shown in Reference [24].

Minimization of the objective function is carried out by iteratively updating a contrast function,
which describes the dielectric constitution of the body part of interest, and a so-called contrast source,
which is the product of the contrast function and the electric-field strength. Updating takes place
by fixing one variable and updating the other. More precisely, the contrast function is first fixed,
the contrast source is updated, and subsequently the contrast source is fixed and the contrast function
is updated.

The CSI–EPT method was originally introduced in Reference [14], where it was shown that
CSI–EPT is able to reconstruct strongly inhomogeneous conductivity and permittivity profiles within
the center slice of an object placed in the center of a body coil in a 3 T MR scanner. The method was
initially implemented for E-polarized electromagnetic fields in two-dimensional (2D) configurations in
which the electrical field is parallel to the bore axis (z-axis) and the magnetic field is purely transverse,
because it is significantly less complex than full three-dimensional implementation. The use of a 2D
approach was justified since it was shown that the electromagnetic field in the midplane of a birdcage
coil essentially has an E-polarized field structure [25]. An efficient alternative to CSI–EPT, first-order
induced-current EPT or foIC-EPT, was presented in Reference [20] as well. This method exploits the
structure of the two-dimensional E-polarized field to efficiently reconstruct the tissue profiles in the
midplane of the transmit coil. The foIC-EPT method is significantly faster than CSI–EPT and produces
reconstructions in real time with essentially the same quality as 2D CSI–EPT.

The CSI–EPT method has recently been extended to three-dimensional (3D) configurations in
Reference [26]. With this 3D implementation of CSI–EPT, volumetric conductivity and permittivity
profiles are obtained, and it is no longer necessary to restrict the reconstruction domain to the midplane
of a transmit coil. Moreover, 3D CSI–EPT is based on vectorial 3D Maxwell equations and no
(E-polarized) field structure is assumed to be present as in the case of a 2D approach. Unfortunately,
computation times dramatically increase compared with 2D CSI–EPT and foIC-EPT and, depending
on the configuration, it may take 3D CSI–EPT hours or even days to converge even on dedicated
high-performance computers or servers. Apart from possible preconditioning techniques that may be
applied to accelerate the convergence of 3D CSI–EPT, 2D CSI–EPT or foIC-EPT may be preferable in
practice, since reconstruction times are significantly shorter compared with 3D approaches.

In this paper, we thoroughly investigate this issue and compare reconstructions obtained with
2D CSI–EPT, foIC-EPT, and 3D CSI–EPT. Reconstruction artifacts in the conductivity and permittivity
profiles, the modeled B̂+

1 -field, and the internal electric field are carefully studied. Our analysis shows
that only under very special conditions is a 2D approach justified. Even if the electromagnetic field has
an E-polarized field structure in the midplane of the transmit coil, imposing a two-dimensional field
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structure is generally too limiting an approximation unless the body part of interest and transmit coil
strictly satisfy the longitudinal invariance condition.

This paper is organized as follows. In Section 2, the 2D and 3D CSI–EPT method is briefly
reviewed, and the governing integral representations are presented. A variant of 2D CSI–EPT, foIC-EPT,
is also presented, and a detailed analysis of the performance of all three reconstruction methods is
presented in Section 3 using a realistic head model from Virtual Family [27]. A discussion with
conclusions can be found in Section 4. Finally, we note that the position vectors in 2D and 3D are
denoted by ρ and x, respectively, and we use an exp(+jωt) time convention.

2. Theory

As mentioned above, the CSI–EPT algorithm operates on two unknowns and is based on two
fundamental equations. Specifically, the unknowns in CSI–EPT are contrast function χ̂ andthe contrast
source ŵ, and the fundamental equations are the data equation and object or state equation.

The contrast function describes the dielectric contrast of the body with respect to free space and is
given by χ̂(x) = εr(x)− 1 − jσ(x)/ωε0, where εr(x) and σ(x) are, respectively, the unknown relative
permittivity and conductivity profiles of the body, ε0 is the permittivity of free space, and ω is the
Larmor frequency of operation. The contrast function has bounded domain Dbody that is occupied
by the body as its support, that is, the contrast function vanishes for x /∈ Dbody. Finally, we note that
the contrast function is dimensionless, and that its real part is determined by the permittivity profile,
while its imaginary part is determined by the body’s conductivity profile.

The contrast source in CSI–EPT is defined as ŵ = χ̂Ê, where Ê(x) is the electric-field strength.
Note that it is common to refer to ŵ as a contrast source even though it is expressed in volts per meter
and is actually scaled electric-field strength. The electric-field strength is obviously also unknown,
since the dielectric constitution of the body is unknown. Even though this field is not of primary
interest in EPT, CSI–EPT does provide electric-field reconstructions that may be used to reconstruct the
local time-averaged power density that is dissipated into heat [1].

To arrive at the two fundamental equations of CSI–EPT, we set up a scattering formalism
in which we make use of the linearity of Maxwell’s equations and exploit the fact that the body
occupies a bounded domain Dbody. In particular, we first determine the electromagnetic field that is
present inside an empty birdcage coil. In practice, this so-called background field is computed using
electromagnetic-simulation software and we denote it by {Êb, B̂b}. We note that the assumption is
made here that external currents are impressed and field-independent. Consequently, antenna loading
is not directly taken into account. The total electromagnetic field in presence of the body is denoted by
{Ê, B̂}, and using the linearity of Maxwell’s equations this field can be written as

{Ê, B̂} = {Êb, B̂b}+ {Êsc, B̂sc}, (1)

where {Êsc, B̂sc} is the scattered electromagnetic field due to the presence of the body. For this field,
we have the integral representations

B̂sc(x) =
∫

x′∈Dbody

Ĝ
BJ
(x, x′) · ŵ(x′)dV and Êsc(x) =

∫
x′∈Dbody

Ĝ
EJ
(x, x′) · ŵ(x′)dV, (2)

where Ĝ
EJ and Ĝ

BJ are essentially the electric current to the electric field and electric current to
magnetic field Green’s tensors of the background medium. Note that these are the Green’s tensors of a
homogeneous background medium, and the presence of the coil is not taken into account. Explicit
expressions for these tensors are given below.
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Having these integral representations at our disposal, we can now present the basic CSI–EPT
equations. We start with the equation that relates the measured B̂+

1 -field to the contrast source.
In particular, using the integral representation for the scattered magnetic field of Equation (2), we have

B̂+;sc
1 (x) =

B̂sc
x + jB̂sc

y

2
=

1
2

∫
x′∈Dbody

∑
k=x,y,z

[
ĜBJ

xk(x, x′) + jĜBJ
yk(x, x′)

]
ŵk(x

′)dV, (3)

which can be written more compactly as

B̂+;sc
1 (x) = Gdata{ŵ}(x) for x ∈ Dbody, (4)

where linear data operator Gdata is implicitly defined in Equation (3). Equation (4) is known as the data
equation and relates unknown contrast source ŵ to the scattered B̂+

1 -field. Note that this scattered field
is known, since B̂+;sc

1 (x) = B̂+
1 (x)− B̂+;b

1 (x) and the total B̂+
1 -field is known through measurements,

while background field B̂+;b
1 (x) is known through simulations. The real phase is generally not known

in practice, and tranceive-phase approximation is often used, which can lead to reconstruction artefacts
at higher frequencies [28].

The second basic CSI–EPT equation, called the object or state equation, is obtained from the
integral representation for the scattered electric field as given by the second equation of Equation (2).
Using the definition of the scattered electric field Êsc = Ê − Êb, this integral representation can be
written as

Ê(x)−
∫

x′∈Dbody

Ĝ
EJ
(x, x′) · ŵ(x′)dV = Êb(x) (5)

and multiplying the above equation by contrast function χ̂, we arrive at

ŵ(x)− χ̂(x)
∫

x′∈Dbody

Ĝ
EJ
(x, x′) · ŵ(x′)dV = χ̂(x)Êb(x) for x ∈ Dbody, (6)

which can be written more compactly as

ŵ(x)− χ̂(x)Gbody{ŵ} = χ̂(x)Êb(x) for x ∈ Dbody, (7)

where linear operator Gbody is implicitly defined in Equation (6).
To summarize, the two fundamental unknowns in CSI–EPT are contrast function χ̂ and contrast

source ŵ, and the basic CSI–EPT equations are the data Equation (4) and the object Equation (7).
Now, suppose we have available an approximation for the contrast function and contrast source.

We denote these approximants by χ̃ and w̃, respectively, and, in order to measure how well these
approximations satisfy the data and object equations, we introduce the data and object residuals as

r̂d(x) = B̂+;sc
1 (x)− Gdata{w̃}(x) for x ∈ Dbody, (8)

and
r̂o(x) = χ̃(x)Êb(x)− w̃(x) + χ̃(x)Gbody{w̃}(x) for x ∈ Dbody, (9)

respectively, and measure their magnitudes using L2-norms

‖r̂d‖2
body =

∫
x∈Dbody

|r̂d(x)|2 dV and ‖r̂o‖2
body =

∫
x∈Dbody

|r̂o(x)|2 dV. (10)

In CSI–EPT, these norms are used to define objective function

F(χ̃, w̃) =
‖r̂d‖2

body

‖B̂+;sc
1 ‖2

body

+
‖r̂o‖2

body

‖χ̃Êb‖2
body

(11)
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and the goal is to find a contrast function and contrast source that minimizes this objective function.
We note that including the two-norm of the object residual in the objective function (second term on
the right-hand side of Equation (11)) is crucial to the success of CSI, since it has been shown that a
contrast-source inversion approach without this term produces unsatisfactory results in general [24].

In CSI–EPT, finding the desired contrast function is now realized by minimizing the objective
function in a “fix-one-minimize-for-the-other” approach. The iterative process continues until a
predefined maximum number of iterations or specified tolerance level of the objective function has
been reached. Specifically, the basic CSI–EPT algorithm is as shown in Listing 1.

Listing 1. Contrast-source inversion–electrical-property tomography (CSI–EPT).

• Given initial guesses χ̃[0] and w̃[0] for the contrast function and contrast source, respectively,
• For k = 1, 2, ...

1. Fix the contrast to χ̃[k−1] and update the contrast source according to the update formula

w̃[k] = w̃[k−1] + α[k]v[k].

2. Compute the corresponding electric-field strength Ê[k] according to (cf. Equation (5))

Ẽ[k](x) = Êb(x) + Gbody{w̃[k]}(x).

3. Knowing contrast source w̃[k] and corresponding electric-field strength Ẽ[k], determine
contrast function χ̃[k] from constitutive relation w̃[k] = χ̃[k]Ẽ[k] by solving
least-squares problem ‖χ̃Ẽ[k] − w̃[k]‖2

body for minimum norm contrast function χ̃.

4. Stop if objective function is smaller than user-specified tolerance level, or if maximum
number of iterations have been reached.

• End.

Polak–Ribière update directions are usually taken for update direction v[k] in Step 1 of
the algorithm, but Fletcher–Reeves or Hesteness–Stiefel update directions may be used as well.
To determine these update directions, the gradient of F(χ̃[k−1], w̃) with respect to w̃ at w̃ = w̃[k−1] is
required. Explicit expressions for this gradient and corresponding step length α[k] can be found in
Reference [23], for example.

Note also that, with Equation (5), the object residual can be written as r̂o = χ̃Ẽ − w̃ and, in Steps 2
and 3, we find minimum-norm contrast function χ̃ for which ‖r̂o‖2

body is minimized. This contrast
function is generally sensitive to small perturbations in w̃ at locations where the magnitude of the
electric field strength is “small.” To suppress this effect, we can alternatively update the contrast
function at every iteration according to update formula

χ̃[k] = χ̃[k−1] + β[k]u[k], (12)

with u[k] the Polak–Ribière update direction for the contrast function, and β[k] its corresponding
update coefficient. Such an approach usually has a regularizing effect and typically leads to smoother
reconstructions.

2.1. Object and Data Operators in Three-Dimensional CSI–EPT

In three dimensions and with air as a background medium, the integral representations for the
scattered fields, as given by Equation (2), take on form
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B̂sc(x) = j
ω

c2
0
∇× Âsc(x) and Êsc(x) = (k2

0 +∇∇·)Âsc(x), (13)

where c0 is the electromagnetic-wave speed in vacuum, k0 = ω/c0 the wave number in vacuum,
and Âsc is the vector potential given by

Âsc(x) =
∫

x′∈Dbody

Ĝ(x − x′)ŵ(x′)dV, (14)

with Ĝ the three-dimensional Green’s function of the vacuum background domain given by

Ĝ(x) =
exp(−jk0|x|)

4π|x| . (15)

Note that the nabla operators act on position vector x and not on integration variable x′.
Three-dimensional object operator Gbody can easily be identified from the second part in Equation (13).
For data operator Gdata, however, we have to substitute the x and y components of the scattered
magnetic flux density in Equation (3) to obtain

B̂+;sc
1 =

ω

c2
0

(
∂+ Âsc

z − ∂z Â+;sc) , (16)

where ∂+ = 1
2 (∂x + j∂y) and Â+;sc = 1

2 (Âsc
x + jÂ+;sc

y ). From the above expression for the scattered
B̂+

1 -field, the 3D data operator Gdata can be identified. Note the particular structure of this operator:
scattered B̂+

1 -field originates from a difference between the transverse variations of the longitudinal
vector potential (∂+ Âsc

z ) and the longitudinal variations of the transverse vector potential (∂z Â+;sc).

2.2. Object and Data Operators in Two-Dimensional CSI–EPT

In various papers (see Reference [25], for example) it has been reported that the radio-frequency
(RF) field in the midplane of a birdcage coil is essentially E-polarized, meaning that the electric-field
strength only has a longitudinal component (Ê = Êziz), while magnetic -flux density only has x and
y components (B̂ = B̂xix + B̂yiy). Additionally, in a two-dimensional configuration that is invariant
in the z direction, external electric current densities with longitudinal components only generate
E-polarized fields. Identifying the currents in the rungs of the birdcage coil with these z-directed
external current sources and denoting the slice through the object that coincides with the midplane of
the birdcage coil by Sbody, it makes sense to assume that within this midplane the RF field is essentially
two-dimensional and E-polarized with integral representations for the scattered fields given by

B̂sc(ρ) = j
ω

c2
0
∇T × Âsc(ρ), and Êsc(ρ) = k2

0Âsc(ρ), (17)

where ρ is the position vector in the midplane of the birdcage coil, ∇T = ix∂x + iy∂y is the transverse
nabla operator, and

Âsc(ρ) =
∫

ρ′∈Sbody

Ĝ(ρ − ρ′)ŵ(ρ′)dS (18)

is the vector potential in two dimensions (and is thus expressed as a two-dimensional integral as
opposed to the three-dimensional integral in the 3D case) with

Ĝ(ρ) = − j
4

H(2)
0 (k0|ρ|) (19)

the Green’s function of the two-dimensional homogeneous background medium (air) and H(2)
0

is the Hankel function of the second kind and order zero. In this two-dimensional case, object
operator Gbody can easily be identified from the second part of Equation (17) and does not contain
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a gradient-divergence operator as in the three-dimensional case. For 2D data operator Gdata, we
have to substitute the x and y components of the magnetic-flux density as given by the first part of
Equation (17) in the definition of the B̂+

1 -field to obtain

B̂+;sc
1 =

ω

c2
0

∂+ Âsc
z . (20)

From this expression, 2D data operator Gdata can now easily be identified. Comparing the
two-dimensional field representation of Equation (20) with its three-dimensional counterpart of
Equation (16), we observe that longitudinal spatial variations are absent in the two-dimensional case.
Moreover, the vector potentials in both expressions are different, since this quantity is computed using
Equation (18) in the two-dimensional case, while the three-dimensional vector potential is given by
Equation (14). Differences between two- and three-dimensional CSI–EPT reconstructions are discussed
further in Section 3.

2.3. Simplified Two-Dimensional CSI–EPT—foIC-EPT

In two dimensions, the CSI–EPT algorithm can be simplified by exploiting the particular structure
of E-polarized RF fields. To make this simplification explicit, we first introduce differentiation operator
∂− = 1

2 (∂x − j∂y) and note that operators ∂− and ∂+ essentially factor two-dimensional Laplacian
Δ = ∂2

x + ∂2
y as

Δ = 4∂−∂+ = 4∂+∂−. (21)

Now, as a first step, we substitute the second part of Equation (17) in Equation (20) to obtain

B̂+;sc
1 (ρ) =

1
ω

∂+Êsc
z (ρ). (22)

Subsequently, we use the definition of the scattered fields to write the above expression as

B̂+
1 (ρ) = B̂+;b

1 (ρ) +
1
ω

∂+Êz(ρ)− 1
ω

∂+Êb
z (ρ) (23)

and, since B̂+;b
1 (ρ) = 1

ω ∂+Êb
z (ρ), this simplifies to

B̂+
1 (ρ) =

1
ω

∂+Êz(ρ). (24)

If we now act with the ∂− operator on this equation, we obtain

∂− B̂+
1 =

1
4ω

ΔÊz (25)

and since Êz satisfies ΔÊz − jωμ0 Ĵind
z = 0 with

Ĵind
z = (σ + jωε)Êz, (26)

we arrive at
Ĵind
z =

4
jμ0

∂− B̂+
1 . (27)

This last equation shows that, in two dimensions, induced current density is obtained (accounting for
multiplication by 4/jμ0) by acting with the ∂− operator on the total B+

1 -field. The simplified CSI–EPT
method is therefore called a first-order-induced current EPT method, since a first-order differentiation
of the B+

1 -field essentially immediately results in an image of the induced current density.
As shown in Reference [20], after the induced current density is obtained, the corresponding

electric-field strength can be computed by solving a specific integral equation defined on Sbody.
With the electric-field strength now known, the conductivity and permittivity profiles within the slice
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can be obtained from Equation (26). The overall first-order induced current density EPT algorithm can
be summarized as presented in Listing 2.

Listing 2. First-Order Induced Current EPT Algorithm (foIC-EPT).

• Given the measured B̂+
1 -field in the midplane of the birdcage coil:

1. Determine the induced current density using Equation (27).

2. Determine the corresponding electric-field strength by solving a specific integral equation
(Equation (12) in Reference [20]).

3. Knowing the induced current density and the electric-field strength, determine conductivity
and permittivity profiles using Equation (26).

Further details about this algorithm can be found in Reference [20]. Finally, we note that the
above algorithm is a direct noniterative EPT method and, as opposed to CSI–EPT, requires the solution
of a system of equations (Step 2) to arrive at the reconstructed conductivity and permittivity profiles.
Fortunately, as demonstrated in Reference [20], this system of equations can efficiently be solved using
iterative solvers such as the generalized minimal residual (GMRES) method [29] and, typically, only a
small number of iterations is required to reach a prescribed error.

3. Methods and Results

To illustrate the performance of foIC-EPT and two- and three-dimensional CSI–EPT,
we reconstructed the conductivity and permittivity profiles of the head of anatomical human-body
model Duke from Virtual Family [27] (see Figure 1a,b), from noisefree B̂+

1 -data. The head model
consists of 124 × 100 × 109 isotropic voxels with side lengths of 2 mm. The model was placed
inside an ideal high-pass birdcage coil (see Figure 1a) consisting of 16 rungs, each having a width of
25 mm. The coil has a radius of 150 mm, is 195 mm long, and is driven in quadrature at 128 MHz,
which corresponds to the operating frequency of a 3 T MRI system. The shield surrounding the coil
has a radius of 180 mm and length of 200 mm. Commercial EM simulation software (XFdtd, v.7.5,
Remcom State College, PA, USA) was used to obtain the background field {Êb, B̂b} as generated by
the high-pass birdcage coil. Finally, to investigate the difference between two- and three-dimensional
conductivity and permittivity reconstructions, we also considered a longitudinally uniform “head
model” in which the center slice was simply repeated in the longitudinal direction, thereby creating a
model with no variations in the longitudinal z direction within the head (see Figure 1c).

(a) (b) (c)

Figure 1. Birdcage coil and head models. (a) High-pass birdcage coil with the head model placed
inside, (b) Duke head model from Virtual Family [27], and (c) longitudinally uniform head model
obtained by repeating the center slice in the longitudinal direction.
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3.1. Two-Dimensional CSI–EPT and foIC-EPT

The CSI–EPT method was originally implemented for two-dimensional configurations in
Reference [14] to study its potential as an EPT reconstruction method and to test if the method can
handle strongly inhomogeneous tissue profiles. Let us therefore start with a purely two-dimensional
reconstruction problem in which we attempt to reconstruct conductivity and permittivity profiles
within the center slice of the head model shown in Figure 2a. In this two-dimensional setting, we took
the background field in the midplane of the realistic birdcage coil shown in Figure 1a as the 2D
background field. The reconstructed conductivity and permittivity profiles obtained after 5000
iterations of the two-dimensional CSI–EPT method are shown in Figure 2b. It took the algorithm
approximately 86 s on an Intel i7-6700 CPU (Intel, Santa Clara, CA, USA) operating on Windows 7 with
Matlab 2016a (Mathworks, Natick, MA, USA) to arrive at these reconstructions, and we terminated the
algorithm after 5000 iterations since the objective function had already dropped below a 1.53 × 10−5

tolerance level at that point and essentially no significant improvements were obtained. In addition,
the foIC-EPT reconstruction profiles of conductivity and permittivity are shown in Figure 2c, and the
errors of CSI–EPT and foIC-EPT conductivity and permittivity reconstructions are shown in Figure 2d,e,
respectively. We observed that the quality of the foIC-EPT reconstructions was similar to CSI–EPT
even though it took foIC-EPT only a fraction of a second to produce these reconstructions (see Table 1
for details).

Table 1. Mean and standard deviation of reconstructed electrical properties in different tissue that are
apparent in the center slice of the head models using 2D CSI–EPT and foIC-EPT in a two-dimensional
setting. Units of σ and εr are in siemens per meter and permittivity of free space, respectively.

Conductivity (σ) Relative Permittivity (εr)

True 2D CSI–EPT foIC-EPT True 2D CSI–EPT foIC-EPT

Fat 0.07 0.13 ± 0.10 0.18 ± 0.10 12.37 17.23 ± 7.89 19.27 ± 7.15
Red marrow 0.16 0.11 ± 0.06 0.15 ± 0.03 13.54 11.08 ± 2.52 13.68 ± 1.47
Bone 0.07 0.14 ± 0.15 0.21 ± 0.14 14.72 19.09 ± 8.05 21.73 ± 6.90
Eye lens 0.31 0.54 ± 0.11 0.78 ± 0.09 42.79 48.86 ± 5.26 51.52 ± 1.44
Nerve 0.35 0.74 ± 0.30 0.77 ± 0.26 44.07 51.49 ± 8.74 47.33 ± 7.42
Connective tissue 0.50 0.47 ± 0.12 0.44 ± 0.13 51.86 46.48 ± 7.56 40.54 ± 7.06
White matter 0.34 0.36 ± 0.04 0.38 ± 0.04 52.53 54.33 ± 3.12 55.37 ± 3.54
Muscle 0.72 0.63 ± 0.11 0.55 ± 0.13 63.49 56.76 ± 7.28 48.30 ± 8.72
Eye sclera 0.92 0.89 ± 0.15 0.87 ± 0.13 65.00 56.78 ± 6.67 50.26 ± 5.95
Skin 0.52 0.48 ± 0.08 0.36 ± 0.09 65.44 59.00 ± 8.95 42.29 ± 8.55
Hypothalamus 0.80 0.88 ± 0.11 0.91 ± 0.11 66.78 59.48 ± 4.91 54.12 ± 4.20
Eye vitreous humor 1.51 1.46 ± 0.13 1.40 ± 0.15 69.06 66.19 ± 4.86 61.03 ± 4.95
Cornea 1.06 0.92 ± 0.13 0.83 ± 0.11 71.46 61.52 ± 9.32 52.81 ± 5.84
Gray matter 0.59 0.61 ± 0.15 0.63 ± 0.15 73.52 72.68 ± 4.18 70.54 ± 4.92
Midbrain 0.83 0.84 ± 0.17 0.88 ± 0.18 79.74 78.58 ± 10.24 81.93 ± 12.33
Cerebrospinal fluid 2.14 1.90 ± 0.29 1.75 ± 0.29 84.04 80.66 ± 8.57 76.46 ± 11.31
Mucosa 2.28 1.50 ± 0.03 1.01 ± 0.02 116.00 78.07 ± 5.17 53.83 ± 2.77
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Figure 2. Reconstruction results from 2D reconstruction methods. (a) True model, (b) reconstruction
obtained after 5000 iterations of 2D CSI–EPT, and (c) reconstruction from foIC-EPT. Respective errors
are shown in (d,e). Top row shows conductivity and bottom row shows relative permittivity.

3.2. Three-Dimensional CSI–EPT

In a two-dimensional approach, the RF field is E-polarized with electric-field strength that is
longitudinal (Ê = Êziz) and magnetic-flux density that is transverse (B̂ = B̂xix + B̂yiy). Such an
approach was shown to be reasonable for a homogeneous cylindrical phantom in a central region of
a body coil consisting of elementary center-fed dipole antennas in Reference [25]. Indeed, when the
longitudinally uniform head model of Figure 1c was placed within our birdcage coil we also observed
that the x and y components of the electric-field strength in the central transverse slice were small
compared to its z component, as illustrated in the top rows of Figure 3a–c and Figure 4a,b.
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Figure 3. Magnitude of electric-field-strength components. x, y, and z components at (a–c) the
transversal midplane, and (d–f) the slice 5 cm higher, respectively. Top and bottom row show fields in
the case of a longitudinal homogeneous and heterogeneous object, respectively.
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Figure 4. Ratios of x and y components of the electric-field strength relative to its z component. Relative
field components at (a,b) the center slice and (c,d) the slice 5 cm higher. Top row is for the longitudinally
uniform object, bottom row for the object with longitudinal variations.

However, as we move away from the center slice in the longitudinally uniform head model
of Figure 1c, the magnitude of the x and y components of the electric-field strength starts to
increase, as illustrated in the top rows of Figure 3d–f and Figure 4c,d, where the magnitude of the
electric-field-strength components is shown in a slice located 5 cm above the central slice. We observed
that even though the transverse components of the electric-field strength were negligible within the
center slice, they could no longer be neglected when 5 cm away from it.

Furthermore, for the realistic heterogeneous head model of Figure 1b, a two-dimensional
E-polarized field assumption completely failed, as shown in the bottom rows of Figures 3a–f and 4a–d.
In the slice 5 cm above the central slice, and even within the central slice itself, the x and y components
of the electric-field strength could no longer be neglected and had to be taken into account in the full
Maxwell equations to properly describe RF field behavior within the head model.

To study the effects of longitudinal spatial variations of the tissue parameters on the B̂+
1 -field,

we considered Equation (16) again and write it in form

B̂+;sc
1 = Btra + Blon, (28)

where Btra = ω
c2

0
∂+ Âsc

z and Blon = − ω
c2

0
∂z Â+;sc. Longitudinal variation term Blon is absent in a 2D

approach (see Equation (20)), since, in a 2D setting, the configuration is assumed to be invariant
in the longitudinal z-direction (∂z = 0). Figure 5, however, shows that, for both the longitudinally
homogeneous and realistic heterogeneous head model, the longitudinal variation term is significant
and cannot be ignored. Especially near the periphery of both head models, Blon contributes to the
scattered B̂+

1 -field. More specifically, within a 1 cm outer boundary layer located in the center slice,
the mean of fraction |Blon/B̂+;sc

1 | is 1.18 and 1.25 for the homogeneous and inhomogeneous head
model, respectively; in the inner region, these means are 0.51 and 0.60, and similar averages were
obtained for the slice located 5 cm above the center slice. From these observations, it is clear that
longitudinal variations of transverse vector potential Â+;sc contribute to the scattered B̂+

1 -field and
cannot be ignored.
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Figure 5. Magnitude of scattered B̂+
1 terms. (a) Transverse variation and (b) longitudinal variation term

of the scattered B̂+
1 , and (c) contributions of Blon with regard to B̂+;sc

1 at the center slice. (d–f) Same,
respectively, at a slice 5 cm higher in the head domain. Top row is in the case of a longitudinally
uniform object, the bottom row for the head model with longitudinal variations. (b) and (e) were
neglected in the 2D approach.

Up to this point, we compared 3D RF field structures with their 2D counterparts for a
longitudinally uniform and a realistic heterogeneous head model. In a two-dimensional configuration,
however, sources are invariant in the longitudinal direction as well, and we expect that, due to the
finite extent of the birdcage coil, additional deviations in the B̂+

1 fields will be observed.
To further investigate this issue, we first determine the two-dimensional B̂+

1 -field in the central
slice, as described in Section 3.1. The magnitude and phase of this field are shown in the top and
bottom row of Figure 6a, respectively. Subsequently, we consider RF excitation by the 3D birdcage coil,
but assume that the birdcage coil, including its currents, does not vary in the longitudinal direction.
For the longitudinally uniform head model, a B̂+

1 -field as shown in Figure 6b is then obtained and
we observe that this field strongly resembles the 2D B̂+

1 -field pattern of Figure 6a. Replacing the
longitudinal invariant currents in the rungs by the exact current, but keeping the homogeneous head
model, we obtain the B̂+

1 -field pattern shown in Figure 6c. Agreement with the 2D field B̂+
1 -field

pattern clearly deteriorates, and this correspondence becomes even worse for the realistic longitudinal
heterogeneous head model as shown in Figure 6d. Since the B̂+

1 -field is used as an input for the
CSI–EPT method, accurate correspondence is obviously necessary for proper reconstruction. The 2D
CSI–EPT algorithm expects a 2D B̂+

1 -field, as shown in Figure 6a for the center head slice, but in 3D
the B̂+

1 -field from Figure 6d is present. Providing this 3D field as an input to a 2D CSI–EPT algorithm
would lead to inaccurate reconstructions in general.

To illustrate how these differences in actual fields (3D) and expected fields (2D) translate to
reconstruction errors, both two-dimensional algorithms were applied to quasi-three-dimensional data
using either 3D amplitudes or phases. Note that, in order to match 2D and 3D data, the maximum
absolute value of the B̂+

1 -field of both datasets was taken to be equal. The results are depicted in
Figure 7b–e, from which it can be observed that permittivity is particularly sensitive to 2D violations.
This reconstruction difference between conductivity and permittivity is due to the fact that conduction
currents (σÊ) influence the B̂+

1 -field to a much larger extent than displacement currents (jωεÊ) at 3 T.
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Figure 7. Reconstruction results from 2D reconstruction methods using parts of 3D B̂+
1 data. (a) True

model, (b,c) reconstruction results assuming 2D phase with 3D magnitude, and (d,e) reconstruction
results assuming 2D magnitude with 3D phase of the B̂+

1 -field in the central transverse slice from
simulations with the longitudinal invariant head model. Top row shows conductivity and the bottom
row shows relative permittivity.

The reconstructions of the conductivity and relative permittivity profiles for the full 3D case
without any further assumptions, using 3D magnitude as well 3D phase B̂+

1 data are shown for
the longitudinally uniform model in Figure 8a–f and for the realistic heterogeneous head model in
Figure 8g–l. Reconstructions are shown for the central slice profiles as well as for the profiles located
within the slice positioned 5 cm above the central slice. For comparison, 2D CSI–EPT reconstructions
based on 3D B̂+

1 data are also presented. Relative residual error (norm of the difference between
the exact and reconstructed profile normalized by the norm of the exact profile, where the norm is
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taken over the center slice) of Figure 8h is 0.7339 and 0.8263 for the conductivity and permittivity,
respectively, while the relative residual error of the conductivity and permittivity of Figure 8i is
0.3358 and 0.1587, respectively. Clearly, 2D CSI–EPT is unable to accurately reconstruct conductivity
and permittivity profiles. The 2D and 3D permittivity reconstructions are also less accurate than
conductivity reconstructions, indicating that B̂+

1 -field data acquired at 3 T are less sensitive to
permittivity variations.
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Figure 8. Reconstruction comparison of 2D and 3D CSI–EPT on 3D B̂+
1 fields after 5000 and

50,000 iterations, respectively. (a–c) true object, reconstruction with 2D CSI–EPT, and reconstruction
with 3D CSI–EPT for a homogeneous object and for the center slice. (d–f) Same as above, but for a
slice 5 cm higher. (g–l) same as (a–f), but in the case of a longitudinal inhomogeneous object. Top row
depicts the conductivity, bottom row shows permittivity.

Finally, to emphasize that 3D CSI–EPT is a fully three-dimensional volumetric reconstruction
method, we present a full 3D CSI–EPT reconstruction of the realistic head model obtained after
50,000 iterations based on 3D B̂+

1 data in Figure 9. This number of iterations was chosen due to time
constraints, since it takes approximately 110 h on an Intel i7-6700 CPU operating on Windows 7 with
Matlab 2016a.
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Figure 9. Three-dimensional visualization of a section of the 3D CSI–EPT reconstruction of the
heterogeneous Duke head model (Figure 1b) after 50,000 iterations. (a,b) True and reconstructed
conductivity, and (c,d) true and reconstructed relative permittivity. Top slice that is visible is the slice
5 cm above the transverse midplane.

4. Discussion

We investigated the performance of two- and three-dimensional CSI–EPT in reconstructing
dielectric tissue profiles based on B̂+

1 data collected inside the reconstruction slice or domain of interest.
Since these data has their support inside the reconstruction domain, EPT belongs to the class of so-called
hybrid inverse problems [8]. In CSI–EPT, reconstructing tissue parameters is posed as an optimization
problem in which an internal objective function, that is, an objective function that measures both
field and model discrepancies within the domain of interest, is minimized in an iterative manner.
Field discrepancies are measured by considering the L2-norm of the difference between modeled
and measured data, while model discrepancies are measured by an L2-norm that tells us how well a
conductivity and permittivity tissue profile, and the corresponding contrast source, satisfy Maxwell’s
equations. Including model discrepancies in the objective function is crucial to the performance of
CSI–EPT, since it has been shown that, without this term, unsatisfactory reconstruction results may be
obtained [24]. In addition to the tissue profiles, CSI–EPT reconstructs electric-field strength as well,
and may therefore also be used to predict the SAR that is induced inside the body or a body part of
interest [30], which is important for MR safety and hyperthermia-treatment planning, for example.
Finally, we also showed that, in two dimensions, an alternative noniterative and integral-based
reconstruction algorithm called foIC-EPT may be employed. This method is significantly faster
than 2D and 3D CSI–EPT, and reconstructs tissue profiles and corresponding electric-field strength
essentially in real time on a present-day standard laptop or PC (Intel i5-i7 or similar). However,
foIC-EPT is restricted to two-dimensional configurations since it exploits two-dimensional E-polarized
field structures. CSI–EPT, on the other hand, does not exploit any particular field structure and
can be extended to the vectorial three-dimensional case, turning CSI–EPT into a volumetric EPT
reconstruction method.

We carried out several comparisons between reconstructions obtained with 2D CSI–EPT, foIC-EPT,
and 3D CSI–EPT. Our simulations show that care needs to be exercised when a 2D reconstruction
approach is followed or reconstruction artefacts are obtained in the reconstructed dielectric tissue
profiles. Specifically, we showed that, by using 2D methods, erroneous reconstructions could be
obtained, since the longitudinal variations of the transverse vector potential are completely ignored
in the data model for the B̂+

1 field. Moreover, vector potential itself is computed differently in 2D
and 3D since longitudinal invariance is assumed in the 2D case. In fact, the transverse electric field
and the longitudinal magnetic field vanish in 2D as a consequence of the (assumed) invariance of the
object and external sources along the longitudinal direction. In 3D, however, all components of the
electromagnetic field are present and their contributions to the measured data and object equations
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have to be taken into account. Of course, in some situations, an E-polarized field structure may be
present in the midplane of a birdcage coil, but the scattered B̂+

1 -field is also influenced by longitudinal
variations of transverse vector potential ∂z Âz. These equations can only be simplified to 2D if we can
guarantee that longitudinal invariance or the smoothness of certain field components can be imposed
before any reconstruction algorithm is applied to the measured data. Therefore, cylindrical body parts,
such as legs or arms, could be reliably reconstructed via 2D CSI–EPT, but this at least requires further
validation through simulations and measurements using cylindrical phantom models with known
dielectric characteristics.

No assumptions on the fields are imposed in 3D CSI–EPT and reconstruction errors due to such
assumptions are therefore avoided. Moreover, 3D CSI–EPT is a volumetric reconstruction method,
and is not restricted to a specific plane within the configuration. Reliable reconstructions can be
obtained within any desired domain of interest provided that B̂+

1 data are available within this domain.
Unfortunately, computation times significantly increase when applying 3D CSI–EPT. Depending on
the number of unknowns in the EPT reconstruction problem, 3D CSI–EPT may take many iterations
to converge to the desired error tolerance, with total computation times of hours or days, even on
dedicated computers or servers. In future research, we focus on accelerating the convergence rate
of 3D CSI–EPT by including preconditioning techniques in CSI–EPT (as described in Reference [23],
for example) that exploit all a priori knowledge we have about the object or body part that needs to be
reconstructed. This knowledge can also be used to construct an accurate initial guess, thereby possibly
further accelerating CSI–EPT.

In our experiments, we used simulated B̂+
1 -field data to test the performance of 2D and 3D

CSI–EPT on strongly inhomogeneous structures, and to study the differences between two- and
three-dimensional CSI–EPT approaches. In real-world measurements, the data obviously differ from
simulated data, and CSI–EPT should be adapted so that it can handle measured B̂+

1 data. In this
respect, we identified three practical issues that need to be addressed, which are part of our current
CSI–EPT research.

First, in practice, the B̂+
1 -field is obtained in polar form through separate amplitude and phase

measurements. In both cases, the collected data are contaminated with noise. Therefore, filtering
or regularization techniques that suppress the effects of noise should be incorporated in CSI–EPT.
Initial studies show that filtering of the data allows us to handle measured data in foIC-EPT [20] and,
as demonstrated in Reference [14], total-variation (TV) regularization may suppress noise effects in
CSI–EPT. However, due to the many possible choices for the regularization parameter in this method, it
is presently not clear for which parameter or parameter range the TV CSI–EPT scheme is most effective.

Second, the phase that is measured in practice is not the phase of the B̂+
1 -field, but the so-called

transceive-phase from which the B̂+
1 -phase can be extracted. To this end, the tranceive-phase

approximation is often applied, but the validity of this approximation is not fully understood, and
may lead to reconstruction errors in conductivity and permittivity profiles [28]. Fortunately, it is
shown in Reference [31] that improved B̂+

1 phase approximations can be obtained from the tranceive
phase by incorporating an iterative-phase correction scheme in the CSI–EPT reconstruction algorithm.
This correction scheme seems to reliably retrieve B̂+

1 phase maps from the measured tranceive phase,
and leads to improved conductivity and permittivity reconstructions compared with reconstructions
that are obtained when tranceive-phase approximation is applied. We will include this phase-correction
mechanism in future CSI–EPT implementations as well. Another option is to opt for phaseless
approaches as, for example, proposed in References [32,33].

Finally, in practice, the current densities in the transmit coil that generate the incident field
depend on the present object, and we must account for this loading effect as well. Specifically,
integral representations for the fields in CSI–EPT are obtained using scattered-field formalism in
which it is assumed that current density in the transmitting antenna is impressed and independent
of the scatterer that may be present in the configuration. In practice, however, these currents do
depend on the object, and, consequently, care must be taken when we compute the background
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field in CSI–EPT. One approach is, therefore, to simulate this loading effect using a suitable coil and
body model in a commercial field solver and to extract current densities in the coil from this solver.
The background field in CSI–EPT (the field without any load) can then be computed using these
extracted currents. In this way, the loading effect encountered in practice can be incorporated in our
CSI–EPT reconstruction algorithm.

Our final aim is, of course, to turn CSI–EPT into a practical reconstruction method to obtain
accurate and reliable conductivity and permittivity tissue maps of an interior part of the human body
at MR operation frequencies. Reconstruction results based on simulated data are very promising,
and we think that, by addressing the practical issues discussed above, we will indeed make significant
progress towards a reliable EPT reconstruction method that provides us with accurate dielectric tissue
maps in practice.
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Abstract: A discontinuous Galerkin formulation of the Contrast Source Inversion algorithm
(DGM-CSI) for microwave breast imaging employing a frequency-cycling reconstruction technique
has been modified here to include a set of automated stopping criteria that determine a suitable time to
shift imaging frequencies and to globally terminate the reconstruction. Recent studies have explored
the use of tissue-dependent geometrical mapping of the well-reconstructed real part to its imaginary
part as initial guesses during consecutive frequency hops. This practice was shown to improve
resulting 2D images of the dielectric properties of synthetic breast models, but a fixed number of
iterations was used to halt DGM-CSI inversions arbitrarily. Herein, a new set of stopping conditions
is introduced based on an intelligent statistical analysis of a window of past iterations of data error
using the two-sample Kolmogorov-Smirnov (K-S) test. This non-parametric goodness-of-fit test
establishes a pattern in the data error distribution, indicating an appropriate time to shift frequencies,
or terminate the algorithm. The proposed stopping criteria are shown to improve the efficiency of
DGM-CSI while yielding images of equivalent quality to assigning an often liberally overestimated
number of iterations per reconstruction.

Keywords: breast imaging; microwave imaging; discontinuous Galerkin method (DGM); contrast
source inversion (CSI); stopping criteria; Kolmogorov-Smirnov (K-S) test

1. Introduction

Microwave imaging (MWI) has made steady progress towards widespread clinical application
in breast cancer detection and monitoring over the past decade, offering a safety advantage over
established x-ray-based modalities due to its use of non-ionizing radiation and a significant cost benefit
over magnetic resonance imaging (MRI). While its currently attainable spatial resolution does not
match that of cancer screening tools like mammography, concurrent use of MWI of the breast in its
current state could lead to decreased false positive rates among certain population groups, particularly
pregnant women or those with radiographically dense (“Category C” and “Category D”) breasts,
as classified by the American College of Radiology’s Breast Imaging Reporting and Data System
(BI-RADS) [1,2].

Methods of utilizing MWI for biomedical applications have been investigated for almost half
a century [3,4]. Some recent representative research can be found in [5]. MWI algorithms can be
split into those producing qualitative images, where the reconstructed value at each pixel is a
relative quantity, and those producing quantitative reconstructions of a physical property, typically
the complex-valued permittivity. Examples of qualitative algorithms are those utilized in so-called
radar imaging techniques [6], and those retrieving only qualitative aspects of the target, such as
its support [7,8]. The interest in this paper are quantitative imaging methods that solve the full
electromagnetic inverse problem.

J. Imaging 2019, 5, 55; doi:10.3390/jimaging5050055 www.mdpi.com/journal/jimaging122
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It is well known that the electromagnetic inverse problem associated with MWI, where one
attempts to reconstruct the complex-valued permittivity of an object-of-interest (OI), is ill-posed [9].
The ill-posedness stems from the non-uniqueness of the inverse-source problem where one attempts
to reconstruct the electromagnetic sources responsible for a remotely measured field. In the
electromagnetic inverse problem, these sources are the contrast-sources that are illuminated by the
interrogating field. Various regularization techniques have been developed over several decades
of research to deal with the ill-posedness of the problem [10]. The electromagnetic inverse problem
is not only ill-posed but also non-linear with repect to the two unknowns within the inaccessible
imaging domain, the electromagnetic field and the permittivity. The Contrast Source Inversion (CSI)
technique effectively linearizes the problem by casting the data-error norm in terms of contrast-source
variables, which vary with the interrogating field, and regularization is performed by introducing the
so-called Maxwellian regularizer which is written in terms of the contrast-sources and the contrast [11].
Much research has been performed on advancing the CSI algorithm since it was first reported,
including the addition of a multiplicative regularizer [12].

For biomedical imaging applications, which are of interest in the context of the present work,
the incorporation of discretized numerical inversion models into CSI that are based on either
the finite-element method (FEM) or the discontinuous Galerkin method (DGM) forward solvers
have provided much flexiblity and several advantages for the overall inversion process [13–15].
Most importantly, these forward solvers have allowed one to incorporate prior information into the
inversion model that has the effect of regularizing the inversion, enabling high-contrast reconstructions
such as are required for breast imaging [16–19]. The flexibility of these partial differential equation
(PDE) based solvers has also allowed advancements in data-acquisition systems utilized to acquire
scattered-field data for MWI [20,21]. Other potential advancements in MWI for breast tumor detection
include the use of contrast agents [22]

Recent work in multi-frequency imaging has shown promise in increasing the spatial resolution
and correspondingly, the amount of distinguishable anatomic detail in MWI reconstructions.
For instance, while the use of “frequency hopping” has long been shown to be an effective means of
obtaining images from high-frequency data by feeding low-frequency solutions as “initial guesses”
into inversion algorithms [23], a so-called “frequency cycling” and “tissue-dependent mapping”
framework has been adopted in recent studies to perform multi-frequency imaging demonstrating
significant enhancement in the quality of resulting 2D images [24,25]. In those works, an arbitrary
fixed number of iterations was used as the stopping condition for the imaging algorithm, but it was
noted that further exploration into more intelligent stopping criteria was justified, particularly based
on the observation that running the algorithm longer than necessary could deteriorate the imaging
results. In fact, to date, there has been little exploration into optimizing the conditions to which
a microwave imaging algorithm should adhere when determining the appropriate point to move
on from intermediate inversions to the next frequency in a multi-frequency sequence, or when to
terminate reconstructions entirely.

While monitoring the convergence of data error has been the most common objective approach
to halting microwave imaging algorithms, as it is often difficult to ascertain whether a chosen error
limit will undershoot, overshoot, or consistently meet the attainable image reconstruction quality for
a given dataset, several early studies focusing on synthetic and experimental imaging performance
fell into the same habit of simply pre-assigning an arbitrary number of iterations for the algorithm to
complete, chosen for convenience or through trial and error [11,26–28].

Although there have been previous attempts to develop more intelligent stopping criteria for
imaging algorithms in recent literature [17], a more thorough statistical analysis of the data error is
undertaken here and employed as part of a logical multi-variable framework of stopping criteria
for a frequency-cycling tissue-dependent mapping formulation of Contrast Source Inversion (CSI).
For comparison purposes, some 2D imaging results from a recent study are included in this work to
demonstrate the significant gains in efficiency and image quality granted through the incorporation of
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the described stopping criteria [25]. Reconstruction results are subjected to quantitative analysis using
common image error metrics to provide an objective measurement of these improvements.

2. Materials and Methods

2.1. DGM-CSI Algorithm

An implementation of CSI using a high-order frequency-domain formulation of Maxwell’s curl
equations has been used for all 2D breast images presented here, employing the discontinuous Galerkin
method (DGM) as a forward solver. Nodal coefficients in high-order polynomial expansions represent
unknown field and contrast quantities in the resulting DGM-CSI algorithm. Independent from
this choice of implementation, among the benefits of CSI is its use of operators that are functions
of frequency and the material properties of the background medium only, which do not change
from iteration to iteration [11]. As aforementioned, further improvement in performance has been
demonstrated through the use of a tissue-dependent mapping process and the practice of cycling back
to low-frequency reconstructions [25], and a brief overview of this process is provided in Section 2.2.
Further details specific to DGM-CSI can be found in [14,29], but a summary of the relevant quantities
and definitions involved in the CSI cost functional is included here, since it pertains to the discussion
of data and domain error that follows.

The microwave imaging problem in Figure 1 depicts an object of interest (OI) with an unknown
dielectric contrast χ(�r), a function of position vector�r, typically defined as

χ(�r) =
ε̂r(�r)− ε̂b

ε̂b
, (1)

where ε̂r is the complex relative permittivity and ε̂b is the complex background permittivity. In breast
imaging applications, the background permittivity is usually represented as the homogeneous
immersion medium in which the breast is submerged and the imaging domain D is an area typically
chosen to be contained by the outer skin layer of the breast. An array of t = 1, 2, . . . , T transmitters is
used to generate probing incident fields; the resulting scattered fields are measured by an array of R
receivers that make up a discrete measurement surface S .

Figure 1. Two-dimensional representation of the imaging problem. The object of interest (OI) has an
unknown contrast χ, where D is the imaging domain and S is the surface containing the transmitters
(Tx) and receivers (Rx).

It is assumed that the reader is familiar with the standard CSI algorithm, and only the aspects
important to the proposed stopping criteria will be reviewed. The CSI algorithm solves for the contrast
χ(�r) of breast tissue within D from this scattered field data by minimizing the following two-part
cost functional:

FCSI(χ, wt) = FS (wt) +FD(χ, wt), (2)
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where both the contrast χ(�r) and the transmitter-dependent contrast sources wt(�r) = χ(�r)utot
t

(a product of the contrast and the total field utot
t ) are unknown and confined to the domain D.

The first term of Equation (2) represents the “data error”, given by

FS (wt) =
∑t

∥∥usct
t −LS{wt}

∥∥2
S

∑t
∥∥usct

t
∥∥2
S

, (3)

and correspondingly, the second term represents the “domain error”,

FD(χ, wt) =
∑t

∥∥χuinc
t − wt + χLD{wt}

∥∥2
D

∑t
∥∥χuinc

t
∥∥2
D

, (4)

with ‖·‖D and ‖·‖S denoting the L2 norms on D and S . The measured scattered field data is represented
above by usct

t at R receiver locations per transmitter t, and the incident field inside D is uinc
t . The forward

operator LS converts contrast source estimates wt in D to scattered field values at R receiver points per
transmitter t on the measurement surface S ; LD performs a similar function, but transforms contrast
sources to scattered field values within D. For further simplicity, the “data error” per iteration i can be
defined from the numerator of Equation (3) as

ρ
(i)
t = dt −LS{w(i)

t } (5)

and correspondingly, the “domain error” from the numerator of Equation (4) as

r(i)t = χ(i)uinc
t − w(i)

t + χ(i)LD{w(i)
t }. (6)

These error values, particularly the data error of Equation (5), are subject to analysis for evaluating
convergence behaviour of DGM-CSI in this study, described in Section 2.3.

2.2. Frequency-Cycling Tissue-Dependent Mapping Technique

The well-documented dielectric properties of breast tissues lead to the observation that the
geometry of the real and imaginary parts of tissues’ permittivity profiles should be qualitatively
similar [24,25]. The quantitative permittivity values of different types of breast tissue also form
reasonably discrete ranges that are highly correlated between real and imaginary components, making
it easy to stratify these values into expected tissue types (i.e., fat, transitional, fibroglandular, and
cancer) [30]. Through a tissue-dependent mapping of the imaginary part based on geometric and
quantitative reconstructions of the dielectric constant, an “artificial” imaginary component was
proposed as part of the initial guess for the next frequency dataset in the imaging sequence, to
good effect [24,25].

In addition to tissue-dependent mapping, this previous work invoked “frequency cycling”
as opposed to conventional frequency hopping, where frequency cycling simply continues the
reconstruction process past the highest frequency in a multi-frequency sequence by returning to
the lowest frequency dataset (with an initial guess based on the highest frequency solution) [25].
The initial studies using DGM-CSI have shown that this practice preserves the fine detail acquired
from high-frequency data, and produces better results than a single incremental frequency-hopping
sequence operating for the same total number of iterations. In a practical microwave imaging scenario
without the benefit of foreknowledge of this total number of iterations, however, a potential drawback
to frequency cycling would be the increased number of iterations required to produce images when
arbitrary or overly-stringent stopping conditions are applied.
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2.3. Stopping Criteria for Single-Frequency Reconstructions

As described in Section 2.1, iterative inversion methods such as DGM-CSI attempt to solve the
inverse scattering problem by minimizing the cost functional of Equation (2), which includes a data
error ρ

(i)
t (Equation (5)) represented by the difference between the measured and computed fields on S

for a given transmitter t. If U is the total number of data points across all receivers R and sources T,
then the U × 1 data-error vector ρ̄(i) can be represented as a concatenation of every transmitter’s data
errors, such that

ρ̄(i) = [ρ
(i)
1 ; ρ

(i)
2 ; . . . ; ρ

(i)
T ] (7)

After all contrast sources w(i)
t are updated for each transmitter t, the inversion process by

convention performs a convergence check that calculates the new data-error vector ρ̄(i+1). The goal is
to reduce this new data error as much as possible, and aside from simply assigning a maximum number
of iterations, one could monitor the data error until it falls below an arbitrarily-chosen tolerance level δ

such that some form of a termination condition examining its sum, maximum value, or norm applies,
commonly implemented as

if (‖ρ̄(i+1)‖ < δ) stop.

Alternatively, the difference between the normalized data-error vector at two successive iterations,
ρ̄(i) and ρ̄(i+1), can be calculated until it falls within a prescribed tolerance to check for convergence [26].

Such conditions would seem to be reasonable criteria by which termination of the inversion
algorithm should take place. However, the total data error often has little bearing on the accuracy of
the resulting reconstruction, despite properly converging to a preset minimum. While liberally large
values of error tolerance will logically terminate the imaging algorithm prematurely, it has also been
observed that conservatively small choices of error tolerance will result in a poorer quality image.
This outcome is likely due to the supposition that the minimization of a cost functional towards zero
arguably means accounting for any and all error in modeling, calibration, and measurements (i.e.,
noise) through non-physical changes in the reconstructions. The apparent inadequacy of having
the data error converge to within an arbitrary tolerance alone served as motivation to develop a
multifaceted approach to stopping criteria that improves the reconstructions of a frequency-cycling
reconstruction technique through statistical analysis of data and domain error of each iteration.

This proposed framework stops the imaging algorithm based primarily on the statistical
distribution of the contributing terms to the data-error vector ρ̄. Referring the reader back to Equation (7),
assuming a best-case scenario where the forward operator LS is able to perfectly model the field
behaviour of the imaging system and the contrast sources wt had been iteratively solved to the exact
solution, the data error ρt would be reduced to the difference between the field values dt experimentally
measured at the receivers for all given transmitters and the ideal noise-free field values generated
by LS{w(i)

t }. This difference would amount to the noise of the experimental system, which would
presumably converge to a known pattern, such as a Gaussian distribution.

However, it is clear that even if one could acquire completely noise-free measurement data, it is
not practical, or even possible, to find a numerical model that could exactly match it. This so-called
modeling error, attributed to mismatches between the approximate representation of the imaging
environment LS (which varies by formulation, mesh granularity, order number, etc.) and the true,
unknowable functions that perfectly predict field behaviours within the system, invalidates the
assumption that the remaining data-error vector ρ̄ (upon convergence of the imaging algorithm to a
solution) consists simply of noise. Modeling error is the primary reason why data calibration must be
performed on experimental data, and it is not a trivial issue to address in MWI [31].

Correspondingly, since the contributions to the data error are multifactorial in nature and vary
with each experimental set-up and possibly with each target, it will not necessarily converge to a known
family of statistical distributions. Use of any of the myriad of statistical normality tests available (such
as the Anderson–Darling or Shapiro–Wilk test) on the data error as part of the proposed algorithmic
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stopping criteria would therefore be unreliable. However, the profile of the data error distribution
(regardless of its final form) should reach a steady state when the algorithm has sufficiently converged
to a particular solution. To confirm that this trend occurs during a reconstruction requires comparison
of the current iteration’s data error distribution to those of multiple previous iterations, which is
accomplished in this work with an implementation of the two-sample Kolmogorov-Smirnov (K-S) test.

The two-sample K-S test is a non-parametric goodness-of-fit hypothesis test that evaluates the
maximum absolute difference D between the cumulative distribution functions (CDF) of two sample
data vectors over a range of x in each data set. Recall that the CDF (FX) of a continuous random variable
X can be expressed as the integral of its probability density function (PDF) fx (that is, a function whose
value at any given sample can be interpreted as providing a relative likelihood that the value of the
random variable would be equal to that sample), such that

FX(x) =
∫ x

−∞
fX(t) dt. (8)

In the discrete case, FX(x) would be equivalent to the proportion of values in fX(x) less than or
equal to a specified value of x.

Suppose the data-error vector PDFs from two consecutive iterations of the DGM-CSI imaging
algorithm, ρ̄(i) and ρ̄(i+1), each have some observed CDF, say P̂(i)(x) and P̂(i+1)(x); that is, for any
specified value of x, the value of P̂(x) is the proportion of error values less than or equal to x in the
corresponding dataset. Consider the quantity

D = max
x

(|P̂(i+1)(x)− P̂(i)(x)|), (9)

that represents the maximum error between two CDFs. The K-S test makes use of this D value to
return a probability, in the form of a scalar asymptotic p-value in the range of [0, 1], which represents
the likelihood that the two samples were drawn from the same distribution. More precisely, the p-value
is defined as the probability of observing a test statistic (D) as extreme or more extreme than the
observed value, for the null hypothesis that the data in these two vectors are from the same continuous
distribution [32–35]. In the implementation of the test, the decision to reject the null hypothesis is
based on comparing the returned p-value with a preset significance level (commonly 5% for many
applications). The test becomes very accurate for large sample sizes, and is believed to be reasonably
accurate for sample sizes U1 and U2, such that (U1 × U2)/(U1 + U2) ≥ 4, which is the case for
a collection of data error values in a system of 24 transmitters and receivers operating at a single
frequency (representing a total of 576 data points).

While the strength of the two-sample K-S test lies in determining when two samples are from
differing distributions, the nature of the test guarantees that the smaller the value of D, the higher the
returned p-value will be. This feature allows the test’s p-value to be used as a numerical indicator
for how likely the two samples were drawn from the same distribution (i.e., how closely their CDFs
match), as opposed to its primary use in rejecting the null hypothesis.

Empirical studies of the real and imaginary parts of the data error of DGM-CSI reconstructions
indeed revealed that the shape of the probability distribution curves fluctuate significantly with large
variances in early iterations (Figure 2) but gradually reach a steady state in later iterations as expected,
once all remarkable subjective change in the resulting images had ceased (Figure 3). Since any two
neighboring iterations’ data error may only change slightly and be interpreted as being drawn from
the same distribution by the two-sample K-S test, it was decided that a sliding window of past
iterations’ data errors should be examined and compared to that of the current iteration. Moreover, the
threshold value that the returned p-value should surpass for any given K-S test within this sliding
window needed to be high enough to similarly reject subtler variations in two iterations of data
error that would otherwise pass the goodness-of-fit test. This wider breadth of analysis ensured that
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more gradual changes were detected so that any corresponding stopping criteria would not halt the
reconstruction prematurely.

Figure 2. Examples of histograms demonstrating estimates of the probability distribution of the real
and imaginary parts of the data error (ρE) during a DGM-CSI inversion of an arbitrary 2D synthetic
breast model early in the reconstruction process (iteration 20).

Figure 3. Examples of histograms demonstrating estimates of the probability distribution of the real
and imaginary parts of the data error (ρE) during the same DGM-CSI inversion as Figure 2, later in the
reconstruction process (iteration 190).

Therefore, the window size of iterations under scrutiny, the p-value threshold (assumed constant
over the window), and the percentage of that window’s iterations reaching or surpassing that p-value
threshold, are all parameters to the stopping criteria for the algorithm based on the K-S test, which
is applied separately for the real and imaginary parts of each iteration’s data error. A preliminary
study attempting to establish the effects of these parameters was undertaken for the frequency-cycled
reconstruction of a 2D breast model, described in Section 3.1.

It should be noted that the statistical analysis governing the aforementioned stopping criteria
only makes use of the data error, which may be sufficient for certain MWI algorithms (such as the
distorted Born iterative method) whose minimized cost functional consists solely of a data error
term. However, as shown in Section 2.1, CSI-based iterative inversion algorithms make use of cost
functionals containing a second domain error term dealing with total field values inside the imaging
domain [11,26]. Therefore, another ad hoc stopping condition based on the domain error is also
prudently employed in the algorithm, as described in the next subsection.

128



J. Imaging 2019, 5, 55

2.4. Global Termination of Multi-Frequency Reconstructions

The stopping conditions described in Section 2.3 are appropriate for halting single-frequency
inversions, but multiple-frequency reconstructions have thus far not been addressed. In a
frequency-hopping scenario, the stopping criteria based on K-S tests alone can be easily employed to
determine when each individual inversion should terminate and move on to the next frequency, with
global termination occurring following reconstruction of the highest frequency.

However, in a frequency-cycling reconstruction scheme, the cycle of reconstructions could
theoretically continue ad infinitum without another explicit set of rules in place governing the global
termination of the imaging process. A separate, secondary ad hoc global termination criterion was
therefore implemented, based on a previous study [17]; once each frequency’s dataset in the cycle is
subjected to the K-S test stopping criteria at least once, if the percentage of relative change in domain
error between two successive iterations falls below 0.1%, then it is deemed appropriate to globally
terminate the frequency cycle and end the reconstruction. This provision could also serve as a fallback
contingency in the event that the data error-based conditions turn out to be too strict to satisfy for a
given individual frequency.

2.5. Full Description of Multi-Frequency Imaging Procedure

The key concepts involved in the proposed multi-frequency imaging procedure,
while implemented herein for the DGM-CSI algorithm, can easily be applied (with minor
modifications) to other iterative algorithms widely used in MWI, including Gauss-Newton Inversion
(GNI) and distorted Born Iterative Method (DBIM). As such, a descriptive approach to the technique
is undertaken here in order to keep its applicability as general as possible. Taking into account
the stopping criteria described throughout Section 2.3 and using the procedural description of the
frequency-cycling reconstruction approach with tissue-dependent mapping described in [25], the new
consolidated multi-frequency imaging procedure is proposed as follows:

1. The real and imaginary parts of the complex permittivity are reconstructed using the lowest
frequency data available (e.g., 1.0 GHz). The termination point of this reconstruction is dictated
by the results of successive two-sample K-S tests performed on both the real and imaginary
parts of the data error separately, comparing the current iteration to those of a sliding window of
past iterations, governed by a choice of parameters for p-value, window size, and percentage
of windowed iterations reaching this p-value threshold. For robustness, a back-up termination
condition may be implemented, either related to the relative change in domain error for CSI-based
algorithms as described in Section 2.4, or a maximum number of iterations.

2. A point-by-point search through the reconstructed real part of each nodal basis coefficient in
the DGM-CSI mesh (or more generally, each mesh element or pixel of the reconstructed image)
classifies the type of breast tissue. This classification is based solely on the range of expected
values of dielectric constant at that frequency, as outlined in [25].

3. An initial guess for the next imaging frequency (e.g., 2.0 GHz) is generated using the
tissue-dependent mapping process [24,25]. It consists of the unmodified real parts of the
reconstructed εr at the mesh nodal points, and a new imaginary part created from a simple
linear interpolation of the expected range of dielectric loss values, based on the appropriate
Cole-Cole models of tissues classified in Step 2. This technique preserves the geometry of the real
and imaginary parts of the solution.

4. This new initial guess for the complex permittivity is used to run the inversion algorithm at the
next frequency (e.g., 2.0 GHz). As per the procedure outlined in [25], the user may choose to keep
the imaginary part constant during this inversion and update only the real part to converge to a
new solution. This “anchoring” process has been shown to improve overall imaging results due to
the tendency of CSI-based inversion algorithms to cause significant deterioration of the imaginary
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part at high-frequency reconstructions. Again, the aforementioned parameterized stopping criteria
would be primarily employed to determine the appropriate point to halt this reconstruction.

5. If more than two frequencies are used in the frequency hop, steps 2–4 are repeated as necessary
until the reconstruction of the final frequency of the succession is complete (e.g., 3.0 GHz).
This succession may include “frequency cycling”; that is, returning the inversion algorithm to the
lowest frequency data and incrementally stepping through each frequency again [25].

If a simple frequency-hopping scheme is employed, the reconstruction will terminate after the
highest-frequency inversion, again as decided by the parameterized stopping criteria based on K-S
tests of the data error. However, if a frequency-cycling scheme is used, and if the imaginary part of
the solution has been “anchored” in place following the first inversion in Step 1, there are further
considerations that come into play for global termination of the imaging process, and to address
concerns of full CSI optimization:

• When each available dataset in the frequency cycle has been used at least once to contribute to the
overall image reconstruction, a global termination criterion will become active, which will monitor the
relative change in the domain error between successive iterations (Section 2.4). If this relative change
falls below 0.1% at any point, the current reconstruction is halted and the frequency cycle is broken.

• Regardless of the frequency at which the algorithm was halted by this relative domain error
threshold, if the imaginary part of the solution has been continuously held constant during the
frequency cycle after Step 1, one last initial guess is generated as in Step 3 and a final reconstruction
is run at the lowest frequency available (e.g., 1.0 GHz) with both the real and imaginary parts
allowed to converge to a solution (i.e., the imaginary part is no longer “anchored”). This final
inversion is terminated by the parameterized stopping criteria or a relative change of domain
error between successive iterations falling below 0.1%, whichever occurs first. The purpose of this
final run is to demonstrate the stability of the final solution and ensure that its imaginary part,
despite being originally based on the geometry and tissue properties of the real part, does indeed
satisfy full CSI optimization.

2.6. Synthetic Breast Models

Initial testing of the described stopping criteria and comparison to fixed-iteration scenarios
were carried out on synthetic transverse magnetic (TM) data collected from a two-dimenstional
MRI-derived BI-RADS Category C (heterogeneously dense) 2D breast model supplied by the University
of Calgary, derived from an MRI slice of a cancer patient with a breast tumour visible at the
“3 o’clock” position. To demonstrate the robustness of the technique across different breast phantoms,
an additional two-dimensional MRI-derived BI-RADS Category D (“extremely dense”) healthy breast
model supplied by the University of Wisconsin’s public database (ID: 070604PA2) was employed. Both
models are depicted at three different frequencies (1.0 GHz, 2.0 GHz, and 3.0 GHz) in Figures 4 and 5,
illustrating the similarities between breast tissues’ dielectric permittivity at the low-gigahertz band.
The values of the tissue-dependent complex permittivity in all cases were calculated for every frequency
using an appropriate fitted single-pole Cole-Cole model (or equivalently, a single-pole Debye model as
the exponent parameter α = 0), and for the University of Calgary model, then subjected to random
perturbations of ±10% [36].

Data was collected for both models in a low-loss background of εr = 23 − 1.13i with
24 transmitters and 24 receivers evenly distributed at a radius of 10 cm, employing a finite-element
method (FEM) forward solver with a finely-discretized mesh independent from that used for the
DGM-CSI inversion. The synthetic data was collected for open boundary conditions at 1.0 GHz,
2.0 GHz, and 3.0 GHz. To test the robustness of the stopping criteria to problems with PEC boundaries,
and to better reflect the capabilities of a recent University of Manitoba imaging system prototype [37],
data was collected a second time with the Category C model surrounded by a circular PEC boundary
with a radius of 15 cm at a reduced bandwidth. The frequencies used for the PEC-bounded case were
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1.0 GHz, 1.25 GHz, and 1.5 GHz. Uniformly-distributed noise at 5% of the maximum field magnitude
was used to corrupt the Ez scattered electric field data for the Category C model, and several noise
levels (3%, 5%, 7.5%, and 10%) were tested for the Category D model to evaluate the effect of noise
on the stopping criteria’s performance. The skin thickness and inner skin boundary both remained
unknown; the only prior information used during inversions was the outer skin boundary.

Figure 4. Complex dielectric properties of University of Calgary 2D synthetic breast model at
1.0 GHz (top), 2.0 GHz (middle) and 3.0 GHz (bottom).

Figure 5. Complex dielectric properties of University of Wisconsin 2D synthetic breast model at
1.0 GHz (top), 2.0 GHz (middle) and 3.0 GHz (bottom).
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2.7. Error Calculation

An objective method of evaluating the DGM-CSI algorithm’s performance for differing imaging
scenarios was accomplished by comparing the reconstruction results to the original Category C
and Category D synthetic models of the current frequency being used in the reconstruction cycle,
unless otherwise specified. The models and reconstructions each employed different underlying
meshes, so their complex permittivity values were interpolated onto a common 250 × 250-pixel square
grid (N = 62,500) that encompassed an area covering (x1, y1) = (−0.07,−0.07) [m] to (x2, y2) =

(0.07, 0.07) [m]. The relative error of L1 and L2 norms of the difference between the model (actual)
complex permittivity ε̂ act

r and the reconstructed complex permittivity ε̂ rec
r over each pixel k were

used as primitives to evaluate the performance of the imaging algorithm. For convenience, these will
hereafter be referred to as the relative error norms REN1 and REN2, and are calculated and expressed
as percentages, where

REN1(ε̂
act
r , ε̂ rec

r ) =
‖ε̂ act

r − ε̂ rec
r ‖1

‖ε̂ act
r ‖1

× 100%

=

N
∑

k=1
|ε̂ act

r (k)− ε̂ rec
r (k)|

N
∑

k=1
|ε̂ act

r (k)|
× 100%,

(10)

REN2(ε̂
act
r , ε̂ rec

r ) =
‖ε̂ act

r − ε̂ rec
r ‖2

‖ε̂ act
r ‖2

× 100%

=

√√√√√√√√
N
∑

k=1
[ε̂ act

r (k)− ε̂ rec
r (k)]2

N
∑

k=1
[ε̂ act

r (k)]2
× 100%.

(11)

The raw numerical value of the norms will be slightly reduced since the square grid covers an area
outside of the imaging domain of the problem, which will consist of common unaltered background
permittivity in both the model and reconstruction and thus represent pixels of zero error. Since the
REN values serve primarily as a means of monitoring iterative trends in solution convergence and to
demonstrate comparative improvement between imaging scenarios with equally-sized interpolated
grids and imaging domains, the impact of this artificial error reduction is of little significance.

3. Results and Discussion

3.1. Imaging with Open Boundaries

As mentioned in the introduction of the stopping criteria in Section 2.3, the approach had three
variables: the p-value threshold that any given two-sample K-S test would use to conclude the two
data error samples were drawn from the same distribution, the window size of past iterations’ data
errors compared to that of the current iteration, and the percentage of that window’s iterations that
would need to to reach or surpass the chosen p-value threshold in order to halt the reconstruction at the
current frequency, deemed the “pass percentage”. For the same Category C breast model in Figure 4,
DGM-CSI was run in a frequency-cycled configuration using the rules described in Section 2.5 for
every combination of p-value thresholds of 0.90, 0.95 and 0.99, window sizes of 10, 30, and 50, and pass
percentages of 80%, 90%, and 100%. There were 27 simulations whose total number of iterations would
vary based on the laxity or stringency of stopping criteria associated with low and high variable values
respectively. Error norms (REN1 and REN2) for each scenario were plotted for every frequency jump
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(Figure 6), and the best variable combination (resulting in the lowest error metric magnitudes upon
termination) was found to be a p-value threshold of 0.99, a window size of 30, and a pass percentage
of 80%. This combination of values was subsequently used for all future simulations employing the
stopping criteria. Note that in Figure 6 and in all subsequent plots of REN values, the x-axis’ number
of iterations represents the cumulative total throughout all frequency-hopping or frequency-cycling
steps of the reconstruction.

Figure 6. Relative error norms of open-boundary 2D DGM-CSI reconstructions across several choices
of stopping criteria parameter values. Each curve in the figure corresponds to a frequency-cycled
inversion for a particular choice of the three parameters (Section 3.1), with the window sizes coded
by color for convenience. Data points on each curve correspond to REN values for the reconstructed
model at each frequency change. Arrows point to the final REN values of simulations that terminated
with the lowest relative error norms, indicating the best combination of parameters among those tested
for this imaging scenario.

Having established an appropriate set of variables to govern the stopping criteria, a series of
simulations adhering to the full description of the technique in Section 2.5 could be carried out to
demonstrate its benefit in efficiency over conventional methods. The REN values of three scenarios (A,
B, and C from Table 1) comparing fixed-iteration reconstructions (with and without tissue-dependent
mapping) to the use of both tissue-dependent mapping and the stopping criteria, are shown in Figure 7.
The final imaging reconstructions of these three cases are also depicted in Figure 8. As the proposed
stopping conditions introduce an unpredictable halt to the reconstruction cycle that could occur at
any frequency and also includes a mandatory return to the lowest frequency (in this case, 1.0 GHz) for
the final optimization, each REN data point may not represent consecutive frequencies of the cycle.
For consistency, the REN values shown in Figure 7 are therefore all calculated based on the same
2.0 GHz model from Figure 4. For clarity, the frequency associated with each data point plotted in
Figure 7, along with the triggering condition that caused a change in frequency or termination in the
reconstruction (when relevant), is shown in Table 1.
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Figure 7. Relative error norms of frequency-hopping and frequency-cycled reconstructions: Scenario A
(solid line)—without tissue-dependent mapping at 400 iterations per frequency terminating after first
inversion of 3.0 GHz, Scenario B (dashed line)—with tissue-dependent mapping at 200 iterations per
frequency, cycling through reconstruction frequencies once (with imaginary component “anchored”
following initial 1.0 GHz inversion), Scenario C (dotted line)—with tissue-dependent mapping and
stopping criteria in place, terminating after two consecutive inversions of 1.0 GHz data (one with the
imaginary component “anchored” and the final run with the imaginary component freely optimized
according to the guidelines of Section 2.5). See Table 1 for further details.

Table 1. Reconstruction progression of open boundary scenarios (Figure 7).

Frequency:

Scenario TM SC No. of Iterations (Stopping Condition) Total

Components Reconstructed

1.0 GHz: 2.0 GHz: 3.0 GHz:

A No No 400 (F) 400 (F) 400 (F) 1200

Re, Im Re, Im Re, Im

1.0 GHz: 2.0 GHz: 3.0 GHz: 1.0 GHz: 2.0 GHz: 3.0 GHz:

B Yes No 200 (F) 200 (F) 200 (F) 200 (F) 200 (F) 200 (F) 1200

Re, Im Re Re Re Re Re

1.0 GHz: 2.0 GHz: 3.0 GHz: 1.0 GHz: 2.0 GHz: 1.0 GHz:

C Yes Yes * 140 (KS) 190 (KS) 255 (KS) 53 (KS) 89 (DE) 41 (KS) 768

Re, Im Re Re Re Re Re, Im

TM = tissue mapping; SC = stopping criteria; F = fixed; KS = Kolmogorov-Smirnov test window;
DE = Domain error; Re = Real part; Im = Imaginary part. * 80% of a 30-iteration data error window
must reach or surpass a K-S test p-value threshold of 0.99.
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Although DGM-CSI, like other iterative microwave imaging algorithms, performs reasonably
well in recovering the real component of breast models it reconstructs, it has difficulty producing an
accurate profile of the imaginary part, most notably at higher frequencies. This deficiency is illustrated
from the Scenario A inversion of the Category C breast model in the top image of Figure 8. Subjectively,
the benefit of employing the tissue-dependent mapping in the fidelity of the imaginary component is
obvious in both the middle and bottom images. It has been already shown elsewhere that the described
mapping technique and “anchoring” of the imaginary component at each subsequent frequency stage,
along with the practice of frequency cycling, imparts a benefit to the quality of the real part of the
reconstructions following the same number of iterations [24,25]. However, these other studies only
tested reconstructions that used fixed numbers of iterations as termination conditions; the addition of
the stopping criteria for the latter case here (Scenario C) does not appreciably degrade the quality of
the final image, while reducing the total number of iterations by over 35%.

Figure 8. Final results of DGM-CSI frequency-hopping and frequency-cycled complex dielectric
property reconstruction of synthetic breast model using 1.0–3.0 GHz data, without modification of
intermediate initial guesses (Scenario A—top), using tissue-dependent mapping at fixed 200 iterations
per frequency (Scenario B—middle), and employing stopping criteria and tissue-dependent mapping
(Scenario C—bottom).

3.2. Imaging with PEC Boundaries

A set of simulations similar to those carried out in the previous section were performed using
PEC boundaries and data from frequencies of 1.0 GHz, 1.25 GHz and 1.50 GHz, to demonstrate
this method’s robustness to smaller frequency bandwidths and different boundary conditions, as
mentioned in Section 2.6. Scenarios D and E are imaging simulations recreated from an earlier study
that employed fixed-iteration reconstructions exclusively [25]; they are included in order to emphasize
the benefit of adding stopping criteria in Scenario F. The imaging results are shown in Figure 9 with a
breakdown of the reconstruction progression documented in Table 2. A plot of the relative error norms
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again similar to the open boundary cases, employing REN calculations based on the original 1.25 GHz
model, is also provided in Figure 10.

As explained in [25], it was expected that the results would not be as impressive as open-boundary
scenarios since PEC-bounded problems are generally more difficult to solve, and data was taken at
lower frequencies. However, it is again clear from Figure 9 that there is an improvement in the recovery
of the imaginary component when tissue-dependent mapping is used (middle and bottom images),
more so for Scenario F. A modest improvement in the real part of εr for Scenarios E and F is also noted.
Without the use of stopping criteria, however, Scenario E overshoots the expected values of dielectric
constant in several areas. Its REN values depicted in Figure 10 correspondingly suffer increases relating
to the fact that the reconstruction cycle has perhaps been allowed to run too long, as pointed out in [25].
The introduction of the stopping criteria has effectively prevented this degradation by terminating the
reconstruction cycle close to the observed nadir of these error values from Scenario E, while once again
demonstrating a sizable increase in computational efficiency by reducing the number of iterations by
an impressive 66%.

Figure 9. Final results of DGM-CSI frequency-hopping and frequency-cycled complex dielectric
property reconstruction of PEC-bounded synthetic breast model using 1.0–1.5 GHz data, without
modification of intermediate initial guesses (Scenario D—top), using tissue-dependent mapping
at fixed 200 iterations per frequency (Scenario E—middle), and employing stopping criteria and
tissue-dependent mapping (Scenario F—bottom).
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Table 2. Reconstruction progression of PEC-bounded scenarios (Figure 10).

Frequency:

Scenario TM SC No. of Iterations (Stopping Condition) Total

Components Reconstructed

1.0 GHz: 1.25 GHz: 1.5 GHz:

D No No 400 (F) 400 (F) 400 (F) 1200

Re, Im Re, Im Re, Im

1.0 GHz: 1.25 GHz: 1.5 GHz: 1.0 GHz: 1.25 GHz: 1.5 GHz:

E Yes No 200 (F) 200 (F) 200 (F) 200 (F) 200 (F) 200 (F) 1200

Re, Im Re Re Re Re Re

1.0 GHz: 1.25 GHz: 1.5 GHz: 1.0 GHz: 1.0 GHz:

F Yes Yes * 123 (KS) 124 (KS) 97 (KS) 14 (DE) 48 (DE) 406

Re, Im Re Re Re Re, Im

TM = tissue mapping; SC = stopping criteria; F = fixed; KS = Kolmogorov-Smirnov test window;
DE = Domain error; Re = Real part; Im = Imaginary part. * 80% of a 30-iteration data error window
must reach or surpass a K-S test p-value threshold of 0.99.

Figure 10. Relative error norms of reconstructions with PEC boundaries: Scenario D (solid
line)—without tissue-dependent mapping at 400 iterations per frequency terminating after first
inversion of 1.5 GHz data, Scenario E (dashed line)—with tissue-dependent mapping at 200 iterations
per frequency, cycling through reconstruction frequencies once (with imaginary component “anchored”
following initial 1.0 GHz inversion), Scenario F (dotted line)—with tissue-dependent mapping and
stopping criteria in place, terminating after two consecutive inversions of 1.0 GHz data (one with the
imaginary component “anchored” and the final run with the imaginary component freely optimized
according to the guidelines of Section 2.5). See Table 2 for further details.

3.3. Effect of Noise Levels

To validate that the stopping criteria developed and tested on the BI-RADS Category C 2D model
would perform similarly on different breast models and be robust to varying levels of noise, another
full set of simulations were carried out on the aforementioned Category D model from the University
of Wisconsin database using open boundary data at 1.0 GHz, 2.0 GHz, and 3.0 GHz (Figure 5).
The uniformly-distributed noise used to corrupt the Ez scattered electric field data was generated at
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3%, 5%, 7.5%, and 10% of the maximum field magnitude. The imaging results are shown in Figure 11
with a breakdown of the reconstruction progression documented in Table 3. A plot of the relative
error norms again similar to the Category C cases, employing REN calculations based on the original
2.0 GHz Category D model, is also provided in Figure 12.

Figure 11. Final results of DGM-CSI frequency-hopping and frequency-cycled complex dielectric
property reconstruction of open-boundary Category D synthetic breast model using 1.0–3.0 GHz data:
(a) Scenario G—without tissue-dependent mapping at 400 iterations per frequency terminating after
first inversion of 3.0 GHz (5% noise), (b) Scenario H—with tissue-dependent mapping and stopping
criteria in place at 3% noise, (c) Scenario I—with tissue-dependent mapping and stopping criteria in
place at 5% noise, (d) Scenario J—with tissue-dependent mapping and stopping criteria in place at 7.5%
noise, (e) Scenario K—with tissue-dependent mapping and stopping criteria in place at 10% noise. See
Table 3 for further details.

As shown in the final images of Figure 11, there is an obvious improvement using
tissue-dependent mapping and stopping criteria over the simple frequency-hopping approach
(Scenario G), especially in the imaginary part, whose geometry is not reconstructed properly and
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contains a large overshooting boundary artifact. However, remarkably, there is very little subjective
difference in the images reconstructed from data corrupted with different levels of noise (from 3% to
10% for Scenarios H through K), with subtle changes in the real and imaginary parts visible only with
careful scrutiny.

The relative error norms of all scenarios depicted in Figure 12 and the reconstruction break-down
in Table 3 offer more objective measurements of the effect of noise. Specifically, lower final REN values
are observed for images inverted from data containing lower noise levels, as would be expected. Also,
the stopping criteria transitions frequencies and halts the entire reconstruction cycle sooner for higher
noise levels. These trends are consistent for all reconstructions employing tissue-dependent mapping
and stopping criteria in each level of noise used in the simulations. For instance, data containing 3%
noise (Scenario H) runs longest, for a total of 759 iterations; this total is observed to gradually decrease
at the 5% and 7.5% noise levels, and data containing 10% noise (Scenario K) runs for only 448 iterations.

These observations are congruous with the theory introduced in Section 2.3 that data containing
higher magnitudes of noise would have less useful information for the optimization algorithm to
extract before the distribution of data error reached a steady state (i.e., before the algorithm began to
reconstruct noise) and continuing the inversion would be superfluous, or perhaps even detrimental
to the final image. Overall, while these additional 2D simulations do not necessarily represent
a fully comprehensive investigation across all possible breast models and imaging scenarios, the
performance of the proposed stopping criteria appears satisfactory on the Category D model, and
behaves as expected on noisier datasets, even with parameter choices derived from the Category C
model reconstructions.

Table 3. Reconstruction progression of Category D model noise-variant scenarios (Figure 12).

Frequency :

Scenario (Noise %) TM SC No. of Iterations (Stopping Condition) Total

Components Reconstructed

1.0 GHz: 2.0 GHz: 3.0 GHz:

G (5%) No No 400 (F) 400 (F) 400 (F) 1200

Re, Im Re, Im Re, Im

1.0 GHz: 2.0 GHz: 3.0 GHz: 1.0 GHz: 2.0 GHz: 1.0 GHz:

H (3%) Yes Yes * 155 (KS) 140 (KS) 265 (KS) 50 (KS) 52 (DE) 43 (DE) 759

Re, Im Re Re Re Re Re, Im

1.0 GHz: 2.0 GHz: 3.0 GHz: 1.0 GHz: 1.0 GHz:

I (5%) Yes Yes * 139 (KS) 140 (KS) 265 (KS) 34 (DE) 8 (DE) 586

Re, Im Re Re Re Re, Im

1.0 GHz: 2.0 GHz: 3.0 GHz: 1.0 GHz: 1.0 GHz:

J (7.5%) Yes Yes * 91 (KS) 112 (KS) 234 (KS) 37 (DE) 13 (DE) 487

Re, Im Re Re Re Re, Im

1.0 GHz: 2.0 GHz: 3.0 GHz: 1.0 GHz: 1.0 GHz:

K (10%) Yes Yes * 87 (KS) 90 (KS) 228 (KS) 11 (DE) 32 (DE) 448

Re, Im Re Re Re Re, Im

TM = tissue mapping; SC = stopping criteria; F = fixed; KS = Kolmogorov-Smirnov test window;
DE = Domain error; Re = Real part; Im = Imaginary part. * 80% of a 30-iteration data error window
must reach or surpass a K-S test p-value threshold of 0.99.
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Figure 12. Relative error norms of frequency-hopping and frequency-cycled reconstructions of
Category D model: Scenario G (blue solid line)—without tissue-dependent mapping at 400 iterations
per frequency terminating after first inversion of 3.0 GHz (5% noise), Scenario H (red dashed line)—with
tissue-dependent mapping and stopping criteria in place at 3% noise, Scenario I (black dotted
line)—with tissue-dependent mapping and stopping criteria in place at 5% noise, Scenario J (magenta
solid line)—with tissue-dependent mapping and stopping criteria in place at 7.5% noise, Scenario K
(green dashed line)—with tissue-dependent mapping and stopping criteria in place at 10% noise. See
Table 3 for further details.

4. Conclusions

It has been demonstrated that a stopping condition based on the similarities of the statistical
distribution of data error at successive iterations has the capability of significantly speeding up the
DGM-CSI algorithm while having no appreciable detrimental effect on the final imaging results, even
yielding superior solutions than fixed-iteration scenarios. This boost of efficiency is granted through
novel use of sequential two-sample K-S tests on the data error to determine appropriate times to
halt the imaging algorithm, truncating likely unnecessary (and in some cases counterproductive)
reconstruction iterations.

Whether or not the best set of parameters used in this analysis represents the true optimal values
for the stopping criteria for other breast models, or if these same values are applicable to 3D inversions,
is open to debate. However, given the promising imaging results obtained from this initial set of
tests, and the gains in efficiency provided through significant reduction of the number of iterations
needed to converge to these solutions, it was judged appropriate to keep the best parameters from this
introductory exploration of the method and leave a more comprehensive examination of parameter
optimization for future investigations.

The most interesting form of the proposed multi-frequency imaging procedure employs
tissue-dependent mapping and “anchoring” of the imaginary part along with the new stopping criteria.
This ad hoc procedure also returns the reconstruction cycle to stable low-frequency data after recovering
anatomical detail from higher frequencies, allowing both real and imaginary parts to properly converge
before global termination. The advantages gained by this use of both tissue-dependent mapping and
novel stopping criteria have also been demonstrated to be robust for different breast models, frequency
bandwidths, boundary conditions, and noise levels.
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In fact, the stopping criteria have a more dramatic effect on the imaging results obtained from the
more complex PEC-bounded problem and data with higher noise levels, suggesting this technique
may be especially useful for avoiding image degradation and reconstruction artifacts in difficult cases
such as full 3D reconstructions in semi-resonant enclosures, including experimental measurements
that may be excessively noisy or contain poor frequency data unsuitable for inversion. To explore
this possibility, preliminary extension of this technique to the 3D DGM-CSI algorithm developed at
the University of Manitoba is a logical next step, along with parameter optimization studies of the
stopping criteria for data from experimental systems.
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Abstract: Radar-based breast imaging has shown promise as an imaging modality for early-stage
cancer detection, and clinical investigations of two commercial imaging systems are ongoing.
Many imaging algorithms have been proposed, which seek to improve the quality of the reconstructed
microwave image to enhance the potential clinical decision. However, in many cases, the radar-based
imaging algorithms have only been tested in limited numerical or experimental test cases or
with simplifying assumptions such as using one estimate of permittivity for all patient test
cases. In this work, the potential impact of patient-specific permittivity estimation on algorithm
comparison is highlighted using representative experimental breast phantoms. In particular, the case
studies presented help show that the permittivity estimate can impact the conclusions of the
algorithm comparison. Overall, this work suggests that it is important that imaging algorithm
comparisons use realistic test cases with and without breast abnormalities and with reconstruction
permittivity estimation.

Keywords: radar-based breast imaging; microwave imaging; breast cancer

1. Introduction

Radar-based imaging is an emerging modality for breast cancer detection [1]. In recent years,
a number of clinical studies have been published [2–7], including the commercially available MARIA R©
system (Micrima Ltd., Bristol, UK). A competing system developed by Microwave Vision Group
(Villebon-sur-Yvette, France) is being used in clinical investigations at the National University of
Ireland Galway (Ireland) [8–10]. The increasing amount of clinical studies of microwave breast
imaging systems is motivating further research into the optimal imaging algorithms and system design
which can maximize the clinical efficacy of radar-based breast imaging [11].

Several imaging reconstruction algorithms for radar-based imaging have been developed
(known as beamformers) and many introductory books, comprehensive reviews and open-source
implementations of these algorithms have been published [12–15]. These beamformers have also
been compared using a variety of test cases with both numerical and experimental breast phantoms
and patient images [16–22]. However, many comparative studies to date have used a limited set of
beamformers [16], simplified numerical models [17,20], idealized artefact removal algorithms [18],
or considered only test situations with abnormalities [21]. A more exhaustive comparative study using
five clinical case studies identified that the Delay-Multiply-and-Sum (DMAS) algorithm achieved
the highest signal-to-clutter ratios (SCRs) for the five clinical case studies, but did not consider the
potential impact of variations in breast dielectric properties between the five patients [22].
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However, it is known that an incorrect estimate of the breast dielectric properties can impair
the image quality of radar-based breast images [23]. In particular, assuming the same estimate of
breast dielectric properties for each test case has been shown to impair the sensitivity of radar-based
breast imaging where tumors are not correctly detected [24]. Several methods to identify the
optimal patient-specific dielectric properties have been proposed [25,26], many of which rely on the
properties of the reconstructed image. Similarly, some preliminary studies have suggested that DMAS
beamformer may “improve” the image quality in cases where no abnormalities exist [22,27]. However,
to date, no study has analyzed the impact of different reconstruction algorithms on patient-specific
permittivity estimation algorithms, nor has the potential benefit of improved imaging algorithms been
examined with patient-specific estimation algorithms.

The goal of this study is to examine the impact of patient-specific permittivity estimation
algorithms on beamformer comparisons in healthy and tumor experimental models. Although
patient-specific permittivity estimation and sophisticated beamformers have been shown to improve
image quality independently in certain cases, the impact of patient-specific permittivity estimation
on beamformer comparative studies is unknown. The remainder of this paper is structured as
follows: Section 2 reviews the beamformers which have been proposed in the literature as well as
patient-specific permittivity estimation algorithms. Section 3 describes the experimental set-up used to
test the algorithms. The results are presented in Section 4 and, finally, Section 5 concludes the paper.

2. Background

Many reviews, books and editorials have been published about microwave imaging and
microwave breast imaging in recent years [1,11–15,28–37] which describe the mathematical background
and existing literature of the method. Broadly speaking, microwave breast imaging algorithms attempt
to infer information about the dielectric contrast of the breast, and correspondingly, information
about any tumors or other abnormalities present. The subject of this work is radar-based imaging,
a qualitative technique which reconstructs an energy map of the backscattered energy within the breast.
As tumor tissues often have the highest dielectric properties [1], large reflections occur at tumor tissue
boundaries. In areas of high dielectric contrast (i.e., tumors), these reflections cohere and result in high
image energy, whereas in areas of lower contrast, these reflections do not cohere and result in lower
image energy.

The Delay-and-Sum (DAS) imaging algorithm was the first proposed for radar-based breast
imaging and has been used in both mono- and multistatic configurations [38,39]. Mathematically, DAS
can be represented as follows:

I(r) = w(r)
∫
Ω

P(ω)
∫
A

∫
A′

wa,a′(r)Ea,ω(a
′) exp

[
jωτa,a′(r, ω)

]
da da′ dω (1)

where the image intensity, I(r), at the point r is calculated from the scattered energy, Ea,ω(a′), recorded
at antenna a′ ∈ A′ while the incident signal, P(ω), is transmitted from antenna a ∈ A at angular
frequency ω ∈ Ω. The propagation time for a signal from the transmitting antenna, a, to the point of
interest, r, and back to the recording antenna, a′, is represented by τa,a′(r, ω). DAS has been used in
most patient imaging studies to date [3–5,40], and most comparative studies on imaging algorithm
performance have used numerical or experimental data only [1,22].

Many extensions to DAS have been proposed which aim to improve the image quality.
The extensions can be broadly classified into three types:

1. calculating a separate weighting factor to reward points where tumors are more likely based either
on epidemiological studies or on characteristics of the scattered signals (w(r) from Equation (1));

2. prioritizing scattered signals collected at certain locations based on the relative locations of the
antennas and points of interest or on the antenna radiation patterns (wa,a′(r) in Equation (1));
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3. by improving the quality of the input signals prior to imaging through improved artefact removal
algorithms or other noise reduction techniques.

In most cases, these modified beamformers have been tested in limited numerical or experimental
test cases, and most radar-based operational systems have used traditional DAS [1]. In this work,
the DAS beamformer is compared to the Delay-Multiply-and-Sum (DMAS) beamformer which has
been identified as improving image quality in a series of clinical case studies [22]. In the literature,
DMAS is increasingly being used in new experimental studies without comparison to DAS or
evaluation in imaging scenarios without targets [41,42].

The DMAS beamformer was first proposed in [43]. DMAS aims to reduce noise in the scattered
signals and hence, reduce clutter in the image. After synthetic focusing and prior to summation in
Equation (1), the scattered signals are pairwise multiplied, such that:

I(r) =
∫
Ω

P(ω)
∫
A

∫
A′

∫
A

∫
A′

Ea1 ,ω(a
′
1) exp

[
jωτa1 ,a′1 (r, ω)

]
Ea2 ,ω(a

′
2) exp

[
jωτa2 ,a′2 (r, ω)

]
da1 da′1 da2 da′2 dω (2)

Although this does not increase the amount of independent information, this pairwise
multiplication artificially increases the number of channels in the summation. The DMAS beamformer
assumes that signals with a high degree of coherence should be rewarded by multiplication, whereas
incoherent signals should not increase in energy after multiplication.

A fundamental assumption of radar-based imaging is that knowledge of propagation within the
breast can be used to synthetically focus the recorded electromagnetic energy to points within the
breast. This is represented by the propagation delay, τa,a′(r, ω), in Equation (1). The propagation delay
can be calculated from the dielectric properties of the breast, however, in a realistic imaging scenario,
the dielectric properties of the breast are not known. Thus, most practical implementations assume
a single estimate of the dielectric properties for the entire breast, known as the effective permittivity in
this work.

Several patient-specific permittivity estimation methods have been proposed which are reviewed
in detail in [24]. Patient-specific permittivity estimation methods based on analyzing images
reconstructed within a range of potential permittivity estimates have shown promising results in
experimental and clinical test cases [23,26,44,45]. These patient-specific permittivity estimation
methods have been shown to improve the sensitivity in 110 experimental test cases including diverse
breast phantoms and tumor phantoms [46]. However, in [23,26], the original DAS beamformer was
used, and the impact of other beamformers on the method is unknown.

Evaluation Metrics

To assess the performance of beamformers, it is necessary to identify a set of evaluation metrics
for the radar-based images. In many cases, image quality has been defined using the signal-to-mean
ratio (SMR) and the signal-to-clutter ratio (SCR). Typically, the SMR is calculated by dividing the mean
energy of the tumor area (the area surrounding the maximum intensity of the image) by the mean
energy of the image of the ipsilateral breast, where the tumor area is twice the full-width half-maximum
(FWHM) of the response of highest energy in the image. Similarly, the SCR is calculated by dividing
the maximum energy of the tumor area (i.e., the maximum intensity of the image) by the maximum
energy in the background of the image. Additionally, in images of test scenarios with abnormalities,
the localization error, or the distance between the maximum response in the image and the location of
the abnormality, is used as a measure of quality. Lower localization error means higher image quality.

In this work, the SCR and the FWHM of the images using different beamformers is compared.
Although recent studies have suggested that these metrics may not be sufficient to distinguish images
of modelled healthy and cancerous cases [47], the SCR and the FWHM are still the standard metrics
for image quality quantification.

Additionally, the images are analyzed quantitatively and annotated as containing a tumor or not
according to the criteria described in detail in [24]. Broadly speaking, images where the main response
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has a SCR greater than 1.5 dB are annotated as a positive and considered to be detection. Where the
main response is located within the physical extent of the tumor, the image is marked as a true positive,
otherwise, it is considered a false positive.

3. Experimental Methods

In this section, the experimental methods are described. The BRIGID breast and tumor phantom
set was used to assess the performance of the imaging algorithms which is fully presented in [48].
The breast and tumor phantoms are fabricated from a polyurethane mixture combined with graphite
and carbon black powders to control the dielectric properties [49]. Once cured, the mixture is solid,
and can be used to create a modular and stable test platform [48,50].

Breast phantoms were hemispherical with diameter of 14 cm and consisted of three tissue types:

• a hemispherical skin which varied between 1 to 3 mm in thickness with relative permittivity of
εr ≈ 30 and electrical conductivity of σ ≈ 2 S m−1 at 3 GHz;

• conical glandular structures to model breast lobes radiating from the areola with relative
permittivity of εr ≈ 45 and electrical conductivity of σ ≈ 2.5 S m−1 at 3 GHz;

• an adipose layer with relative permittivity of εr ≈ 8 and electrical conductivity of σ ≈ 0.1 S m−1.

In each breast phantom, a hole was left in which a tumor “plug” could be inserted. Each tumor
phantom was embedded in a plug of adipose tissue, and the tumor phantom had a mean relative
permittivity of εr ≈ 70 and mean electrical conductivity of σ ≈ 6 S m−1. The contrast between the
dielectric properties of tumor and glandular tissues in these breast phantoms is similar to the contrast
between healthy and glandular tissues in the literature [1,51–53].

The BRIGID phantom set contains breast phantoms which vary according to the volume of
glandular tissue present within the phantom, known as the volume glandular fraction (VGF). Recent
advances in three-dimensional imaging using breast tomosynthesis have allowed the VGF to be
quantified, such as in a study of 219 women in [54]. This study suggests that breast density in terms of
VGF may be overestimated from the two-dimensional slices used in X-ray mammography, and that
the average VGF of breasts even in BI-RADS Class D maybe be as low as 20%.

In this work, images of four breast phantoms with VGF varying from 0% to 20% are analyzed as
the healthy cases, specifically 0%, 10%, 15% and 20% as shown in Figure 1. These breast phantoms are
representative of the variation in VGF present in the population in the sense that breast phantoms with
VGF covering more than 80% of the population are included [54]. Each of the four breast phantoms
can also be combined with a tumor phantom to model a cancerous case, the location of the tumor
phantom is shown in Figure 1 by the dashed white circle. Five spherical tumor phantoms ranging
in diameter from 5 mm to 20 mm are used, representing plugs 1 to 5 from [48], which are shown in
Figure 1f. In total, there are 20 test cases with tumor phantoms (five tumor phantoms in four breast
phantoms) and four test cases without tumors (four breast phantoms with an adipose tissue in place of
the tumor phantom).

Signals are acquired from the breast phantoms using experimental hardware developed at NUI
Galway, Ireland which is described fully in [23]. Experimental data between 2 GHz and 4 GHz were
acquired using a ZNB40 2-port VNA and ZN-Z84 24-port switching matrix (Rohde & Schwartz GmbH,
Munich, Germany) in the frequency domain. 24 flexible microstrip antennas were used to collect the
multistatic scan. The antennas were first developed and used at McGill University in experimental
and healthy clinical case studies [55,56]. The antennas housed in the radome are shown in Figure 1e.
The antennas were designed to be in contact with a material with relative permittivity close to skin and
were in direct contact with the skin of the phantom in this system. The imaging system was calibrated
to the antenna using open/short/load and through measurements for all channels.
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Figure 1. The four breast phantoms are shown in (a–d) containing 0%, 10%, 15% and 20% VGF,
respectively. The tumor location is shown by the dashed, white circle. The 24 flexible microstrip
antennas shown housed in the radome are shown in (e) and the 5 tumour phantoms are showin in (f).
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A reference scan with a homogeneous breast phantom was used to account for differences between
the antennas. This reference scan was used to calculate a “calibration factor” which was then applied
to neighboring antennas such that the response of each antenna was the same. While effective in these
experimental studies, this calibration is not optimized for use with patients without optimization
to ensure the breast contacts the antennas correctly. Many approaches have been proposed in the
literature to overcome these issues:

• inclusion of a suction system to ensure the breast contacts the radome [57];
• undersizing the radome compared to the reported breast size to improve the fit [56];
• use of a coupling medium to help reduce air gaps between the breast and the antennas [2,56,58];
• automated metrics to ensure the breast is well-situated prior to the scan [58].

After acquisition, all signal processing and imaging was performed in the frequency domain
using MERIT, an open-source toolbox for microwave imaging [15]. First, rotational subtraction was
performed to remove the large skin reflection and other artefacts [23]. In this experimental set-up,
a rotational angle of 36 deg was used corresponding to the angle between neighboring antennas.
Although rotational subtraction has also been used with the MARIA R© system and hundreds of
women [2,58], the optimal angle of rotation and the impact of rotational subtraction on image quality
are not well studied.

Next, an assumed estimate of the relative permittivity of the breast was used to synthetically
focus all signals to a point of interest within the breast [23]. Considering the generic radar-based
beamformer shown in Equation (1), this is discretized and simplified to become the DAS beamformer
in the frequency domain:

I(r, ε′r) = ∑
A

∑
A′

E′
a,a′(r) exp

[
jω
c0

√
ε′r
(‖a − r‖+ ∥∥a′ − r

∥∥)] (3)

where I(r, ε′r) is the beamformer with the average permittivity of the breast, ε′r, as a parameter;
the antenna locations are the 24 antenna locations shown in Figure 1e; and the propagation paths are
assumed to be the straight-line paths between the antennas and the points of interest. The DMAS
beamformer is implemented similarly; however, prior to the beamformer being applied, the signals
are pairwise multiplied.

For each test case, a cost function is used to estimate the “quality” of that image. Specifically,
the Absolute Gradient, ΦG

DMA, from [23] is applied. For each set of artefact-removed signals
corresponding to a single test case, 50 images are reconstructed: specifically, both DAS and DMAS
images are reconstructed at 25 permittivity values between ε′r = 8 and ε′r = 14. For each of the 24 test
cases (5 tumor phantoms in 4 breast phantoms and the 4 breast phantoms without tumor phantoms),
the 50 images per case are analyzed qualitatively and quantitavely below.

4. Results

The results of this paper are presented in a three stages:

1. first, the impact of permittivity estimation in phantoms without abnormalities is discussed in
Section 4.1, considering both beamformers and the four breast phantoms;

2. secondly, the ability of DMAS to compensate for errors in the permittivity estimation process is
considered in Section 4.2;

3. thirdly, the permittivity estimation algorithms are applied to images of the same scene
reconstructed with different beamformers to estimate if the characteristics of the images are
different in Section 4.3.

4.1. Algorithm Performance in Test Cases without Abnormalities

In this section, the impact of permittivity estimation on beamformer selection in breast phantoms
without abnormalities is discussed. First, the images of the four breast phantoms without abnormalities
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using both the DAS and the DMAS beamformers are investigated in Figure 2. These images are
reconstructed at εr = 8.75, which is the optimal permittivity based on maximizing the sensitivity for
all test cases with abnormalities. Figure 2a,c,e,g are reconstructed with DAS, whereas Figure 2b,d,f,h
are reconstructed with DMAS.

The images in Figure 2 highlight the potential challenges in distinguishing scenarios containing
tumor phantoms from scenarios without tumor phantoms. Due to the reflections from other tissue
boundaries within the breast (i.e., between the skin and the adipose tissue not fully removed by artefact
removal and between the glandular structures and the adipose tissue), images of breast phantoms
without tumor phantoms can have characteristics similar to images of tumor phantoms embedded in
breast phantoms.

Considering the least dense breast phantom initially (Figure 2a,b), it can be seen that the DMAS
image shows a distinct response in the middle of the breast whereas the DAS image of the same
scene does not. A similar result is visible in Figure 2c,d where the DMAS image shows a more
distinct response than the DAS image. These images suggest that DMAS may make the specificity of
radar-based imaging worse even in breast phantoms with minimal dielectric contrast in the breast
phantom interior.

However, in the denser breast phantoms, Figure 2e,f, both DAS and DMAS images show responses,
as is expected as the fibroglandular structures have significant dielectric contrast to the adipose
background. Interestingly, in the case of the 15% VGF breast phantom in Figure 2e,f, Where, as the
DAS image highlights a response in the middle of the breast, the DMAS image highlights a response
very close to the chest wall for the same scene. For the densest breast phantom in Figure 2g,h, it can
be seen that the DMAS image shows a response in the same location as the DAS image, but with
higher SCR.

Considering the images selected by using the permittivity estimation method described in [23],
the parameter search algorithm selects εr = 8 for images of the 15% and 20% breast phantoms for
both the DAS and DMAS images. In both cases, the responses are in the same location (within 5 mm)
and could both be interpreted as containing a response that could be a tumor. However, the DMAS
images have SCR of 2.62 dB and 3.06 dB for the 15% and 20% breast phantoms respectively, compared
to 0.56 dB and 0.29 dB for the DAS images. These are shown quantitively in Table 1.
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Figure 2. Cont.
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Figure 2. Images using DAS and DMAS of four breast phantoms with between 0% and 20% VGF.
The images reconstructed using DAS are shown in the leftmost column (a, c and e) in order of increasing
VGF (10%, 15% and 20% respectively). The corresponding image of the same test case reconstructed
using DMAS is shown in the rightmost column (b, d and f). As a response that is very close to the skin
would likely be regarded as an artefact, in the less dense breast phantoms, (a,c) reconstructed with
DAS could be considered to be no detection, whereas the DMAS for the same breast phantom shows a
response which is more in the center of the breast and more likely to be interpreted as a false positive.
All dimensions are in cm, and the three slices shown (coronal, sagittal and axial) are cross-sections at
the location of the maximum amplitude of the image in each case.
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For the less dense breast phantoms, the parameter search algorithm would select images
reconstructed at different permittivity values, εr = 10.5 and εr = 9 for DAS and DMAS respectively for
the 0% breast phantom and εr = 8.75 and εr = 8 for the 10% breast phantom. No clear trend is visible:
for 0% VGF the DAS image selected by the parameter search algorithm has higher SCR compared to
the DMAS image selected by the parameter search algorithm (2.6 dB compared to 1.8 dB), whereas
the reverse is true for 10% (1.6 dB compared to 2.0 dB). However, even in the simple and limited case
studies shown in this section, the choice of beamformer may impact the specificity, suggesting that this
should be evaluated in all beamformer comparison studies.

Table 1. The SCR and FWHM of images of breast phantoms without abnormalities containing 0%
and 10% VGF, reconstructed with DAS and DMAS and a parameter search algorithm. For 0% VGF:
εDAS

r = 10.5 and εDMAS
r = 9 whereas for 10% VGF, εDAS

r = 8.75 and εDMAS
r = 8.

SCR (dB) FWHM (mm)

0% VGF 10% VGF 0% VGF 10% VGF

εDAS
r εDMAS

r εDAS
r εDMAS

r εDAS
r εDMAS

r εDAS
r εDMAS

r

DAS 2.6 1.5 1.6 0.75 10 12 13 7
DMAS 0.7 1.8 2.6 2.0 7 6 9 10

4.2. Effects of Permittivity Estimation on Performance

In this section, the effect of using DMAS instead of DAS are analyzed. The reconstruction
permittivities are chosen using the parameter search algorithm applied to the DAS images.
Additionally, case studies are presented which show how the beamformer comparison can depend on
the permittivity chosen for reconstruction.

First, a case study is shown in Figure 3 where all six images are reconstructed from the same
experimental case but using a reconstruction permittivity estimate of εr = 11.75 in Figure 3a,b,
εr = 12.25 in Figure 3c,d, and εr = 12.75 in Figure 3e,f. Figure 3a,c,e are reconstructed with DAS,
whereas Figure 3b,d,f are reconstructed with DMAS.

Considering the lowest estimate of εr = 11.75 in Figure 3a,b, the strongest response is correctly
located in the images reconstructed with both DAS and DMAS. The FWHM is similar in both cases
(approximately 8 mm), but the SCR of the image reconstructed with DMAS is 1.08 dB whereas the SCR
of the image reconstructed with DAS is 0.09 dB.

Overestimating the relative permittivity by 5% in Figure 3c,d, the image reconstructed with DAS
does not identify the tumor in the correct location (a false negative) whereas the image reconstructed
with DMAS does correspond with the tumor location, albeit with a lower SCR of 0.42 dB. This result
may indicate that improving the beamforming algorithm can compensate for errors in the relative
permittivity estimates for image reconstruction.

Finally, overestimating the relative permittivity by 10% in Figure 3e,f, neither the image
reconstructed with DAS nor the image reconstructed with DMAS show a response in the correct
location. However, whereas the image reconstructed with DAS would be regarded as a false negative,
the image reconstructed with DMAS does have a response in the image, but in the wrong location.

Considering all 20 cases (five tumor phantoms different in size in four breast phantoms differing
in VGF), 14 are detected using DAS and permittivity estimation. For these 14, the DAS image is
compared to the DMAS image at the same estimate of the permittivity. For 3 of the 14 images (P5 in
20%; and P3 and P4 in 15%), the DMAS image is “sharper” with SCR at least 1 dB higher and FWHM
approximately 2 mm smaller. For a further 6 of the 14 (all from the 0% and 10% phantoms), the images
were similar where the SCR was within 1 dB and the localization was within 1 cm. However, for 5 of
the 14 cases (P1 from 0%; P1 from 10%; P2 and P5 from 15%; and P4 from 20%), the image deteriorated
such that the tumor was not detected: for all five, the location of the maximum image response was
more than 5 cm away from the location of the tumor phantom.
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Figure 3. Six images of a 2 cm diameter tumor in the breast phantom with 20% VGF are shown,
reconstructed with the DAS and DMAS beamformers are three different reconstruction permittivities.
The DAS images are shown in the leftmost column in order of increasing permittivity, similarly,
the corresponding DMAS images are shown in the rightmost column. Depending on the reconstruction
permittivity chosen between εr = 11.75 and εr = 12.75, both beamformers perform the same and
correctly localize the tumor in (a) and (b), DMAS outperforms DAS in (c) and (d), or neither DAS
nor DMAS localize the tumor in (e) and (f). All dimensions are in cm, and the three slices shown
(coronal, sagittal and axial) are cross-sections at the location of the maximum amplitude of the image
in each case.

153



J. Imaging 2019, 5, 87

For the 6 of 20 cases where DAS and permittivity estimation did not detect the tumor, in 2 cases,
the DMAS image was very similar to the DAS image but with less clutter. In 3 more cases, the DMAS
image would also not have located the tumor in the right location, but the main response in the image
was in a different location when compared to the DAS image. In only 1 case, P5 in 10% phantom, did
the DMAS image reconstructed at the same permittivity as the DAS image correctly identify the tumor
where the DAS image would not have.

4.3. Parameter Search Performance Using both Beamformers

Finally, in this section, images selected by DMAS and the permittivity estimation algorithm
are compared to the DAS image at the same permittivity as the DMAS images, and to the DAS
images selected by the permittivity estimation algorithm. Overall, the sensitivity from the DMAS
images with permittivity estimation was 10 out of 20 cases compared to the 14 out of 20 for DAS with
permittivity estimation.

For the 20 breast and tumor phantom combinations, in 9 cases the permittivity estimation
algorithm selected a DMAS image reconstructed within Δεr = 0.5 of the DAS image. Of these
9 cases, 7 of the DAS images correctly identified the tumor in the correct location where as 6 of the
DMAS images did. The majority of these nine cases were in the lower density phantoms: 6 of the
9 were images of phantoms with 0% and 10% VGF. This is expected, as images are less sensitive to the
reconstruction permittivity at lower VGF.

For the remaining 11 cases where the reconstruction permittivity selected by the parameter search
algorithm from the DMAS image differed from the DAS image, 7 of the 11 DAS images correctly
identified the tumor whereas only 3 of the 11 DMAS images did. Interestingly, of the four images where
DAS with permittivity estimation outperformed DMAS with permittivity estimation, two (P1 and P5)
were in the breast phantom with 0% VGF.

5. Conclusions

In this work, the potential impact of permittivity estimation on beamformer comparative study
design is highlighted. Although many comparative studies of various beamformers have been
published in the literature, most use the simplifying assumption that the same estimate of the
permittivity can be used for all test cases, although this is known to impair the image quality. Similarly,
the majority include only test cases with tumors, and do not compare the beamformers in test cases
without tumors.

The original DAS beamformer is compared to the DMAS beamformer, which was identified as a
promising beamformer from a recent comparative study using five clinical case studies. The results
in this paper suggest that DMAS may reconstruct an image of higher quality (defined primarily in
terms of SCR) than the original DAS, however, this may result in more false positives such as in the
less dense breast phantoms in this paper.

The importance of including realistic patient-specific estimation when comparing beamformers is
also shown. A case study showing how the conclusion of a beamformer comparison study may vary
depending on the permittivity estimate is presented. In this case study, as the estimate varies by 5%, it
could be concluded that both beamformers perform the same, or that DMAS localizes the tumor where
DAS does not, or that neither DAS nor DMAS localizes the tumor. Hence it is important to consider
realistic and varied test cases when comparing beamformer performance.

Future work in this area should include the development of metrics to quantify the image
quality which are useful to distinguish images of healthy and abnormal breasts. Future studies
should consider the effects of permittivity estimation when designing and comparing beamformer
performance experimentally and clinically.
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52. Lazebnik, M.; Popović, D.; McCartney, L.; Watkins, C.B.; Lindstrom, M.J.; Harter, J.; Sewall, S.; Ogilvie, T.;
Magliocco, A.; Breslin, T.M.; et al. A Large-Scale Study of the Ultrawideband Microwave Dielectric Properties
of Normal, Benign and Malignant Breast Tissues Obtained from Cancer Surgeries. Phys. Med. Biol. 2007,
52, 6093–6115. [CrossRef]

53. Sugitani, T.; Kubota, S.; Kuroki, S.; Sogo, K.; Arihiro, K.; Okada, M.; Kadoya, T.; Hide, M.; Oda, M.;
Kikkawa, T. Complex Permittivities of Breast Tumor Tissues Obtained from Cancer Surgeries. Appl. Phys.
Lett. 2014, 104, 253702. [CrossRef]

54. Huang, S.Y.; Boone, J.M.; Yang, K.; Packard, N.J.; McKenney, S.E.; Prionas, N.D.; Lindfors, K.K.; Yaffe, M.J.
The Characterization of Breast Anatomical Metrics Using Dedicated Breast CT. Med. Phys. 2011, 38,
2180–2191. [CrossRef]

55. Bahramiabarghouei, H.; Porter, E.; Santorelli, A.; Gosselin, B.; Popović, M.; Rusch, L.A. Flexible 16 Antenna
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