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#### Abstract

The three-dimensional reconstruction of highly specular reflective parts with optical measurement methods is challenging and intriguing. It is challenging because such parts can be hard to distinguish from their surroundings with an optical sensor since they do not provide texture of their own but only reflect the objects around them. The endeavour is intriguing though because there is a well established method for qualitative visual inspection for specular surfaces which offers good prospects for development into a precise quantitative reconstruction method: namely deflectometry.

This thesis discusses deflectometry as a reconstruction method for highly reflecting surfaces. It focuses on deflectometry alone and does not use other reconstruction techniques to supplement with additional data. It explains the measurement process and principle and provides a crash course into an efficient mathematical representation of the principles involved. Using this, it reformulates existing threedimensional reconstructing methods, expands upon them and develops new ones. Building on these novel techniques, an auto-calibration is introduced that is able to refine a rough extrinsic calibration. All methods are experimentally verified and compared with each other using simulations and experiments.

Keywords: Deflectometry, reflection methods, specular surfaces, automated visual inspection, structured lighting, 3D reconstruction, image processing, optimization, calibration

\section*{Kurzfassung}

Die dreidimensionale Rekonstruktion von stark spiegelnden Objekten mit optischen Messmethoden is herausfordernd und faszinierend. Sie ist herausfordernd, da Objekte dieser Art mit optischen Sensoren nur schwer von ihrer Umgebung unterscheidbar sein können, da sie keine eigene Textur besitzen, sondern nur ihre Umgebung widerspiegeln. Sie ist aber auch faszinierend, da es bereits eine gut etablierte Methode für die qualitative Sichtprüfung reflektierender Oberflächen gibt, die gute Aussichten hat, in eine hochgenaue Rekonstruktionsmethode entwickelbar zu sein: die Deflektometrie.

Diese Dissertation diskutiert die Deflektometrie als Rekonstruktionsverfahren für stark reflektierende Oberflächen. Sie konzentriert sich ausschließlich auf die Deflektometrie und nutzt kein anderes Verfahren zur Unterstützung. Sie erklärt den Messprozess und das Messprinzip und bietet einen Crash Kurs für die effiziente mathematische Repräsentation der zugrundeliegenden Prinzipien. Unter deren Nutzung werden existierende Rekonstruktionsverfahren neu formuliert, erweitert und neue entwickelt. Mit diesen neuen Techniken wird eine Selbstkalibrierung eingeführt, die es ermöglicht grobe extrinsische Kalibrierungen zu verbessern. Alle Methoden werden experimentell überprüft und miteinander verglichen. Hierzu werden Simulationen und reale Messdaten verwendet.


Schlagworte: Deflektometrie, Reflexionsverfahren, spiegelnde Oberflächen, automatische Sichtprüfung, strukturierte Beleuchtung, 3D-Rekonstruktion, Bildverarbeitung, Optimierung, Kalibrierung
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## Symbols

## Abbreviations

| ARGM | Active reflection grating photogrammetry |
| :--- | :--- |
| CR | Consistency reconstruction |
| FOSS | Free and open source |
| GA | Geometric algebra |
| GCD | Greatest common divisor |
| GMF | Geometric mapping function |
| GPU | Graphics processing unit |
| LCD | Liquid crystal display |
| MPS | Multi-phase shift |
| NC | Normal comparison reconstruction |
| NURBS | Non-uniform rational basis spline |
| OTF | Optical transfer function |
| PRGM | Passive reflection grating photogrammetry |
| RANSAC | Random sample consensus |
| SGMF | Simple geometric mapping function |
| SLSQP | Sequential least squares fitting with constraints |

## Symbols

## Notation

| Scalar values | non bold | $a, b, c, \ldots$ |
| :--- | :--- | :--- |
| Dual scalars | non bold, with breve | $\breve{a}, \breve{b}, \breve{c} \ldots$ |
| Vectors | bold | $\mathbf{a}, \mathbf{b}, \mathbf{c}, \ldots$ |
| Dual vectors | bold, with breve | $\breve{\mathbf{a}}, \breve{\mathbf{b}}, \breve{\mathbf{c}}, \ldots$ |
| Quaternions | bold, fraktur | $\mathfrak{a}, \breve{b}, \mathbf{c}, \ldots$ |
| Dual quaternions | bold, fraktur, with breve | $\breve{\mathbf{a}}, \breve{\mathbf{b}}, \breve{\mathbf{c}}, \ldots$ |
| Matrices | bold, uppercase | $\mathbf{A}, \mathbf{B}, C, \ldots$ |
| Constants | text font, non bold | $a, b, c, \ldots$ |

## Symbols

| $\epsilon$ | Nilpotent base element for the dual constructions, $\epsilon^{2}=0$ |
| :--- | :--- |
| $\mathbb{R}$ | The field of real values |
| $\mathbb{R}^{+}$ | Positive real values. $\mathbb{R}^{+}:=\{\mathbf{r} \in \mathbb{R} \mid \mathbf{r} \geqslant 0\}$ |
| $\Delta$ | Abelian ring of dual numbers |
| $\mathbf{a} \cdot \mathbf{b}$ | Scalar product between $\mathbf{a}$ and $\mathbf{b}$ |
| $\cdot^{\top}$ | Transposition of a vector or matrix |
| Sc (.) | Scalar part of a quaternion |
| $\operatorname{Vec}()$. | Vector part of a quaternion |
| $\operatorname{Real}()$. | Real part of a dual construction |
| Dual (.) | Dual part of a dual construction |
| $\mathcal{H}$ | The space of quaternions |
| $\mathbf{a} \times \mathbf{b}$ | Cross product between $\mathbf{a}$ and $\mathbf{b}$ |
| $\mapsto$ | Mapping |
| $[\mathbf{a}]_{\times}$ | Matrix, such that $[\mathbf{a}]_{\times} \mathbf{b}=\mathbf{a} \times \mathbf{b}$ for all $\mathbf{b}$. |
| $:=$ | Definition |
| $=$ | Conjugate |
| $\\|\\|$. | Norm |
| $\bar{y}$ | Complete conjugate |
| $\operatorname{det}()$. | Determinant |


| $\mathbf{u}_{\text {c }}$ | Pixel index of camera |
| :---: | :---: |
| $\mathbf{u}_{\text {s }}$ | Pixel index on Screen or its position in the world coordinate frame |
| l | Simple geometric mapping function |
| L | Geometric mapping function |
| D | Deflectometric measurement. Consists of camera intrinsics $\mathcal{D} . A$, camera extrinsics $\mathcal{D} . \breve{\mathcal{E}}$, screen $\mathcal{D} . \mathfrak{S}$ and a simple geometric mapping function $\mathcal{D} . l$. |
| $\mathrm{E}_{3}$ | $3 \times 3$ identity matrix |
| $\arg ($. | Argument of a complex number |
| $a \circ b$ | Composition of functions: $(a \circ b)(x)=a(b(x))$ |
| $\Omega(\mathrm{a}, \mathrm{b})$ | Mapping to polar coordinates |
| $\propto$ | Proportionality |
| $\cup$ | Union |
| $\cap$ | Intersection |

## $-1$

## Mathematical Foundations

Before we dive into the deflectometry and its inner workings, we need a few mathematical foundations. This chapter will provide the basis for the geometric representations and calculations required for the solution of the deflectometric tasks we will encounter, especially the surface reconstruction algorithms. We will start out by introducing some lesser known number systems which we use to express three-dimensional geometry in an elegant fashion. We then provide mathematical representations for the objects we deal with in this work.

### 1.1 Number systems

We will start out by describing some number systems that are not generally well known - though they should be. These are namely the dual numbers and the quaternions and also their combinations the dual Quaternions. These number systems will be introduced formally and their important properties will be discussed subsequently.

### 1.1.1 Dual Numbers

Dual numbers are a form of hypercomplex numbers. They were introduced by Clifford [Cliz1] and further developed by Sturdy [Stu91] in the 18th century. They were mostly of mathematical interest for a long time but are more in use nowadays because of their ease of use in geometrical contexts. Our introduction is more modern and follows loosely [Dan99].

We will present them in analogy to the complex numbers which they closely resemble. We start out by introducing a new element $\epsilon$ into the real numbers. Another valid formulation can be found by identifying them with special members from $\mathbb{R}^{2}$.

We define a dual number ă as a tuple of two real numbers and write

$$
\begin{equation*}
\breve{\mathrm{a}}=\mathrm{a}_{\mathrm{r}}+\epsilon \mathrm{a}_{\mathrm{d}} \quad \text { with } \mathrm{a}_{\mathrm{r}}, \mathrm{a}_{\mathrm{d}} \in \mathbb{R} . \tag{1.1}
\end{equation*}
$$

In analogy to $i$ for the complex numbers, $\epsilon$ is a new base element. Unlike $i, \epsilon$ is nilpotent. That is

$$
\begin{equation*}
\epsilon^{2}=0 \tag{1.2}
\end{equation*}
$$

The addition and multiplication known from the field of the real numbers make the dual numbers to an Abelian ring often named $\Delta$. It is not a field because there is no inverse element for all $\breve{a} \in \Delta$ with $a_{r}=0$.

The product of two dual numbers $\breve{a}$ and $\breve{b}$ reads

$$
\begin{equation*}
\left(a_{r}+\epsilon a_{d}\right)\left(b_{r}+\epsilon b_{d}\right)=a_{r} b_{r}+\epsilon\left(a_{r} b_{d}+a_{d} b_{r}\right) \tag{1.3}
\end{equation*}
$$

Note that we keep the order of elements here because as soon as we use dual constructions over non-commutative algebras it will become important.

One very convenient and important aspect of dual numbers becomes clear when we look at a function of duals, i.e. $f(a+\epsilon b)$.

Let's take the Taylor expansion around the real point a.

$$
\begin{align*}
f(a+\epsilon b) & =\sum_{i=0}^{\infty} \frac{f^{(n)}(a)}{n!}(a+\epsilon b-a)^{n}  \tag{1.4}\\
& =f(a)+\epsilon b f^{\prime}(a)+\frac{f^{\prime \prime}(a)}{2}(\epsilon b)^{2}+\frac{f^{\prime \prime \prime}(a)}{6}(\epsilon b)^{3}+\ldots  \tag{1.5}\\
& =f(a)+\epsilon b f^{\prime}(a) \tag{1.6}
\end{align*}
$$

Of course, vectors of dimension $n$ can also be constructed from $\Delta^{n}$. Of special interest in the world of computational geometry - and in this work - are the elements of $\Delta^{3}$. For example a three-dimensional vector $\breve{\mathbf{x}} \in \Delta^{3}=\mathbf{x}_{r}+\epsilon \mathbf{x}_{\mathrm{d}}$ with $\mathbf{x}_{\mathrm{r}} \cdot \mathbf{x}_{\mathrm{d}}=0$ is a representation of a line in three dimensions as we will see in section 1.2.3.

### 1.1.2 Quaternions

Hamilton's work to extend complex numbers to higher dimensions led to the quaternions. Like for complex numbers, there are plenty of equivalent formulations for quaternions with different advantages and shortcomings. We will introduce two formulations which will be both used whenever they are convenient. A very good and more complete discussion of quaternions can be found in [Kui99].

The first formulation follows the analogy of the complex numbers. Starting from the base elements 1 and $i$ known from the complex numbers, add two new base elements $j$ and $k$ such that

$$
\begin{equation*}
\mathfrak{i}^{2}=\mathfrak{j}^{2}=\mathrm{k}^{2}=\mathfrak{i j k}=-1 \tag{1.7}
\end{equation*}
$$

Note that $i, j$ and $k$ are non-commutative - but associative - elements, i.e.

$$
\begin{array}{rrrr}
(\mathrm{ijk}) \mathrm{k}=-1 \mathrm{k} & \Rightarrow & \mathfrak{i j}(-1)=-\mathrm{k} \Rightarrow & \mathfrak{i j}=\mathrm{k} \\
(\mathrm{ji})(\mathrm{ijk})=-(\mathrm{ji}) \Rightarrow & (-1)^{2} k=-(j i) \Rightarrow & j i=-k \tag{1.9}
\end{array}
$$

The calculation of quaternion now follows naturally from the calculation with real numbers, i.e the product of two quaternions is

$$
\begin{array}{r}
\left(a_{s}+a_{x} i+a_{y} j+a_{z} k\right)\left(b_{s}+b_{x} i+b_{y} j+b_{z} k\right)= \\
a_{s} b_{s}-\left(a_{x} b_{x}+a_{y} b_{y}+a_{z} b_{z}\right) \\
+i\left(a_{s} b_{x}+b_{s} a_{x}+a_{y} b_{z}-a_{z} b_{y}\right)  \tag{1.10}\\
+j\left(a_{s} b_{y}+b_{s} a_{y}+a_{z} b_{x}-a_{x} b_{z}\right) \\
+k\left(a_{s} b_{z}+b_{s} a_{z}+a_{x} b_{y}-a_{y} b_{x}\right)
\end{array}
$$

The second formulation is less intuitive but often more practical. We introduce the quaternion as a tuple $\mathfrak{a}=\left(a_{s}, \mathbf{a}\right)$ with $\mathbf{a}=\left(a_{x}, a_{y}, a_{z}\right)^{\top}$ consisting of a scalar $a_{s}=\operatorname{Sc}(\mathfrak{a}) \in \mathbb{R}$ and a vector $\mathbf{a}=\operatorname{Vec}(\mathfrak{a}) \in \mathbb{R}^{3}$. We define the addition and scalar multiplication

$$
\begin{align*}
\mathfrak{a}+\mathfrak{b} & =\left(\mathrm{a}_{\mathrm{s}}+\mathrm{b}_{\mathrm{s}}, \mathbf{a}+\mathbf{b}\right),  \tag{1.11}\\
\lambda \mathfrak{a} & =\left(\lambda \mathrm{a}_{\mathrm{s}}, \lambda \mathbf{a}\right) \quad \text { with } \lambda \in \mathbb{R} . \tag{1.12}
\end{align*}
$$

These operations make the quaternions a vector space over the real numbers which is generally named $\mathcal{H}$. As we will see below, there is a natural way to introduce a norm which makes $\mathcal{H}$ even to a normed vector space. The quaternion product (1.10) is now introduced as a new operation

$$
\begin{equation*}
\mathfrak{a} \mathfrak{b}=\left(a_{s} b_{s}-\mathbf{a}^{\top} \mathbf{b}, a_{s} \mathbf{b}+b_{s} \mathbf{a}+\mathbf{a} \times \mathbf{b}\right) . \tag{1.13}
\end{equation*}
$$

As

$$
\begin{equation*}
(1, \mathbf{0}) \mathfrak{a}=\mathfrak{a}=\mathfrak{a}(1, \mathbf{0}) \tag{1.14}
\end{equation*}
$$

this operation has a neutral element. It is also associative, but because of the cross product in the vector part it is not commutative.
Now, we ask the question in which cases the quaternion product can be zero. For this to be true, the following conditions must be met

$$
\begin{align*}
a_{s} b_{s}-\mathbf{a} \cdot \mathbf{b} & =0  \tag{1.15}\\
a_{s} \mathbf{b}+b_{s} \mathbf{a}+\mathbf{a} \times \mathbf{b} & =\mathbf{0} . \tag{1.16}
\end{align*}
$$

Multiplying the first equation with $b_{s}$ and the second with $\mathbf{b}$ and adding them up gives

$$
\begin{align*}
0 & =b_{s}\left(a_{s} b_{s}-\mathbf{a} \cdot \mathbf{b}\right)+\mathbf{b} \cdot\left(a_{s} \mathbf{b}+b_{s} \mathbf{a}+\mathbf{a} \times \mathbf{b}\right)  \tag{1.17}\\
& =a_{s} b_{s}^{2}+a_{s}\|\mathbf{b}\|^{2}  \tag{1.18}\\
& =a_{s}\left(b_{s}^{2}+\|\mathbf{b}\|^{2}\right) \tag{1.19}
\end{align*}
$$

So either $\mathfrak{b}=\boldsymbol{o}$ or $a_{s}=0$. But if $a_{s}$ is zero, (1.16) becomes

$$
\begin{equation*}
\mathrm{b}_{\mathrm{s}} \mathbf{a}=\mathbf{b} \times \mathbf{a} . \tag{1.20}
\end{equation*}
$$

This says that a must be collinear to a vector perpendicular to $\mathbf{b}$ and $\mathbf{a}$ which is only possible if $\mathbf{a}=\mathbf{0}$. Therefore we've shown that the quaternions are zero divisor free. This makes $\mathcal{H}$ with the quaternion product to an associative division algebra.

We use the definition of the quaternion product to also introduce a product between quaternion $\mathfrak{q} \in \mathcal{H}$ and vector $\mathbf{v} \in \mathbb{R}^{3}$

$$
\begin{align*}
M: \mathcal{H} \times \mathbb{R}^{3} & \mapsto \mathbb{R}^{3}  \tag{1.21}\\
\mathbf{q} \mathbf{v} & \rightarrow \operatorname{Vec}(\mathfrak{q}(0, \mathbf{v})) . \tag{1.22}
\end{align*}
$$

The product from the right side can be defined analogously. This operation is very useful when we discuss the quaternions in the sense of rotations in section 1.3.4. Note that this operation can be made implicit if we say that a vector $\mathbf{v}$ can be augmented to a quaternion $\mathfrak{v}=(0, \mathbf{v})$. In fact we will introduce more augmentations for other constructs later.

In some cases, it will become useful to write quaternions in a linear fashion so that the common tools known from linear algebra can be applied to them. Very similar to how the cross product $[\mathbf{x}]_{\times}$can be written as a matrix that can later be right multiplied with a vector so can the quaternion product be rewritten as

$$
\begin{equation*}
\mathfrak{a} \mathfrak{b}=\mathbf{L}(\mathfrak{a}) \mathfrak{b}=\mathbf{R}(\mathfrak{b}) \mathfrak{a} \tag{1.23}
\end{equation*}
$$

with

$$
\mathbf{L}(\mathfrak{a})=\left(\begin{array}{cccc}
a_{s} & -a_{x} & -a_{y} & -a_{z}  \tag{1.24}\\
a_{x} & a_{s} & -a_{z} & a_{y} \\
a_{y} & a_{z} & a_{s} & -a_{x} \\
a_{z} & -a_{y} & a_{x} & a_{s}
\end{array}\right) \text { and } \mathbf{R}(\mathfrak{b})=\left(\begin{array}{cccc}
b_{s} & -b_{x} & -b_{y} & -b_{z} \\
b_{x} & b_{s} & b_{z} & -b_{y} \\
b_{y} & -b_{z} & b_{s} & b_{x} \\
b_{z} & b_{y} & -b_{x} & b_{s}
\end{array}\right) .
$$

The quaternion to be multiplied is now seen as a vector from $\mathbb{R}^{4}$. Care must be taken in the order of scalar and vector parts in the vector.

We finish the introduction of quaternions by defining some common operations that are analogous to complex numbers. The conjugate of a quaternion $\mathfrak{a}=\left(a_{s}, \mathbf{a}\right)$ is defined as

$$
\begin{equation*}
\overline{\mathfrak{a}}:=\left(\mathrm{a}_{\mathrm{s}},-\mathbf{a}\right) . \tag{1.25}
\end{equation*}
$$

The quaternion norm is

$$
\begin{equation*}
\|\mathfrak{a}\|=\sqrt{\mathfrak{a} \overline{\mathfrak{a}}} \tag{1.26}
\end{equation*}
$$

which is always a positive real number and fulfills all the axioms of a norm. Note that we are implicitly converting form a quaternion with no vector part to a scalar as the square root of a quaternion is not clearly defined.

### 1.1.3 Dual Quaternions

Dual quaternions - or bi-quaternions - follow naturally from the definitions of dual numbers and quaternions. They provide an intuitive representation of movements in three dimensions and have been introduced by Clifford as the first example of a new type of associative algebra which now carries his name [Cli71]. A somewhat more applied and modern approach to this topic can be found in [BR79].

A dual quaternion $\breve{\mathfrak{a}}=\left(\breve{\mathrm{a}}_{\mathrm{s}}, \breve{\mathbf{a}}\right)$ consists of a dual number $\breve{\mathrm{a}}_{\text {s }}=$ $\operatorname{Sc}(\breve{\mathbf{a}}) \in \Delta$ and a dual vector $\breve{\mathbf{a}}=\operatorname{Vec}(\breve{\mathbf{a}}) \in \Delta^{3}$. The three basic operations addition, multiplication and dual quaternion multiplication follow naturally from the corresponding operations of the dual
numbers and the quaternions:

$$
\begin{align*}
\breve{\mathfrak{a}}+\breve{\mathbf{b}} & =\left(\breve{\mathrm{a}}_{s}+\breve{\mathbf{b}}_{s}, \breve{\mathbf{a}}+\breve{\mathbf{b}}\right)  \tag{1.27}\\
\lambda \breve{\mathfrak{a}} & =\left(\lambda \breve{\mathfrak{a}}_{s}, \lambda \breve{\mathbf{a}}\right) \quad \text { with } \lambda \in \mathbb{R}  \tag{1.28}\\
\breve{\mathfrak{a}} \breve{\mathbf{b}} & =\left(\breve{a}_{s} \breve{b}_{s}-\breve{\mathbf{a}} \cdot \breve{\mathbf{b}}, \breve{\mathrm{a}}_{s} \breve{\mathbf{b}}+\breve{b}_{s} \breve{\mathbf{a}}+\breve{\mathbf{a}} \times \breve{\mathbf{b}}\right) \tag{1.29}
\end{align*}
$$

Addition (1.27) and scalar multiplication (1.28) make the dual quaternions a module over $\Delta$. Addition (1.27) and dual quaternion multiplication (1.29) make them a non Abelian ring. All operations taken together make them an associative algebra.
Note that both ways of looking at dual quaternions are valid: either one interprets them as a dual construct consisting of two quaternions - a real one and a dual one - or, as they have been introduced here, one can interpret them as a quaternion of a dual number and a dual vector. Both ways are useful in different situations and of course, both are equivalent as

$$
\begin{equation*}
\breve{\mathfrak{a}}=\left(\breve{\mathbf{a}}_{s,}, \breve{\mathbf{a}}_{\mathbf{a}}\right)=\left(\mathrm{a}_{\mathrm{sr}}+\epsilon \mathrm{a}_{s \mathrm{~d}}, \mathbf{a}_{\mathrm{r}}+\epsilon \mathbf{a}_{\mathrm{d}}\right)=\left(\mathrm{a}_{\mathrm{sr},}, \mathbf{a}_{\mathrm{r}}\right)+\epsilon\left(\mathrm{a}_{\mathrm{sd}}, \mathbf{a}_{\mathrm{d}}\right) . \tag{1.30}
\end{equation*}
$$

Here, we used the addition operation of dual numbers and the addition operation of quaternions.

There is some ambiguity in defining the conjugate of a dual quaternion. One could simply apply the rules of conjugation on sums and indeed this will be our first definition:

$$
\begin{equation*}
\overline{\mathfrak{a}}:=\overline{\overline{\mathfrak{a}}_{\mathrm{r}}+\epsilon \mathfrak{a}_{\mathrm{d}}}=\overline{\mathfrak{a}}_{\mathrm{r}}+\epsilon \overline{\mathfrak{a}}_{\mathrm{d}} . \tag{1.31}
\end{equation*}
$$

Another way could be to use a conjugation similar to the complex numbers where we change the sign in front of the second base element. This second type of conjugation is useful when using dual quaternions as operators acting on points in space (see section 1.4.2). We call it complete conjugation and denote it with two over bars:

$$
\begin{equation*}
\overline{\overline{\mathfrak{a}}}:=\overline{\mathfrak{a}}_{\mathrm{r}}-\epsilon \overline{\mathfrak{a}}_{\mathrm{d}} . \tag{1.32}
\end{equation*}
$$

The norm of a dual number is a dual number with positive real part
defined as

$$
\begin{align*}
\|\breve{\mathfrak{a}}\|=\sqrt{\breve{\mathfrak{a}}} \overline{\breve{\mathfrak{a}}} & =\sqrt{\left(\mathfrak{a}_{\mathrm{r}}+\epsilon \mathfrak{a}_{\mathrm{d}}\right)\left(\overline{\mathfrak{a}}_{\mathrm{r}}+\epsilon \overline{\mathfrak{a}}_{\mathrm{d}}\right)}  \tag{1.33}\\
& =\sqrt{\mathfrak{a}_{\mathrm{r}} \overline{\mathfrak{a}}_{\mathrm{r}}+\epsilon\left(\mathfrak{a}_{\mathrm{r}} \overline{\mathfrak{a}}_{\mathrm{d}}+\mathfrak{a}_{\mathrm{d}} \overline{\mathfrak{a}}_{\mathrm{r}}\right)}  \tag{1.34}\\
& =\sqrt{\mathfrak{a}_{\mathrm{r}} \overline{\bar{a}}_{\mathrm{r}}}+\epsilon \frac{\mathfrak{a}_{\mathrm{r}} \overline{\mathfrak{a}}_{\mathrm{d}}+\mathfrak{a}_{\mathrm{d}} \overline{\mathfrak{a}}_{\mathrm{r}}}{2 \sqrt{\mathfrak{a}_{\mathrm{r}} \overline{\mathfrak{a}}_{\mathrm{r}}}} \in \Delta . \tag{1.35}
\end{align*}
$$

If the real part is nonzero, the dual quaternion has an inverse which is simply

$$
\begin{equation*}
\breve{\mathfrak{a}}^{-1}=\|\breve{\mathfrak{a}}\|^{-1} \breve{\mathbf{a}} . \tag{1.36}
\end{equation*}
$$

### 1.2 Geometric Representation

We will now briefly discuss the representation of various geometric elements and operations used in this work.

### 1.2.1 Points

The basic representation of points in this work are three tuples in a vector notation

$$
\begin{equation*}
\mathbf{p}=(x, y, z)^{\top} . \tag{1.37}
\end{equation*}
$$

We will augment this notation transparently when appropriate either to work in homogeneous coordinates or when we are transforming a point through a rigid mapping using the corresponding dual quaternion (see section 1.4). The bijective transformations used for these two operations are

$$
\begin{align*}
\mathbb{R}^{3} & \mapsto \mathbb{R}^{4}  \tag{1.38}\\
(x, y, z)^{\top} & \rightarrow(x, y, z, 1)^{\top} \tag{1.39}
\end{align*}
$$

and

$$
\begin{align*}
\mathbb{R}^{3} & \mapsto \breve{\mathscr{H}}  \tag{1.40}\\
(x, y, z)^{\top} & \rightarrow(1,0,0,0)+\epsilon(0, x, y, z) \tag{1.41}
\end{align*}
$$

The last transformation might seem unusual, but will become useful when we introduce the geometric sandwich product for point transformations in section 1.4.2.

### 1.2.2 Planes

Planes do not fit into our framework as nicely as the other geometric entities we work with. In this work, we represent planes as a quaternion, whereas the scalar part is the distance from the origin and the vector part is the normal vector. This stretches the interpretation of quaternions over its limits and is more of an implementation clutch than theoretically warranted.

The quaternion $\mathfrak{p}=\left(d, x_{0}, y_{0}, z_{0}\right)$ represents the plane

$$
\begin{equation*}
\left(x_{0}, y_{0}, z_{0}\right) \cdot x+d=0 . \tag{1.42}
\end{equation*}
$$

Note that this representation cannot be rotated using quaternions or transformed using dual quaternions without loosing its inner geometry. Therefore those transformations are not physically correct and therefore considered wrong for this work. The complete framework of Geometric Algebra [DF07] - from which our number system representations are a subset - offers a beautiful representation of planes using bivectors which keep all of these transformational properties. We refrained from using the complete framework of Geometric Algebra because using it would have made the mathematics for this work require too much background reading. It is worth studying though.

### 1.2.3 Lines

A line is fully represented by two points in space through which it passes. Alternatively, one can use a point and a direction. Both choices are rather arbitrary: there are infinitively many equivalent choices for each line. Some of them might be better suited for numerical calculations than others. For this work, we choose a representation that is unique for each (directed) line, numerically stable and ties in well with the quaternions and dual quaternions used to represent rotations and rigid transformations: normalized Plücker coordinates [Gal01].

We define a directed line from point $\mathbf{p}_{1}$ to $\mathbf{p}_{2}$ as the dual vector

$$
\begin{equation*}
\breve{\mathbf{l}}=(\mathbf{d}+\epsilon \mathbf{m}) /\|\mathbf{d}\| \tag{1.43}
\end{equation*}
$$

with $\mathbf{d}=\mathbf{p}_{2}-\mathbf{p}_{1}$ being the direction of the line and $\mathbf{m}=\mathbf{p}_{2} \times \mathbf{p}_{1}$ being the moment. The name moment is chosen because if a unit mass were to move from $\mathbf{p}_{1}$ to $\mathbf{p}_{2}$ it would have $\mathbf{m}$ as its moment. This representation is normalized because we force the direction to be a unit vector. Also note that the dual and the real part of the vector are orthogonal to each other. Therefore this representation has 4 degrees of freedom just like a line in space. This makes the representation unique.

Given two such lines $\check{\mathbf{x}}$ and $\check{\mathbf{y}}$ with the additional constraint that they are normalized, that is $\left\|\mathbf{x}_{\mathrm{r}}\right\|=\left\|\mathbf{y}_{\mathrm{r}}\right\|=1$, the dot product

$$
\begin{equation*}
\cos \breve{\Theta}=\breve{\mathbf{x}} \cdot \breve{\mathbf{y}}=\left(\mathbf{x}_{\mathrm{r}} \cdot \mathbf{y}_{\mathrm{r}}\right)+\epsilon\left(\mathbf{x}_{\mathrm{r}} \cdot \mathbf{y}_{\mathrm{d}}+\mathbf{x}_{\mathrm{d}} \cdot \mathbf{y}_{\mathrm{r}}\right) \tag{1.44}
\end{equation*}
$$

is equal to the cosine of a dual angle $\breve{\Theta}=\Theta+\epsilon d$. Hereby the real part is the angle between the lines while $d$ is their smallest distance. This property is derived in section A. 1

Of importance for us is also the plane-line meet operation, that is the point of intersection $\mathbf{p}$ between a plane $\mathfrak{p}=(d, \mathbf{n})$ and a line not inside this plane $\breve{\mathbf{l}}=\mathbf{1}+\epsilon \mathbf{m}$. This point can be calculated using the relation

$$
\begin{equation*}
\mathbf{p}=\frac{\mathbf{m} \times \mathbf{n}-\mathrm{d} \mathbf{l}}{\mathbf{n} \cdot \mathbf{l}} \tag{1.45}
\end{equation*}
$$

which is derived in section A.2.
Plücker coordinates tie in nicely with the dual quaternion's representation: augmenting a dual vector into a dual quaternion is done equivalently to how a vector is turned into a quaternion: keep the vector part and set the scalar part to zero. This dual quaternion can then be transformed using the dual quaternion product. This gives an easy and elegant way to transform lines through rigid transformations (see section 1.4.2).

### 1.2.4 Free Form Surfaces

The gist of this work is on the reconstruction of free form surfaces representable as a function on a Cartesian grid

$$
\begin{align*}
z: \mathbb{R}^{2} & \mapsto \mathbb{R}  \tag{1.46}\\
(x, y) & \rightarrow z(x, y) . \tag{1.47}
\end{align*}
$$

Therefore, we represent surfaces as point clouds or - when appropriate - as a discrete set of $\{x, y\}$ values (e.g. camera pixel coordinates) and how they relate to each other in neighbourship and the corresponding $z(x, y)$ value.
There are plenty of alternative models available to represent free form surfaces under some smoothness constraints. These are important for a proper interpolation of the raw point-cloud data or for data reduction. In the simulations for this work we used NURBS [Far99] as the most flexible representation - this work is not concerned with the interpolation of point clouds using NURBS though.

### 1.3 Representation of Rotations

Rotations in three dimensions have three degrees of freedom. Because of this, most people immediately relate them to Euler angles - i.e. three angles around the axis of a Cartesian coordinate system. The order in which the rotations are applied has to be defined and this representation has problems with extreme angles which can easily occur in our case. The shortcomings will be discussed below in section 1.3.2

Another approach is to use rotation matrices. They no longer contain the ambiguity of Euler angles, but they contain a lot of redundant information: nine entries instead of just three.
A more elegant approach is to use Rodrigues' rotation formula which describes a rotation around a rotation axis $\mathbf{k} \in \mathbb{R}^{3}$ by an angle $\Phi$. Therefore we have three real values for three degrees of freedom, the most compact representation we can hope for. However, this
representation cannot be used for efficient and numerically stable calculations.

Finally, this leads to the quaternion representation of rotations. Unit length quaternions contain the same information as the Rodrigues formula but offer a higher numerical stability in evaluation and more mathematical expression power. For these reasons, quaternions were used for most implementations in this work - but the other representations are sometimes easier to work with in a theoretical context.

### 1.3.1 Rotation Matrices

The rotation matrices in three dimensions are the members of the special orthogonal group $\mathrm{SO}(3)$ which forms a subgroup in the field of $\mathbb{R}^{3 \times 3}$. The properties of any $\mathbf{R} \in \mathrm{SO}(3)$ are

$$
\begin{equation*}
\mathbf{R}^{-1}=\mathbf{R}^{\top} \quad \text { and } \quad \operatorname{det}(\mathbf{R})=1 \tag{1.48}
\end{equation*}
$$

Now, assume a rotation around an axis $\mathbf{n}$ which passes through the origin by an angle of $\Phi$. Its rotation matrix respective to a fixed base of $\mathbb{R}^{3}$ is called $\mathbf{R}$. Any vector $\mathbf{v}=k \mathbf{n}$ with $k \in \mathbb{R}$ will be collinear to the rotational axis $\mathbf{n}$ and will therefore not change under the given rotation:

$$
\begin{equation*}
\mathbf{R} \mathbf{v}=\mathbf{v} . \tag{1.49}
\end{equation*}
$$

This means that any vector along the axis of rotation is an eigenvector of $\mathbf{R}$ to the eigenvalue 1 . Specifying this even further, there is always another element $\mathbf{R}_{v} \in \mathrm{SO}(3)$ which is conjugate to $\mathbf{R}$

$$
\begin{equation*}
\mathbf{R}_{v}=\mathbf{S R S}^{\top} \quad \text { with an appropriate } \mathbf{S} \in \mathrm{SO}(3) \tag{1.50}
\end{equation*}
$$

which expresses this rotation in the simple form of

$$
\mathbf{R}_{v}=\left(\begin{array}{ccc}
1 & 0 & 0  \tag{1.51}\\
0 & \cos (\Phi) & -\sin (\Phi) \\
0 & \sin (\Phi) & \cos (\Phi)
\end{array}\right) .
$$

This makes the other two eigenvalues $e^{ \pm i \Phi}$ apparent.

To rotate a vector $\mathbf{v} \in \mathbb{R}^{3}$ with the rotation matrix $\mathbf{R}$, one simply multiplies $\mathbf{v}$ from the right with $\mathbf{R}$ :

$$
\begin{equation*}
\mathbf{v}_{\text {rot }}=\mathbf{R} \mathbf{v} \tag{1.52}
\end{equation*}
$$

This is the cheapest way to rotate a vector requiring nine multiplications and six additions. However, when one wants to compose two rotations $\mathbf{R}_{\mathbf{1}}$ and $\mathbf{R}_{\mathbf{2}}$, the additional matrix multiplication increases the cost dramatically. The combined transformation

$$
\begin{equation*}
\mathbf{R}_{1} \mathbf{R}_{\mathbf{2}} \tag{1.53}
\end{equation*}
$$

takes 27 multiplications and 18 additions.

### 1.3.2 Euler Angles

To specify a rotation in three dimensions with three rotation angles one needs to agree around which axis the rotations should be done. The term Euler angles implies for some sources already a certain choice, but in this work we will use the term more generally. Nevertheless for practical applications, the axis must be defined and fixed. We use the convention of the robot which is part of our experimental setup. Given three orthogonal axis $\mathbf{e}_{x}, \mathbf{e}_{y}$ and $\mathbf{e}_{z}$ and three angles $A, B$ and $C$, the rotation is first done around the $z$-axis $\mathbf{e}_{z}$ by the angle $A$, then around the new $y$-axis $\mathbf{e}_{y}^{\prime}$ by the angle $B$ and lastly around the new $x$-axis $\mathbf{e}_{x}^{\prime \prime}$ by the angle $C$. This representation is sometimes called improper Euler angles or Tait-Bryan angles. It is also the DIN 9300 norm used in aeronautics where it is called Yaw-Pitch-Roll.

Constructing a rotation matrix is now tedious, but easy: We simply multiply the three rotation matrices:

$$
\begin{gather*}
\mathbf{R}(A, B, C)=\mathbf{R}_{x}(C) \mathbf{R}_{y}(B) \mathbf{R}_{z}(A)= \\
\left(\begin{array}{ccc}
1 & 0 & 0 \\
0 & \cos (C) & \sin (C) \\
0 & -\sin (C) & \cos (C)
\end{array}\right)\left(\begin{array}{ccc}
\cos (B) & 0 & -\sin (B) \\
0 & 1 & 0 \\
\sin (B) & 0 & \cos (B)
\end{array}\right)\left(\begin{array}{ccc}
\cos (A) & \sin (A) & 0 \\
-\sin (A) & \cos (A) & 0 \\
0 & 0 & 1
\end{array}\right) \\
\left(\begin{array}{cccc}
\cos (A) \cos (B) & \cos (B) & -\sin (B) \\
\left(\begin{array}{cc}
\sin (A) \cos (C)+\sin (B) \sin (C) \cos (A) & \sin (A) \sin (B) \sin (C)+\cos (A) \cos (C) \\
\sin (A) \sin (C) \cos (B) \\
\sin (B)+\sin (B) \cos (A) \cos (C) & \sin (A) \sin (B) \cos (C)-\sin (C) \cos (A) \cos (B) \cos (C)
\end{array}\right)
\end{array}\right. \tag{1.54}
\end{gather*}
$$

One fundamental problem of Euler angles besides the confusion related to the choice of rotation axis is that it encodes what is essentially one rotation as three consecutive rotations. This problem becomes apparent if one chooses $\mathrm{B}= \pm \pi / 2$ in (1.54):

$$
\mathbf{R}(A, \pm \pi / 2, C)=\left(\begin{array}{ccc}
0 & 0 & \mp 1  \tag{1.55}\\
\pm \sin (C \mp A) & \cos (C \mp A) & 0 \\
\pm \cos (C \mp A) & -\sin (C \mp A) & 0
\end{array}\right)
$$

Now, there is no algebraic difference between changes in $A$ or $C$ and therefore they can no longer be used to differentiate between different rotational axis. This phenomenon is called Gimbal lock. Another weak point of the Euler angles is the asymmetry between rotations and their inverse. For example, the rotation ( $89.9^{\circ}, 0,90.1^{\circ}$ ) which „nearly" changes $x \rightarrow y, y \rightarrow z$ and $z \rightarrow x$ is inverted by the rotation $\left(45^{\circ},-89.9^{\circ},-135^{\circ}\right)$. There is also no immediate way to rotate a vector using only the Euler angles. One needs to convert to one of the other representations - i.e. the corresponding rotation matrix - before the actual rotated vector can be calculated.

### 1.3.3 Rodrigues' Rotation Formula

The idea to represent a rotation via an axis and a corresponding rotation angle $\Phi$ is very basic. The Rodrigues parameters encode this information in one vector $\mathbf{n}$, such that the length of $\mathbf{n}$ represents the angle $\Phi=\|\mathbf{n}\|$ and the direction of $\mathbf{n}$ represents the rotational axis $\mathbf{r}=\mathbf{n} /\|\mathbf{n}\|=\mathbf{n} / \Phi$. A rotation can then be performed via Rodrigues' rotation formula

$$
\begin{equation*}
\mathbf{v}_{\mathrm{rot}}=\mathbf{v} \cos \Phi+(\mathbf{r} \times \mathbf{v}) \sin \Phi+\mathbf{r}(\mathbf{r} \cdot \mathbf{v})(1-\cos \Phi) \tag{1.56}
\end{equation*}
$$

Note that this is essentially the same as calculating a rotation matrix

$$
\begin{equation*}
\mathbf{R}=\cos \Phi \mathbf{E}_{3}+(1-\cos \Phi) \mathbf{r} \mathbf{r}^{\top}+\sin \Phi[\mathbf{r}]_{\times} \tag{1.57}
\end{equation*}
$$

and then right multiplying $\mathbf{v}$ with it. Here we used $\mathbf{E}_{3}$ as the identity matrix and $[\mathbf{r}]_{\times}$is the matrix operator that represents the cross product

$$
[\mathbf{r}]_{\times} \mathbf{v}=\mathbf{r} \times \mathbf{v}=\left(\begin{array}{ccc}
0 & -r_{3} & r_{2}  \tag{1.58}\\
r_{3} & 0 & -r_{1} \\
-r_{2} & r_{1} & 0
\end{array}\right) \mathbf{v} .
$$

The Rodrigues' formulation is very space efficient as it only needs three real numbers to represent a rotation in three-dimensional space. It is also intuitive to understand and visualize and it has no singularities. However, it has plenty of practical disadvantages: direct rotation of a vector is expensive, especially because the cosine and the sine of the angle have to be calculated but also because plenty of multiplications (23) and additions (16) must be done. There is also no easy way to compose two rotations using this representations without converting to any other representation.

### 1.3.4 Unit Quaternions

Quaternions have four degrees of freedom. When we restrict ourselves to unit length quaternions - sometimes also called versors, a designation we will avoid in this work - we are left with three degrees of freedom. This is the same number of degrees of freedom as Rodrigues' representation of rotations. In fact, we can find an easy mapping: given a Rodrigues' rotation vector $\mathbf{n}$, we can construct a quaternion $\mathfrak{q}$ as

$$
\begin{equation*}
\mathfrak{q}=(\cos (\Phi / 2), 1 \sin (\Phi / 2)) \tag{1.59}
\end{equation*}
$$

with $\Phi=\|\mathbf{n}\|$ and $\mathbf{1}=\mathbf{n} /\|\mathbf{n}\|$. This mapping is in fact one-to-one, therefore this is also a representation of a rotation. More precisely, the unit length quaternions are also a double-cover of the special orthogonal group $\mathrm{SO}(3)$ - therefore any rotation is represented by two unit length quaternions which differ only in sign. This is necessary for a representation of rotations to be continuous and without singularities. The reason for this is that the set of rotations in three dimensions is non orientable. The double cover avoids singularities and allows for easy interpolation of rotations [Gal01].

A rotation of a vector $\mathfrak{v}=(0, \mathbf{v})$ can be done by the geometric sandwich product.

$$
\begin{align*}
\mathfrak{v}_{\mathrm{rot}} & =\mathfrak{q v} \overline{\mathfrak{q}}  \tag{1.60}\\
& =(\cos \varphi, \mathbf{1} \sin \varphi)(0, \mathbf{v})(\cos \varphi,-\mathbf{l} \sin \varphi)  \tag{1.61}\\
& =(-\sin \varphi(\mathbf{l} \cdot \mathbf{v}), \cos \varphi \mathbf{v}+\sin \varphi \mathbf{l} \times \mathbf{v})(\cos \varphi,-\mathbf{l} \sin \varphi) \tag{1.62}
\end{align*}
$$

$$
\begin{align*}
= & \left(0, \sin ^{2} \varphi(\mathbf{l} \cdot \mathbf{v}) \mathbf{l}\right.  \tag{1.63}\\
& +2 \sin \varphi \cos \varphi(\mathbf{l} \times \mathbf{v})+\sin ^{2} \varphi \mathbf{l} \times(\mathbf{l} \times \mathbf{v})+\cos ^{2} \varphi \mathbf{v}  \tag{1.64}\\
= & (0,(1-\cos \Phi)(\mathbf{1} \cdot \mathbf{v}) \mathbf{1}+\sin \Phi \mathbf{1} \times \mathbf{v}+\cos \Phi \mathbf{v}) \tag{1.65}
\end{align*}
$$

The Rodrigues' rotation formula (1.56) appears naturally in this operation. We introduced $\varphi:=\Phi / 2$, used that 1 has length 1 and used the following identities in this calculation:

$$
\begin{align*}
\mathbf{1} \times(\mathbf{l} \times \mathbf{p}) & =(\mathbf{l} \cdot \mathbf{v}) \mathbf{1}-(\mathbf{l} \cdot \mathbf{l}) \mathbf{v}=(\mathbf{l} \cdot \mathbf{v}) \mathbf{1}-\mathbf{v}  \tag{1.66}\\
\cos ^{2} \varphi-\sin ^{2} \varphi & =\cos \Phi  \tag{1.67}\\
2 \sin ^{2} \varphi & =(1-\cos \Phi)  \tag{1.68}\\
2 \sin \varphi \cos \varphi & =\sin \Phi \tag{1.69}
\end{align*}
$$

The name of the operation comes from the quaternion $\mathfrak{q}$ sandwiching the object to be transformed by multiplying it from left and from right. We will meet similar products in later sections again.

### 1.4 Representation of Rigid Transformations

We will need to work in many different frames of reference and we will also optimize transformations between various frames of reference. We therefore need a suitable representation of a frame-toframe transformation. Since we always work in Cartesian coordinates, we can restrict us to a very special subset of affine transformations - namely rigid transformations. These preserve the local geometric properties and angles of transfered lines.

### 1.4.1 Linear Embedding through Homogeneous Coordinates

It is well known that each rigid motion can be represented by a rotation followed by a translation. Using homogeneous coordinates,
rigid transformations can be embedded in a linear space. A transformation of a point $\mathbf{p}$ by the rotation represented by the $3 \times 3$ matrix $\mathbf{R}$ and the translation $\mathbf{t}$ can than be written as

$$
\binom{\mathbf{p}_{\mathrm{tr}}}{1}=\left(\begin{array}{cc}
\mathbf{R} & \mathbf{t}  \tag{1.70}\\
\mathbf{0} & 1
\end{array}\right)\binom{\mathbf{p}}{1} .
$$

The complete transformation is therefore captured in the given $4 \times 4$ matrix. The inverse transformation is also captured through the inverse matrix. Composing two rigid motions is done by multiplying the corresponding matrices.
This representation however has the same flaws as matrices for the representation of rotations: it wastes space, composing is expensive and can become numerically instable. Also the concept of rotating a line is not straight forward to express.

### 1.4.2 Unit Dual Quaternions

Analogously to how we represent lines via a dual vector and rotations via a unit quaternion, we can also express rigid transformations using a unit length dual quaternion. The rotational part is already discussed: we use one of the real unit length quaternion that corresponds to the rotation matrix $\mathbf{R}$. This will be the real part $\mathfrak{q}_{\mathrm{r}}$ of our dual quaternion $\breve{\mathbf{q}}$. For the translation part represented through $t=\left(t_{x}, t_{y}, t_{z}\right)^{\top}$ we define

$$
\begin{equation*}
\mathfrak{q}_{\mathrm{d}}:=\frac{1}{2}\left(0, \mathrm{t}_{\mathrm{x}}, \mathrm{t}_{\mathrm{y}}, \mathrm{t}_{z}\right) \mathfrak{q}_{\mathrm{r}}=\frac{1}{2} \mathfrak{t}_{\mathrm{r}} \tag{1.71}
\end{equation*}
$$

using the quaternion $\mathfrak{t}=(0, \mathbf{t})$. This gives us the dual quaternion

$$
\begin{equation*}
\breve{\mathfrak{q}}=\mathfrak{q}_{\mathrm{r}}+\epsilon \mathfrak{q}_{\mathrm{d}} \tag{1.72}
\end{equation*}
$$

with the squared norm

$$
\begin{align*}
\|\breve{\mathfrak{q}}\|^{2} & =\mathfrak{q}_{r} \overline{\mathfrak{q}}_{\mathrm{r}}+\frac{\epsilon}{2}\left(\mathfrak{t q}_{\mathrm{r}} \overline{\overline{\mathfrak{q}}_{\mathrm{r}}}+\mathfrak{q}_{\mathrm{r}} \overline{\left(\mathfrak{t q}_{\mathrm{r}}\right)}\right)  \tag{1.73}\\
& =1+\frac{\epsilon}{2}(\mathfrak{t}+\overline{\mathfrak{t}})=1 . \tag{1.74}
\end{align*}
$$

This is therefore indeed a unit length dual quaternion. We can use this representation to transform a point $\mathbf{x}$ by first augmenting it to a dual quaternion $\breve{\mathfrak{p}}=1+\epsilon(0, \mathbf{x})=1+\epsilon \mathfrak{x}$ and then sandwiching it between $\breve{\mathfrak{q}}$ and its complete conjugate $\overline{\overline{\mathfrak{q}}}$.

$$
\begin{align*}
\breve{\mathfrak{p}}_{\mathrm{tr}} & =\breve{\mathfrak{q}} \check{\overline{\mathfrak{p}}} \overline{\overline{\mathfrak{q}}}  \tag{1.75}\\
& =\left(\mathfrak{q}_{\mathrm{r}}+\epsilon \mathfrak{q}_{\mathrm{d}}\right)(1+\epsilon \mathfrak{x})\left(\overline{\mathfrak{q}}_{\mathrm{r}}-\epsilon \overline{\mathfrak{q}}_{\mathrm{d}}\right)  \tag{1.76}\\
& =\mathfrak{q}_{\mathrm{r}} \overline{\mathfrak{q}}_{\mathrm{r}}+\epsilon\left(\mathfrak{q}_{r} \mathfrak{x} \overline{\mathfrak{q}}_{\mathrm{r}}+\mathfrak{q}_{\mathrm{d}} \overline{\mathfrak{q}}_{\mathrm{r}}-\mathfrak{q}_{\mathrm{r}} \overline{\mathfrak{q}}_{\mathrm{d}}\right)  \tag{1.77}\\
& =1+\epsilon\left(\mathfrak{q}_{\mathrm{r}} \mathfrak{x} \overline{\mathfrak{q}}_{\mathrm{r}}+\frac{1}{2} \mathfrak{t q}_{\mathrm{r}} \overline{\mathfrak{q}}_{\mathrm{r}}-\frac{1}{2} \mathfrak{q}_{\mathrm{r}} \overline{\mathbf{q}}_{\mathrm{r}} \overline{\mathfrak{t}}\right)  \tag{1.78}\\
& =1+\epsilon(0, \mathbf{R} \mathbf{x}+\mathbf{t}) \tag{1.79}
\end{align*}
$$

We can also compose rigid transformations or transform lines (represented by a dual vector augmented to a dual quaternion) similarly, but using only the normal conjugation

$$
\begin{equation*}
\breve{\mathfrak{r}}_{\mathrm{tr}}=\breve{\mathfrak{q}} \breve{\mathfrak{l}} \breve{\mathbf{q}} . \tag{1.80}
\end{equation*}
$$

Here again, we see variations of the sandwich product which we first met in section 1.3.4. Both operations read very similarly to how unit length quaternions are used to rotate vectors.
This representation shares the advantages of quaternions and many of its properties. There are two representations for each rigid transformation, they are easy to interpolate or change by a small value, they are efficient when composed and are numerically stable. However, more multiplications and additions are needed for a single transformation than for the corresponding matrix representation.
The true power of dual quaternions becomes apparent when we identify them with screw motions. To make this clear, we state the following theorem:

Chasles' Theorem. The most general rigid displacement can be produced by a translation along a line followed (or preceded) by a rotation about that line. That is, any rigid displacement can be represented by a screw like movement. This relationship is visualized in Figure 1.1

Proof. We will proceed in two steps. In the first step, we will convert a transformation given as rotation matrix $\mathbf{R}$ and translation vector


Figure 1.1: Comparison of representations for the same rigid movement. On the left, the coordinate system is first rotated, then translated. Order matters. On the right, the coordinate systems is rotated around and moved along a screw axis. Order does not matter - when both transformations are done at the same time, one gets a screw like motion.
t into a screw motion. In the second step, we will show that we can always find a dual quaternion $\breve{\mathfrak{q}}$, such that (1.75) is the same transformation than the original.
We will start by finding the screw. We need to determine the direction 1 and the moment $\mathbf{m}$ of the screw axis. We also need the angle of rotation $\Phi$ around the axis as well as the pitch $d$ along it. The direction 1 and the angle $\Phi$ are already known, they remain the same for the screw motion. The pitch $d$ is simply the projection of $t$ on the direction of the screw $d=\mathbf{t} \cdot \mathbf{1}$. To find the moment $\mathbf{m}$, we consider one point $\mathbf{p}$ on the screw. If we knew $\mathbf{p}$, we could find the moment as $\mathbf{m}=\mathbf{l} \times \mathbf{p}$. We know that the transformation of $\mathbf{p}$ will also be on the screw but shifted by $d$ along the axis:

$$
\begin{equation*}
\mathbf{p}=\mathbf{R} \mathbf{p}+\mathbf{t}-\mathrm{d} \mathbf{l} . \tag{1.81}
\end{equation*}
$$

We decompose the rotation matrix according to Cayley's formula using the Rodrigues' vector $\mathbf{b}=\mathbf{1} \tan \varphi$ with $\varphi:=\Phi / 2$.

$$
\begin{equation*}
\mathbf{p}=\left(\mathbf{E}_{3}-[\mathbf{b}]_{\times}\right)^{-1}\left(\mathbf{E}_{3}+[\mathbf{b}]_{\times}\right) \mathbf{p}+\mathbf{t}-\mathrm{d} \mathbf{l} . \tag{1.82}
\end{equation*}
$$

Multiplying with $\left(\mathbf{E}_{3}-[\mathbf{b}]_{\times}\right)$and rearranging gives

$$
\begin{equation*}
\frac{1}{2}(\mathbf{b} \times \mathbf{t}-\mathbf{t}+\mathrm{d} \mathbf{l})=\mathbf{b} \times \mathbf{p} . \tag{1.83}
\end{equation*}
$$

We now take the cross product with $\mathbf{b}$ from the left and use that $\mathbf{p}$ and $\mathbf{b}$ are orthogonal and (1.66):

$$
\begin{equation*}
\mathbf{p}=\frac{\mathbf{b} \times \mathbf{t}-\mathbf{b} \times(\mathbf{b} \times \mathbf{t})}{2 \mathbf{b} \cdot \mathbf{b}} \tag{1.84}
\end{equation*}
$$

We proceed to construct $\mathbf{m}$ as

$$
\begin{equation*}
\mathbf{m}=\mathbf{1} \times \mathbf{p}=\frac{(\mathbf{l} \cdot \mathbf{t}) \mathbf{1}-\mathbf{t}+\tan \varphi(\mathbf{1} \times \mathbf{t})}{2 \tan \varphi} . \tag{1.85}
\end{equation*}
$$

We will now construct a dual quaternion $\breve{\mathfrak{q}}$ containing the information we derived. We represent the screw axis with a dual vector $\mathfrak{1}:=\mathbf{1}+\epsilon \mathbf{m}$ and combine the rotation angle and the pitch in a dual scalar $\breve{\Phi}:=\Phi+\epsilon d$, the dual quaternion representing the rigid transformation reads as

$$
\begin{align*}
\breve{\mathfrak{q}}= & (\cos (\breve{\Phi} / 2), \breve{\mathbf{l}} \sin (\breve{\Phi} / 2))  \tag{1.86}\\
= & (\cos (\Phi / 2), \mathbf{1} \sin (\Phi / 2))+  \tag{1.87}\\
& \quad \epsilon(-\mathrm{d} / 2 \sin (\Phi / 2), \mathbf{1} \mathrm{d} / 2 \cos (\Phi / 2)+\mathbf{m} \sin (\Phi / 2))  \tag{1.88}\\
= & \mathfrak{q}_{\mathrm{r}}+\epsilon \mathfrak{q}_{\mathrm{d}} . \tag{1.89}
\end{align*}
$$

It is remarkable, how similar (1.86) looks compared to (1.59) and it indeed contains this very rotational quaternion as its real part. To conclude, we transform the original point using (1.75) to prove that this transformation is indeed the same as the one represented by $\mathbf{R}$ and $\mathbf{t}$.

$$
\begin{align*}
\breve{\mathfrak{x}}_{\mathrm{tr}} & =\left(\mathfrak{q}_{\mathrm{r}}+\epsilon \mathfrak{q}_{\mathrm{d}}\right)(1+\epsilon \mathfrak{x})\left(\overline{\mathfrak{q}}_{\mathrm{r}}-\epsilon \overline{\mathfrak{q}}_{\mathrm{d}}\right)  \tag{1.90}\\
& =\mathfrak{q}_{\mathrm{r}} \overline{\mathfrak{q}}_{\mathrm{r}}+\epsilon\left(\mathfrak{q}_{\mathrm{r}} \mathfrak{x} \overline{\mathfrak{q}}_{\mathrm{r}}+\mathfrak{q}_{\mathrm{d}} \overline{\mathfrak{q}}_{\mathrm{r}}-\mathfrak{q}_{\mathrm{q}} \overline{\mathfrak{q}}_{\mathrm{d}}\right)  \tag{1.91}\\
& =1+\epsilon\left(0, \mathbf{R} \mathbf{x}+\mathbf{l} \mathbf{d}-2 \mathbf{m} \sin \varphi \cos \varphi-2 \sin ^{2}(\varphi)(\mathbf{l} \times \mathbf{m})\right)  \tag{1.92}\\
& =1+\epsilon\left(0, \mathbf{R} \mathbf{x}+\mathbf{l} \mathbf{d}-\cos ^{2}(\varphi)(\mathbf{l} \cdot \mathbf{t} \mathbf{l}-\mathbf{t})-\sin ^{2}(\varphi)(\mathbf{1} \cdot \mathbf{t} \mathbf{l}-\mathbf{t})\right)  \tag{1.93}\\
& =1+\epsilon(0, \mathbf{R} \mathbf{x}+\mathbf{t}) \tag{1.94}
\end{align*}
$$

Dual quaternions are a very flexible representation: The geometric properties of the screw are readily available in the dual quaternion
as can be seen in (1.86). The dual quaternion from a rotation matrix and a vector $\mathbf{t}$ can be found by first constructing the real part $\mathfrak{q}_{\mathrm{r}}$ as the quaternion corresponding to $\mathbf{R}$. The dual part is then constructed as $\mathfrak{q}_{d}=\frac{1}{2}(0, \mathbf{t}) \mathfrak{q}$. If the original transformation vector is needed again, it can be found as

$$
\begin{equation*}
(0, \mathbf{t})=2 \mathfrak{q}_{\mathrm{d}} \overline{\mathfrak{q}}_{\mathrm{r}} . \tag{1.95}
\end{equation*}
$$

The conversion between screw representation and rotationtranslation is now also easily done using the dual quaternions as the bridge.


## Introduction and Scope

We are now equipped with the math and the understanding we need to discuss the deflectometry per se. This chapter will give an overview of the concept and ideas of the deflectometry and formulate its primary equations. We will also discuss its limit and close the chapter with a problem statement that defines what we want to tackle in the rest of this thesis.

### 2.1 Introduction

Visual inspection of industrial parts is an important topic and has been in the focus of research for more than three decades now. Its benefits are usually self selling: the inspection volume is very flexible and can be changed easily by just changing position or lens of a camera, the measuring process is inherently parallel for a large area, and it is non-destructive because no physical contact is needed for the measurement. In addition, the deployment is often straightforward: most industrial materials are dull and reflect only diffusely which make them easy to light and see with a camera. And in most situations surroundings and lighting can be controlled to be ideal for a specific part of interest.


Figure 2.1: Examples for the deflectometric principle.

There are some border cases where visual inspection becomes hard: if the part is too bulky or cannot be moved for other reasons the acquisition can become more difficult. Another common problem is that some parts are not or only partially reflecting diffusely. In fact, some industrial parts are highly or even completely specular or transparent. Traditional approaches to visual inspection fail here the object is simply invisible in a camera or will only reflect its surroundings. However, even then visual inspection is possible using deflectometry.

The deflectometry is a technique that measures the slope of a reflecting free form surface. Its working principle is easily understood by
looking at the images in Figure 2.1. The Figure 2.1(a) shows the reflection of a ferris wheel in water. From the a priori knowledge that the bars in the wheel are indeed straight one can directly deduce that the water is not completely flat: there must be waves. However, it is hard to assess how strongly the water is perturbed from this picture alone. The same can be said about the windows in Figure 2.1(b) though they appear to be flat when seen as surfaces, the reflection of the environment proofs otherwise: straight lines are distorted which gives away the fact that the windows are indeed curved. The curvature is not visible by itself - not even from the inside of the house which gives a clue on the sensitivity of this approach. The deflectometric principle is the formalization of this method: given a structured light source of known geometry, look at its distorted reflection in the object of interest and deduce the geometric properties of said object from this image or a series of images [RS10].

The deflectometry has been well established in recent years as a tool for the qualitative inspection of highly reflecting surfaces. In fact it has been shown that it can be a very sensitive method and detect smaller defects than most of the methods for diffusely reflecting parts [IH79]. However, the quantitative inspection - i.e. an inspection that also learns the depth of bumps or the length of scratches is a much desired improvement. As of yet, it is not possible to acquire a precise and absolute three-dimensional reconstruction of a defect with the commercial systems available today. There are two reasons for this: first, quantitative reconstruction requires a calibration of the deflectometric system which is often either not possible or not feasible. The second reason is that the reconstruction of general three-dimensional surfaces from deflectometric measurements is not yet well understood and remains an active topic of research.

This work makes a contribution in the area of three-dimensional reconstruction of fully reflecting free form surfaces using deflectometry. It describes in detail various methods for the reconstruction of arbitrary free form surfaces from one or more deflectometric measurements. A suggestion is made to ease the needed calibration effort which makes it possible to move the structured light source and/or the camera without requiring a precise recalibration. All


Figure 2.2: The two kinds of deflectometry.
methods are evaluated in simulations and experiments.

### 2.2 Types of Deflectometry

The Oxford Dictionary of English [Dic89] defines to deflect as a verb meaning to "cause (something) to change direction by interposing something; turn aside from a straight course". There are only two effects in non-relativistic physics which can impose a change of direction upon a light ray.
The first one is refraction - a light wave leaves one medium and enters another with a different index of refraction. In the new medium, the phase velocity of the wave is different which leads to a change of path of the beam following the d'Alembert principle [Dem]. Given a known structured light source and the possibility to capture the disturbed image of the light source after its light has traversed a transparent surface, some information about the normals of the transparent surface can be acquired. We call this specific version of deflectometry refractometry. It is depicted in Figure 2.2(a). The amount of change in the path is defined via Snell's Law. The change depends on the geometry of the setup, the refractive indices of the participat-
ing materials and the frequency of the light source. Refractometry has been applied to great success in reconstruction of water waves in small controlled indoor experiments [JSR05, JKW94].
The other version of deflectometry is reflectometry. It is conceptionally simpler because it has no dependency on the wave length of the light. Instead of the refracted image of the light source, one now captures its reflected and distorted image. Obviously the surface under investigation must now be specular reflective instead of transparent. The direction of the reflected beam is then a function of the surface normal and the direction of the incoming beam. The basic principle of reflectometry is depicted in Figure 2.2(b)
The term deflectometry is used in the literature synonymously with the process we just introduced as reflectometry. Though imprecise and confusing with respect to refractometry we will follow suite and drop the distinction in terms between deflectometry and reflectometry and will only talk about deflectometry below. There is no ambiguity in this because we will only discuss methods applying to reflectometry in the rest of this work and will not need to mention refractometry again.

### 2.3 Working Principle of Deflectometry

The basic experimental setup for a deflectometric measurement can be seen in Figure 2.3. It consists of a screen which can be any structured light source - most commonly a standard liquid crystal display (LCD) attached to a computer. Other researches have used light projector systems [Pér01] or a heated plate which generates patterns in the far infrared - a wavelength where most materials are highly specular reflective [HK05]. In this work we will stick to the well treated path of using a LCD monitor as structured light source.
The screen displays a pattern or a series of patterns which are reflected in the object under investigation (the surface). The pattern is distorted through the curvature of the surface and this distorted pattern can be imaged with a standard photo or video camera. Assuming every beam is only reflected once which holds for well be-


Figure 2.3: Working principle of deflectometry.
haved surfaces and since the object is specular reflective a camera pixel registers either exactly one or no beam originating from the screen.

Following the traditions of computer graphics literature, we model the beam's way reversed to the physical direction: for each camera pixel $\mathbf{u}_{c}$ we can construct a beam through the pixel and the optical center $\mathbf{o}$ of the camera with a unit length direction vector $\mathbf{s}$. This beam crosses the surface in the point $\mathbf{p}=\mathbf{o}+\sigma \mathbf{s}$. The surface's unit normal vector in $\mathbf{p}$ is $\mathbf{n}$. The direction of the reflected beam can be directly calculated via the reflection law

$$
\begin{equation*}
\mathbf{r}=\mathbf{s}-2(\mathbf{n} \cdot \mathbf{s}) \mathbf{n} \tag{2.1}
\end{equation*}
$$

The reflected beam crosses the screen in the corresponding screen pixel $\mathbf{u}_{s}=\mathbf{p}+\rho \mathbf{r}$.
We now introduce the simple geometric mapping function (SGMF)

$$
\begin{align*}
l: \mathbb{N}^{2} & \mapsto \mathbb{R}^{2}  \tag{2.2}\\
\mathbf{u}_{\mathrm{c}} & \rightarrow \mathbf{u}_{s} \tag{2.3}
\end{align*}
$$

which maps the two-dimensional pixel indices $\mathbf{u}_{c}$ of the camera pixel to the two-dimensional pixel indices of the screen $\mathbf{u}_{s}$. Note that the screen pixels are assumed to be known subpixel accurate
(i.e. not discrete, but continuous values) - we will discuss in chapter 3how this can be achieved.

Given an absolute calibration of the experimental setup - i.e. camera intrinsics A and extrinsics $\breve{\mathfrak{E}}$ relative to the world coordinate frame and the screen plane patch - i.e. the screens orientation, position and dimensions $-\mathfrak{S}$ in world coordinates - we can augment the SGMF to the geometric mapping function (GMF) which incorporates the calibration data to transfer the pixel indices to coordinates in the world coordinate frame:

$$
\begin{align*}
\mathrm{L}: \mathbb{R}^{2} & \mapsto \mathbb{R}^{3}  \tag{2.4}\\
\mathbf{u}_{\mathrm{c}} & \rightarrow \mathbf{u}_{\mathrm{s}} . \tag{2.5}
\end{align*}
$$

Note that we do not make a notational difference between twodimensional pixel coordinates and their corresponding threedimensional coordinates in space as this will be clear from context. We will call the tuple $\mathcal{D}:=(\mathbf{A}, \breve{\mathfrak{E}}, \mathfrak{S}, l)$ a deflectometric measurement. When we work with more than one we will make explicit to which object we refer by using a point, e.g. $\mathcal{D}_{1} . \breve{\mathbb{E}}$ are the extrinsics of the camera used in the deflectometric measurement 1.
Choosing the optical center $\mathbf{o}$ as origin and using the reflection law (2.1) we can write the GMF as

$$
\begin{align*}
\mathrm{L}\left(\mathbf{u}_{\mathrm{c}}\right) & =\sigma \mathbf{s}+\rho \mathbf{r}  \tag{2.6}\\
& =\sigma \mathbf{s}+\rho(\mathbf{s}-2(\mathbf{n} \cdot \mathbf{s}) \mathbf{n})  \tag{2.7}\\
& =(\sigma+\rho) \mathbf{s}-2 \rho(\mathbf{n} \cdot \mathbf{s}) \mathbf{n} . \tag{2.8}
\end{align*}
$$

This equation contains two unknowns - namely $\rho$ and $\sigma$ - and therefore has a one-dimensional solution space. This also becomes apparent in Figure 2.3 when we look at the alternative dotted beam path: it has the same GMF - the same camera view ray sees the same screen pixel - but the surface is crossed at another point and its normal is different. In fact for each $\sigma$, one can construct a surface normal so that the GMF does not change. This ambiguity cannot be solved and makes it impossible to reconstruct a surface from just one measurement. We will discuss methods for the reconstruction using more than one measurement in section 4.


Figure 2.4: The ambiguity interpreted as potential normals in a measurement volume $U$ of the camera.

This ambiguity can also be captured in a different interpretation of a single deflectometric measurement: it can be seen as a normal map in the complete view volume of the camera as depicted in Figure 2.4 . That is for each point $\mathbf{p}$ in the measurement volume of the camera $U$ one can find a normal vector $\mathbf{n}$ that does not contradict the measurement. We will see in chapter 4 that this formulation is often much more useful.

We also introduce a different formulation of the reflection law using the mathematical framework from chapter 1 . We will show that the reflection is just another dual quaternion, so it fits in nicely with the rest of our mathematical constructions. We start out by defining a dual quaternion that will rotate the view ray $\breve{\mathbf{s}}:=\mathbf{s}+\epsilon \mathbf{s}_{m}$ - which can be constructed from a pixel and the camera origin - around the line $\breve{\mathbf{n}}=\mathbf{n}+\epsilon(\mathbf{n} \times \mathbf{p})$ through $\mathbf{p}$ in direction of the normal vector. The resulting line is pointing from the screen to the object, we therefore multiply it by -1 to get the line $\breve{\mathbf{r}}=\mathbf{r}+\epsilon \mathbf{r}_{\mathrm{m}}$ and therefore the same situation as in Figure 2.3 .
According to (1.86), the transforming dual quaternion is simply $(0, \mathbf{n})+\epsilon(0, \mathbf{n} \times \mathbf{p})$, i.e. the augmented line representation for the
normal. We now introduce names for the dual and real parts of the dual quaternions we need in our calculations.

$$
\begin{align*}
\mathfrak{n}_{l} & =(0, \mathbf{n}) & & \mathfrak{n}_{\mathfrak{m}}=(0, \mathbf{n} \times \mathbf{p})  \tag{2.9}\\
\mathfrak{s}_{l} & =(0, \mathbf{s}) & & \mathfrak{s}_{\mathfrak{m}}=\left(0, \mathbf{s}_{\mathfrak{m}}\right)  \tag{2.10}\\
\mathfrak{r}_{l} & =(0, \mathbf{r}) & & \mathfrak{r}_{\mathrm{m}}=\left(0, \mathbf{r}_{\mathrm{m}}\right) \tag{2.11}
\end{align*}
$$

The reflected line $\breve{\mathbf{r}}=\mathbf{r}+\epsilon \mathbf{r}_{\mathfrak{m}}$ can therefore be found using (1.80)

$$
\begin{align*}
\mathfrak{r}+\epsilon \mathfrak{r}_{\mathfrak{m}}= & -\left(\mathfrak{n}_{l}+\epsilon \mathfrak{n}_{\mathrm{m}}\right)\left(\mathfrak{s}_{l}+\epsilon \mathfrak{s}_{\mathrm{m}}\right)\left(\overline{\mathfrak{n}}_{l}+\epsilon \overline{\mathfrak{n}}_{\mathrm{m}}\right)  \tag{2.12}\\
= & \mathfrak{n}_{l} \mathfrak{s}_{l} \mathfrak{n}_{l}+\epsilon\left(\mathfrak{n}_{l} \mathfrak{s}_{\mathrm{m}} \mathfrak{n}_{l}+\mathfrak{n}_{l} \mathfrak{s}_{l} \mathfrak{n}_{\mathrm{m}}+\mathfrak{n}_{\mathrm{m}} \mathfrak{s}_{l} \mathfrak{n}_{l}\right)  \tag{2.13}\\
= & (0, \mathbf{s}-2(\mathbf{n} \cdot \mathbf{s}) \mathbf{n})+\epsilon  \tag{2.14}\\
& \left(0, \mathbf{s}_{\mathfrak{m}}+2\left((\mathbf{n} \cdot \mathbf{s})(\mathbf{p} \times \mathbf{n})+\left(\mathbf{s} \cdot(\mathbf{p} \times \mathbf{n})-\mathbf{s}_{\mathfrak{m}} \cdot \mathbf{n}\right) \mathbf{n}\right)\right) \tag{2.15}
\end{align*}
$$

This result is derived in section A.3.
The real part of this equation is obviously equivalent to (2.1). The benefit in using this formulation of the reflection law is that it is now only a dual quaternion multiplication. We can therefore concatenate rigid transformations and reflections using only dual quaternion operations.

### 2.3.1 Sensitivity on Slope Changes

We now discuss the sensitivity of the deflectometry on local slope. Figure 2.5 shows how the first situation (blue) becomes the second situation (green) by rotating the blue surface by the angle $\alpha$. We are now interested in the amount the value of the SGMF in the corresponding camera pixel changes. Geometrically speaking, we search for $\Delta \mathfrak{u}_{s}(\alpha)$. Observing that $\alpha=\gamma_{1}-\gamma_{2}$ and using this to get

$$
\begin{equation*}
\beta_{2}-\beta_{1}=\gamma_{1}-\left(\gamma_{2}-\alpha\right)=2 \alpha \tag{2.16}
\end{equation*}
$$



Figure 2.5: Dependency of the measurement on slope changes. The surface under test is rotated around the surface point by an angle of $\alpha$. This translates the blue situation into the green.
we get

$$
\begin{align*}
\Delta \mathfrak{u}_{s} & =\mathfrak{u}_{\mathrm{s} 2}-\mathrm{u}_{\mathrm{s} 1}  \tag{2.17}\\
& =\mathrm{d}\left(\tan \beta_{2}-\tan \beta_{1}\right)  \tag{2.18}\\
& =\mathrm{d} \tan \left(\beta_{2}-\beta_{1}\right)\left(1+\tan \beta_{1} \tan \beta_{2}\right)  \tag{2.19}\\
& =d \tan (2 \alpha)\left(1+\frac{\mathfrak{u}_{\mathrm{s} 1} \mathfrak{u}_{\mathrm{s} 2}}{\mathrm{~d}^{2}}\right) \tag{2.20}
\end{align*}
$$

In the literature the implicit assumption is usually made that $u_{s 1}=$ 0 . This is an implication that only holds for very few points on the surface and therefore is wrong most of the time. However, it allows certain lower bound approximations to the theoretical limits of the deflectometry which we will discuss in section 2.4 . therefore we note that given this approximation, we get

$$
\begin{equation*}
\Delta \mathfrak{u}_{\mathrm{s}}=\mathrm{d} \tan 2 \alpha \tag{2.21}
\end{equation*}
$$



Figure 2.6: Elements involved in the determination of the uncertainty principle of the deflectometry.

### 2.4 Theoretical Limits

The deflectometry measures the local slope of the surface under test. It has been established in [WH03] that the transfer of local slope allows for three-dimensional reconstruction with less twodimensional raw data than if local height is transfered as information. This is understandable: noisy height data will yield even noisier data after differentiation - the other way around is noise suppressing. But some information is lost: the slope does not contain global information like the position of the object relative to the camera - the additive constant in the primitive of the slope data. This additive constant is directly related to the ambiguity of the deflectometry. A more elaborate discussion of the deflectometric measurement in the framework of information theory can be found in [Kna06].

The geometrical limits of the deflectometric measurement process have been developed by [Kam05] and [Hor06]. A number of simplifications have been done in both approaches, namely the assumption that the surface can locally be approximated by a parabola and that the light beam arrives close to the axis of this parabola.

Another approximation to the geometric limits of the deflectometric
measurement process is the formulation as uncertainty principle without doubt inspired by the formulation from Heisenberg done in physics. This formulation was originally published in [Häu99] and later again in [Kna06] but only in German so far. We consider it important and interesting, therefore a very similar deduction is provided here in our own words. Figure 2.6 gives an overview of some of the geometrical relationships.
Note that this discussion is rather limited and some of the approximations are quite crude. We will make the following assumption:

1. The camera and screen do not consist of pixels. That is, we ignore spacial discretization artifacts.
2. We will assume that the SGMF is measured using a phase shift technique with a wavelength of U . Therefore $u_{s}=\frac{\varphi}{2 \pi} \mathrm{U}$. This is not strictly necessary but allows us to give a formula for the contrast K directly.
3. We assume that the screen is orthogonal to the line connecting screen and surface point. This is the special case discussed in section 2.3.1- we therefore will only be able to derive a lower bound on the possible precision of the deflectometry. Analogously to (2.21) a change of the surface slope of $\delta \alpha$ will give a change in the phase angle of the corresponding SGMF value of

$$
\begin{equation*}
\delta \varphi=\frac{2 \pi}{\mathrm{u}} \mathrm{~d} \tan (2 \delta \alpha) \approx \frac{2 \pi}{\mathrm{u}} 2 \mathrm{~d} \delta \alpha . \tag{2.22}
\end{equation*}
$$

The cameras aperture size is $2 u$, using the approximation for the area seen by the camera pixel on the surface by Rayleigh [Dem] we approximate

$$
\begin{equation*}
\delta x=\frac{\lambda}{\sin u} . \tag{2.23}
\end{equation*}
$$

Herein, $\lambda$ is the frequency of the light emitted by the area of the screen seen by the camera pixel. For large values of $d$ a good approximation of the screen area is

$$
\begin{equation*}
\delta u_{s} \approx 2 \mathrm{~d} \tan u \approx 2 \mathrm{~d} \sin u=2 \mathrm{~d} \frac{\lambda}{\delta x} . \tag{2.24}
\end{equation*}
$$

According to Lampalzer [Lam03], the uncertainty in the phase angle is proportional to the reciprocal contrast $1 / \mathrm{K}$ for all phase shifting techniques - we reach a similar conclusion in section 3.2.3. Lampalzer defines the quality factor $\mathrm{Q}:=\frac{1}{\mathrm{~K}} \frac{2 \pi}{\delta \varphi}$ which captures the impact of physical noise on the acquired phase angle.
The contrast can be found by convoluting the area seen by the camera with the displayed sine wave - an approximation for the result is

$$
\begin{equation*}
\mathrm{K}=\frac{\sin \left(\pi \delta \mathrm{u}_{\mathrm{s}} / \mathrm{U}\right)}{\pi \delta \mathrm{u}_{\mathrm{s}} / \mathrm{U}} . \tag{2.25}
\end{equation*}
$$

By substituting $\delta \varphi$ in (2.22) with Q and in turn substituting in K we get:

$$
\begin{align*}
\delta \alpha & =\frac{\mathrm{U}}{2 \mathrm{dQ}} \frac{1}{\mathrm{~K}}  \tag{2.26}\\
& =\frac{\pi}{2 \mathrm{dQ}} \frac{\delta u_{s}}{\left(\sin \pi \delta u_{s} / \mathrm{U}\right)}  \tag{2.27}\\
& \geqslant \frac{\pi}{2 \mathrm{dQ}} \delta u_{\mathrm{s}} . \tag{2.28}
\end{align*}
$$

Now, we use the result (2.24) to replace $\delta u_{s}$ which yields the final result

$$
\begin{equation*}
\delta \alpha \delta x \geqslant \frac{\pi \lambda}{\mathrm{Q}} \tag{2.29}
\end{equation*}
$$

This represents an uncertainty principle for the deflectometry. Due to the many approximations in this derivation and the fact that most of them have a substantial impact on the uncertainty this represents a very rough lower bound estimation which is mainly interesting for its theoretical appeal and the limits it imposes on the deflectometry as a method. There is no deflectometric setup in existence that even comes close to this lower bound.

### 2.5 Problem Formulation

We now have a good understanding of the basic principle of the deflectometric measurement process and its geometric relationships
and limitations. This empowers us to formulate the problem which we will investigate for the rest of this work more strictly.

Prerequisites Given is an experimental setup where camera and screen can be moved between measurements. The object under test is assumed to be at least partially reflective and continuous. It is located anywhere in space and is never moved, altered, or changed in any other way. The camera is a perfect pinhole. The location of screen and camera is assumed to be known up to a sufficient precision in a Cartesian world coordinate frame - we will relax this particular assumption in chapter 5 . We also have the means available to acquire a sub pixel precise SGMF for each camera and screen position constellation - how we do this is discussed in chapter 3 .

Goal After having chosen a plane as two-dimensional coordinate system with base vectors $\mathbf{e}_{x}$ and $\mathbf{e}_{y}$, the goal is to provide for any point $a \mathbf{e}_{x}+b \mathbf{e}_{y}$ with $a, b \in \mathbb{R}$ either that no surface information is available, or the distance $z$ the surface has from this point along a vector $\mathbf{t}$ that has a component in the direction $\mathbf{e}_{z}:=\mathbf{e}_{x} \times \mathbf{e}_{y}$. For some methods we will directly choose $\mathbf{t}:=\mathbf{e}_{z}$, other methods travel along view rays of the camera with the pixel plane being the coordinate system of choice.
The goal is therefore to provide a two-and-a-half-dimensional representation of the surface in the form of a function

$$
\begin{align*}
& \mathrm{S}: \mathbb{R}^{2} \mapsto \mathbb{R}  \tag{2.30}\\
& \quad a \mathbf{e}_{x}+\mathrm{b} \mathbf{e}_{y} \rightarrow z \tag{2.31}
\end{align*}
$$

in our Cartesian world coordinate frame.
The variables $x$ and $y$ are fully continuous, i.e. we do not constrain ourself to any discrete grid but we also do not require that $S$ must be representable in an algebraic form. We are therefore not concerned with interpolating measurement data but rather to acquire as precise pointwise measurements as possible.
Later, we will relax the prerequisites to also allow for imprecise extrinsics and screen positions and extend the goal to simultaneously
providing information about the surface and improving the knowledge about camera and screen positions.

## $-3$

## Determining the Simple Geometric Mapping Function

The first step in any deflectometric measurement process is to find the simple geometric mapping function $l\left(\mathbf{u}_{\mathbf{c}}\right)$ (SGMF). This function is a mapping from the pixel plane of the camera to the pixel plane of the screen and encodes the geometric information of which camera pixel sees which screen pixel. The measurement can be done by displaying a series of images on the screen which uniquely encode the position of the displaying pixel. There are various well known techniques for encoding this information in shapes, a nice overview is given by [SPB04]. However, for the measurements done in deflectometry a sinusoidal phase shift is optimal as we will argue in the section 3.2.1. We will also briefly discuss the gray code, the most important binary encoding scheme and discuss the weaknesses of binary patterns using it as example.

A generalized concept of the SGMF is the optical transfer function (OTF) which is very common in literature of optics [Pér01, Jäh95]. It is the Fourier transformed locale impulse response of the optical
system consisting of camera and target. The optical transfer function also encodes information about how the intensity of a screen pixel spreads over neighbouring pixels and how the phase of the light is shifted by the optical system.

The SGMF is essentially the collection of the local maxima of the absolute value of the OTF:

$$
\begin{equation*}
l\left(\mathbf{u}_{\mathbf{c}}\right)=\operatorname{argmax}_{\mathbf{u}_{s}}\left|\operatorname{OTF}\left(\mathbf{u}_{s}, \mathbf{u}_{\mathbf{c}}\right)\right| . \tag{3.1}
\end{equation*}
$$

Here, $\mathbf{u}_{\mathbf{c}}$ is the camera pixel, $\mathbf{u}_{\mathbf{s}}$ is the screen pixel and argmax will return the argument where the function becomes maximal.
The SGMF makes it possible to investigate an object independent of local reflectivity variations because it is a purely geometric construction. Also, the SGMF is significantly easier to measure than the full OTF. The basic idea in each measurement is to encode the pixel coordinates on the screen in patterns. The camera sees the patterns reflected in the target and can revert the coding to get the information which screen pixel is reflected into which camera pixel.

### 3.1 Gray code

A simple approach to coding the discrete information of pixel indices is to use a binary pattern. To encode for example 1024 pixel indices, one could use ten pictures and encode the indices as binary pattern - each image would represent one bit. Straight forward base 2 encoding is very susceptible to measurement errors though.

The gray code G was first described in a patent [GRA53] but without a proper name. It found widespread use quickly because of its many desirable properties. First, it has a minimal hamming distance between neighbouring codes of exactly one; that is if only one bit is toggled during the measurement process the error in the result is minimal.
Following, we write code words in binary because this translates well into black and white pixels in $n$ images for the patterns on the
screen. The gray code is defined recursively. The four code words needed for encoding $n=2$ bits of information are

$$
\begin{equation*}
\mathrm{G}[2]=(00,01,11,10) . \tag{3.2}
\end{equation*}
$$

For higher dimensions, the gray code becomes

$$
\begin{equation*}
\mathrm{G}[\mathrm{n}]=(0 \| x \mid \forall x \in \mathrm{G}[\mathrm{n}-1]) \ldots(1 \| \mathrm{R}(x) \mid \forall x \in \mathrm{G}[\mathrm{n}-1]) . \tag{3.3}
\end{equation*}
$$

Here, ... denotes tuple concatenation and || defines concatenation of digits:

$$
\begin{equation*}
a \| b=a 2^{n}+b \tag{3.4}
\end{equation*}
$$

The reflection operation $R$ on a string of $n$ bits $b_{0}\left\|b_{1} \ldots\right\| b_{m}$ is defined as

$$
\begin{equation*}
R\left(b_{0}\left\|b_{1} \ldots\right\| b_{m}\right)=b_{m}\left\|b_{n-1} \ldots\right\| b_{0} . \tag{3.5}
\end{equation*}
$$

The gray code shares the fundamental problems of binary patterns discussed in section 3.2.1] which means that information is lost when watching the screen through an optical system. Like all binary codings, it also has the disadvantage of not providing a sub-pixel precise mapping of screen to camera pixels. Also, to reach a correct mapping, the numbers of code words must be higher than the resolution of the camera; so for a camera with $1600 \times 1200$ pixels resolution, one needs at least a screen with equal resolution and $\left\lceil\log _{2} 1600\right\rceil+\left\lceil\log _{2} 1200\right\rceil=22$ images for encoding both pixel index directions.

These arguments make the gray code hardly suitable as only encoding mechanism used in deflectometry. Nevertheless it has its use as a helper to unwrap multi phase shift measurements (see section 3.2.5.1).

### 3.2 Phase Shifting

### 3.2.1 The Benefit of Using Sinusoidal Patterns

This work will mostly use sinusoidal patterns as base functions for the measurement of the SGMF. The reason for this becomes apparent


Figure 3.1: Low pass filter on binary and sinusoidal signals. The dashed lines are the solid lines after filtering and normalizing. It can be seen that the sinusoidal shape with only one frequency does not change shape, while the binary signal gets rounded.
when one considers the following problem: The camera optic used in the measurement process can only be focused on one distance. It is beneficial to have the focus point on the surface under inspection to have the best spatial resolution. This implies that the screen's reflection in the surface - and therefore the shape that it displays will be blurred in the camera picture.

Blurring through defocus in an optical system is equivalent to low pass filtering the image acquired through the optical system. Blurring will always reduce the contrast in the image, i.e. it will reduce the amplitude of all frequencies the image contains - but higher frequencies will be more affected than low frequencies. This low pass characteristic will therefore remove information from the image.

Figure 3.1 shows the effect of low pass filtering of a binary and a sinusoidal screen pattern. As the sinusoidal image only has one frequency, there will not be any reduction in the information it transmits - only its amplitude will be reduced. The binary signal though is rounded. This makes it impossible to decide in some areas if one sees a white or a black pixel of the screen.

### 3.2.2 Phase Shift Algorithms

Interferometry, Moiré measurement or correlating measurement techniques can often be reformulated or implemented as phase shift measurements. The original idea is presented in $\left[\mathrm{BHG}^{+} 74\right]$; it has since branched out and is now used in various applications. The specialization that is most suitable for deflectometry has been advanced significantly by Surrel. Especially [Sur96] and [Sur97] are highly educational and give a good overview. Our treaty of the topic is based on [Pér01], the first work to apply these techniques to deflectometry. In [RFHJ08] we treated a mathematically similar problem and derived the math and error analysis in the context of correlating Time-of-flight camera systems. Measuring the SGMF with phase shift boils down mathematically to very similar formulas. The problem is slightly simpler in this case because no correlation is needed. We will proceed by deriving results for our special case; this is to lay the groundwork for the more involved discussion of statistical and systematical errors in the phase measurement. This error analysis is a novel contribution to the field, as it has not been done before in the context of deflectometry.
Each screen pixel has a unique coordinate $\mathbf{u}_{\mathrm{s}}=\left(\mathbf{u}_{\mathrm{sx}}, u_{s y}\right)^{\mathrm{T}}$ with the origin being the upper left corner of the screen. The goal is to derive the SGMF using the varying intensities of camera pixels while displaying varying patterns on the screen. The problem can easily be decomposed into first deriving $u_{s x}$ and then deriving $u_{s y}$; therefore the problem becomes one-dimensional and will be discussed as such below. The screen pixel index is now the scalar $u_{s}$. $U_{s}$ defines the number of pixels in the current direction (so for example if $u_{s}=u_{s x}$ then $\mathrm{U}_{\mathrm{s}}=1024$ for a screen with $1024 \times 768$ pixels of resolution).

The screen displays sinusoidal patterns of the form

$$
\begin{equation*}
I_{s}^{k}\left(u_{s}\right)=A_{s} \cos \left(\varphi+\Phi_{k}\right) \tag{3.6}
\end{equation*}
$$

with $\varphi:=\frac{2 \pi}{u_{s}} u_{s}$ and $\Phi_{\mathrm{k}}$ being well defined phase shifts which will change with each displayed image. Of course, no real display can show negative values - an offset must be added to the screen pattern to shift it into a positive domain. Without loss of generality, we
ignore this offset in our discussion. The camera pixel that receives the reflected light from $u_{s}$ will measure changing intensity values of the form

$$
\begin{equation*}
I_{c}^{k}=c+A \cos \left(\varphi+\Phi_{k}\right) \tag{3.7}
\end{equation*}
$$

with the following three unknowns: the constant background illumination $c$, the amplitude $A$ that is recorded by the camera and $\varphi$ which contains the information about the index $u_{s}$ of the reflected screen pixel. It is understood that $\mathrm{I}_{\mathrm{c}}^{k}, \mathrm{c}$ and $A$ are also dependant on the camera pixels position $\mathbf{u}_{\mathbf{c}}$; this dependency is omitted for clarity as we can solve this problem for each camera pixel individually.
For the following derivations it is useful to write (3.7) as a complex function using the Euler equation. We further set $\Phi_{k}:=2 \pi \frac{\mathrm{k}}{\mathrm{N}}$ with $k \in[0 \ldots N-1]$; this is a special case of the general phase shifting where the shifts between each image are by a fixed angle. The number of images is N . This is the only phase shifting that is used in practice and was already introduced in [ $\left.\mathrm{BHG}^{+} 74\right]$.

The received intensity then becomes:

$$
\begin{equation*}
I_{c}^{k}=\frac{A}{2}\left(e^{-2 \pi i \frac{k}{N}} e^{-i \varphi}\right)+c+\frac{A}{2}\left(e^{2 \pi i \frac{k}{N}} e^{i \varphi}\right) \tag{3.8}
\end{equation*}
$$

Given that $\mathrm{N} \geqslant 3$, the solutions for the three unknowns can be derived by using the following formulas:

$$
\begin{align*}
& A=\frac{2}{N}\left|\sum_{k=0}^{N-1} I_{c}^{k} e^{-2 \pi i \frac{k}{N}}\right|,  \tag{3.9}\\
& \varphi=\arg \left(\sum_{k=0}^{N-1} I_{c}^{k} e^{-2 \pi i \frac{k}{N}}\right),  \tag{3.10}\\
& c=\frac{1}{N} \sum_{k=0}^{N-1} I_{c}^{k} . \tag{3.11}
\end{align*}
$$

We will now show that this solution is optimal in the least squares sense (as long as $\mathrm{N} \geqslant 3$, otherwise there is no solution at all). To show this we introduce the abbreviations $z:=e^{i \varphi}$ and $y:=e^{\frac{2 \pi i}{N}}$.

Using these we can write (3.8) in matrix notation:

$$
\underbrace{\left(\begin{array}{ccc}
1 & 1 & 1  \tag{3.12}\\
y^{1} & \bar{y}^{1} & 1 \\
\vdots & \vdots & \vdots \\
y^{\mathrm{N}-1} & \bar{y}^{\mathrm{N}-1} & 1
\end{array}\right)}_{:=\mathbf{M}} \cdot \underbrace{\left(\begin{array}{c}
\frac{A}{2} z \\
\frac{A}{2} \bar{z} \\
\mathrm{c}
\end{array}\right)}_{:=\mathbf{p}}=\underbrace{\left(\begin{array}{c}
\mathrm{I}_{\mathrm{c}}^{0} \\
\vdots \\
I_{\mathbf{c}}^{\mathrm{N}-1}
\end{array}\right)}_{:=\mathbf{d}}
$$

To derive the general least squares solution

$$
\begin{equation*}
p_{\mathrm{opt}}=\left(\mathbf{M}^{*} \mathbf{M}\right)^{-1} \mathbf{M}^{*} \mathbf{d} \tag{3.13}
\end{equation*}
$$

we need to calculate the Moore-Penrose inverse of $\mathbf{M}$ which is easy here because $\mathbf{M}$ mainly contains roots of unity:

$$
\begin{equation*}
\left(\mathbf{M}^{*} \mathbf{M}\right)^{-1} \mathbf{M}^{*}=\frac{1}{\mathrm{~N}} \mathbf{M}^{*} \tag{3.14}
\end{equation*}
$$

which yields the least squares solution

$$
\begin{equation*}
p_{\mathrm{opt}}=\frac{1}{N} \mathbf{M}^{*} \mathbf{d}=\left(\frac{A}{2} z, \frac{A}{2} \bar{z}, c\right)^{\top}, \tag{3.15}
\end{equation*}
$$

which is equivalent to (3.9)-3.11) since $A=|A z|$ and $\varphi=\arg (A z)$.
While $\mathrm{N}=3$ will theoretically suffice to find the parameters of the phase shift, it is very susceptible to noise. Therefore, the most important special case is $\mathrm{N}=4$ which yields the best trade-off between accuracy and measurement speed. [ZS95] have shown that higher values for N suppress errors in the second harmonics better, but as discussed in section 3.2.1 we do not have higher harmonics and the increased effort doesn't give better results in our experiments. A similar finding was also reported by [Kam05]. We will therefore concentrate on $N=4$ in all further discussion and also $N=4$ was used in all experiments. However we will discuss a small variation to this algorithm using six images below.

By setting $N=4$, the above results become very simple:

$$
\begin{align*}
\varphi & =\arctan \left(\frac{I_{c}^{3}-I_{c}^{1}}{I_{c}^{0}-I_{c}^{2}}\right),  \tag{3.16}\\
A & =\frac{1}{2}\left|I_{c}^{0}-I_{c}^{2}+i\left(I_{c}^{3}-I_{c}^{1}\right)\right|,  \tag{3.17}\\
c & =\frac{1}{4}\left(I_{c}^{0}+I_{c}^{1}+I_{c}^{2}+I_{c}^{3}\right) \tag{3.18}
\end{align*}
$$

The result (3.16) is also mentioned in [Kam05] and [Pér01], Kam05] also uses (3.17) to mask out areas where there is no modulation. We will show in the next section that (3.17) also has a direct relationship to the quality of the phase measurement; it is therefore more useful than just as masking value because it carries some confidence about the phase measurement.

### 3.2.3 Statistical Error Propagation

Naturally, the images acquired from the camera show a statistical noise in the gray values. We assume a normal process with a variance of $\sigma^{2}$ which is not exactly true (see [J̈h95]) but an acceptable approximation. The question is now what impact this noise has on the calculation of $A, \varphi$ and $c$. We are more interested in the relations than in the exact numbers as we expect significant errors in the measurements of involved quantities as we will discuss in section 3.2.4. Therefore, we will use Gaussian error propagation and only discuss the case $N=4$. Again, we can build upon some of our prior work [Rap07] as the math is very similar.

A discussion of the phase noise in relation to the signal to noise ratio of the camera can be found in [Sur97] and more detailed in [Rat95]. In the recent work [FPT11] a quantitative noise model was introduced that represents the phase noise with parameters from the EMVA 1288 standard for camera systems [Jäh10]. All those are more specific models than the one we will introduce but also contain the relationship which we will derive now.

We start out by defining a function $f$ which maps the raw camera data $\mathbf{I}_{\mathbf{c}}:=\left(I_{c}^{0}, I_{c}^{1}, I_{c}^{2}, I_{c}^{3}\right)^{\top}$ to the data vector $(A, \varphi, c)^{\top}$ :

$$
\begin{align*}
f: \mathbb{R}^{4} & \mapsto \mathbb{R}^{+} \times[0,2 \pi] \times \mathbb{R}  \tag{3.19}\\
\mathbf{I}_{\mathbf{c}} & \rightarrow(A, \varphi, c)^{\top} . \tag{3.20}
\end{align*}
$$

The calculation of the Jacobian becomes easier when we separate $f$ into two functions. It then becomes

$$
\begin{equation*}
f=\chi_{2} \circ \chi_{1} \tag{3.21}
\end{equation*}
$$

with

$$
\chi_{1}\left(\mathbf{I}_{\mathbf{c}}\right)=\left(\begin{array}{cccc}
\frac{1}{2} & 0 & -\frac{1}{2} & 0  \tag{3.22}\\
0 & -\frac{1}{2} & 0 & \frac{1}{2} \\
\frac{1}{4} & \frac{1}{4} & \frac{1}{4} & \frac{1}{4}
\end{array}\right) \mathbf{I}_{\mathbf{c}} \quad \text { and } \quad \chi_{2}(A, \varphi, c)=\left(\Omega^{-1}(A, \varphi), c\right) .
$$

We used the mapping to polar coordinates $\Omega(a, b)=$ ( $A \cos (b), A \sin (b))$ here. The calculation of the Jacobian

$$
\begin{equation*}
\operatorname{Df}\left(\mathbf{I}_{\mathbf{c}}\right)=\operatorname{D} \chi_{2}\left(\chi_{1}\left(\mathbf{I}_{\mathbf{c}}\right)\right) \mathrm{D} \chi_{1}\left(\mathbf{I}_{\mathbf{c}}\right) . \tag{3.23}
\end{equation*}
$$

can now be easily done by using the relationship

$$
\begin{equation*}
\mathrm{D}\left[\Omega^{-1}(\Omega(a, b))\right]=(\mathrm{D} \Omega(a, b))^{-1} \tag{3.24}
\end{equation*}
$$

It is

$$
\operatorname{Df}\left(\mathbf{I}_{\mathbf{c}}\right)=\frac{1}{2}\left(\begin{array}{cccc}
\cos \varphi & -\sin \varphi & -\cos \varphi & \sin \varphi  \tag{3.25}\\
-\frac{1}{A} \sin \varphi & -\frac{1}{A} \cos \varphi & \frac{1}{A} \sin \varphi & \frac{1}{A} \cos \varphi \\
\frac{1}{2} & \frac{1}{2} & \frac{1}{2} & \frac{1}{2}
\end{array}\right)
$$

This can now be used to determine the linear error propagation

$$
\begin{align*}
\operatorname{Var}(\mathcal{A}, \varphi, \mathbf{c}) & =\operatorname{Df}\left(\mathbf{I}_{\mathbf{c}}\right) \operatorname{Var}\left(\mathbf{I}_{\mathbf{c}}\right) \operatorname{Df}\left(\mathbf{I}_{\mathbf{c}}\right)^{\mathrm{T}}  \tag{3.26}\\
& =\sigma^{2} \operatorname{Df}\left(\mathbf{I}_{\mathbf{c}}\right) \operatorname{Df}\left(\mathbf{I}_{\mathbf{c}}\right)^{\mathrm{T}}  \tag{3.27}\\
& =\operatorname{diag}\left(\frac{1}{2}, \frac{1}{2 \AA^{2}}, \frac{1}{4}\right) \sigma^{2} . \tag{3.28}
\end{align*}
$$

The most interesting result is that the variance of the phase (and with it the variance of the pixel position $\mathfrak{u}_{s}$ ) is inverse proportional to the amplitude squared:

$$
\begin{equation*}
\operatorname{Var}\left(\mathfrak{u}_{\mathrm{s}}\right) \propto \frac{1}{\mathrm{~A}^{2}} \tag{3.29}
\end{equation*}
$$

The amplitude can therefore be used as a confidence gauge for the pixel position: if the amplitude is high so will be the confidence of having measured the pixel position with high precision.

### 3.2.4 Systematical Errors

There are two kinds of systematic measurement errors that are considered in this work. The first one are small errors in the amount $\Phi_{\mathrm{k}}$ each phase gets shifted and the second is the non linear response curve of the screen used in the experiments. Those effects will be discussed consecutively now.

### 3.2.4.1 Phase Shifting Error

Due to the nature of our display device, there is a quantization effect on every continuous function we want to display. This quantization error can be represented by replacing $\Phi_{\mathrm{k}}$ in the formulas via ( $1+$ $\eta) \Phi_{k}$ with a small unknown $\eta \in \mathbb{R}$. The question we ask now is how this error affects our calculated data.
[KLSS88] was the first to investigate systematical shift errors. [ZS95] showed that the error for the four sample algorithm is of order $\mathrm{O}(\eta \varphi)$ in the phase calculation. They propose a variation to the four sample phase shifting algorithm: they use $\mathrm{N}=4$ in (3.6) but take two more pictures with $k=4,5$. Those images seem redundant, but make the phase shifting error $\eta$ observable. This leads to only a constant offset $O(\eta)$ in the phase measurement which is non crucial because it can be compensated by virtually shifting the displaying screen. The algorithm reads as

$$
\begin{equation*}
\varphi=\arctan \left(2 \frac{I_{\mathfrak{c}}^{3}+I_{\mathfrak{c}}^{4}-I_{\mathfrak{c}}^{1}-I_{\mathfrak{c}}^{2}}{I_{\mathcal{c}}^{0}+I_{\mathfrak{c}}^{1}+I_{\mathcal{c}}^{4}+I_{\mathfrak{c}}^{5}-2\left(I_{\mathfrak{c}}^{2}+I_{\mathfrak{c}}^{3}\right)}\right)-\frac{\pi}{4} . \tag{3.30}
\end{equation*}
$$

Note that [ZS95] investigated the formula for more complex patterns that can be represented as a Fourier series of degree two:

$$
\begin{equation*}
I_{\mathfrak{c}}^{k}=c+\sum_{m=0}^{2} A_{m} \cos \left(\varphi_{m}+m \Phi_{k}\right) . \tag{3.31}
\end{equation*}
$$

This has no relevance for our application as our signal will not contain higher frequencies in practice.

### 3.2.4.2 Non Linear Response of Screen

The upper plot in Figure 3.2 shows the response of a standard LCD monitor. The desired gray values $\mathrm{g}=[0 \ldots 255]$ are linear, the response is not. In fact, the response curve is very well approximated by a parabola without constant terms:

$$
\begin{equation*}
M(g)=p_{1} g+p_{2} g^{2} \tag{3.32}
\end{equation*}
$$

Note that $p_{1}$ and $p_{2}$ will depend strongly on the viewing angle and weakly on the position of the pixel on the screen. Also, the response for other LCD technologies will look different [FPT10]. An optimal fit in the least squares sense and the corresponding residual plot are also depicted in the Figure.

What happens to the phase shifting algorithms when we assume a response curve with unknown $p_{1}$ and $p_{2}$ ? For each phase shift position $k$, the camera pixel will record an intensity image of

$$
\begin{equation*}
\tilde{\mathrm{I}}_{\mathrm{c}}^{k}:=\mathrm{c}+\mathrm{M}\left(\mathrm{I}_{\mathrm{s}}^{\mathrm{k}}\right)=\mathrm{c}+\mathrm{M}\left(A \cos \left(\varphi+\Phi_{\mathrm{k}}\right)\right) . \tag{3.33}
\end{equation*}
$$

We assume a linear relationship between luminosity on the screen and recorded pixel gray value in the camera here. As before, we dropped dependency on the camera pixel $\mathbf{u}_{\mathbf{c}}$ for clarity; the dependency on the screen pixel is implicit in $\varphi$.

For the four sample algorithm, the final formula for intensity (3.18)


Figure 3.2: Plot of the behaviour of a real LCD monitor. The measured intensity values have been normalized. The bottom plot shows the error between the measurements and the best fit curve of the upper plot.
then becomes

$$
\begin{align*}
\tilde{\mathfrak{c}} & =\frac{1}{4}\left(\tilde{I}_{\mathfrak{c}}^{0}+\tilde{I}_{\mathfrak{c}}^{1}+\tilde{I}_{\mathfrak{c}}^{2}+\tilde{I}_{\mathfrak{c}}^{3}\right)  \tag{3.34}\\
& =\frac{1}{4} c+\frac{1}{4} \sum_{k=0}^{3}\left(p_{2} A^{2} \cos ^{2}\left(\varphi+\Phi_{k}\right)+p_{1} A\left(\cos \varphi+\Phi_{k}\right)\right)  \tag{3.35}\\
& =c+\frac{1}{4} 2 p_{2} A^{2}  \tag{3.36}\\
& =c+\frac{1}{2} A^{2} p_{2} \tag{3.37}
\end{align*}
$$

The measured intensity is therefore a significant overestimation depending on the square of the physical amplitude displayed in the corresponding display pixel. The calculation for the amplitude reads

$$
\begin{align*}
\tilde{A} & =\frac{1}{2}\left|\tilde{I}_{c}^{0}-\tilde{I}_{\mathfrak{c}}^{2}+\mathfrak{i}\left(\tilde{I}_{\mathfrak{c}}^{3}-\tilde{I}_{\mathfrak{c}}^{1}\right)\right|  \tag{3.38}\\
& =\frac{1}{2}\left|2 A p_{1} \cos \varphi+\mathfrak{i}\left(2 A p_{1} \sin \varphi\right)\right|  \tag{3.39}\\
& =A p_{1} \tag{3.40}
\end{align*}
$$

So we measure a quantity that depends linearly on the correct amplitude. We will first do an auxiliary calculation for the phase:

$$
\begin{align*}
\tilde{I}_{c}^{3}-\tilde{I}_{c}^{1}= & A^{2} p_{2}^{2}\left(\cos ^{2}\left(\varphi+\frac{3}{2} \pi\right)-\cos ^{2}\left(\varphi+\frac{1}{2} \pi\right)\right)  \tag{3.41}\\
& +A p_{1}\left(\cos \left(\varphi+\frac{3}{2} \pi\right)-\cos \left(\varphi+\frac{1}{2} \pi\right)\right)  \tag{3.42}\\
= & A^{2} p_{2}^{2}\left(\sin ^{2} \varphi-(-\sin \varphi)^{2}\right)+A p_{1}(\sin \varphi+\sin \varphi)  \tag{3.43}\\
= & 2 A p_{1} \sin \varphi \tag{3.44}
\end{align*}
$$

With the similar result for $\tilde{I}_{c}^{0}-\tilde{I}_{c}^{2}$, we get for the phase calculation

$$
\begin{align*}
\tilde{\varphi} & =\arctan \left(\frac{\tilde{\mathrm{I}}_{\mathfrak{c}}^{3}-\tilde{\mathrm{I}}_{\mathfrak{c}}^{1}}{\tilde{\mathrm{I}}_{\mathfrak{c}}^{0}-\tilde{\mathrm{I}}_{\mathfrak{c}}^{2}}\right)  \tag{3.45}\\
& =\arctan \left(\frac{\sin \varphi}{\cos \varphi}\right)  \tag{3.46}\\
& =\varphi . \tag{3.47}
\end{align*}
$$



Figure 3.3: Real world problems with phase shifting algorithms. The top plot shows errors introduced by discretization. The bottom plot shows an improvement concerning the discretization by displaying two periods of the sinusoidal pattern. However, the phase is no longer isomorph to the pixel index $x$.

The most important property - the phase calculation - is passed through correctly. But if the non linearity of the screen is not corrected, we will get incorrect information for the amplitude and the intensity.
The derivation for the six sample algorithm is comparable to the four sample algorithm and also yields a similar result: intensity and amplitude are changed, but the phase is correctly estimated.

### 3.2.5 Phase Unwrapping Algorithms

To find an unambiguous solution for the phase shift algorithm, only a single sine wave must be displayed on the screen. This leads to practical problems though: The limited contrast of real screens and the discretization on the screen as well as in the camera lead to a
reduction of the spatial resolution when only one frequency is used. The problem is depicted in Figure 3.3. The top plot shows in green what a display with only 8 shades of gray would display if the red curve was requested and the screen is linear in its response. It is clear that for example all pixels between 190 and 380 have the same phase. The Figure below shows the same plot, but now two periods of the wave are displayed on the screen at the same time. The areas of ambiguity are significantly smaller than in the top plot, but the phase is no longer isomorph to the pixel index $x$ : even in the red curve, the indices 150 and 662 have the same phase value.

Phase unwrapping algorithms are attempts to increase local contrast by displaying more than one period on the screen while keeping the phase and the pixel index isomorph to each other. Since extra measurements are needed to get an absolute and unique phase unwrapping we call the methods discussed below temporal unwrapping alogrithms compared to spatial unwrapping algorithms which do not need extra data but can only provide a relative phase unwrapping which is not useful for three-dimensional reconstruction [ZLY07, ZZB09, SS03]. Consequently, we will not explore spatial unwrapping algorithms in this work. The next few sections will discuss various temporal unwrapping algorithms.

### 3.2.5.1 Combining Phase Measurements with Gray Code

A very simple approach is to combine a single phase shift measurement with a high local contrast and ambiguity and a binary encoding scheme like the gray code. The data from the gray code can be used to resolve the ambiguity in the phase shift measurement. Such a system was originally described in [SCR99], recent advancements were done by [ZSXS11]. It has found a wide application in fringe pattern reconstruction. Binary patterns work best when the camera is focused on the screen which is not desirable for deflectometry. This leads to reconstruction errors where the binary pattern is unsharp.
Figure 3.4 shows an unwrapping done using this scheme. The final result is smooth except for noisy jumps. These are the areas where


Figure 3.4: Unwrapping a horizontal phase shift using gray code. The small images show one image from the phase shift measurement and one from the gray code measurement. The big picture is the final result, the plot below shows the cross section marked in red in the image. Clearly visible are the jumps in the unwrapping at the phase shift borders.
the phase shift measurement wraps but the absolute phase measurement from the gray code predicts the wrong phase number. These errors could be corrected using a postprocessing step given the surface is known to be smooth. This experiment needs eleven images for the gray code plus four images for the phase shift measurement.

### 3.2.5.2 Chinese Remainder Wave Lengths

Another approach to unwrapping is supported through the Chinese remainder theorem which we will state and proof in a simplified version.

Chinese Remainder Theorem. Given are the following simultaneous congruences:

$$
\begin{array}{ll}
s \equiv s_{1} & \bmod p_{1} \\
s \equiv s_{2} & \bmod p_{2} \tag{3.49}
\end{array}
$$

with $\left\{\mathrm{s}^{\prime} \mathrm{s}_{1}, \mathrm{~s}_{2}\right\} \in \mathbb{R}$ and $\left\{\mathrm{p}_{1}, \mathrm{p}_{2}\right\} \in \mathbb{N}$ being coprime to each other, i.e. $\operatorname{GCD}\left(p_{1}, p_{2}\right)=1$. There now exists a unique solution $\left\{a_{1}, a_{2}\right\} \in Z$ for the equation

$$
\begin{equation*}
1=\mathfrak{a}_{1} p_{1}+\mathrm{a}_{2} \mathrm{p}_{2} . \tag{3.50}
\end{equation*}
$$

It then follows

$$
\begin{equation*}
s=\left(s_{1} a_{2} p_{2}+s_{2} a_{1} p_{1}\right) \quad \bmod \left(p_{1} p_{2}\right) \tag{3.51}
\end{equation*}
$$

Proof. Equation (3.50) is a special case of Bézout's identity. Multiplying (3.48) with $p_{2}$, (3.49) with $p_{1}$ and (3.50) with $s$ yields the three equations

$$
\begin{align*}
s p_{2} & \equiv p_{2} s_{1} \quad \bmod \left(p_{1} p_{2}\right)  \tag{3.52}\\
s p_{1} & \equiv p_{1} s_{2} \quad \bmod \left(p_{1} p_{2}\right)  \tag{3.53}\\
s & =s a_{1} p_{1}+s a_{2} p_{2} \tag{3.54}
\end{align*}
$$

Substituting the first two equations in the third directly yields the final result.


Figure 3.5: Unwrapping a horizontal phase shift using the Chinese remainder theorem . The small images show one image from each phase shift measurement. The big picture is the final result, the plot below shows the cross section marked in red in the image. The reconstruction is extremely noisy due to the modulo arithmetic involved.

A more involved proof and a generalization for simultaneous congruences with more than two elements can be found in [Yan02].
A practical solution for real world phase shift measurements would be now to choose two wave lengths $\left\{\lambda_{1}, \lambda_{2}\right\}$ such that $\lambda=\lambda_{1} \lambda_{2}$ is bigger than the maximum pixel index we need to encode. It is useful to choose one wavelength small to have a high local contrast. For our screen with a resolution of 1600 pixels one can only use $\lambda_{1}=5^{2}=25$ pixels and $\lambda_{2}=2^{6}=64$ pixels as this is the only coprime factorization. Each pixel will then have two measured values $\Phi_{1}$ and $\Phi_{2}$. The Bézout pairs can be found efficiently using the extended Euclidean algorithm [Knu68]. The unique index can then be reconstructed via equation (3.51).
Figure 3.5 shows the result of this unwrapping. The result is terribly noisy which is an effect of the modulo arithmetic involved. For example, with the given lambdas the measurement of $\Phi_{1}=19$ and $\Phi_{2}=73$ would lead to a $\Phi=969$. Disturbing $\Phi_{1}$ to 19.1 results in $\Phi=1026.6$. Therefore, while this approach has a great theoretical appeal and only needs 8 images, its sensitivity to noise makes it unusable when images are acquired with standard industrial video cameras like in our setup.

### 3.2.5.3 Multi-Phase Shift Measurement

The basic idea of the Multi-Phase Shift (MPS) technique - which is sometimes also called iterative multi wavelength approach - is to incrementally refine the result until no further improvement is measurable. That is, one starts with a basic wavelength of $\lambda_{0}$ that will result in a non ambiguous measurement with a low local contrast and therefore high noise. Now the frequency is doubled, so $\lambda_{1}=\lambda_{0} / 2$. This increases the local contrast but will result in ambiguity - the first measurement can now be used to resolve these ambiguities and receive a new result with higher local contrast and no ambiguity. The frequency is now doubled again and the ambiguity resolved as before etc. etc.

This can be stated as an algorithm as follows:

$$
\Phi_{-1} \leftarrow \Phi_{0}
$$

```
\(k=2\)
repeat
    \(\lambda=\lambda_{0} / k\)
    \(\Phi \leftarrow\) result of phase measurement with \(\lambda\).
    for each pixel index \(u\) do
        \(n \leftarrow\left\lfloor\operatorname{abs}\left(\frac{1 / k \Phi(u)-\Phi_{-1}(\mathfrak{u})}{2 \pi}\right)\right\rfloor\)
        \(\Phi(\mathfrak{u})=\Phi(\mathfrak{u})+\mathfrak{n} \pi\)
    end for
    \(\Phi_{-1}=\Phi\)
    \(\mathrm{k} \leftarrow 2 \mathrm{k}\)
until \(\sum \operatorname{abs}\left(\Phi-\Phi_{-1}\right)<\delta\)
```

This technique has the advantage of high precision which is bought with a high number of pictures one needs to acquire. On the other hand the amount of precision can be determined beforehand and the ending criterion $\delta$ be chosen accordingly.
This algorithm is well established: it came up in the nineties [HS93] and stays a focus of current research till today [Zha09]. A sample unwrapping can be seen in Figure 3.6. We acquired a multi phase shift measurement with nine wave lenghts, so a total of 36 images. The final and intermediate results are shown below the image. From the bottommost plot it becomes clear that nine wavelengths are not needed -5 to 6 usually suffice for a good reconstruction. More wave lenghts will increase accuracy at the cost of longer measurement time.

One problem that must be kept in mind when choosing the smallest wavelength for the phaseshift are Moiré patterns. When the wavelength is chosen too small to be properly sampled with the spacial resolution of the camera, Moiré patterns might be seen in the camera instead of the proper wavelengths. This will in fact not improve the unwrapping but make it worse. The minimal wavelength depends on the surface under test and its geometry and must be found empirically before a MPS measurement can be acquired.
The MPS method provides the highest precision which was a priority for this work. We therefore decided to settle on using this method over the others.


Figure 3.6: Unwrapping a horizontal phase shift using the multi phase shift. The small stripes are the intermediate results around the red line in the image below. The big picture is the final result. The plot below shows the values of the red line in the intermediate results. The final result is red, the intermediate results are in green increasing in brightness. The bottom plot shows the mean absolute error between the final and the intermediate results.


## Surface Reconstruction

When the SGMF is determined up to a sufficient precision and the extrinsic calibration between camera and screen is known, threedimensional reconstruction can start. This is usually done in two steps: the first is to resolve the ambiguity of a single deflectometric measurement by taking additional data into account. This results in an approximate position of the surface in the form of points in space and the more precise normal vectors of the surface in these points. Acquiring this information will be our concern in this chapter. We will discuss methods that can create arbitrary many points and normals of the surface. We can therefore generate an infinite amount of data describing the surface which means effectively reconstructing it.

Usually, a second and final step is done after this reconstruction: here, one takes the low precision points and the higher precision normal values and interpolates them to get a smooth and continuous representation of the surface. This problem - called height from normals - is also needed for other three-dimensional measurement techniques like the stripe projection. We will not discuss it in this work and instead point to the exhaustive and ever growing literature. For the deflectometry, the traditional method for interpolating the normal data is a Hermite interpolation scheme with radial basis
functions [EKH07]. A modern and flexible approach to the problem using a kernel based projection into a higher-dimensional space can be found in [NWT10]. There are also many time proven methods with various fortes and weaknesses like the Frankot-Chellappa algorithm [FC88] or differentiating the data and solving the equivalent Poisson equation $\left[\mathrm{PFT}^{+} 86\right]$.
Every deflectometric measurement can be created by an infinite number of surfaces but the discriminating information to identify the true surface can be encoded in one parameter [Bal08]. This information is inherently not contained in a single measurement and therefore additional data needs to be acquired to find this parameter and resolve the ambiguity.
There have been a lot of suggestions for combining deflectometric information with other techniques: shape-from-shading [BWBO6], stereo [KH05], and the degree of polarisation of the reflected light [Hior07] have been proposed. Also combinations with other reconstruction techniques like depth-from-focus or stripe projections can work in some cases. These techniques have in common that the surface needs to fulfill additional constraints - besides being reflective - like having a certain amount of diffuse reflection, having markers attached, or being made of metal. We only want reflectivity as constraint for this work, so this discussion will concentrate on techniques that combine deflectometric measurements to resolve the ambiguity.
We will start our discussion with per-pixel ambiguity solving algorithms. They have the advantage of being completely local, i.e. there is no drift error and no dependence on a starting pixel. They are also trivial to parallelize which is a necessity to reach viable running times of the reconstruction. We will outline our approach to parallelization which drastically reduces running times and makes it possible to combine various methods and generalize them to more than two measurements.

We will continue our discussion with a novel approach to reconstruct the surface using a region-growing integration combined with a consistency evaluation using a second deflectometric measurement. As any numeric integration scheme this will also have a global error drift and depend heavily on the pixel chosen as initial seed.


Figure 4.1: Active reflection grating photogrammetry

### 4.1 Active Reflection Grating Photogrammetry

A simple method to resolve the ambiguity is to use two measurements where only the screen has been moved. This technique is known as active reflection grating photogrammetry (ARGM) [PR01] - sometimes also called regularisation through movement of the screen and is historically the first method proposed to create threedimensional data from two deflectometric measurements.

The basic idea can be seen in Figure 4.1. The first measurement returns the camera view ray and a point on the first screen. This information has an infinite number of possible beam travel paths a second possibility is shown in green. When the screen is moved a second screen point becomes known with the next measurement. This point will uniquely identify the correct beam and the point of intersection with the surface can now easily be found via triangulation.

This simple technique has several disadvantages in practical applications. First, the movement of the screen between the two mea-
surements must be precisely known to guarantee a sufficient precision for the intersection points. This usually means that the screen needs to be mounted on a very precise actuator - usually a onedimensional linear unit. This limits the view volume of the experimental setup considerably. The second problem is that it is difficult to move the screen in such a way that all areas of interest of the surface still reflect it. Especially for convex objects finding two acceptable screen positions is very often a challenge. For this reason and because our experimental setup is not able to move the screen as precise as needed for this technique, we do not further investigate the ARGM in this work.

### 4.2 Passive Reflection Grating Photogrammetry

An improvement over the ARGM is the passive reflection grating photogrammetry (PRGM) [PT04]. It allows for both screen and camera to be moved which makes it much more usable for real world experiments. However, it does not provide a solution for the calibration problem on its own - that is, all screen and camera positions must be known prior to reconstruction.
The basic principle is depicted in Figure 4.2. The algorithm proceeds as follows: first, any point $\mathbf{p}$ on the view ray of the first camera is chosen. This defines a normal $\mathbf{n}$ which is then tested for validity with the second measurement. This is done as follows: The point $\mathbf{p}$ is projected into the camera plane of the second measurement yielding a view ray. This ray is reflected using $\mathbf{n}$ and intersected with the screen plane of the second measurement. This results in a screen pixel $\mathbf{u}_{s}^{\prime}$. Its distance $\Delta \mathbf{u}_{\mathrm{s}}$ from the truly seen screen pixel $\mathbf{u}_{\mathrm{s}}$ given through the SGMF is the value we try to minimize by varying the point $\mathbf{p}$. We call $\Delta \mathbf{u}$ the inconsistency of the reconstruction.
We will now state the implementation of this algorithm as well as its pseudocode. The algorithm takes the following arguments: A search volume V which must contain the complete surface, a step parameter $t \in \mathbb{R}$ and two deflectometric measurements $\mathcal{D}_{i}$ consisting of


Figure 4.2: Passive reflection grating photogrammetry
camera extrinsics represented by a dual quaternion $\mathcal{D}_{\mathfrak{i}} . \breve{\mathfrak{E}}$, camera intrinsics represented by a homogeneous matrix $\mathcal{D}_{i}$.A the screen plane $\mathcal{D}_{\mathfrak{i}} \cdot \mathfrak{S}$ and a SGMF $\mathcal{D}_{i}$. l. The algorithm then proceeds independently for each camera pixel $\mathbf{u}_{c}$ of the first camera. The corresponding view ray through V is sampled into a list of points $\mathrm{P}=\left[\mathbf{p}_{1} \ldots \mathbf{p}_{\mathrm{m}}\right]$. We then proceed to finding the point with the smallest inconsistency $\Delta \mathbf{u}_{s}$. We use its two neighbouring points in $P$ to initiate a ternary search [Knu68] to find the non-discrete minima $\mathbf{p}_{\text {min }}$ on the ray. We then output $\mathbf{p}_{\text {min }}$ and its corresponding inconsistency $\Delta \mathbf{u}_{s}$ for this pixel. Since this algorithm can be run independently for each pixel and because we need to sample the SGMF of the second measurement sub pixel precise - i.e. we need a two-dimensional interpolation of the SGMF - the algorithm is very well suited for running on a graphics processing unit (GPU). The GPU provides a high number of processors which can work simultaneously on different pixels. This provides high scalability and maximal parallelism. Also, all GPUs provide hardware accelerated interpolation in images because it is frequently needed in video games. This has a dramatic impact on the running time of our software: the implementation on the GPU is up to 10.000 times faster than running the same algorithm on the CPU. Our GPU implementation is done in OpenCL [ $\left.\mathrm{M}^{+} 09\right]$ the bridging between Python on the CPU and OpenCL on the GPU
is facilitated by the excellent PyOpenCL library [ $\left.\overline{K_{P L}+12}\right]$.
The pseudocode reads as follows.
Require: $\mathcal{D}_{1}, \mathcal{D}_{2}, \mathrm{~V}, \mathrm{t}$

```
function EVALUATE_POINT( \(\mathbf{p}, \mathcal{D}_{1}, \mathcal{D}_{2}\) )
    \(\mathbf{n} \leftarrow\) normal_at \(\left(\mathbf{p}, \mathcal{D}_{1}\right)\)
    \(\mathbf{u}_{c} \leftarrow\) RESECT_INTO_CAMERA \(\left(\mathbf{p}, \mathcal{D}_{2}\right) \quad \triangleright \mathbf{u}_{\mathrm{c}}\) that sees this point
    \(\breve{s} \leftarrow\) VIEW_RAY \(\left(\mathbf{u}_{c}, \mathcal{D}_{2}\right)\)
    \(\breve{\mathbf{r}}^{\prime} \leftarrow \operatorname{REFLECT}(\breve{\mathbf{s}}, \mathbf{p}, \mathbf{n}) \quad \triangleright\) Reflect \(\mathbf{s}\) in \(\mathbf{p}\) around \(\mathbf{n}\)
    \(\mathbf{u}_{s}^{\prime} \leftarrow\) PLANE_LINE_MEET \(\left(\breve{\mathbf{r}}, \mathcal{D}_{2} . S\right)\)
    \(\mathbf{u}_{\mathrm{s}} \leftarrow \mathcal{D}_{2} . \mathrm{l}\left(\mathbf{u}_{\mathrm{c}}\right)\)
    return \(\left\|\mathbf{u}_{\mathrm{s}}^{\prime}-\mathbf{u}_{\mathrm{s}}\right\|\)
end function
```

$\mathrm{rv} \leftarrow[]$
for $\mathbf{u}_{\mathrm{c}}$ in all camera pixels of cam 1 do
$\breve{s} \leftarrow$ VIEW_RAY $\left(\mathbf{u}_{c}, \mathcal{D}_{1}\right)$
$\mathbf{p} \leftarrow$ optical center of cam 1
$\mathbf{p}_{\text {min }} \leftarrow \mathbf{p}$
$\min =\infty$
while $p \in V$ do
$\mathrm{val}=\operatorname{EVALUATE} \_\operatorname{POINT}\left(\mathbf{p}, \mathcal{D}_{1}, \mathcal{D}_{2}\right)$
if val $<\min$ then
$\min \leftarrow \mathrm{val}$
$\mathbf{p}_{\text {min }} \leftarrow \mathbf{p}$
end if
$\mathbf{p} \leftarrow \mathbf{p}+\mathrm{t} \cdot \operatorname{Real}(\breve{\mathbf{s}})$
end while
$\mathbf{p}_{-1} \leftarrow \mathbf{p}_{\text {min }}-\mathrm{t} \cdot \operatorname{Real}(\breve{\mathbf{s}})$
$\mathbf{p}_{+1} \leftarrow \mathbf{p}_{\text {min }}+\mathrm{t} \cdot \operatorname{Real}(\breve{\mathbf{s}})$
$\min , \mathbf{p}_{\text {min }} \leftarrow$ TERNARY_SEARCH $\left(\mathbf{p}_{-1}, \mathbf{p}_{+1}, \operatorname{Real}(\breve{\mathbf{s}}), \mathcal{D}_{1}, \mathcal{D}_{2}\right)$
rv.APPEND ( $\mathbf{p}_{\text {min }}, \mathrm{min}$ )
end for
return rv

A fundamental problem with this algorithm is that there are surfaces that can have many local minima with a similar value. It is possi-
ble that the algorithm returns the wrong minimum then. In fact, it has been shown that one can always find two surfaces given two measurements which cannot be distinguished using this technique [WB11]. Also, this technique reports many false minima around the edges of the view volume which usually can be filtered out by only considering points where min is smaller than a chosen value $\delta$. This happens when the overlapping volume for one view ray is very small and only far away from the surface. A minimal value will exist - sometimes even with a small $\mathbf{u}_{s}$ - and therefore a point will be reported though no physical surface point exists at this position. The PRGM algorithm also suffers from the hole effect, which we will discuss in the context of the normal comparison algorithm in section 4.3.2.

### 4.2.1 Generalization to more Measurements

If more than two deflectometric measurements are available which provide data for the same volume, the algorithm can be augmented to consider them all. Given $M$ measurements, we can replace EVALUATE_POINT in the algorithm by a new function COMPLETE_EVALUATE that reads as follows:

```
function COMPLETE_EVALUATE \(\left(\mathbf{p}, \mathcal{D}_{1}, \ldots, \mathcal{D}_{\mathrm{M}}\right)\)
    return \(\sum_{i=2}^{\mathcal{M}} \operatorname{EVALUATE}\) POINT \(\left(\mathbf{p}, \mathcal{D}_{1}, \mathcal{D}_{\mathfrak{i}}\right) /(M-1)\)
end function
```

Since the original evaluation function is not symmetric in the arguments $\mathcal{D}_{1}$ and $\mathcal{D}_{2}$ the first measurement remains the one defining the view rays along which the search volume is traversed. A direct result of this non-symmetry is that the generalization increases the running time only linearly with the number of measurements. Similarly - but harder to quantify - the improvement in the quality of reconstruction is expected to only improve 'linearly' since only a linear amount of new data is considered as well. If the first measurement $\mathcal{D}_{1}$ is somehow flawed the whole reconstruction will be flawed as its information is defining the reconstruction.
While this kind of augmentation of the algorithm is only possible through the much improved running times of a GPU implemen-
tation, this generalization is not straightforward to implement: To make use of the image interpolation hardware on the GPU, the SGMF are passed as textures to the calculating OpenCL kernel. The number of textures passed to a kernel cannot be varied and must be known before compiling the bytecode for the GPU. But with $M$ measurements, we also need to pass $M$ textures to the kernel. We solved this constraint using meta programming: As soon as $M$ is known, the OpenCL source code for the right number of measurements is generated from a template text. It is then compiled and executed on the GPU from our calling program running on the CPU. The source code is cached, so that the time overhead of creating and compiling the GPU kernel needs only to be done once for a given number of measurements and image sizes. A nice benefit of this technique is that we can also benchmark the GPU before compiling the source code and therefore choose ideal compile and call parameters for the specific hardware and host computer configuration.

### 4.3 Comparing Normal Predictions

An approach similar to the PRGM is the comparison of the normal predictions (NC).

The basic principle is visualized in Figure 4.3. The two measurements used in this technique are interpreted as normal fields in their search volumes $V_{i}$. The technique proceeds by choosing a twodimensional grid - visualized as the blue dotted lines - and traversing the overlapping volume $V=V_{1} \cap V_{2}$ along a search direction $d$ while minimizing the difference in the predictions.

Of course, some kind of metric needs to be introduced to compare two normals:

$$
\begin{align*}
\mathrm{m}: \mathbb{R}^{3} \times \mathbb{R}^{3} & \mapsto \mathbb{R}^{+}  \tag{4.1}\\
\mathrm{m}\left(\mathbf{n}_{1}, \mathbf{n}_{2}\right) & \rightarrow \mathrm{c} \tag{4.2}
\end{align*}
$$



Figure 4.3: Comparing Normal predictions

The two obvious choices are

$$
\begin{align*}
\mathfrak{m}_{1}\left(\mathbf{n}_{1}, \mathbf{n}_{2}\right) & =1-\left|\mathbf{n}_{1} \mathbf{n}_{2}\right|  \tag{4.3}\\
\mathfrak{m}_{2}\left(\mathbf{n}_{1}, \mathbf{n}_{2}\right) & =\left\|\mathbf{n}_{1} \times \mathbf{n}_{2}\right\| \tag{4.4}
\end{align*}
$$

which both work equally well. The first one was preferred in the implementation because it is slightly faster to compute. As for the PRGM, we call the value $m\left(\mathbf{n}_{1}, \mathbf{n}_{2}\right)$ the inconsistency of the current p.

Like with the PRGM, there is no guarantee for a single global minimum along any chosen search direction given any surface. Simple line search algorithms are therefore not sufficient here and might converge on a local minima only. We implemented the NC in a similar fashion to the PRGM using two steps in the minimization: First, the inconsistency values are sampled on the search line in the complete search volume. Two points bracketing the point with the smallest value $\mathbf{p}_{\text {min }}$ are then used as starting point for a refinement
procedure. As before, a ternary search using the points $\mathbf{p}_{\text {min }}-\mathbf{d}$ and $\mathbf{p}_{\text {min }}+\mathbf{d}$ works well.

The algorithm therefore needs as input a grid $G=\left\{\left(x_{1}, y_{1}, z_{1}\right) \ldots\right\}$ which is chosen to have all starting points laying on a plane, a search volume U that is usually cubic, a metric m to compare two normals, a search direction $\mathbf{d}$, and a step size $t \in \mathbb{R}$. The complete algorithm can then be stated as follows:
Require: $\mathcal{D}_{1}, \mathcal{D}_{2}, \mathrm{U}, \mathrm{G}, z_{\text {start }}, \mathbf{d}$

```
function EVALUATE_POINT( \(\left.\mathbf{p}, \mathcal{D}_{1}, \mathcal{D}_{2}\right)\)
    \(\mathbf{n}_{1} \leftarrow\) normal_at \(\left(\mathbf{p}, \mathcal{D}_{1}\right)\)
    \(\mathbf{n}_{2} \leftarrow\) normal_at \(\left(\mathbf{p}, \mathcal{D}_{2}\right)\)
    return \(\mathfrak{m}\left(\mathbf{n}_{1}, \mathbf{n}_{2}\right)\)
end function
```

$\mathrm{rv} \leftarrow[]$
for each $\mathbf{p} \in \mathrm{G}$ do
$\mathbf{p}_{\text {min }} \leftarrow \mathbf{p}$
$\min =\infty$
while $\mathbf{p} \in \mathrm{V}$ do
val $=\operatorname{EVALUATE} \_\operatorname{POINT}\left(\mathbf{p}, \mathcal{D}_{1}, \mathcal{D}_{2}\right)$
if val $<\mathrm{min}$ then
$\min \leftarrow \mathrm{val}$
$\mathbf{p}_{\text {min }} \leftarrow \mathbf{p}$
end if
$\mathbf{p} \leftarrow \mathbf{p}+\mathrm{t} \cdot \mathrm{d}$
end while
$\mathbf{p}_{-1} \leftarrow \mathbf{p}_{\text {min }}-\mathbf{t} \cdot \mathbf{d}$
$\mathbf{p}_{+1} \leftarrow \mathbf{p}_{\text {min }}+\mathrm{t} \cdot \mathbf{d}$
$\min , \mathbf{p}_{\text {min }} \leftarrow$ TERNARY_SEARCH $\left(\mathbf{p}_{-1}, \mathbf{p}_{+1}, \mathbf{d}, \mathcal{D}_{1}, \mathcal{D}_{2}\right)$
rv.APPEND ( $\mathbf{p}_{\text {min }}, \mathrm{min}$ )
end for
return rv

The algorithm is very similar to the PRGM - the biggest difference is the EVALUATE_POINT function. Therefore it is not surprising that its implementation shares the same ideas: it is most efficiently done
on a graphics processing unit because it can be executed in parallel for many pixels at once and because it needs interpolation in both SGMF images. The algorithm has some advantages over the PRGM though: it is more flexible because the search direction and the density of the grid are all parameters that can be adjusted to the need of the user and the EVALUATE_POINT function is significantly cheaper to compute.

### 4.3.1 Generalization to more measurements

We now generalize the normal comparison algorithm to $M \geqslant 2$ measurements. Similarly as we have done for the PRGM we will introduce a new function called COMPLETE_EVALUATE that can handle more measurements.

```
function COMPLETE_EVALUATE \(\left(\mathbf{p}, \mathcal{D}_{1}, \ldots, \mathcal{D}_{\mathrm{M}}\right)\)
    return \(\frac{2}{(M-1) M} \sum_{i<j} \operatorname{EVALUATE}\) POINT \(\left(\mathbf{p}, \mathcal{D}_{i}, \mathcal{D}_{\mathfrak{j}}\right)\)
end function
```

We use the fact that the metric $m$ used in the EVALUATE_POINT function is symmetric and therefore the whole function is symmetric. This gives us the opportunity to compare each distinct pair of measurements with each other. There are $\frac{(M-1) M}{2}$ distinct pairs for $M$ measurements which explains the factor before the sum. Averaging is not strictly needed but will keep the metric value in the same range even if we can only use a subset of measurements for a certain point in space. The running time of this algorithm increases linearly with the number of distinct pairs - but we also expect that the quality of the reconstruction increases significantly. Also, we do not have the downside of the PRGM that one arbitrary measurement is special for the algorithm - the normal comparison is completely symmetric.

Similar to how we implemented the generalized solution for the PRGM, we also resorted to meta programming for this implementation. All comments made for the PRGM apply here as well.


Figure 4.4: Visualization of the hole problem. To the left of the surface and below it, there are points where normal information is available from both measurements - because the resectioning beam crosses the surface - leading to points with minimal inconsistency value though there is no surface there.

### 4.3.2 False Points on a Plane along the Edges of Holes

Edges and holes in surfaces reveal a fundamental problem in the reconstruction using NC and SGMF. The problem is easiest understood with the NC but it also applies to the PRGM. An example is depicted in Figure 4.4 . The reconstruction on the surface works perfectly here, but the search grid continues to the left of the surface. At the sample points where normals are drawn there are indeed normal predictions from both measurements available and therefore also a minimum in the inconsistency. This leads to wrong points around holes. Most of the times, the inconsistency values for these points are big - but not always: the closer to the true surface, the smaller the inconsistency value. This leads to wrong point predictions close to the surface boundary which are not easy to filter out.

The points seem to lie on a line or surface that is related to the view


Figure 4.5: Inconsistency values of NC (green) and PRGM (red) along one view ray in a simulated measurement. The top plot shows the complete range, the bottom plot is zoomed on the true minimal value. It also shows the evaluations done by the ternary search.
direction of the cameras. Consequently, using more measurements with different view directions and combining NC with PRGM (see section 4.4) will improve the result but will usually not get rid off all wrong points, especially not close to the true surface.

### 4.4 Combining PRGM and NC

While the PRGM cannot be easily adapted to work inside the framework of the NC, the other way follows naturally. The grid G for the NC can be chosen to be the pixel plane of the first camera and similarly the search direction $\mathbf{d}$ can be chosen differently for each camera pixel - also to be along the view ray corresponding to the camera pixel. We then traverse the search volume in the same fashion as the PRGM.

This allows us to combine the PRGM and the NC. We use the PRGM algorithm as framework and augment the EVALUATE_POINT function to also include the content of the corresponding NC function. The remaining problem is that the two evaluations return different units as inconsistency values: NC returns a value $\mathrm{c}_{\mathrm{NC}} \in[0,1]$ while the PRGM returns a distance on the pixel plane $c_{\text {PRGM }} \in \mathbb{R}^{+}$. Figure 4.5 shows the two inconsistency values on a representative view ray in a simulated measurement. The inconsistency for the PRGM usually has a stronger dynamic while the inconsistency for the NC has usually a higher symmetry around the global minima which is a desirable property for the ternary search. Sometimes - though not in this example - the two functions will have other local minima in different places and only agree at the correct place.

We therefore want to choose a weighting scheme that is dominated by the NC around the minima to retain the symmetry but avoids local minima of only one function. A good compromise is $20 \mathrm{c}_{\mathrm{NC}}+$ $\mathrm{c}_{\text {PRGM }}$. The 20 is somewhat arbitrary and scales the NC value to be of comparable scale to the PRGM value. When both values are low, the NC value dominates the inconsistency which helps with the symmetry around the minima.
Of course, this algorithm can be generalized to more measurements in exactly the same manner as the PRGM. Once again, the GPU implementation allows us significantly more freedom in improving the algorithm: Considering NC and PRGM and three measurements increases the running time by roughly a factor of ten compared to two measurements and only the NC. This means still reasonable running times of a few seconds with the GPU, but would take hours or days on a CPU.

### 4.5 Consistency Reconstruction

Theoretically, a surface can be reconstructed from a single deflectometric measurement. Given one point on the surface, the deflectometric measurement delivers a normal prediction at this point which in turn can be used to find neighbouring points on the surface. The


Figure 4.6: Sketch of the consistency reconstruction algorithm and the surface integration by region growing.
general principle is depicted in Figure 4.6. This first order numerical integration scheme will lead to an ever increasing drifting error - however, it is often proposed in the context of deflectometry [Hor07, TLGS05]. Moreover, the initial point on the surface is usually unknown. It can be found by various means - for example via stereo or stripe projection if the surface also has non reflective parts. We find this hearkening back to other techniques unsatisfying. Therefore, we now propose a method that uses a second deflectometric measurement and verifies the consistency of the integrated surface. We call this consistency reconstruction (CR). The algorithm takes two deflectometric measurements $\mathcal{D}_{1}$ and $\mathcal{D}_{2}$, an initial camera pixel in the first camera $\mathbf{u}_{0}$ and an initial distance estimation $\sigma_{0}$. The seeds for the region-growing algorithm - i.e. $\mathbf{p}_{0}$ and $\mathbf{n}_{0}-$ can be directly calculated from $\mathbf{u}_{0}$ and the initial distance $\sigma_{0}$. We proceed by constructing a plane in $\mathbf{p}_{0}$ with normal $\mathbf{n}_{0}$ and intersecting it with the view rays of the neighbouring pixels. This results in $\mathbf{p}_{-1}$ and $\mathbf{p}_{+1}$. Repeating the procedure with these points will grow the
surface until we reach the end of the view volume $V_{1}$ of the camera.

In the overlapping volume $\mathrm{V}=\mathrm{V}_{1} \cap \mathrm{~V}_{2}$, we can also get normal predictions from the second measurement. After choosing a metric for vector comparison $m$ and calculating the metric values for all points in V, we can sum up the values. We interpret this value as a residual, i.e. an information about how well the integrated surface matches the prediction of the second measurement and therefore a benchmark for the initial guess $\sigma_{0}$. Let's summarize this integration step:
Require: $\mathcal{D}_{1}, \mathcal{D}_{2}, \mathbf{u}_{0}, \sigma_{0}$

```
function FIND_INITIAL_POINT \(\left(\mathcal{D}_{1}, \mathbf{u}_{0}, \sigma_{0}\right)\)
    \(\breve{s} \leftarrow V I E W \_R A Y\left(\mathbf{u}_{0}, \mathcal{D}_{1}\right)\)
    \(\mathbf{p}_{0} \leftarrow\) optical center of cam \(1+\sigma_{0} \cdot \operatorname{Real}(\breve{\mathbf{s}})\)
    \(\mathbf{n}_{0} \leftarrow\) NORMAL_AT \(\left(\mathbf{p}_{0}, \mathcal{D}_{1}\right)\)
    return \(\mathbf{p}_{0}, \mathbf{n}_{0}\)
end function
```

function INTEGRATE $\left(\mathcal{D}_{1}, \mathcal{D}_{2}, \mathbf{u}_{0}, \sigma_{0}\right)$
$\mathrm{pts} \leftarrow 2 \mathrm{D}_{\text {_ARRAY_OF_VECTORS_LIKE_PIXELPLANE }}\left(\mathcal{D}_{1}\right)$
$\mathrm{ns} \leftarrow 2 \mathrm{D}_{2}$ ARRAY_OF_VECTORS_LIKE_PIXELPLANE $\left(\mathcal{D}_{1}\right)$
residual $\leftarrow 0$
$\mathbf{p}_{0}, \mathbf{n}_{0} \leftarrow$ FIND_INITIAL_POINT $\left(\mathcal{D}_{1}, \mathbf{u}_{0}, \sigma_{0}\right)$
$\operatorname{pts}\left[\mathbf{u}_{0}\right]=\mathbf{p}_{0}$
$\mathrm{ns}\left[\mathbf{u}_{0}\right]=\mathbf{n}_{0}$
done $\leftarrow\left\{\mathbf{u}_{0}\right\}$
next $\leftarrow\left\{\mathbf{u}_{0}\right\}$
while next $\neq\{ \}$ do
$\mathbf{u} \leftarrow$ next.POP()
plane $\leftarrow$ PLANE_FROM_POINT_AND_NORMAL $(p t s[\mathbf{u}], n s[\mathbf{u}])$
for each pixel neighbour $\mathbf{u}_{n} \notin$ done of $\mathbf{u}$ do
$\breve{\mathbf{s}} \leftarrow \mathrm{VIEW} \_$RAY $\left(\mathbf{u}_{n}, \mathcal{D}_{1}\right)$
$\mathbf{p}_{\mathrm{n}} \leftarrow$ PLANE_LINE_MEET( $(\breve{\mathbf{s}}$, plane)
$\mathbf{n}_{1} \leftarrow$ NORMAL_AT $\left(\mathbf{p}_{n}, \mathcal{D}_{1}\right)$
$\mathbf{n}_{2} \leftarrow$ NORMAL_AT $\left(\mathbf{p}_{n}, \mathcal{D}_{2}\right)$
done. INSERT $\left(\mathbf{u}_{n}\right)$

```
next.INSERT([\mp@subsup{\mathbf{u}}{n}{})
pts[\mp@subsup{\mathbf{u}}{n}{}]=\mp@subsup{\mathbf{p}}{n}{}
ns[\mp@subsup{\mathbf{u}}{n}{}]=\mp@subsup{\mathbf{n}}{1}{}
residual }\leftarrow\mathrm{ residual }+\textrm{m}(\mp@subsup{\mathbf{n}}{1}{},\mp@subsup{\mathbf{n}}{2}{}
end for
    end while
    return pts, residual
end function
```

Equipped with this region growing integration, we can now vary $\sigma_{0}$ while minimizing the residual. This will give us a best estimate for an initial distance $\sigma_{0}$ and therefore a unique reconstruction without a known starting value.

Note that this reconstruction will always yield a smooth surface because we are integrating a smooth normal field. The operation is also noise suppressing - any integration is. The operation is also not symmetric in the deflectometric measurements. The first measurement has a stronger impact on the result than the second measurement. One example are holes: When using two measurements where the first one has data for the whole surface while the second one has a hole in its data - i.e. a region where the screen was not reflected due to improper positioning - the resulting reconstruction will either have the hole or not, depending which measurement was taken for integration and which for consistency evaluation.

Of course, the method can easily be extended to use more than two measurements: we can simply take the others as additional consistency tests for the surface we integrate from the first measurement.

This algorithm has the fundamental flaw that even with a perfect start value, the integration error accumulates the farther we get away from the start value. This is to be expected, since this integration is just a first order Euler scheme - the simplest numerical integration scheme there is. But even with more sophisticated numerical integration methods like Runge-Kutta this drift cannot be avoided. The error could only be reduced by running the algorithm with different starting pixels and taking a weighted sum of the results.

### 4.6 Discussion

The CR has very little appeal: the region growing approach is dependent on neighbouring pixels and therefore not easy to parallelize. Also, the ever increasing integration error the further away one gets from the starting point is a given and cannot be avoided. On the other side, the resulting surface is always smooth and consistent with the normal measurement of the SGMF. The CR is included in this discussion because region-growing integration is so often seen in the literature of deflectometry - hopefully we can help phasing it out over time.

From all algorithms presented here, the NC is the most flexible. It provides freedom in the search direction and the grid positioning. It is also completely symmetric in the measurements and therefore allows for a non linear growth of data when more than two measurements are used. En plus, it also has the cheapest point evaluation function of the presented algorithms. Its inconsistency values are bounded - always between zero and one - which can be a plus or a minus for the algorithm but makes it harder to filter out outliers.

A close runner up is the PRGM. Its point evaluation function is much more expensive than the NC's and it does not scale as nicely when more than two measurements are given due to its non symmetry. It does not need to interpolate in the SGMF of the first camera though and its inconsistency values are unbounded which makes it easier to filter out points with huge values.
Combining NC and PRGM seems a promising approach: one can avoid most of the wrong local minima of both techniques and still keep the nice symmetry of the inconsistency values around the correct minimum from the NC. The price is the loss of the symmetry in the deflectometric measurements and the loss of freedom of choice in the grid and the search direction compared to the NC. Still, the approach will increase robustness of the reconstruction with only a minor cost in the complexity of the algorithm.
We will compare the performance of the algorithms on simulated and experimental data in chapter 6.2.1.


## Auto-Calibrating Deflectometry

We now know how to reconstruct surfaces given perfect camera and screen extrinsics. Finding these extrinsics is done by calibrating the experimental setup. Static deflectometric setups are usually calibrated using reference objects like flat mirrors [Wer11, HWB10] or with the help of other three-dimensional measurement techniques [Hor07].

But every movement of screen or camera requires a new calibration. And the techniques used for calibration put some constraints on the setup. For example, when using a flat mirror as calibration object, one needs to position screen and camera to acquire a good deflectometric measurement for the mirror. When the mirror is then replaced by another - maybe convex - surface, these positions might no longer be ideal. But the screen and the camera can only be moved together now, or the calibration data is vain.

More flexible approaches usually come at the cost of less precise calibration. For example, in our experimental setup, the extrinsics of the screen can only be deduced by using a camera image of the screen. This method is very imprecise and not good enough for a proper


Figure 5.1: $\mathrm{NC}\left(\mathcal{D}_{0}, \mathcal{D}_{2}\right)$ results on Hubbel where the second camera's view direction was wrong by $2^{\circ}$
deflectometric reconstruction. The camera extrinsics are taken from the position information of an industrial robot arm. This information is quite good, but nowhere near the precision of the calibration one wants to have for accurate deflectometry. We will discuss methods to improve such an approximate calibration. This is not specific to our setup, because an approximate calibration is easy to acquire, for example by attaching markers to screen and camera and using a stereo system observing the deflectometric setup. The methods can also be used to improve the manual calibration of static deflectometric setups.

This chapter describes new methods to improve a rough calibration that only needs to be valid up to a few millimeters. We also simultaneously reconstruct the surface. We believe these methods to be helpful even with static experimental setups but to be indispensable for a dynamic setup like ours. We build this framework on an abstract description of the idea published earlier [RS11].

### 5.1 Basic Principle

The basic idea is simple: the NC, the PRGM and the NC+PRGM reconstructors all use an inconsistency value to define how well two measurements agree if a point is part of the surface or not. The premise now is that with perfect calibration, this inconsistency value can always become zero on any given view ray that sees a reflected screen pixel. But if the calibration is not perfect, not all inconsistencies will vanish. Figure 5.1 shows the reconstruction result on the simulation object Hubbel (see section 6.1.4) with slightly wrong extrinsics: the camera of the second measurement was off by $2^{\circ}$. This has a dramatic impact on the reconstruction result and also on the inconsistencies. The substantial change in the reconstruction result also hints at the sensitivity of the deflectometry - a fact we use to our advantage in the calibration.

We arbitrarily choose the camera of the first measurement to have correct extrinsics, i.e. it will define our new world coordinate frame. We now proceed as follows: we reconstruct a surface with one of the methods, filter out outliers and take the mean of all inconsistency values in the reconstructed points. We will apply small rigid transformations to the first screen, second screen and second camera and reconstruct again till we converge on a minimal value for the mean of the inconsistencies. That is, we have 18 degrees of freedom to optimize. We could take more measurements into account, but for each new measurement we increase the degrees of freedom by 6 for the screen and 6 for the camera which adds to the optimization running time exponentially. For our experiments, we therefore always only used two measurements.

After convergence, we have not only achieved better calibration data, but we also have a better reconstruction of the surface. We therefore use the surface to improve the calibration and vice versa. This is why we call this method auto-calibrating deflectometry.

The following methods can be used for auto-calibration.

### 5.1.1 NC Auto-Calibration

The NC algorithm has some nice properties for the auto-calibration. First, the number of points on the reconstruction grid can be freely chosen. If one is only interested in the calibration parameters, the number of points can be reduced to speed up the calibration process. It is also the cheapest algorithm to compute which also affects the runtime of the optimization positively.
The inconsistency values are all between zero and one. This makes it hard to distinguish outlier points from inlier points with a high inconsistency because the current extrinsics are still bad. This often results in the translations of the extrinsics becoming huge in the optimization: if one camera is far from the other, the measurement volumes no longer overlap that much and therefore there are no or few points which often results in a low mean inconsistency. This happens so frequently that the NC on its own is next to useless for auto-calibration.

### 5.1.2 PRGM Auto-Calibration

The inconsistency values of the PRGM are unbound. It is therefore easier to filter out the completely wrong points which can have inconsistency of 1000 pixels or higher. When we start at a reasonably close approximation of the true extrinsics and only use the points which have an inconsistency of e.g. 20 or lower, we can be quite confident that the points we consider are really part of the surface. We now slightly alter the extrinisics towards a smaller mean inconsistency for these points. In the next reconstruction step which hopefully brought us closer to the true extrinsics we might have more points below 20 that are really part of the surface. The wrongly included points will get a higher inconsistency and eventually drop out of the set of points.
The PRGM is more costly than the NC though. The view rays through the search volume are implicitly defined, therefore the runtime can only be lowered by changing the step length $t$. In our experiments, the runtime of the PRGM was still sufficiently low to make it a suitable candidate for auto-calibration.


Figure 5.2: Inconsistency values of NC (green) and PRGM (red) along one view ray in a simulated measurement. The top plot shows the complete range, the bottom plot is zoomed on the true minimal value. The dashed lines are using the correct extrinsics, the solid lines are from slightly perturbed extrinsics.

### 5.1.3 Combi Auto-Calibration

The Combi reconstructor has the same qualities as the PRGM for auto-calibration: Its inconsistency values are unbound and outliers can therefore be removed reliably. But it has an even higher computational cost. However, it has one more benefit: the NC and the PRGM minima are only at the same point if the calibration is good. The minima will not align for wrong calibration data. This should increase the steepness of the descend towards the ideal parameters. Figure 5.2 shows the values for a single view ray from the example in Figure 5.1. In the bottom part of the plot it can be seen that NC and PRGM agree on the true minimum when there is no disturbance

## Chapter 5. Auto-Calibrating Deflectometry

but disagree with the wrong extrinsics. This can be used to find the correct parameters.
The impact of auto-calibration will be discussed together with the reconstruction algorithms in chapter 6 .

## 6

## Experimental Evaluation

This chapter presents the experiments and simulations performed to test and compare the reconstruction methods explained in chapter 4 and the auto-calibration from chapter 5 . We will start by describing our simulation environment and then explain which objects were simulated and how the algorithms performed on them. We will then continue by describing the experimental setup and its static calibration. We will conclude this chapter with some experiments and the performance of auto-calibration and reconstruction on them.

### 6.1 Simulations

We used different simulated objects and modelled the deflectometric measurement process using a raytracer program. We will start out by presenting our simulation environment, then we will proceed to the simulations and the results of the following methods on them: Normal comparison (NC), Passive Reflection Grating Photogrammetry (PRGM), Combined Reconstruction using NC and PRGM (Combi) and the Consistency Reconstruction (CR). We will also describe the performance of auto-calibration.

After the algorithms were run on the data, the resulting points were filtered using the per point inconsistencies where possible (NC, PRGM, Combi) to weed out outlier pixels. The resulting points were used to compare the algorithms.

### 6.1.1 Simulation Environment

The tool of choice for the simulation and visualization environment is Blender ${ }^{1}$, a free and open-source (FOSS) three-dimensional modelling and rendering tool. It is made with artistic purposes in mind the rendering engine therefore makes some incorrect simplifications of the physics of light propagation - but for our cases it is well suited because the reflection law is modelled correctly.
Blender has two advantages which makes it the best choice for our purposes: first, it offers complete scriptability which means that we can extract camera extrinsics and screen position from a modelled scene and that we can simulate a phase-shifting screen. The second feature is that it also offers the ability to use custom made texture plugins. This allowed us to model a screen that can be queried for its intensities sub-pixel precise. This gives us a perfect simulation environment to explore our algorithms, their correctness and their performance.

### 6.1.2 Plane

The simplest case considered here is the reconstruction of a quadratic plane patch laying in the $x-y$ plane at $z=0$ with a side length of 6 . The plane patch $S$ therefore has the following equation

$$
\begin{equation*}
S=\left\{z=0 \forall \mathbf{x}=(x, y, z)^{\top} \mid(-3 \leqslant x \leqslant 3) \wedge(-3 \leqslant y \leqslant 3)\right\} . \tag{6.1}
\end{equation*}
$$

Three measurements were simulated with three different camera and screen positions - we will designate them as measurements $\mathcal{D}_{0}$, $\mathcal{D}_{1}$ and $\mathcal{D}_{2}$. No measurement shows holes, i.e. in every camera position, every visible pixel of the plane patch reflects a screen pixel

[^0]and the complete object is visible in all measurements. The measurement $\mathcal{D}_{0}$ is special because it has the screen middle point and the camera's optical center at $x=y=0$ and the pixel plane of the camera, the screen and the plane patch are all parallel to each other.
The methods were now tested as follows: each method was tested using very conservative parameters (i.e. small step sizes) to achieve the best possible result. Points with a high inconsistency or with $x$ or $y$ values out of bounds were filtered out. We then fitted a plane through the remaining points. The resulting normal vector $\mathbf{n}=\left(n_{x}, n_{y}, n_{z}\right)^{\top}$ and the distance from the origin $d$ was compared to the correct values of $\mathbf{n}=(0,0,1)^{\mathrm{T}}$ and $\mathrm{d}=0$. We also looked at the mean distance of the points from the correct surface $\Delta_{\text {mean }}$. The complete results are compiled in table B.1.
All methods give very good results given the huge measurement volume. There are no outliers left after filtering and the reconstructed points are all very close to the plane. Numerically, the NC method performs consistently best throughout the comparison - its final error is limited by the numerical precision of the simulation while the CR performs up to two orders of magnitude worse when looking at the mean distance from the correct surface $\Delta_{\text {mean }}$. Notably, the NC+PRGM method performs comparable to PRGM alone and does not profit from the slightly better results of the NC method. The NC method gets worse when using all three measurements compared to only considering measurement 1 and 2 . The reason for this is that measurement 0 is the nosiest of the three and as it has the same weight in the final result it will increase the final error.
All methods deliver acceptable results in this test and most results are only limited by the precision of the rendering engine and the numerical accuracy of the calculations. The algorithms are therefore all working and suitable for reconstruction, but this simple example does not test the robustness of the algorithms.

### 6.1.3 Sphere

For the following reconstruction experiments, we acquired data from a sphere with radius 0.5 m with the given reconstruction tech-
niques. The evaluation of the reconstruction was done by fitting a sphere to all points using the RANSAC algorithm [FB81] and comparing the final radius and position to the ground truth. As before, we used three screen-camera position pairs, but due to the convexity of the sphere, only a small part of it could be measured. This shows a big problem with a flat screen: its dimensions must be enormous to acquire data from a strongly convex object. We also filtered the data in a fashion similar to the plane simulation.
The numerical results can be found in table B.2. We are listing the differences between the ground truth center point of the sphere and its estimated position first in each component $x, y, z$ and then their distance from each other $\|\Delta x\|$. We also list the absolute error in the radius estimation $\Delta \mathrm{r}$.

All methods cause an error in the order of millimeters in the location of the sphere and the radius. The radius is therefore measured up to roughly $2 \%$ precision. The high uncertainty comes from the small measurement volume: Only a very small part of the sphere could be reconstructed due to the high convexity and small screen. It is very hard to properly fit a sphere into only a small fraction of it.
Figure 6.1 shows the reconstruction results for the NC method. White points are outside of the sphere, black points inside it. The hole effect discussed in section 4.3.2 is visible with white points floating above the sphere and black points dropping into it. It can also be seen that the different measurement pairs have a slightly different overlapping patch on the surface. The three-ways-normal comparison $\mathrm{NC}\left(\mathcal{D}_{0}, \mathcal{D}_{1}, \mathcal{D}_{2}\right)$ reconstructs the surface in the complete volume, i.e. it combines the two patches to one. But otherwise it does not improve the reconstruction a lot: it inherits the strong hole problem of the first measurement and the numerical results are not significantly improved either.
Figure 6.2 shows the reconstruction results for the other methods. It is nice to see that that the Combi reconstructor significantly improves the PRGM result: while the latter shows the hole effect very strongly and drifts under and over the surface, the former has much less points inside the surface and the remaining ones lie very nicely on top of the surface. The numerical results are not improved much


Figure 6.1: Reconstruction results on the simulated sphere using the NC method. White points are outside the sphere, black points inside. One example for the hole effect can be seen in the top left image.
by combining NC and PRGM though, in some cases they even get slightly worse. The CR only shows minor drifting on the small reconstructed patch. It is also smooth except for some points on the right which suddenly drop inside the sphere. Numerically it is also on par with the other techniques for this experiment.

The Combi reconstructor performs best in this case. Its numerical results are among the best from all results and the reconstructed points lie well on the surface.


Figure 6.2: Representative results of the other reconstruction techniques on the simulated sphere.


Figure 6.3: The simulated object "Hubbel"


Figure 6.4: Masked results of the SGMF simulations of the Hubbel. The image in the middle shows the spot where the screen was not reflected this effectively represents a hole in the measurement.

### 6.1.4 Hubbel

Our final reconstruction object is a free formed surface formed from a plane by embossing a „Hubbel" (German for bump) onto it. It is designed to be a more realistic model of real world objects. Its size is $6 \times 6$ meters and its height is roughly .6 meters in its center. It is symmetric around two axes and convex but its form does not follow a simple analytical expression. Its material is modelled to be highly polished gold. A top and side view can be seen in Figure 6.3 .
As before, we took three measurements of the Hubbel, but this time, we also included one measurement with an artificial hole $\left(\mathcal{D}_{1}\right)$, i.e. an area that did not reflect the screen because the screen was poorly positioned. In our case, this spot reflects the surroundings of the measurement. The three SGMF can be seen in Figure 6.4 .

As the Hubbel cannot easily be captured analytically and because the raytracer subdivided the surface internally to make the rendering smoother, we cannot compare the quantitative results of the methods. We will only discuss the qualitative results and the impact the non-reflective hole has on the reconstruction.
The results for the NC method can be seen in Figure 6.5. The topmost result shows the reconstruction on two measurements without holes. As expected, the result looks flawless - all points are perfectly situated on top of the surface.

The image in the middle shows the reconstruction using the simulation with the hole and one without. At the edges of the hole, the effect predicted in section 4.3.2 can clearly be seen. Otherwise, the reconstruction is as good as the first one - the hole only has local effects on the quality of the reconstruction. The last result is using all three measurements and looks similar to the result of the first reconstruction. The hole has been filled because only the data of the first and third measurement where used inside. Only at the edges of the hole is the reconstruction slightly flawed: the border effect of the second measurement impacted some of these points so that they are not perfectly aligned on the surface. This is hardly noticeable in the pictures though.
Figure 6.6 shows the results for the PRGM and for the Combi reconstructor. For the PRGM, there are a lot more stray points that were not filtered out. Both reconstructors do not show the hole effect in the middle picture. This is in accordance with our other experiments: the PRGM and Combi reconstructor do not suffer from the hole effect as much as the NC and very often they do not show it at all for the same camera and screen positions at which the NC shows it. The PRGM pictures seems to contain vertical lines - this is just a random artifact though that appeared when points where removed for the visualization which is not in the three-dimensional data.
The PRGM closes the hole if all three measurements are used, but the reconstruction is flawed and far from the correct surface. Even though two of the measurements have valid data for the hole, the third measurement destroys a good reconstruction. The Combi reconstruction looks better overall: There are less stray points and in


Figure 6.5: NC results on Hubbel.

(a) $\operatorname{PRGM}\left(\mathcal{D}_{0}, \mathcal{D}_{2}\right)$

(c) $\operatorname{PRGM}\left(\mathcal{D}_{1}, \mathcal{D}_{2}\right)$

(e) $\operatorname{PRGM}\left(\mathcal{D}_{0}, \mathcal{D}_{1}, \mathcal{D}_{2}\right)$

(b) $\operatorname{Combi}\left(\mathcal{D}_{0}, \mathcal{D}_{2}\right)$

(d) $\operatorname{Combi}\left(\mathcal{D}_{1}, \mathcal{D}_{2}\right)$

(f) $\operatorname{Combi}\left(\mathcal{D}_{0}, \mathcal{D}_{1}, \mathcal{D}_{2}\right)$

Figure 6.6: PRGM and PRGM+NC results on Hubbel.
the three measurement reconstruction there are even none. The hole is not filled, but the hole effect is also completely filtered out - and no data is better than wrong data.
Figure 6.7 shows the results for the consistency reconstructor. The reconstruction with the measurements without holes (a) is looking nice, but a closeup reveals the drift error in the integration: the reconstructed points (white) are systematically below the surface. This is due to the integration drift that is inherent to this method. The other two pictures show the asymmetry of the method: the middle picture was reconstructed from a measurement without holes and the measurement with holes was for consistency testing. The measurement looks fine except for the drift. The other way around shows problems around the hole and at the very edge of the surface (c). Bad data in the first measurement therefore really makes more trouble than in the second.

Overall, given three measurements, the NC deals best with holes in the data. It closes the hole with the information from the other measurements. Otherwise, the Combi reconstructor is most convincing in this simulation: It has very little stray points and detects the hole problem and delivers no data in this case. The CR's integration drift hits here full force and disqualifies the CR practically for correct reconstruction. It is the only method that can smoothly close the hole with only two measurements though.

### 6.1.4. 1 Testing the Auto-Calibration

To test the auto-calibration algorithms, we used the following test case: we disturbed the position and orientation of the screen in $\mathcal{D}_{0}$ and $\mathcal{D}_{2}$ by a random translation of 1 cm and rotation of $2.5^{\circ}$. We also disturbed the view direction of the camera in $\mathcal{D}_{2}$ by an angle of $2^{\circ}$. We then tested the auto-calibration algorithms described in chapter 5 .
The NC auto-calibration sometimes drifted off and didn't terminate. When it converged, it found the correct minima. The PRGM and Combi reconstructor always converged on the correct minima, the Combi method consistently needed less iterations. The precision of


Figure 6.7: CR results on Hubbel. The top image shows the drift in a zoomed area: the white points are the reconstruction results, the black lines are the true surface.
the final result of all three algorithms was only limited by the running time of the optimization. The runtime required for optimizing the extrinsics is in the order of a thousand reconstructions.

### 6.2 Experiments

We will now provide an evaluation of the reconstruction algorithms on real data. All data was acquired on a custom built experimental setup which we will discuss in detail in the next section. After that, we will provide information about the calibration of this experimental setup. Then we will discuss the experiments conducted with this setup and the results the algorithms produced.

### 6.2.1 Experimental Setup

The schematics and the basic working principle of the experimental setup can be seen in Figure 6.8, a photo of the real setup is provided in Figure 6.9. The setup consists of the screen - a standard LCD computer color display which is only driven with grayscale values, an industrial video camera capable of picturing images at $1600 \times 1200$ pixels mounted on a six degrees-of-freedom industrial robot arm and of course an object under test - the surface. The robot is capable of delivering reasonably precise position and orientation information of his hand - the manufacturers manual claims .2 mm precise position and $.5^{\circ}$ precise angle information. Together with a good hand-eye calibration - we will discuss this topic in section 6.2.1.2- this directly translates into the extrinsics of the camera. However, our screen is hand positioned and there is no precise position data available. We know its dimensions though, and together with the camera data this is enough to get an estimate of the screen's position in the world coordinate frame (see section 6.2.1.4).
An experiment therefore needs two steps:

1. After the screen has been positioned manually, the camera is positioned such that it can picture the whole screen's surface.

(a) First step of measurement: Using the given position of the robot, the hand-eye calibration between robot and camera, the dimension of the screen and an image of the pattern on the screen, the screen's position and orientation is estimated.

(b) Second step of measurement: Without moving the screen, the camera is moved to a position where all or most of the surface reflects the screen into the camera. A SGMF measurement is then run. Together with screen position and camera intrinsics and extrinsics this forms a deflectometric measurement.

Figure 6.8: Schematics and principle of the experimental setup. Images on the right are from the camera.


Figure 6.9: Photo of the experimental setup. The left picture shows the first step: the determination of the screen position. The right picture is taken while the deflectometric measurement is acquired.

A chessboard pattern of known dimension is displayed and is used to determine the screen's position and orientation in the world coordinate frame.
2. The camera is then moved to a position where it can picture the reflected and distorted screen in the surface under test. A SGMF measurement can then be acquired. Together with the camera parameters and screen position, this represents a complete deflectometric measurement.

There are plenty of parameters to be calibrated in this setup before a measurement can be acquired. The most important one is the rigid transformation between robot and camera coordinate frame. This problem is well known as hand-eye calibration and its quality is of utmost importance in our measurement process. We will discuss the solutions we investigated in section 6.2.1.2. Other calibration parameters are the camera intrinsics (see section 6.2.1.1) and the screen's non linearity (see section 6.2.1.3).

### 6.2.1.1 Intrinsic Camera Calibration

We use a well established model and its corresponding calibration procedure [Zha00, HS97] for our camera. For all algorithms working with the acquired images, we assume a pinhole camera. For this to
be valid, we need to compensate for the effects of the lens on the image data.
Given a point $\mathbf{x}$ which we will augment to its dual quaternion representation $\breve{\mathfrak{x}}=(1, \mathbf{0})+\epsilon(0, \mathbf{x})$, the pinhole camera model will project it into the pixel $\mathbf{u}=\left(u_{x}, u_{y}\right)^{\top}$ according to

$$
s\left(\begin{array}{c}
u_{x}  \tag{6.2}\\
u_{y} \\
1
\end{array}\right)=\operatorname{AVec}(\operatorname{Dual}(\breve{\mathfrak{E} \mathfrak{x}} \overline{\overline{\mathfrak{E}}})) .
$$

Herein $\breve{\mathfrak{E}}$ is the rigid body transformation between the calibration target and the camera coordinate frame. The matrix

$$
\mathbf{A}=\left(\begin{array}{ccc}
f_{x} & \alpha f_{x} & c_{x}  \tag{6.3}\\
0 & f_{y} & c_{y} \\
0 & 0 & 1
\end{array}\right)
$$

is a projective matrix containing the intrinsic parameters of the camera. These are the principal point $\left(c_{x}, c_{y}\right)$ which is approximately the image center, the focal lengths $f_{x}$ and $f_{y}$ and the skew $\alpha$ which contains information about how strongly the $x$ and $y$ axes in the pixel plane deviate from $90^{\circ}$. For todays industrial cameras, the skew is very close to zero and can be usually completely ignored.
A real life lens usually has some distortions. These are modeled using the radial coefficients $k_{1}, k_{2}, k_{3}$ and the tangential coefficients $p_{1}, p_{2}$. The complete transformation then becomes a little more complex:

$$
\begin{align*}
\left(\begin{array}{l}
x \\
y \\
z
\end{array}\right) & =\operatorname{Vec}(\operatorname{Dual}(\breve{\mathfrak{E} x} \breve{\overline{\mathfrak{C}}}))  \tag{6.4}\\
x^{\prime} & =x / z \quad y^{\prime}=y / z  \tag{6.5}\\
r & :=x^{\prime 2}+y^{\prime 2}  \tag{6.6}\\
u_{x} & =f_{x}\left(x^{\prime}\left(1+k_{1} r^{2}+k_{2} r^{4}+k_{3} r^{6}\right)+2 p_{1} x^{\prime} y^{\prime}+p_{2}\left(r^{2}+2 x^{\prime 2}\right)\right)+c_{x}  \tag{6.7}\\
u_{y} & =f_{y}\left(x^{\prime}\left(1+k_{1} r^{2}+k_{2} r^{4}+k_{3} r^{6}\right)+2 p_{2} x^{\prime} y^{\prime}+p_{1}\left(r^{2}+2 y^{\prime 2}\right)\right)+c_{y} . \tag{6.8}
\end{align*}
$$



Figure 6.10: The various frames of references and their relationship in the hand-eye calibration process.

For the calibration we proceed as follows: we acquire an image of a chessboard of a certain size (e.g. with $6 \times 8$ squares, i.e. 35 internal corners). We change the position of the camera before each capture, i.e. we have different extrinsics for each acquired image of the chessboard. Our model has 5 parameters for the distortions, 5 parameters for the intrinsics and 6 parameters for each camera position, i.e. $10+6 n$ parameters when $n$ images with different camera positions are acquired. We can now use a bundle adjustment to solve for the parameters we are looking for. The metric that is usually employed for the minimization is the reprojection error of the chessboard corners through the model. We used the implementation suggested in [HS97] for all of our experiments.

### 6.2.1.2 Hand-Eye Calibration

The frame of reference of the camera and the frame of reference of the robot's hand coordinate differ and the transformation between those two systems must be calibrated in one way or another.

Using the identifiers from Figure 6.10, we search for the transformation $\breve{\mathfrak{x}}$ from hand to camera frame. The usual approach is to take some arm positions $\breve{\mathfrak{b}}_{i}$ relative to the world coordinate frame where the camera can see a calibration target (in our case a chessboard pattern). If the intrinsics and distortions of the camera are known, the screw that translates the frame of reference of the chessboard $\breve{\mathfrak{m}}_{i}$ into the frame of reference of the camera $\breve{\mathbf{a}}_{i}$ can be determined. Between two such positions with $i=1,2$, the following relation can be read from Figure 6.10

$$
\begin{equation*}
\breve{\mathfrak{b}}=\breve{\mathfrak{x}} \breve{\mathfrak{a}} \overline{\mathfrak{x}} \tag{6.9}
\end{equation*}
$$

where $\breve{\mathfrak{a}}=\overline{\mathfrak{a}}_{1} \breve{\mathfrak{a}}_{2}$ is first going the transformation $a_{1}$ backwards, than doing $a_{2}$. Analogously, $\breve{\mathfrak{b}}=\breve{\mathfrak{b}}_{1} \breve{\breve{b}}_{2}$.
We will discuss three solutions for this problem in increasing sophistication and quality.
6.2.1.2.1 Linear Separable Solution Writing (6.9) using homogeneous matrices as introduced in section 1.4 the problem reads

$$
\begin{align*}
\mathbf{X}^{-1} \mathbf{A X} & =\mathbf{B}  \tag{6.10}\\
\Rightarrow \mathbf{A X} & =\mathbf{X B} . \tag{6.11}
\end{align*}
$$

The various transformations are now represented by affine transformation matrices; the letters have been kept the same: A is the transformation between the two camera positions, $\mathbf{B}$ the one between robot hand positions and $\mathbf{X}$ is the transformation between hand and eye. We will also define that the transformation $\mathbf{A}$ consists of the rotation matrix $\mathbf{R}_{A}$ and the translational vector $\mathbf{t}_{A}$ and analogously for the other transformations.

This matrix equation can now be broken down in its rotational and its translational parts:

$$
\begin{align*}
\mathbf{R}_{\mathcal{A}} \mathbf{R}_{X} & =\mathbf{R}_{X} \mathbf{R}_{\mathrm{B}}  \tag{6.12}\\
\mathbf{R}_{\mathcal{A}} \mathbf{t}_{\mathrm{X}}+\mathbf{t}_{\mathcal{A}} & =\mathbf{R}_{X} \mathbf{t}_{\mathrm{B}}+\mathbf{t}_{\mathrm{X}} \\
\Rightarrow\left(\mathbf{R}_{\mathcal{A}}-\mathbf{I}\right) \mathbf{t}_{\mathrm{X}} & =\mathbf{R}_{X} \mathbf{t}_{\mathrm{B}}-\mathbf{t}_{\mathrm{A}} \tag{6.13}
\end{align*}
$$

The rotational equation (6.12) can be further simplified using some of the properties of rotational matrices discussed in section 1.3.1. namely that each rotation matrix has an eigenvalue $\lambda=1$ and that $\mathbf{R}^{-1}=\mathbf{R}^{\top}$. If we multiply the equation from the right site with the eigenvector $\mathbf{n}_{B}$ from $\mathbf{R}_{B}$ corresponding to its eigenvalue of 1, we see that

$$
\begin{equation*}
\mathbf{R}_{A} \mathbf{R}_{X} \mathbf{n}_{\mathrm{B}}=\mathbf{R}_{X} \mathbf{R}_{\mathrm{B}} \mathbf{n}_{\mathrm{B}}=\mathbf{R}_{X} 1 \cdot \mathbf{n}_{\mathrm{B}} . \tag{6.14}
\end{equation*}
$$

From this, we can directly infer the eigenvector

$$
\begin{equation*}
\mathbf{n}_{\mathcal{A}}=\mathbf{R}_{\mathbf{X}} \mathbf{n}_{\mathrm{B}} \tag{6.15}
\end{equation*}
$$

of $\mathbf{R}_{A}$ to the eigenvalue 1. This equation is equivalent to (6.12), but much cheaper to compute.
We see from (6.13) that finding $\mathbf{t}_{X}$ becomes a linear problem if we have a solution for the rotational part $\mathbf{R}_{X}$. Of course, those two quantities are coupled. But for small rotations, first solving for $\mathbf{R}_{X}$ and then for $\mathbf{t}_{X}$ will yield acceptable results. The solution for the separable problem was first introduced by [FH86]; we follow a more compact mathematical formulation similar to [HD95].
So let's find a solution that minimizes the error in the rotational part (6.15). We start by writing the error function. For convenience, we write the rotation by $\mathbf{R}_{x}$ as a quaternion product with a unit quaternion $\mathfrak{x}$ and make some simplifications

$$
\begin{align*}
\left\|\mathbf{n}_{\mathcal{A}}-\mathfrak{x} \mathbf{n}_{\mathrm{B}} \overline{\mathfrak{x}}\right\|^{2} & =\left\|\mathbf{n}_{\mathcal{A}}-\mathfrak{x} \mathbf{n}_{\mathrm{B}} \overline{\mathfrak{x}}\right\|^{2}\|\mathfrak{x}\|^{2}  \tag{6.16}\\
& =\left\|\mathbf{n}_{\mathcal{A}} \mathfrak{x}-\mathfrak{x} \mathbf{n}_{\mathrm{B}}\right\|^{2}  \tag{6.17}\\
& =\left(\mathbf{L}\left(\mathbf{n}_{\mathcal{A}}\right) \mathbf{x}-\mathbf{R}\left(\mathbf{n}_{\mathrm{B}}\right) \mathbf{x}\right)^{\top}\left(\mathbf{L}\left(\mathbf{n}_{\mathcal{A}}\right) \mathbf{x}-\mathbf{R}\left(\mathbf{n}_{\mathrm{B}}\right) \mathbf{x}\right)  \tag{6.18}\\
& =\mathbf{x}^{\top} \mathbf{K} \mathbf{x} . \tag{6.19}
\end{align*}
$$

We used the identities (1.23) in the third step of this simplification - this also converts the quaternion to a 4-dimensional vector of real values - and defined

$$
\begin{equation*}
\mathbf{K}:=\left(\mathbf{L}\left(\mathbf{n}_{\mathcal{A}}\right)-\mathbf{R}\left(\mathbf{n}_{\mathrm{B}}\right)\right)^{\top}\left(\mathbf{L}\left(\mathbf{n}_{\mathcal{A}}\right)-\mathbf{R}\left(\mathbf{n}_{\mathrm{B}}\right)\right) \tag{6.20}
\end{equation*}
$$

in the last step. We must now minimize (6.16) under the constraint that $\|\mathbf{x}\|=1$. We can achieve this reduction in the degrees of freedom
by using a Lagrange multiplier and instead minimize

$$
\begin{equation*}
\min _{\mathbf{x}}\left(\mathbf{x}^{\top} \mathbf{K} \mathbf{x}+\lambda\left(1-\mathbf{x}^{\top} \mathbf{x}\right)\right) \tag{6.21}
\end{equation*}
$$

This convex equation always has a unique global minimum which can be directly found by differentiating and setting equal to zero. This gives

$$
\begin{equation*}
K x=\lambda \mathbf{x} . \tag{6.22}
\end{equation*}
$$

The quaternion that minimizes the rotational error (6.12) is therefore the eigenvector of $\mathbf{K}$ to its smallest eigenvalue. As $\mathbf{K}$ is positive and symmetric, the eigenvalues will all be real and positive. Solving for the translation $\mathbf{t}_{\mathrm{X}}$ is then a simple linear least squares problem.

Note that data from many movements can and should be combined into a big composed matrix $\mathbf{K}_{\text {total }}=\sum \mathbf{K}_{\mathbf{i}}$ which is equivalent to minimizing the sum of squared differences over all movement rotation errors under the constraint of a unit quaternion. Of course, the same applies to the solution for the translational part.
6.2.1.2.2 Coupled solution For larger rotations, the decoupled solution delivers unsatisfying results. An easy approach is to simply minimize a coupled error function like the following

$$
\begin{equation*}
\min _{\mathfrak{x}, \mathfrak{t}_{\mathrm{x}}}\left(\lambda_{1}\left\|\mathbf{n}_{\mathrm{a}}-\mathfrak{x n}_{\mathrm{B}} \overline{\overline{\mathfrak{x}}}\right\|^{2}+\lambda_{2}\left\|\left(\mathbf{R}_{\mathcal{A}}-\mathbf{I}\right) \mathbf{t}_{X}-\mathfrak{x}_{\mathrm{B}} \overline{\mathfrak{x}}+\mathbf{t}_{\mathcal{A}}\right\|^{2}\right) . \tag{6.23}
\end{equation*}
$$

This minimizer function was suggested by [HD95], but they used a Levenberg-Marquardt minimizer and a soft constraint on the unit length of the rotational quaternion. In our experiments, we used a superior solver that can handle constraints directly called SLSQP (Sequential least squares fitting with constraints) which is well described in [CC09].
6.2.1.2.3 Linear solution using Dual Quaternions In [Dan99] a nice method of solving the hand-eye calibration procedure is described which directly uses the dual quaternion formulation. We
follow the description by beginning with the original transformation equation (6.9) and note that the scalar part of the equation does not contribute to the solution because it is the same for $\breve{\mathfrak{a}}$ and $\breve{\mathfrak{b}}$ :

$$
\begin{align*}
& \mathrm{Sc}(\breve{\mathfrak{b}})=\frac{1}{2}(\breve{\mathfrak{b}}+\overline{\breve{\mathfrak{b}}})=\frac{1}{2}(\breve{\mathfrak{x}} \breve{\mathfrak{a}} \overline{\mathfrak{x}}+\breve{\mathfrak{x}} \breve{\breve{\mathfrak{a}} \breve{\mathfrak{x}}}) \\
& =\frac{1}{2} \breve{\mathfrak{x}}(\breve{\mathfrak{a}}+\breve{\mathfrak{a}}) \overline{\mathfrak{x}}=\operatorname{Sc}(\breve{\mathfrak{a}}) \breve{\mathfrak{x}} \overline{\mathfrak{x}}=\operatorname{Sc}(\breve{\mathfrak{a}}) . \tag{6.24}
\end{align*}
$$

This is the screw congruence theorem which states that two rigidly connected bodys which undergo a rigid body motion together will make both a screw motion with the same angle and the same pitch but different rotation axes relative to their own frame of reference. Or in other words: the pitch and the angle of a screw remain invariant under rigid transformations [Che91].
Since the scalar components do not give us any more information they cancel from the equation and we can set them to zero right away and ignore them in the further analysis.
We now split (6.9) into the dual and non-dual part and remember that $\breve{\mathfrak{a}}=\left(0, \mathbf{a}_{\mathrm{r}}\right)+\epsilon\left(0, \mathbf{a}_{\mathrm{d}}\right)$ and likewise for $\breve{\mathbf{b}}$.

$$
\begin{align*}
\mathfrak{b}_{\mathrm{r}} & =\mathfrak{x}_{\mathrm{r}} \mathfrak{a}_{\mathrm{r}} \overline{\mathfrak{x}}_{\mathrm{r}}  \tag{6.25}\\
\mathfrak{b}_{\mathrm{d}} & =\mathfrak{x}_{\mathrm{r}} \mathfrak{a}_{\mathrm{r}} \overline{\mathfrak{x}}_{\mathrm{d}}+\mathfrak{x}_{\mathrm{r}} \mathfrak{a}_{\mathrm{d}} \overline{\mathfrak{x}}_{\mathrm{r}}+\mathfrak{x}_{\mathrm{d}} \mathfrak{a}_{\mathrm{r}} \overline{\mathfrak{x}}_{\mathrm{r}} \tag{6.26}
\end{align*}
$$

Multiplication with $\mathfrak{x}_{\mathrm{r}}$ from the right and using the dual normalization relationship for unit dual quaternions

$$
\begin{equation*}
\overline{\mathfrak{x}}_{\mathfrak{r}} \mathfrak{x}_{\mathrm{d}}+\overline{\mathfrak{x}}_{\mathrm{d}} \mathfrak{x}_{\mathrm{r}}=0 \tag{6.27}
\end{equation*}
$$

and also inserting the first equation into the second gives

$$
\begin{align*}
& \mathfrak{b}_{\mathrm{r}} \mathfrak{x}_{\mathrm{r}}=\mathfrak{x}_{\mathrm{r}} \mathfrak{a}_{\mathrm{r}}  \tag{6.28}\\
& \mathfrak{b}_{\mathrm{d}} \mathfrak{x}_{\mathrm{r}}=-\mathfrak{b}_{\mathrm{r}} \mathfrak{x}_{\mathrm{d}}+\mathfrak{x}_{\mathrm{r}} \mathfrak{a}_{\mathrm{d}}+\mathfrak{x}_{\mathrm{d}} \mathfrak{a}_{\mathrm{r}} \tag{6.29}
\end{align*}
$$

or equivalently

$$
\begin{align*}
\mathfrak{b}_{\mathfrak{r}} \mathfrak{x}_{\mathrm{r}}-\mathfrak{x}_{\mathrm{r}} \mathfrak{a}_{\mathrm{r}} & =0  \tag{6.30}\\
\left(\mathfrak{b}_{\mathrm{d}} \mathfrak{x}_{\mathrm{r}}-\mathfrak{x}_{\mathrm{r}} \mathfrak{a}_{\mathrm{d}}\right)+\left(\mathfrak{b}_{\mathrm{r}} \mathfrak{x}_{\mathrm{d}}-\mathfrak{x}_{\mathrm{d}} \mathfrak{a}_{\mathrm{r}}\right) & =0 . \tag{6.31}
\end{align*}
$$

We now translate this equation in a vector-matrix product following the rules of the quaternion multiplication and keeping in mind that the scalar parts of all quaternions are 0 . This gives the following equation:

$$
\left(\begin{array}{ccc}
\mathbf{a}_{\mathrm{r}}-\mathbf{b}_{\mathrm{r}}\left[\mathbf{a}_{\mathrm{r}}+\mathbf{b}_{\mathrm{r}}\right]_{\times} & \mathbf{0} & \mathbf{0}  \tag{6.32}\\
\mathbf{a}_{\mathrm{d}}-\mathbf{b}_{\mathrm{d}}\left[\mathbf{a}_{\mathrm{d}}+\mathbf{b}_{\mathrm{d}}\right]_{\times} & \mathbf{a}_{\mathrm{r}}-\mathbf{b}_{\mathrm{r}} & {\left[\mathbf{a}_{\mathrm{r}}+\mathbf{b}_{\mathrm{r}}\right]_{\times}}
\end{array}\right)\binom{\mathbf{x}_{\mathrm{r}}}{\mathbf{x}_{\mathrm{d}}}=\mathbf{0} .
$$

Note that the matrix corresponds to one hand-eye movement, if we have many movements, we construct a matrix with all information by stacking the individual $6 \times 8$ matrices. This matrix has a rank of six in the noise-free case. We therefore find a basis for the nullspace of the matrix $B$ which has dimension 2 by singular value decomposition. We then use the normalization constraints for the unit quaternions to find the two valid dual quaternions $\breve{\mathfrak{x}}$ and $\breve{\mathfrak{x}}$, any of which is a solution to our hand-eye calibration problem.
6.2.1.2.4 Discussion In our experiments, the linear separable solution proved unusable. The rotational part between camera and robot is quite large and the separation approximation was just not valid.

The coupled solution and the dual quaternion solution gave plausible and similar results - with the running times of the dual quaternion method being much faster than the coupled approach. Which result is more precise cannot be determined without ground truth data, but we have a higher confidence in the dual quaternion data - mainly based on the results of [Che91], but also because there are only six free parameters in this solution instead of seven. We therefore used the last method for our hand-eye calibration.

### 6.2.1.3 Photometric Calibration

We already discussed in section 3.2.4.2 what influence the non linearities of the screen's response can have on the SGMF. Obviously, this directly translates into errors in the reconstruction. To solve this problem, we tried two approaches. We already described the first
one in section 3.2.4.2. The response curve of our screen can be approximated very well by a second order polynomial (see Figure 3.2) given the viewing angles are not too big. That is, the analytical solution for the phase shift should not be biased in our case, though the solutions for the amplitude and the background illuminations will be.

To also measure them without bias and to not limit ourselves to too small viewing angles, we tried a second solution using a per-pixel lookup table for each measurement. Before we started a SGMF measurement, we displayed ten pictures of increasing brightness on the screen. We used the corresponding camera pictures to fit a per-pixel spline lookup curve into these measurements and used the inverse mapping as a lookup table which linearizes the response curve. This solution worked quite acceptably for the brighter part of the lookup table but gave noisy data in the darker part. Since the final results for the SMGF were noisier than with the analytical solution, we discarded the lookup table approach and only used the analytical approach in our measurements.

### 6.2.1.4 Determining the Screen Position

If the transformation $\mathfrak{\mathfrak { x }}$ between hand and eye is known, the screen position is easily found. We display a chessboard of known size on the screen and picture it with the camera mounted on the robot. By minimizing the reprojection error, we can find the transformation $\breve{\mathfrak{a}}$ from the camera to the screen. We now only need the transformation $\breve{\mathfrak{b}}$ from world to robot arm frame and the hand-eye transformation $\breve{\mathfrak{x}}$ and we directly get the transformation $\breve{\mathfrak{w}}_{\text {s }}$ from the screen coordinate frame to the world, i.e. the extrinsics of the screen as

$$
\begin{equation*}
\breve{\mathfrak{w}}_{s}=\overline{\breve{\mathfrak{b}}} \mathfrak{\mathfrak { x }} \breve{\overline{\mathfrak{a}}} . \tag{6.33}
\end{equation*}
$$

Geometrically, a flat angle would be ideal for this approach. However, extracting the corners of the checkerboard works best when the camera looks along the normal vector of the screen and will become harder when the camera looks in a flat angle onto the surface. A compromise must be struck here.

The edges of the chessboard will be found more precisely if the chessboard is bigger - the distance to the screen will therefore also have an impact on the precision. But even in ideal conditions, the position of the screen will not be very precise with the error being in the order of a few millimeters. This is due to the detection of the chessboard corners which is very sensitive to tilting and rotating. The precision could be improved by taking more than one image with different camera positions into account.
This concludes the description of the experimental setup. We will now discuss the experiments conducted with it.

### 6.2.2 Mirror

The first test object is a round, flat mirror with a radius of 5 cm which can be seen in Figure 6.11(a), As in section 6.1.2, we can do a numerical analysis of the methods here - we simply fit a plane using RANSAC to the measured points and compare the mean distance of the points from the plane which were not classified as outliers. Due to the imperfection of our calibration data, we must always start the test of our algorithms with the auto-calibration. This is a necessity for all conducted experiments and we will not be able to separate the steps. Therefore, we will only consider the algorithms that can provide auto-calibration together with reconstruction, namely PRGM and Combi reconstructors and we will always discuss the combined result of auto-calibration and reconstruction method in this chapter.
We ran the following experiments: We used the PRGM and the Combi auto-calibration procedure and varied only the screens of the measurements (S1 S2), the screens and the second camera (S1 S2 C2) or all four elements (S1 S2 C1 C2). The numerical results can be seen in table B.3. The S1 S2 C2 auto-calibrations perform consistently worse than S1 S2 and S1 S2 C1 C2 which seems strange at first. It seems that the optimization is not able to drag the complete coordinate system into the frame of reference of the first camera. The reconstruction considering all extrinsics as free parameters performs best considering all cases - but they also take a long time to compute. On our setup, a reconstruction plus auto-calibration with 24


Figure 6.11: Objects used in the experiments.


Figure 6.12: Reconstructed points from the mirror before (left) and after (right) auto-calibration.
free parameters ran for approximately three hours. It is notable that the PRGM outperforms the Combi reconstructor here in all cases.

Figure 6.12 compares the results of a PRGM auto-calibration with a measurement without auto-calibration. It is obvious that the autocalibrated measurement has less outliers, though some remain at the edges of the surface.

### 6.2.3 Bowling Ball

In our second experiment, we used a bowling ball with a radius of $r=109.15 \mathrm{~mm}$. We took two deflectometric measurements of the object, auto-calibrated and reconstructed, filtered the results and used RANSAC to fit a model of a sphere onto the points. The results can be seen in table B. 4

Both methods improve the results comparably, again the calibration that takes all objects as free parameters performs the best. The Combi reconstructor outperforms the PRGM in this test slightly. The
final relative error for the radius is below $1 \%$. The experiment therefore has better results than the simulation. This is because the ratio of screen size and sphere radius is smaller here. Therefore, a single measurement can picture a larger part of the sphere which makes it easier to fit the data to the points.

### 6.2.4 Faucet

Our last and most challenging object is a brass faucet with some holes in it. The exact size of the object is unknown. It is meant as a challenging object to push the methods to their limits. It is approximately 20 cm long, 17 cm wide, and 1 cm thick. It also contains a number of dents and scratches.
The object itself and the auto-calibration results of PRGM and Combo can be seen in Figure 6.13. A result of the Combo reconstructor without auto-calibration can be seen in Figure 6.14. Clearly, the auto-calibration significantly improves the result. However, the number of outliers remains high even after auto-calibration. The circles in Figure 6.13 indicate dents in the surface: they are barely visible in the photo, but can be seen as areas without proper reconstruction in the result images. The Combo reconstructor is able to close some of the areas better than the PRGM and it also performs slightly better in capturing the geometry of the object.
Both methods have a lot of problems with the holes: the hole effect is visible in the side view images and there are a lot of outliers in and around the holes. The final calibration is obviously not perfect because we can see artifacts around the bumps that are similar to what we could see in the simulated image in section 5.1 .

### 6.3 Conclusion

The simulations and experiments show that the best methods for reconstruction are the PRGM and the Combi reconstructor. The CR has the problem of global drift which makes it a bad contender overall. The NC performs well in situations where the extrinsics are well


Figure 6.13: Reconstruction with auto-calibration using PRGM (left) and Combo (right). The object seems truncated at the bottom left, because one of the measurements did not deliver data there.


Figure 6.14: $\operatorname{Combo}\left(\mathcal{D}_{0}, \mathcal{D}_{1}\right)$
known but proves unstable when used with the auto-calibration. PRGM and Combi are performing very well and are comparable if good extrinsics are available but the Combi reconstructor is slightly more stable when used in situations without proper extrinsic calibration. However, it is numerically more expensive than the PRGM.

## $-7$

## Summary and Outlook

This work describes mathematics, techniques and experimental setup suitable for reconstructing highly specular reflecting surfaces using only auto-calibrating deflectometry.

We started out by introducing the mathematical concepts needed for the reconstruction. We proceeded by explaining the basic principle and some theoretical limits of deflectometry. We also introduced the fundamental formulas using the mathematical framework of dual quaternions.

We detailed the common acquisition methods for the SGMF and explained our methods of choice. We used the Multi-Phase Shift method for our experiments. After the acquisition of the SGMF, we were in a position to discuss the reconstruction algorithms. We presented established and novel algorithms and detailed their mode of operation. We also stated them explicitly in the context of the mathematical framework. Due to the high performance of the GPU implementation, we were in a position to invent various combinations of the algorithms with each other and generalizations to more than two measurements. Both extensions have shown to improve the results in most cases. All algorithms have been tested on simulations and on experimental data.

The experimental setup with the camera mounted on a robot and the screen being free and without positioning information inspired the search for a auto-calibrating approach: while the robot delivers data with an acceptable precision, the localisation of the screen is not very precise. This was also seen in the experimental evaluation. However, the auto-calibration approach using the PRGM or the Combi reconstructor improved the reconstruction results considerably. Altogether, the Combi reconstructor has proven to be the best all around algorithm for reconstruction and auto-calibration. It dealt well with holes in the measurement and outliers and produced the best results in the real world experiments and the simulations.

Future work could include improvements of the experimental setup. The robot has a high repeatability, but the absolute positioning is not known precisely. If absolute positioning could be guaranteed, the setup could be used as a benchmark for the auto-calibration. The experimental data could also be improved by replacing the video camera currently deployed by a high quality still camera which might improve the acquired image quality considerably.

Another open question this work unraveled is the relationship between camera and screen position and the hole problem. Some camera-screen position pairs reduce the hole problem at the border of a surface considerably compared to others. This specific observation can be generalized to the question if there are ideal or degenerate position pairs or sets of deflectometric measurements. It is also of interest if given an object, it is possible to find a set of screen and camera pairs that capture the whole surface in an ideal fashion.

This directly leads to another open question. Given a convex or even a cylindrical object for reconstruction, a flat screen is a handicap: it must be very big to guarantee that most or all of the surface reflects light from it into the camera. This can be solved in two ways: either by allowing for a curved screen or by patching more measurements together to form a bigger virtual surface. We will discuss both possibilities now.

A curved screen would solve many problems with convex objects. Organic LED technology is able to provide a curved screen with suitable characteristics for deflectometry. The position detection from
section 6.2.1.4 would need to be changed and the measurement of the SGMF would also need to be updated for a new screen geometry. The reconstruction algorithms would still work as stated.

The other possibility is to study the possibilities of patching many measurements of the current setup into a combined surface. Of course, combining three-dimensional point clouds is a wellresearched topic, but for deflectometry an earlier fusion of the SGMF is already possible. It has yet to be studied which approach will lead to better results.

The auto-calibration provided in this work is already useful in improving reconstruction results. It was made possible in part due to the significant improvements of the speed of reconstruction we achieved in this work. However, the reconstruction with autocalibration is still rather slow. Further work on the algorithms could try improving the speed and the quality of the final extrinsics.

The bottom line of this thesis is that a simple and dynamic experimental setup as used in this work together with a set of algorithms for reconstruction and calibration provides a flexible toolchain for the measurement of specular surfaces. The auto-calibration is slow but functional and has made manual calibration unnecessary while improving the final results.

## Geometrical Relations

## A. 1 Distance between two Lines

Given two lines in normalized Plücker coordinates $\breve{\mathbf{l}}_{1}=\mathbf{u}_{1}+\epsilon \mathbf{v}_{1}$ and $\breve{\mathbf{l}}_{2}=\mathbf{u}_{2}+\epsilon \mathbf{v}_{2}$ we find the smallest signed distance $d$ between them by constructing a unit vector that is perpendicular to both

$$
\begin{equation*}
\mathbf{n}=\mathbf{u}_{1} \times \mathbf{u}_{2} \tag{A.1}
\end{equation*}
$$

and projecting the difference vector of any two points on the line onto $\mathbf{n}$. Points on a line are parametrisized via $\mathbf{u} \times \mathbf{v}+$ tu with $t \in \mathbb{R}$. We can choose $t=0$ which gives.

$$
\begin{align*}
\mathrm{d} & =\mathbf{n}\left(\mathbf{u}_{1} \times \mathbf{v}_{1}-\mathbf{u}_{2} \times \mathbf{v}_{2}\right)  \tag{A.2}\\
& =\left(\mathbf{u}_{1} \times \mathbf{u}_{2}\right)\left(\mathbf{u}_{1} \times \mathbf{v}_{1}\right)-\left(\mathbf{u}_{1} \times \mathbf{u}_{2}\right)\left(\mathbf{u}_{2} \times \mathbf{v}_{2}\right)  \tag{A.3}\\
& =\left|\begin{array}{l}
\mathbf{u}_{1} \cdot \mathbf{u}_{1} \\
\mathbf{u}_{1} \cdot \mathbf{v}_{1} \\
\mathbf{u}_{2} \cdot \mathbf{u}_{1} \\
\mathbf{u}_{2} \cdot \mathbf{v}_{1}
\end{array}\right|-\left|\begin{array}{cc}
\mathbf{u}_{1} \cdot \mathbf{u}_{2} & \mathbf{u}_{1} \cdot \mathbf{v}_{2} \\
\mathbf{u}_{2} \cdot \mathbf{u}_{2} & \mathbf{u}_{2} \cdot \mathbf{v}_{2}
\end{array}\right|  \tag{A.4}\\
& =\left|\begin{array}{cc}
1 & 0 \\
\mathbf{u}_{2} \cdot \mathbf{u}_{1} & \mathbf{u}_{2} \cdot \mathbf{v}_{1}
\end{array}\right|-\left|\begin{array}{cc}
\mathbf{u}_{1} \cdot \mathbf{u}_{2} & \mathbf{u}_{1} \cdot \mathbf{v}_{2} \\
1 & 0
\end{array}\right|  \tag{A.5}\\
& =\mathbf{u}_{1} \mathbf{v}_{2}+\mathbf{u}_{2} \mathbf{v}_{1} \tag{A.6}
\end{align*}
$$

Here we used the Lagrange Identity

$$
(\mathbf{a} \times \mathbf{b})(\mathbf{c} \times \mathbf{d})=\left|\begin{array}{lll}
\mathbf{a} \cdot \mathbf{c} & \mathbf{a} \cdot \mathbf{d}  \tag{A.7}\\
\mathbf{b} \cdot \mathbf{c} & \mathbf{b} \cdot \mathbf{d}
\end{array}\right|
$$

We now look at the dot product between the two lines

$$
\begin{align*}
\breve{\mathbf{1}}_{1} \cdot \breve{\mathbf{l}}_{2} & =\mathbf{u}_{1} \cdot \mathbf{u}_{2}+\epsilon\left(\mathbf{u}_{1} \mathbf{v}_{2}+\mathbf{u}_{2} \mathbf{v}_{1}\right)  \tag{A.8}\\
& =\left\|\mathbf{u}_{1}\right\|\left\|\mathbf{u}_{2}\right\| \cos \Theta+\epsilon \mathrm{d}  \tag{A.9}\\
& =\cos \Theta+\epsilon \mathrm{d} \tag{A.10}
\end{align*}
$$

and note that the distance between the two lines $d$ appears naturally as the dual part of the result.

## A. 2 Plane-Line meet

Given is the plane $\mathfrak{p}=(\mathbf{d}, \mathbf{n})$ and a line not inside this plane $\breve{\mathbf{l}}=\mathbf{1}+$ $\epsilon \mathbf{m}$. We are interested in their point of intersection $\mathbf{p}$. The equation of the plane is

$$
\begin{equation*}
\mathbf{n} \cdot \mathbf{x}+\mathrm{d}=0 . \tag{A.11}
\end{equation*}
$$

Using a parametric equation for the line with the parameter $t$

$$
\begin{equation*}
\mathbf{x}=\mathbf{m} \times \mathbf{1}+\mathrm{tl}, \tag{A.12}
\end{equation*}
$$

inserting this into the plane equation and solving for $t$ yields

$$
\begin{equation*}
\mathrm{t}=\frac{-\mathbf{n} \cdot(\mathbf{m} \times \mathbf{1})-\mathrm{d}}{\mathbf{n} \cdot \mathbf{1}} \tag{A.13}
\end{equation*}
$$

We can now resubstitute into the line equation:

$$
\begin{align*}
\mathbf{x} & =\mathbf{m} \times \mathbf{l}+\frac{\mathbf{n} \cdot(\mathbf{m} \times \mathbf{l})-\mathrm{d}}{\mathbf{n} \cdot \mathbf{l}} \mathbf{1}  \tag{A.14}\\
& =\frac{(\mathbf{n} \cdot \mathbf{l})(\mathbf{m} \times \mathbf{l})-(\mathbf{n} \cdot(\mathbf{m} \times \mathbf{l})) \mathbf{1}-\mathrm{d} \mathbf{l}}{\mathbf{n} \cdot \mathbf{l}}  \tag{A.15}\\
& =\frac{\mathbf{n} \times(-\mathbf{l} \times(\mathbf{m} \times \mathbf{l}))-\mathrm{d} \mathbf{l}}{\mathbf{n} \cdot \mathbf{l}}  \tag{A.16}\\
& =\frac{\mathbf{m} \times \mathbf{n}-\mathrm{d} \mathbf{l}}{\mathbf{n} \cdot \mathbf{l}} \tag{A.17}
\end{align*}
$$

We needed the relation (1.66) twice, first from left to right. Then to find

$$
\begin{equation*}
-\mathbf{1} \times(\mathbf{m} \times 1)=(-1 \cdot 1) m-(-1 \cdot m) \mathbf{1}=-\mathbf{m} . \tag{A.18}
\end{equation*}
$$

## A. 3 Reflection as Dual Quaternion Operation

We will use the definitions from section 2.3]in this calculation. First, we will look at the real part of (2.12):

$$
\begin{align*}
\mathfrak{n}_{\mathfrak{l} \mathfrak{s} \mathfrak{l} \mathfrak{n}_{l}} & =(-\mathbf{n} \cdot \mathbf{s}, \mathbf{n} \times \mathbf{s}) \mathfrak{n}_{l}  \tag{A.19}\\
& =(0,(\mathbf{n} \times \mathbf{s}) \times \mathbf{n}-(\mathbf{n s}) \mathbf{n})  \tag{A.20}\\
& =(0,-(\mathbf{n} \cdot \mathbf{s}) \mathbf{n}+(\mathbf{n} \cdot \mathbf{n}) \mathbf{s}-(\mathbf{n} \cdot \mathbf{s}) \mathbf{n})  \tag{A.21}\\
& =(0, \mathbf{s}-2(\mathbf{n} \cdot \mathbf{s}) \mathbf{n}) \tag{A.22}
\end{align*}
$$

We used again the relation (1.66) and that $\mathbf{n}$ has length 1.
The first term in the dual part is very similar and becomes

$$
\begin{equation*}
\mathfrak{n}_{\mathfrak{l}} \mathfrak{s}_{\mathfrak{m}} \mathfrak{n}_{\mathrm{l}}=\left(0, \mathbf{s}_{\mathfrak{m}}-2\left(\mathbf{n} \cdot \mathbf{s}_{\mathfrak{m}}\right) \mathbf{n}\right) . \tag{A.23}
\end{equation*}
$$

The second term in the dual part is

$$
\begin{align*}
\mathfrak{n}_{1} \mathfrak{s}_{l} \mathfrak{n}_{l} & =(-\mathbf{n} \cdot \mathbf{s}, \mathbf{n} \times \mathbf{s}) \mathfrak{n}_{\mathrm{m}} \\
& =(-(\mathbf{n} \times \mathbf{s})(\mathbf{n} \times \mathbf{p}),-(\mathbf{n} \cdot \mathbf{s})(\mathbf{n} \times \mathbf{p})+(\mathbf{n} \times \mathbf{s}) \times(\mathbf{n} \times \mathbf{p}))  \tag{A.25}\\
& =\left(-\left|\begin{array}{c}
\mathbf{n} \cdot \mathbf{n} \mathbf{n} \cdot \mathbf{p} \\
\mathbf{s} \cdot \mathbf{n} \mathbf{s} \cdot \mathbf{p}
\end{array}\right|,-(\mathbf{n} \cdot \mathbf{s})(\mathbf{n} \times \mathbf{p})+(\mathbf{n} \cdot(\mathbf{s} \times \mathbf{p})) \mathbf{n}\right) \\
& =(-\mathbf{s} \cdot \mathbf{p}+(\mathbf{n} \cdot \mathbf{p})(\mathbf{n} \cdot \mathbf{s}),-(\mathbf{n} \cdot \mathbf{s})(\mathbf{n} \times \mathbf{p})+(\mathbf{n} \cdot(\mathbf{s} \times \mathbf{p})) \mathbf{n})  \tag{A.27}\\
& =(-\mathbf{s} \cdot \mathbf{p}+(\mathbf{n} \cdot \mathbf{p})(\mathbf{n} \cdot \mathbf{s}),-(\mathbf{n} \cdot \mathbf{s})(\mathbf{n} \times \mathbf{p})+(\mathbf{s} \cdot(\mathbf{p} \times \mathbf{n})) \mathbf{n}) . \tag{A.28}
\end{align*}
$$

We used the Lagrange identity (A.7) again. We also used

$$
\begin{equation*}
(\mathbf{a} \times \mathbf{b}) \times(\mathbf{a} \times \mathbf{c})=(\mathbf{a} \cdot(\mathbf{b} \times \mathbf{c})) \mathbf{a} . \tag{A.29}
\end{equation*}
$$

and that the triple vector product is invariant to cyclic permutations

$$
\begin{equation*}
(\mathbf{a} \times \mathbf{b}) \cdot \mathbf{c}=\mathbf{a} \cdot(\mathbf{b} \times \mathbf{c}) . \tag{A.30}
\end{equation*}
$$

The third and final term in the dual part is

$$
\begin{align*}
\mathfrak{n}_{\mathfrak{m}} \mathfrak{s} \mathfrak{l}^{l} \mathfrak{n}_{l} & =(-(\mathbf{n} \times \mathbf{p}) \cdot \mathbf{s},(\mathbf{n} \times \mathbf{p}) \times \mathbf{s}) \mathfrak{n}_{\mathrm{l}}  \tag{A.31}\\
& =(\mathbf{n} \cdot(\mathbf{s} \times(\mathbf{n} \times \mathbf{p})), \mathbf{s} \cdot(\mathbf{p} \times \mathbf{n}) \mathbf{n}-((\mathbf{s} \times(\mathbf{n} \times \mathbf{p})) \times \mathbf{n}))  \tag{A.32}\\
& =((\mathbf{s} \cdot \mathbf{p})-(\mathbf{s} \cdot \mathbf{n})(\mathbf{n} \cdot \mathbf{p}),(\mathbf{s} \cdot(\mathbf{p} \times \mathbf{n})) \mathbf{n}+(\mathbf{s} \cdot \mathbf{n})(\mathbf{p} \times \mathbf{n})) .
\end{align*}
$$

Summing the terms up reveals a scalar part of zero. The vector part becomes

$$
\begin{equation*}
\mathbf{r}_{\mathfrak{m}}=\mathbf{s}_{\mathfrak{m}}+2\left((\mathbf{n} \cdot \mathbf{s})(\mathbf{p} \times \mathbf{n})+\left(\mathbf{s} \cdot(\mathbf{p} \times \mathbf{n})-\mathbf{s}_{\mathfrak{m}} \cdot \mathbf{n}\right) \mathbf{n}\right) . \tag{A.34}
\end{equation*}
$$



## Results of Experiments

This appendix lists the result of all methods on the data presented in section 6.1 and section 6.2. The discussion of the data is done in the corresponding sections in the main text.
Table B.1: Results of reconstruction on simulated plane patch (see section 6.1.2).

| Method | Arguments | $\mathrm{n}_{\mathrm{x}}$ | $\mathrm{n}_{\mathrm{y}}$ | $\mathrm{n}_{z}$ | d | $\Delta_{\text {mean }}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| NC | $\mathcal{D}_{0} \mathcal{D}_{1}$ | -7.32 $\times 10^{-6}$ | - $2.98 \times 10^{-6}$ | 1.00 | $-9.91 \times 10^{-5}$ | $9.90 \times 10^{-5}$ |
| NC | $\mathcal{D}_{0} \mathcal{D}_{2}$ | $1.31 \times 10^{-5}$ | $-9.88 \times 10^{-7}$ | 1.00 | $-9.62 \times 10^{-5}$ | $9.70 \times 10^{-5}$ |
| NC | $\mathcal{D}_{1} \mathcal{D}_{2}$ | $2.67 \times 10^{-7}$ | -2.10 $\times 10^{-7}$ | 1.00 | $-6.77 \times 10^{-5}$ | $6.78 \times 10^{-5}$ |
| NC | $\mathcal{D}_{0} \mathcal{D}_{1} \mathcal{D}_{2}$ | $1.06 \times 10^{-6}$ | - $1.49 \times 10^{-6}$ | 1.00 | $-8.03 \times 10^{-5}$ | $8.03 \times 10^{-5}$ |
| PRGM | $\mathcal{D}_{0} \mathcal{D}_{1}$ | $-5.87 \times 10^{-6}$ | $-3.62 \times 10^{-6}$ | 1.00 | $-1.01 \times 10^{-4}$ | $1.01 \times 10^{-4}$ |
| gM | $\mathcal{D}_{0} \mathcal{D}_{2}$ | $1.13 \times 10^{-5}$ | -6.42 $\times 10^{-6}$ | 1.00 | $-1.02 \times 10^{-4}$ | $1.02 \times 10^{-4}$ |
| PR | $\mathcal{D}_{1} \mathcal{D}_{2}$ | $2.69 \times 10^{-6}$ | - $2.92 \times 10^{-6}$ | 1.00 | $-7.49 \times 10^{-5}$ | $7.48 \times 10^{-5}$ |
| PRGM | $\mathcal{D}_{0} \mathcal{D}_{1} \mathcal{D}_{2}$ | $4.63 \times 10^{-6}$ | $-5.63 \times 10^{-6}$ | 1.00 | $-9.18 \times 10^{-5}$ | $9.23 \times 10^{-5}$ |
| PRGM | $\mathcal{D}_{1} \mathcal{D}_{2} \mathcal{D}_{0}$ | $-1.20 \times 10^{-6}$ | - $4.79 \times 10^{-6}$ | 1.00 | $-8.46 \times 10^{-5}$ | $8.29 \times 10^{-5}$ |
| PRGM | $\mathcal{D}_{2} \mathcal{D}_{0} \mathcal{D}_{1}$ | $9.17 \times 10^{-8}$ | $1.78 \times 10^{-6}$ | 1.00 | $-6.71 \times 10^{-5}$ | $6.76 \times 10^{-5}$ |
| Combi | $\mathcal{D}_{0} \mathcal{D}_{1}$ | $-7.01 \times 10^{-6}$ | $-3.33 \times 10^{-6}$ | 1.00 | $-1.00 \times 10^{-4}$ | $9.95 \times 10^{-5}$ |
| Combi | $\mathcal{D}_{0} \mathcal{D}_{2}$ | $1.36 \times 10^{-5}$ | -4.86 $\times 10^{-6}$ | 1.00 | $-1.04 \times 10^{-4}$ | $1.06 \times 10^{-4}$ |
| Combi | $\mathcal{D}_{1} \mathcal{D}_{2}$ | $2.48 \times 10^{-6}$ | $-2.30 \times 10^{-6}$ | 1.00 | $-7.45 \times 10^{-5}$ | $7.36 \times 10^{-5}$ |
| Combi | $\mathcal{D}_{0} \mathcal{D}_{1} \mathcal{D}_{2}$ | $-1.58 \times 10^{-6}$ | $4.12 \times 10^{-6}$ | $-1.00$ | $9.16 \times 10^{-5}$ | $9.16 \times 10^{-5}$ |
| Combi | $\mathcal{D}_{1} \mathcal{D}_{2} \mathcal{D}_{0}$ | $-7.29 \times 10^{-7}$ | $-3.54 \times 10^{-6}$ | 1.00 | $-8.30 \times 10^{-5}$ | $8.15 \times 10^{-5}$ |
| Combi | $\mathcal{D}_{2} \mathcal{D}_{0} \mathcal{D}_{1}$ | $9.79 \times 10^{-7}$ | $1.81 \times 10^{-6}$ | 1.00 | $-7.09 \times 10^{-5}$ | $7.19 \times 10^{-5}$ |
| CR | $\mathcal{D}_{0} \mathcal{D}_{1}$ | $1.02 \times 10^{-7}$ | $3.10 \times 10^{-6}$ | 1.00 | $-1.71 \times 10^{-4}$ | $1.71 \times 10^{-4}$ |
| CR | $\mathcal{D}_{1} \mathcal{D}_{0}$ | $1.75 \times 10^{-1}$ | $6.24 \times 10^{-4}$ | 1.00 | $-3.82 \times 10^{-3}$ | $5.88 \times 10^{-3}$ |
| CR | $\mathcal{D}_{0} \mathcal{D}_{2}$ | $1.06 \times 10^{-7}$ | $3.10 \times 10^{-6}$ | 1.00 | $-9.07 \times 10^{-5}$ | $9.07 \times 10^{-5}$ |
| CR | $\mathcal{D}_{2} \mathcal{D}_{0}$ | $-9.67 \times 10^{-}$ | -6.32 $\times 10^{-4}$ | 1.00 | $-1.28 \times 10^{-3}$ | $2.95 \times 10^{-3}$ |


| Method | Arguments | $\mathrm{n}_{\mathrm{x}}$ | $\mathrm{n}_{\mathrm{y}}$ | $\mathrm{n}_{z}$ | d | $\Delta_{\text {mean }}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\begin{aligned} & C R \\ & C R \end{aligned}$ | $\mathcal{D}_{1} \mathcal{D}_{2}$ | $6.88 \times 10^{-4}$ | $-9.02 \times 10^{-4}$ | -1.00 | $-6.95 \times 10^{-4}$ | $9.66 \times 10^{-4}$ |
|  | $\mathcal{D}_{2} \mathcal{D}_{1}$ | $-9.84 \times 10^{-6}$ | $6.27 \times 10^{-6}$ |  | $-2.62 \times 10^{-4}$ | $2.67 \times 10^{-4}$ |
|  | Table B.2: Results of reconstruction on a simulated sphere (see section 6.1.3). |  |  |  |  |  |


| Method | Arguments | $\Delta x$ | $\Delta y$ | $\Delta z$ | $\\|\Delta x\\|$ | $\Delta_{r}$ |
| :---: | :--- | :---: | :---: | :---: | :---: | :---: |
| NC | $\mathcal{D}_{0} \mathcal{D}_{1}$ | $-1.66 \times 10^{-4}$ | $6.60 \times 10^{-4}$ | $1.61 \times 10^{-3}$ | $1.75 \times 10^{-3}$ | $1.85 \times 10^{-3}$ |
| NC | $\mathcal{D}_{0} \mathcal{D}_{2}$ | $1.81 \times 10^{-4}$ | $2.39 \times 10^{-5}-3.87 \times 10^{-3}$ | $3.87 \times 10^{-3}$ | $3.75 \times 10^{-3}$ |  |
| NC | $\mathcal{D}_{1} \mathcal{D}_{2}$ | $3.79 \times 10^{-4}-2.99 \times 10^{-4}-6.99 \times 10^{-3}$ | $7.00 \times 10^{-3}$ | $6.85 \times 10^{-3}$ |  |  |
| NC | $\mathcal{D}_{0} \mathcal{D}_{1} \mathcal{D}_{2}$ | $3.96 \times 10^{-4}-1.07 \times 10^{-4}-3.62 \times 10^{-3}$ | $3.64 \times 10^{-3}$ | $3.49 \times 10^{-3}$ |  |  |
| PRGM | $\mathcal{D}_{0} \mathcal{D}_{1}$ | $-1.17 \times 10^{-3}-3.99 \times 10^{-5}-8.41 \times 10^{-3}$ | $8.49 \times 10^{-3}$ | $7.89 \times 10^{-3}$ |  |  |
| PRGM | $\mathcal{D}_{0} \mathcal{D}_{2}$ | $-8.16 \times 10^{-4}$ | $2.62 \times 10^{-4}-6.13 \times 10^{-3}$ | $6.19 \times 10^{-3}$ | $5.84 \times 10^{-3}$ |  |
| PRGM | $\mathcal{D}_{1} \mathcal{D}_{2}$ | $-3.62 \times 10^{-4}-6.69 \times 10^{-4}-7.05 \times 10^{-3}$ | $7.09 \times 10^{-3}$ | $6.88 \times 10^{-3}$ |  |  |
| PRGM | $\mathcal{D}_{0} \mathcal{D}_{1} \mathcal{D}_{2}$ | $-9.54 \times 10^{-4}-1.96 \times 10^{-4}-9.75 \times 10^{-3}$ | $9.79 \times 10^{-3}$ | $9.41 \times 10^{-3}$ |  |  |
| PRGM | $\mathcal{D}_{1} \mathcal{D}_{2} \mathcal{D}_{0}$ | $-5.52 \times 10^{-4}-2.72 \times 10^{-4}-2.73 \times 10^{-3}$ | $2.80 \times 10^{-3}$ | $2.60 \times 10^{-3}$ |  |  |
| PRGM | $\mathcal{D}_{2} \mathcal{D}_{0} \mathcal{D}_{1}$ | $6.92 \times 10^{-4}-7.68 \times 10^{-4}$ | $2.33 \times 10^{-3}$ | $2.55 \times 10^{-3}$ | $2.11 \times 10^{-3}$ |  |
| Combi | $\mathcal{D}_{0} \mathcal{D}_{1}$ | $-5.69 \times 10^{-6}$ | $4.06 \times 10^{-4}-3.49 \times 10^{-4}$ | $5.35 \times 10^{-4}$ | $1.18 \times 10^{-4}$ |  |
| Combi | $\mathcal{D}_{0} \mathcal{D}_{2}$ | $5.81 \times 10^{-5}$ | $9.36 \times 10^{-5}-3.30 \times 10^{-3}$ | $3.31 \times 10^{-3}$ | $3.18 \times 10^{-3}$ |  |
| Combi | $\mathcal{D}_{1} \mathcal{D}_{2}$ | $2.38 \times 10^{-4}-2.51 \times 10^{-4}-6.51 \times 10^{-3}$ | $6.52 \times 10^{-3}$ | $6.36 \times 10^{-3}$ |  |  |
| Combi | $\mathcal{D}_{0} \mathcal{D}_{1} \mathcal{D}_{2}$ | $8.92 \times 10^{-5}$ | $1.35 \times 10^{-4}-2.35 \times 10^{-3}$ | $2.35 \times 10^{-3}$ | $2.21 \times 10^{-3}$ |  |
| Combi | $\mathcal{D}_{1} \mathcal{D}_{2} \mathcal{D}_{0}$ | $1.69 \times 10^{-3}-2.05 \times 10^{-3}-9.39 \times 10^{-3}$ | $9.76 \times 10^{-3}$ | $9.27 \times 10^{-3}$ |  |  |


| Method | Arguments | $\Delta x$ | $\Delta y$ | $\Delta z$ | $\\|\Delta x\\|$ |
| :---: | :--- | :---: | ---: | :---: | :---: |
| Combi | $\mathcal{D}_{2} \mathcal{D}_{0} \mathcal{D}_{1}$ | $5.40 \times 10^{-5}$ | $8.68 \times 10^{-5}-3.52 \times 10^{-3}$ | $3.53 \times 10^{-3}$ | $3.41 \times 10^{-3}$ |
| CR | $\mathcal{D}_{0} \mathcal{D}_{1}$ | $1.46 \times 10^{-3}$ | $-3.44 \times 10^{-4}$ | $4.47 \times 10^{-4}$ | $1.56 \times 10^{-3}$ |
| CR | $\mathcal{D}_{0} \mathcal{D}_{2}$ | $8.97 \times 10^{-4}$ | $1.16 \times 10^{-3}$ | $3.85 \times 10^{-3}$ | $4.12 \times 10^{-3}$ |
| CR | $\mathcal{D}_{1} \mathcal{D}_{2}$ | $7.25 \times 10^{-4}$ | $1.00 \times 10^{-3}-1.74 \times 10^{-3}$ | $2.13 \times 10^{-3}$ | $1.52 \times 10^{-3}$ |


Table B.4: Auto-calibration on a bowling ball (see section 6.2.3).

| Method | Arguments | $\mathrm{c}_{x}$ | $\mathrm{c}_{y}$ | $\mathrm{c}_{z}$ | $\Delta_{\mathrm{r}}$ |
| :---: | :--- | :---: | :---: | :---: | :---: |
| PRMG | $\mathcal{D}_{0} \mathcal{D}_{1}$ S1 S2 | $5.61 \times 10^{2}$ | $-5.73 \times 10^{-1}$ | $6.88 \times 10^{-1}$ | $4.10 \times 10^{-3}$ |
| PRMG | $\mathcal{D}_{0} \mathcal{D}_{1}$ S1 S2 C2 | $5.61 \times 10^{2}$ | $-5.72 \times 10^{-1}$ | $6.83 \times 10^{-1}$ | $9.38 \times 10^{-4}$ |
| PRMG | $\mathcal{D}_{0} \mathcal{D}_{1}$ S1 S2 C1 C2 | $5.61 \times 10^{2}$ | $-5.72 \times 10^{-1}$ | $6.83 \times 10^{-1}$ | $8.70 \times 10^{-4}$ |
| Combi | $\mathcal{D}_{0} \mathcal{D}_{1}$ S1 S2 | $5.61 \times 10^{2}$ | $-5.72 \times 10^{-1}$ | $6.88 \times 10^{-1}$ | $4.26 \times 10^{-3}$ |
| Combi | $\mathcal{D}_{0} \mathcal{D}_{1}$ S1 S2 C2 | $5.62 \times 10^{2}$ | $-5.72 \times 10^{-1}$ | $6.82 \times 10^{-1}$ | $1.13 \times 10^{-3}$ |
| Combi | $\mathcal{D}_{0} \mathcal{D}_{1}$ S1 S2 C1 C2 | $5.61 \times 10^{2}$ | $-5.72 \times 10^{-1}$ | $6.83 \times 10^{-1}$ | $8.30 \times 10^{-4}$ |
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The three-dimensional reconstruction of highly specular reflective parts with optical measurement methods is challenging and intriguing. It is challenging because such parts can be hard to distinguish from their surroundings with an optical sensor since they do not provide texture of their own but only reflect the objects around them. The endeavour is intriguing though because there is a well established method for qualitative visual inspection for specular surfaces which offers good prospects for development into a precise quantitative reconstruction method: namely deflectometry.

This thesis discusses deflectometry as a reconstruction method for highly reflecting surfaces. It focuses on deflectometry alone and does not use other reconstruction techniques to supplement with additional data. It explains the measurement process and principle and provides a crash course into an efficient mathematical representation of the principles involved. Using this, it reformulates existing three-dimensional reconstructing methods, expands upon them and develops new ones. Building on these novel techniques, an auto-calibration is introduced that is able to refine a rough extrinsic calibration. All methods are experimentally verified and compared with each other using simulations and experiments.
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