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Preface 

Polar microbiology is a promising field of research that can tell us much about the 
fundamental features of life. The microorganisms that inhabit Arctic and Antarctic 
environments are important not only because of the unique species they represent, but also 
because of their diverse and unusual physiological and biochemical properties. Furthermore, 
microorganisms living in Polar Regions provide useful models for general questions in 
ecology and evolutionary biology given the reduced complexity of their ecosystems, the 
relative absence of confounding effects associated with higher plants or animals, and the 
severe biological constraints imposed by the polar environment. In terms of applied science, 
the unique cold-adapted enzymes and other molecules of polar microorganisms provide 
numerous opportunities for biotechnological development. Another compelling reason to 
study polar microbial ecosystems is the fact that they are likely to be among the ecosystems 
most strongly affected by global change. For these reasons, polar microbiology is a thriving 
branch of science with the potential to provide new insights into a wide range of basic and 
applied issues in biological science. In this context, it is timely to review and highlight the 
progress so far and discuss exciting future perspectives. In this special issue, some of the 
leaders in the field describe their work, ideas and findings. 

Pabulo H. Rampelotto 
Guest Editor 
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The Distribution and Identity of Edaphic Fungi in the 
McMurdo Dry Valleys 

Lisa L. Dreesens, Charles K. Lee and S. Craig Cary 

Abstract: Contrary to earlier assumptions, molecular evidence has demonstrated the presence of 
diverse and localized soil bacterial communities in the McMurdo Dry Valleys of Antarctica. 
Meanwhile, it remains unclear whether fungal signals so far detected in Dry Valley soils using both 
culture-based and molecular techniques represent adapted and ecologically active biomass or spores 
transported by wind. Through a systematic and quantitative molecular survey, we identified 
significant heterogeneities in soil fungal communities across the Dry Valleys that robustly correlate 
with heterogeneities in soil physicochemical properties. Community fingerprinting analysis and  
454 pyrosequencing of the fungal ribosomal intergenic spacer region revealed different levels of 
heterogeneity in fungal diversity within individual Dry Valleys and a surprising abundance of 
Chytridiomycota species, whereas previous studies suggested that Dry Valley soils were dominated 
by Ascomycota and Basidiomycota. Critically, we identified significant differences in fungal 
community composition and structure of adjacent sites with no obvious barrier to aeolian transport 
between them. These findings suggest that edaphic fungi of the Antarctic Dry Valleys are adapted 
to local environments and represent an ecologically relevant (and possibly important) heterotrophic 
component of the ecosystem. 

Reprinted from Biology. Cite as: Dreesens, L.L.; Lee, C.K.; Cary, S.C. The Distribution and Identity 
of Edaphic Fungi in the McMurdo Dry Valleys. Biology 2014, 3, 466-483. 

1. Introduction 

Located between the Polar Plateau and Ross Sea in Southern Victoria Land, the McMurdo  
Dry Valleys (hereinafter the Dry Valleys) are the largest contiguous ice-free area on the Antarctic 
continent. Dry Valley soils are known as some of the oldest, coldest, driest, and most oligotrophic 
soils on Earth [1]; consequently, the Dry Valley ecosystem is characterized by a lack of nutrients [2], 
low precipitation levels and biologically available water [3–5], high levels of salinity [6–8], large 
temperature fluctuations [5,9,10], steep chemical and biological gradients [11], and high incidence 
of UV-solar radiation [12–14]. Early studies suggested that Dry Valley soils contained very little 
microbial biota [1], but recent molecular evidence has demonstrated the presence of diverse and 
heterogeneous bacterial communities potentially driven by steep physicochemical gradients [1,10,15–19]. 
In contrast, comparatively limited molecular evidence exists on the distribution and drivers of fungal 
communities in Dry Valley soils [20–23]. 

Fungal identification in Dry Valley soils by means of a combination of culturing and molecular 
tools (i.e., denaturing gradient gel electrophoresis and DNA sequencing) has detected primarily 
members of Dikarya (i.e., Ascomycota and Basidiomycota), including both filamentous and  
non-filamentous species [24–27]. A survey of Dry Valley sites including Mt Flemming, Allan 
Hills, New Harbor, and Ross Island revealed the dominant free-living fungal genera in Dry Valley 
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soils as Cadophora (Ascomycota), Cryptococcus (Basidiomycota), Geomyces (Ascomycota), and 
Cladosporium (Ascomycota) [22]. A study of cultivable fungi in Taylor Valley showed that 
filamentous fungi appeared to be associated with high soil pH and moisture, whereas yeasts and 
yeast-like fungi had wider distribution across habitats examined [23]. Basidiomycetous Cryptocococcus 
and Leucosporidium species were the most frequently isolated genera in a regional survey of yeasts 
and yeast-like fungi in the Dry Valleys [20]. The diversity of yeasts and yeast-like fungi was 
positively correlated with soil pH and negatively with conductivity [20]. The same study also 
revealed apparent segregation of Cryptococcus clades found in Taylor Valley and the Labyrinths of 
Wright Valley [20], hinting at the presence of localized communities adapted to environmental 
conditions, as has been reported for soil bacteria in the Dry Valleys [15]. A culture-based study of 
soils taken from McKelvey Valley detected no fungal colony-forming units (CFUs) in most of the 
samples [21], and a molecular survey of McKelvey Valley also detected no fungal signals in the 
soils [18]. However, sequences affiliated with genera Dothideomycetes (Ascomycota), Sordariomycetes 
(Ascomycota), and Cystobasidiomycetes (Basidiomycota) were found in endolithic and chasmolithic 
communities in McKelvey Valley [18]. The evidence so far suggests that the cultivable components 
of Dry Valley fungal communities are dominated by ascomycetous and basidiomycetous species, 
although their biogeography and factors that shape their distribution in the Dry Valleys remain 
unclear due to the lack of systematic and culture-independent evidence. Furthermore, the ecological 
relevance of fungi in Dry Valley soils remains unknown since neither cultivation nor molecular 
techniques can effectively distinguish active fungal cells from dormant spores. 

For this study, we carried out a molecular survey of Dry Valley soil fungi at six study sites 
(Battleship Promontory, Upper Wright Valley, Beacon Valley, Miers Valley, Alatna Valley, and 
University Valley) using terminal restriction fragment length polymorphism (tRFLP) and  
454 pyrosequencing analyses of the fungal ribosomal intergenic spacer. Soil physicochemical 
properties were also characterized to examine potential environmental drivers of fungal diversity. 

2. Experimental 

2.1. Sample Collection 

Soil was collected at six different sites in the McMurdo Dry Valleys (Table 1 and Figure 1) as 
described previously [15]. Briefly, sampling sites were all located on a south facing, 0–20° slope. 
An intersection was made by two 50 m transects, with the intersection in the middle being the 
central sampling point (X or C). Four sampling points around the central point were marked (A–D 
with A being the southernmost point and the remaining points in an anti-clockwise order, or N, E, 
S, W). Five scoops of the top 2 cm of soil were collected and homogenized at each identified  
(1 m2) sampling point after pavement pebbles were removed. Samples were stored in sterile Whirl-Pak 
(Nasco International, Fort Atkinson, WI, USA) at 20 °C until returned to New Zealand, where 
they were stored at 80 °C until analysis. 
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Table 1. List of sampling sites. 

Valley Coordinates Elevation Sampling Date 
Miers Valley 78°05.486'S, 163°48.539'E 171 m December 2006 

Beacon Valley 77°52.321'S, 160°29.725'E 1376 m December 2006 
Upper Wright Valley 77°31.122'S, 160°45.813'E 947 m January 2008 

Battleship Promontory 76°54.694'S, 160°55.676'E 1028 m January 2008 
Alatna Valley 76°54.816'S, 161°02.213'E 1057 m November 2010 

University Valley 77°51.668'S, 160°42.736'E 1680 m November 2010 

Figure 1. Antarctica is presented in the lower right corner, with the McMurdo Dry 
Valleys marked in a blue rectangle. The locations of the sampling sites within the 
McMurdo Dry Valleys are displayed by red dots. 

 

2.2. Soil Chemistry 

Soil moisture content was determined by drying 6 g of soil at 35 °C until its weight stabilized 
and then at 105 °C until the sample reached constant weight. Soil pH and electrical conductivity 
were determined using the slurry technique, which is based on a 2:5 unground dried soil:de-ionized 
water mixture rehydrated overnight before measurement, using a Thermo Scientific Orion 4 STAR 
pH/Conductivity meter (Thermo Scientific, Beverly, MA, USA). For total and organic carbon and 
nitrogen contents, dried soils were ground to fine powders using an agate mortar and pestle and 
precisely weighed out to 100 mg. Samples were analyzed with an Elementar Isoprime 100 analyzer 
(Elementar Analysensysteme, Hanau, Germany). Sample preparation for elemental analysis was 
adapted from US EPA Analytical Methods 200.2 (Revision 2.8, 1994) and Lee et al. [15], in which 
ground dried soil samples were acid digested and analyzed using an E2 Instruments Inductively 
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Coupled Plasma Mass Spectrometer (ICP-MS) (Perkin-Elmer, Shelton, CT, USA) at the Waikato 
Mass Spectrometry Facility following manufacturer protocols [15]. For soil grain size, 0.3–0.4 g of 
2-mm-sieved dried soil was incubated overnight with 10% hydrogen peroxide. A second excess of 
hydrogen peroxide was then added to the sample and heated on a hotplate. Finally, 10 mL of 10% 
Calgon was added to the sample and left overnight before being placed in an ultrasonic bath for  
5 min. Measurements were taken on a Mastersizer 2000 (Malvern, Taren Point, NSW, Australia). 

2.3. DNA Extraction 

DNA was extracted from soils using a modified version of a previously published cetyl 
trimethylammonium bromide (CTAB) bead beating protocol designed for maximum recovery of 
DNA from low biomass soils [15,28] (Supplementary Material Text). DNA quantification was 
done using the QuBit-IT dsDNA HS Assay Kit (Invitrogen, Carlsbad, CA, USA). 

2.4. Terminal Restriction Fragment Length Polymorphism Analysis 

Terminal restriction fragment length polymorphism analysis (tRFLP) was utilized to identify 
fungal community structure and relative diversity by amplifying the intergenic spacer (ITS) 
between the 18S and the 28S genes of the fungal rrn operon. PCR was performed in triplicate and 
pooled together to reduce stochastic inter-reaction variability. PCR master mix included 1x PCR buffer 
(with 1.5 mM Mg2+) (Invitrogen, Carlsbad, CA, USA), 0.2 mM dNTPs (Roche Applied Science, 
Branford, CT, USA), 0.02 U Platinum Taq (Invitrogen, Carlsbad, CA, USA), 0.25 M of both 
forward and reverse primer (Custom Science, Auckland, New Zealand) (ITS1-F and 3126R; Table 
S1), and 0.02 mg/mL bovine serum albumin (Sigma Aldrich, St. Louis, MO, USA) and was treated 
with ethidium monoazide at a final concentration of 25 pg/ L to inhibit contaminating DNA in the 
reagents [29]. PCR was carried out using the following thermal cycling conditions: 94 °C for 3 min; 
35 cycles of 94 °C for 20 s, 52 °C for 20 s, 72 °C for 1 min 15 s; and 72 °C for 5 min on a DNA 
Engine thermal cycler (Bio-Rad Laboratories, Hercules, CA, USA). Successful PCR was 
confirmed with 1% Tris-acetate-EDTA (TAE) agarose gels, and PCR products were cleaned using 
the Ultraclean 15 DNA Purification kit (MOBIO Laboratories, Carlsbad, CA, USA) according to 
manufacturer instructions. DNA was quantified using the QuBit-IT dsDNA HS Assay Kit. 40 ng of 
DNA was digested with 2 U of MspI and 1× restriction enzyme buffer (Roche Applied Science, 
Branford, CT, USA) according to manufacturer instructions and purified with Ultraclean 15 DNA 
Purification kit. Lengths of fluorescent-labeled PCR amplicons (i.e., tRFLP fragments) were 
determined by capillary electrophoresis at the Waikato DNA Sequencing Facility using an  
ABI 3130 Genetic Analyzer (Life Technologies, Carlsbad, CA, USA) at 10 kV, a separation 
temperature of 44 °C for 2 h, and the GeneScan 1200 LIZ dye Size Standard (Life Technologies, 
Carlsbad, CA, USA). 

2.5. 454 Pyrosequencing 

PCR protocol for preparing amplicons for pyrosequencing was identical to that for tRFLP, 
except a different reverse primer (ITS4, Table S1) was used. PCR products were purified using gel 
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extraction and the QuickClean 5M PCR Purification Kit (GenScript, Piscataway, NJ, USA).  
A second round of PCR using fusion primers containing adapters for 454 pyrosequencing was 
performed (Table S1). These products were purified using Agencourt AMPure XP Beads (Beckman 
Coulter, Inc., Brea, CA, USA) for PCR amplicon recovery and removal of unincorporated dNTPs, 
primers, primer dimmers, salts and other contaminants (Beckman Coulter, Beverly, MA, USA) 
according to manufacturer instructions. Quality of PCR amplicon libraries was checked using the 
Agilent High Sensitivity DNA Kit with a BioAnalyzer (Agilent 2100, Agilent Technologies, Santa 
Clara, CA, USA) and the Kapa Library Quantification Kit—454 Titanium (Kapa Biosystems, 
Wilmington, MA, USA). 454 pyrosequensing was performed using a Roche 454 Junior sequencer at 
the Waikato DNA Sequencing Facility following manufacturer protocols. 

2.6. Data Analysis 

Environmental variables were log(x + c) transformed, where c is the 1st percentile value for the 
variable (except [Ag] where c is the mean due to low values), prior to analysis; pH values were not 
transformed. A Euclidean distance matrix was calculated in PRIMER 6 (PRIMER-E Ltd., 
Ivybridge, UK) from the transformed environmental variables and used for downstream analyses. 
tRFLP traces were first processed using PeakScanner 1.0 (Life Technologies, Carlsbad, CA, USA) to 
export all peaks above 5 relative fluorescence units (RFU). The resulting profiles were further 
processed using an in-house collection of python and R scripts (available from authors upon request) 
to identify true signal peaks as well as binning peaks based on their sizes. Briefly, peaks outside the 
size range of 50–1200 bp were excluded from analysis, and only peaks whose heights are greater 
than the 99% confidence threshold (i.e., alpha value of 0.01) within a log-normal distribution were 
considered to be non-noise. Additionally, peaks had to be greater than 50 RFU to be considered 
non-noise, and all peaks above 200 RFU were by default designated as non-noise peaks. Peaks 
were then binned to the nearest 1 bp, and only peaks whose relative abundance was greater than 
0.1% were retained. The resulting matrix of peaks expressed as relative abundances was imported 
into PRIMER 6, and a Bray-Curtis similarity matrix was calculated for downstream analyses. 
Using these distance matrices, PRIMER 6 was used to generate non-metric multidimensional 
scaling (MDS) plots, perform group-average hierarchical clustering, and carry out one-way 
analysis of similarities (ANOSIM) and biota-environmental stepwise (BEST) analyses. 

454 pyrosquencing flowgrams were denoised using AmpliconNoise v1.24 [30], including  
a SeqNoise step to remove PCR errors and a Perseus step to remove PCR chimeras [30]. Denoised  
reads were aligned pair-wise using ESPIRIT [31], which directly generated a distance matrix. 
Mothur 1.26 was used to cluster the sequences at 0.15 distance with nearest neighbor clustering [32], 
and the representative sequences for the resulting operational taxonomic units (OTUs) were checked 
(blastn with word size of 7) against the GenBank nr database to allow manual identification of 
fungal ITS sequences (>250 bp and >80% similarity to known fungal ITS sequences). The curated 
sequences were then re-clustered using average neighbor at 0.05 distance. OTUs with fewer than  
9 reads were excluded from downstream analysis as an aggressive filter against spurious OTUs that 
arose from non-specific PCR amplification and sequencing errors. 
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3. Results and Discussion 

3.1. Soil Geochemistry 

Soils from six Dry Valleys were characterized as loamy sand or sand due to their low clay 
(<2%) and silt (<13%) contents (Table S2), which is congruent with Antarctica’s known slow and 
primarily physical weathering processes [7]. The coarse soil texture likely resulted from low erosivity 
of cold-based glaciers and salt weathering, which causes comminution of coarse fragments and 
provides a steady supply of sandy grains to the soils [7]. Consequently, these soils lack significant 
aggregation and have poor moisture retention capacity, which is consistent with their low gravimetric 
water content (Table S2). Water availability has been suggested to be a major factor controlling 
biomass and diversity of Antarctic vegetation [33,34]. Among the six study sites, Miers Valley soils 
contained the lowest average moisture content (0.53%, ANOVA p-value = 0.002; Table S2). But 
due to its low elevation (elev. 171 m) and variable wind direction, temperatures in Miers Valley 
can reach above 0 °C in austral summers [35]. This likely leads to increased water availability from 
melt streams of Miers and Adams Glaciers, which can trigger rapid responses from local 
microorganisms [16,34]. Water availability in austral summers is also elevated in Alatna Valley 
and Battleship Promontory, where transient ponds are formed from snow melt. This is in contrast 
with the low moisture content and water availability in higher (elev. >1500 m) and more inland 
valleys (e.g., University Valley). The high altitude of University Valley results in colder air 
temperatures all year round, leading to a lower net ice loss rate when compared to Beacon Valley 
(ca. 450 m below University Valley) [36]. Soil salt content is a proxy for water availability [37], 
and Miers Valley, Alatna Valley, and Battleship Promontory soils showed relatively low 
conductivity. Soil physicochemical properties (Table S2) were significantly different among the 
sampling sites (ANOSIM global R = 0.963, p-value = 0.001) with each valley clearly forming its 
own clade. In a broader view, distinct grouping patterns emerged for Miers Valley in the MDS plot 
(Figure 2), possibly due to its alkaline pH reflective of greater influence from salts of marine  
origin [38] and its higher C/N ratio. Overall, geochemical analysis revealed a wide range of soil 
salinity (107–3920 S), low moisture content (1%–3% w/v), low levels of organic carbon 
(<0.46%) and nitrogen (<0.12%). 

3.2. Community Fingerprinting with tRFLP 

DNA extractions from soils proved difficult, and DNA samples from Beacon, University, and 
Upper Wright Valleys were mostly below the detection limit of 0.05 ng/ L. The highest recovery 
yields were obtained from Miers Valley samples, followed by those from Battleship Promontory 
and Alatna Valley (Table 2). Fungal tRFLP analysis of extracted DNA returned positive signals for 
12 of the 30 soil samples, with no polymorphic fragments (PFs) detected in any of the samples 
from University Valley. A total of 33 PFs were obtained (Table 3), whose lengths varied between 
145 and 781 bp. Samples from Battleship Promontory collectively returned the highest diversity 
(13 PFs), followed by Alatna Valley (11 PFs) and Miers Valley (5 PFs). ANOSIM analysis of  
PF profiles demonstrated statistically significant differences among valleys (ANOSIM global  
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R = 0.731, p-value = 0.001), and there was no robust correlation between diversity (PF count) and 
biomass (averaged DNA yield from 1 gram of soil) (R = 0.35, p-value = 0.06). 

Figure 2. Nonmetric multidimensional scaling (MDS) plot based on Euclidean 
distances between soil physicochemical profiles. Significant correlations (Pearson  
R > 0.25) between plot ordinations and soil physicochemical properties are represented 
as vectors in gray. 

 

Table 2. Average concentrations of DNA extracted from 1 g of soil. 

Valley Average Concentration ± S.D. 
Miers Valley 48.60 ± 27.79 ng/ L 

Beacon Valley 0.48 ± 0.55 ng/ L 
Battleship Promontory 20.87 ± 5.61 ng/ L 
Upper Wright Valley 3.68 ± 7.57 ng/ L 

Alatna Valley 15.84 ± 13.49 ng/ L 
University Valley 0.05 ± 0.09 ng/ L 

Table 3. Summary of terminal restriction fragment length polymorphism (tRFLP) 
polymorphic fragments (PF). 

Valley Total PF Average PF ± S.D. 
Miers Valley 5 1.0 ± 1.2 

Beacon Valley 2 0.4 * 
Battleship Valley 13 2.6 ± 1.5 

Wright Valley 2 0.4 * 
Alatna Valley 11 2.2 ± 3.2 

University Valley 0 0 
* S.D. not calculated. 
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Interestingly, a MDS plot of tRFLP data showed a clear separation of samples from Battleship 
Promontory and Alatna Valley (Figure 3), despite the fact that the two sampling sites are less than 5 km 
apart and within line-of-sight. This suggests that aeolian dispersal between these sites is very 
limited or outweighed by other environmental drivers that shape edaphic fungal diversity at these 
locations. There was only one sample each from Beacon and Upper Wright Valleys, but they were 
>50% similar to each other. Samples from Miers Valley were widely dispersed in the MDS plot, 
making Miers Valley a clear outlier. 

Figure 3. Nonmetric multidimensional scaling (MDS) plot based on Bray-Curtis 
similarities of tRFLP profiles. Samples used for 454 PCR amplicon pyrosequencing are 
labeled by name. Significant correlations (Pearson R > 0.25) between plot ordinations 
and soil physicochemical properties are represented as vectors in gray. 

 

3.3. 454 Pyrosequencing 

To identify the fungal species present, three samples that represented the greatest diversity based 
on results from tRFLP analysis were chosen for 454 PCR amplicon pyrosequencing. DNA 
extracted from Battleship Promontory sample D, referred to as Battleship_D, Alatna Valley sample 
N (Alatna_N), and Miers Valley sample A (Miers_A) appeared to be most representative of each 
major cluster (Figure 3). Fungal signals in Beacon and Upper Wright Valley were considered 
unsequenceable due to very low DNA extraction and amplification yields and therefore excluded 
from pyrosequencing. After filtering, denoising, chimera removal, and quality control, 262 fungal 
OTUs (from 21,101 reads) were obtained, of which 37 contained more than 9 reads (i.e., >0.2% of 
the sample with fewest reads) and were used for downstream analysis. Species richness (Table 4) 
was highest in Miers Valley (31 OTUs from 1771 reads), followed by Battleship Promontory  
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(18 OTUs from 2091 reads), and Alatna Valley (17 OTUs from 5081 reads). A Venn diagram 
illustrates the distribution of OTUs among the three samples (Figure 4). Nine OTUs (representing 
8943 reads) were found in all three Valleys (Figure 4), including the five most abundant OTUs. 

Figure 4. Venn diagram of fungal OTUs. 

 

A significant number of OTUs were annotated as unclassified (Table 4 and Figure 5), which is 
likely reflective of the comparative lack of high quality annotated fungal ITS sequences in the 
GenBank nr database. Therefore, results that rely on classification of fungal sequences must be 
interpreted carefully. However, multiple studies identified Ascomycota and Basidiomycota as the 
dominant fungal phyla in the Dry Valleys [22,25,27,39], whereas our results showed an unexpected 
prominence of Chytridiomycota among all three valleys (Figure 5). It should be noted that 
Chytridiomycota were reported in a molecular survey on west Antarctic sites [40], including Signy 
Island, Mars Oasis, and Coal Nunatak, at significant abundances but not in the Dry Valleys. 
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Figure 5. Phylum-level distribution of fungal OTUs. 

 

Contrary to fungal tRFLP results, PCR amplicon pyrosequencing analysis of the fungal ITS 
region identified Miers Valley as having the highest level of diversity of the three valleys  
(Figure 4), despite the lowest sequencing depth. In particular, Miers Valley appeared to harbor a 
limited presence of Ascomycota compared to the other two valleys, but also the highest number of 
Chytridiomycota OTUs (Figure 5). 

The most abundant OTU (#3) was found in Alatna Valley (1875 reads), Battleship Promontory 
(407 reads), and Miers Valley (1 read) (Table 4). Its best match in GenBank (99% identity) was the 
psychrotolerant species Cryptococcus consortionis (Basidiomycota), which was previously observed 
and commonly found in Dry Valley soils [22,41]. Cryptococcus consortionis is characterized by 
the combination of amylase production and inability to utilize nitrate, cellobiose, D-galactose,  
myo-inositol, and mannitol [41]. The second most abundant OTU (#4) was also found in all three Dry 
Valleys (Table 4). Its best match in GenBank (93% similarity) was Lobulomycetales sp. AF017 
(Chytridiomycota), which has been reported to occur in barren alpine soil in Peru [42]. Two other 
OTUs (#35 and #54) appeared to be affiliated with this genus as well. 

Other abundant OTUs found in all three valleys (Table 4) were 99% similar to the species 
Herpotrichiellaceae sp. LM500 (Ascomycota) and 99.9% similar to Exophiala equine 
(Ascomycota), which was curiously reported to occur exclusively in waterborne cold-blooded 
animals [43]. Less abundant OTUs show similarity to fungal taxa described as Dry Valley lichen 
Polysporina frigida [44], Meira sp. ANTCW08-165 [45], and Tetracladium sp. ANTCW08-156 [45] 
which were previously detected in Antarctica. The genus Cladosporium has been reported as a 
dominant group by multiple studies [24,46,47] of pristine areas with little biotic influence [24,46], 
likely because of its prolific production of spores and high abundance in the air [24,47]. This is in 
contrast to our study, where Cladosporium species appear to be very rare (21 reads total). Notably, 
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these fungi have been reported to survive repeated inoculations [24] and form spores, which can 
remain dormant for considerable periods of time [26]. It should be stressed that no conclusions can 
be drawn as to whether these fungi are active based on PCR amplicon pyrosequencing, as the method 
only detects the presence of DNA and does not indicate the viability of the organism [48,49]. 

3.4. Biogeography and Local Adaptation 

The most important dispersal mechanisms for biomass in Antarctica have been suggested as 
aeolian transport [4,50,51]. If, as hypothesized previously [52], fungal species in the Dry Valleys 
are inactive spores that only respond to cultivation efforts and do not exhibit localized adaptations, 
neighboring valleys would be expected to harbor very similar fungal communities; for example, 
between Battleship Promontory and Alatna Valley and between Beacon and University Valley, 
which are located next to each other (<1 km) without any physical barrier. The tRFLP results 
indicated highly localized community structures, with Battleship Promontory and Alatna Valley 
forming statistically distinct clades (Figure 3). In addition, no fungal signals were detected in 
samples from University Valley while some were detected in Beacon Valley samples. Rao et al. 
previously hypothesized that the biogeography may be important for fungi in the Dry Valleys [52] 
and that fungal tolerance to saline conditions could confer selective advantage in high-elevation 
Dry Valleys [52]. Although the five most abundant OTUs reported here were found in all three 
samples sequenced, the relative abundances of individual OTUs were highly divergent. Since each 
of the sequenced samples can be considered representative of distinct diversity patterns found in 
the three Dry Valleys (Figure 3), the relative abundance patterns suggest that distinct fungal 
communities exist in each of these locations (Table 4). It should be noted that the limited spatial 
coverage in each Dry Valley and lack of replicates for sequencing analysis preclude definitive 
conclusions from being drawn, but these observations could indicate that aeolian transport plays a 
less important role than previous believed, or that Dry Valley fungal communities exhibit adaption 
to local conditions and thus are ecologically relevant. 

3.5. Environmental Drivers of Fungal Distribution 

Whether and how environmental factors shape fungal communities in Dry Valleys soils remains 
largely unexplored, but it has been suggested that both contemporary environmental conditions  
and historical contingencies play important roles in the distribution of fungal taxa in general [53].  
It has been shown that abiotic factors play the most dominant role in extremely simplified food  
webs [5,11,54,55]. This makes the Dry Valleys soil ecosystem, with its extreme environmental 
stress, an excellent model for resolving the influence of abiotic factors on soil microbiota [19,55,56]. 
Miers Valley and Battleship Promontory, whose soils generally have a lower salinity, were 
reported to harbor greater bacterial and cyanobacterial diversity [15]. This study reveals similar 
trends for edaphic fungal diversity in these Dry Valleys as well as Alatna Valley; compared with 
Beacon Valley, University Valley, and Upper Wright Valley, where the lack of amplifiable fungal 
signal in extracted DNA could indicate potential limits of fungal growth and distribution. 
Importantly, soil C/N ratios are higher in all three coastal and lower elevation valleys, which 
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potentially indicate higher levels of primary productivity that can in turn sustain diverse 
populations of heterotrophic fungi [4,16,57]. Rao et al. suggested that substrate availability could 
limit diversity [52], since Dry Valley soils with higher carbon content harbored greater species 
richness [22,52]. Biota-environmental stepwise (BEST) analysis of soil physicochemical properties 
and tRFLP results supported this view, identifying C/N ratio as the most consistent differentiator of 
fungal community structure, followed by As and Ca (Supplementary Table S3). Calcium can be 
considered as a proxy for the mineral composition of underlying soils. The influence of arsenic on 
fungal populations is not clear since its concentrations are very low in our samples (Supplementary 
Table S2). The complete/near absence of detectable fungal signal in samples from University 
Valley and Beacon Valley is intriguing. Compared with other valleys, Beacon Valley and 
University Valley have higher elevations, resulting in lower average temperature and possibly less 
ice melting [36]. Therefore, contrary to an earlier hypothesis [52], lower temperature and water 
availability, combined with lower C/N ratio and higher salinity, may create conditions in these 
inland Dry Valleys that restrict fungal growth while permitting bacterial presence [15]. However, 
given that our samples were taken within comparatively small areas (2500 m2) on south-facing 
slopes, the possibility that our observations are reflective of specific geographic features of the 
sampling sites cannot be ruled out. South-facing slopes of the Dry Valleys are generally colder due 
to the lack of solar radiation input [1] and possibly more oligotrophic (compared with north-facing 
slopes) [16], and as such may restrict the colonization and growth of fungi. 

4. Conclusions 

Soil physicochemical properties among the Dry Valley sites showed distinct grouping patterns, 
with each valley forming its own clade. tRFLP results revealed similar grouping patterns, with 
significant variations in relative abundances of fungal signals between sites. Miers Valley was 
identified as a clear outlier by geochemical and tRFLP analyses, which were corroborated by 
pyrosequencing results, showing that Miers Valley harbored the highest level of fungal diversity 
and an unexpected abundance of Chytridiomycota. This is in contrast with the relatively low 
abundance of Basidiomycota, which was previously reported as the most dominant fungal phyla in 
the Dry Valleys. In total, nine OTUs were found in all three valleys, including the five most 
abundant ones, indicating that a set of core fungal species is present throughout the Dry Valleys. 
However, the relative abundances of these dominant OTUs are notably different among the three 
sites, suggesting that there is significant biogeography for Dry Valley edaphic fungi and that they 
likely respond and adapt to local environmental conditions. This in turn implies that much of the 
fungal biomass in the Dry Valleys is biological active and ecologically relevant, rather than spores 
whose distribution pattern is largely dictated by aeolian transport. The comparative lack of fungal 
signals in the inland high elevation Dry Valleys suggests that environmental conditions at those 
locations may represent limits of fungal growth. 
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Recent Advances and Future Perspectives in Microbial 
Phototrophy in Antarctic Sea Ice 

Eileen Y. Koh, Andrew R. Martin, Andrew McMinn and Ken G. Ryan 

Abstract: Bacteria that utilize sunlight to supplement metabolic activity are now being described 
in a range of ecosystems. While it is likely that phototrophy provides an important competitive 
advantage, the contribution that these microorganisms make to the bioenergetics of polar marine 
ecosystems is unknown. In this minireview, we discuss recent advances in our understanding of 
phototrophic bacteria and highlight the need for future research. 

Reprinted from Biology. Cite as: Koh, E.Y.; Martin, A.R.; McMinn, A.; Ryan, K.G. Recent 
Advances and Future Perspectives in Microbial Phototrophy in Antarctic Sea Ice. Biology 2012, 1, 
542-556. 

1. Introduction 

Microorganisms have been fundamentally important to the history and function of life on Earth. 
They have played a central role in the climatic, geological, and biological evolution of the planet [1]. 
They are found in every conceivable ecological niche, from the tropics to the poles, from 
underground mines and oil fields to the stratosphere and mountain ranges, from deserts to the Dead 
Sea and from hot springs to underwater hydrothermal vents [2–5]. Microbes dominate the flux of 
energy and biologically important chemical elements in the world’s oceans and, as a result, are 
estimated to be five to ten times the mass of all multicellular marine organisms [6]. Bacteria harbor 
a potential reservoir of useful genes for medicine and biotechnology, and unraveling their complex 
taxonomic diversity is considered the key to understanding the process of evolution [7,8]. 

Sea ice is one of the most seasonally dynamic ecosystems on Earth. An important driver of the 
global climate system, annual sea ice at polar latitudes influences both physical and biological 
processes; particularly in modulating the exchange of heat and moisture between the atmosphere 
and ocean, and restricting the penetration of solar radiation. Importantly, sea ice also provides a 
stable platform for the colonization and growth of marine microbes [9,10]. Although a range of 
microbial taxa are initially scavenged from the water column during ice formation, only some are 
able to adapt to the physicochemical variability that characterizes the brine inclusions and 
interstices of the ice matrix. The most conspicuous ice-bound organisms are microalgae and 
research efforts have historically focused on the composition, physiology, and ecology of the 
diatoms that dominate sea ice assemblages [11–15]. Sea ice algae contribute between 10%–28% of 
the total primary production in ice-covered regions of the Southern Ocean [10,16] and over 90% of 
this biogenic carbon is produced within first-year ice and approximately 60% during the austral spring 
(November-December) when the algal cells typically discolor the bottom 1–20 cm of the ice [16] 
(Figure 1). Microalgae provide a crucial source of winter nutrition for juvenile zooplankton such as 
the Antarctic krill Euphausia superba [17,18], and may provide inocula for bloom events at the 
receding ice edge in the austral summer [11,16,19,20]. 
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Figure 1. Cross-section of sea ice. A distinct brown coloration is present at the bottom  
20 cm of a 1 m diameter section of sea ice. This is due to the high concentration of 
bacteria and microalgae within the sea ice. 

 

While bacteria are now recognized as a major biological component of the oceanic carbon cycle 
and ecosystem structure [21,22], an understanding of the phylogenetic diversity and functional 
capabilities of ice-associated bacteria remains fragmentary [23]. Evidence that bacteria actively 
grow within the ice dates back to only the 1980’s when Sullivan and Palmisano [24] observed large 
and morphologically distinct bacteria undergoing cell division in fast-ice within McMurdo Sound, 
Antarctica. This initial observation indicated an active heterotrophic community, and the 
subsequent microautoradiographic uptake of radiolabeled compounds such as 14C-L-serine, 3H-serine, 
3H-glucose and 3H-thymidine confirmed community-level activity in the form of DNA synthesis [24,25]. 
More recent single-cell analyses, including the use of tetrazolium chloride (CTC) and fluorescence 
in situ hybridization (FISH), have shown that ~80% of the bacteria present in the bottom of Antarctic 
sea ice have a probe-positive cellular rRNA content and >30% of the cells have an electron transport 
system that is capable of reducing CTC [26,27]. Most of these cells appear to be heterotrophic 
bacteria, which either live freely or attached to microalgae or detritus [28,29]. Molecular-based 
surveys of SSU rRNA gene diversity typically reveal psychrophilic and halotolerant members of the 
Proteobacteria, Bacteroidetes (previously known as the Cytophaga-Flavobacteria-Bacteroides 
(CFB) cluster) and Gram-positive bacteria [23,28,30]. 

Following a decade of seminal research conducted within McMurdo Sound, Antarctica,  
Sullivan [25] suggested that sea ice bacteria might play an important role in secondary microbial 
production mediated through the microbial loop and remineralisation and recycling of ice-associated 
organic matter (Figure 2). Sullivan [25] also postulated that these bacteria maintain a balance of 
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oxygen concentration in the ice microenvironment through their respiration and may be involved in 
ice nucleation and early stages of sea ice formation although these ideas remain largely unsubstantiated. 

Figure 2. Sea ice food web and the microbial loop. The microbial loop re-drawn and 
abridged from Azam et al. (1983) and Fenchel (2008). Only the bacteria discussed in 
this review are presented; the other bacteria are grouped as heterotrophs. AAnP = aerobic 
anaerobic phototroph, DOC = dissolved organic carbon, DOM = dissolved organic 
matter, POC = particulate organic carbon, PR = proteorhodopsins. 

 

2. Bacteria with Light-Harvesting Capabilities 

The energy to support life in the sea is ultimately derived from phototrophy in the euphotic  
zone [31]. The most significant contribution from prokaryotic life forms is from cyanobacteria, 
which utilize chlorophyll-based phototrophy and contribute 30% of all globally fixed carbon [32]. 
However, in recent years, non-cultivation-based studies of bacteria have led to the discovery of 
novel genes, proteins and phototrophic mechanisms that are rapidly gaining scientific interest [33–37]. 
In particular, widespread reports of bacteriochlorophyll (bchl) and proteorhodopsin (PR) in 
planktonic marine prokaryotes are challenging the assumption that chl-a is the only light-capturing 
pigment of ecological importance. It remains to be seen whether these metabolic pathways will 
require a significant revision of oceanic energy budgets [22,38], but alternative light-based 
metabolic strategies are now being described in aquatic ecosystems that range from the deep-sea 
biosphere to high-altitude glaciers [39,40]. 

2.1. Cyanobacteria 

Cyanobacteria colonize a variety of polar terrestrial ecospheres including rocks, glaciers, ice 
shelves, streams, ponds and lakes [41–45]. Phototrophs in these environments are generally 
psychrotolerant and exhibit an assortment of cold-protection mechanisms and slow growth rates to 
endure freeze-thaw cycles. The intracellular accumulation of salts to sustain osmotic balance, 
variation in DNA repair mechanisms and the use of photo-complexes are additional strategies that 
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terrestrial cyanobacteria employ in extreme cold environments [44,46,47]. Picocyanobacteria such as 
Synechococcus and Prochlorococcus are the most abundant phototropic cells in the World’s  
oceans [48]. Despite this significant contribution to primary production, these cells are small,  
0.5–1.5 m and, in the case of Prochlorococcus, remained undetected until 1986 when they were 
discovered using flow cytometry [49]. Importantly, the abundance of marine cyanobacteria 
decreases rapidly south of latitude 40° [50–52] and this has been attributed to eco-physiological 
factors such as temperature, salinity and nutrient requirements [44]. 

Considering their prevalence in cold terrestrial environments, the apparent absence of 
cyanobacteria within sea ice is, however, unexpected. Interestingly, Synechococcus was detected 
from coastal waters off East Antarctica in 1989 using microscopy and pigment chemistry [53] and 
a decade later, cyanobacterial-like pigments (phycoerythrin and phycocyanin) were detected for the 
first time within the ice matrix using flow cytometry [54]. Pigment-based confirmation is 
questionable however as phycoerythrin and phycocyanin are also present in other algae including 
Cryptophytes which are common during Antarctic coastal blooms [54]. To potentially validate 
these earlier findings, a multi-method molecular analysis was recently carried out on fast-ice cores 
extracted from sites spanning 300 km in the Ross Sea region of Antarctica [55]. Clone libraries 
were constructed from the 16S rDNA gene, the internal transcribed sequence (ITS) region and  
the cyanobacterial core RNA polymerase (rpoC). Analysis of all sections of extracted ice did  
not reveal the presence of Synechococcus sp., Prochlorococcus sp., or any other marine  
cyanobacteria-related species. Additional screening was carried out using ligation detection 
reaction-based microarray, which can detect as little as 1 fmol of DNA [56]. Data from the ITS and 
microarray analysis of these sea ice samples showed close affiliation to the freshwater cyanobacteria 
Phormidium sp. and Cylindrospermopsis sp., respectively [55], but the closest Antarctic relative 
was an uncultured cyanobacteria clone from the nearby meromictic Lake Fryxell [42]. Aerobiology 
studies conducted in the Antarctic [57,58] and the Arctic [59] suggested that much of the biological 
material present in the air originates locally. Harding et al. [59] observed that >47% of the 
operational taxonomic units (OTUs) in Arctic snow samples were from previously reported local 
cyanobacteria [45,60]. Given that Terra Nova Bay is situated in a katabatic wind cross-zone [61], it 
is likely that the cyanobacterial propagules identified by Koh et al. [55] were wind-transported from 
nearby freshwater ponds or terrestrial soil and incorporated into the ice during seasonal formation. 
Despite earlier anecdotal findings, molecular-based evidence now confirms that cyanobacteria do 
not play a significant role in sea ice ecosystem dynamics. 

2.2. Bacteriochlorophyll 

Phototropic metabolism is a feature of four other eubacterial phyla (i.e., Proteobacteria, 
Chlorobi, Chloroflexi and Firmicutes). Unlike cyanobacteria, these phototrophs utilize the most 
ancient form of photosynthesis: anoxygenic photosynthesis [62]. This pathway is important for 
nitrogen-fixation, and cells with bacteriochlorophyll (bchl) also play an important role in the 
microbial loop [63,64]. The presence of highly diverse anoxygenic phototrophic bacterial 
communities in marine environments now suggests that non-chlorophyll-a phototrophy may be  
a more common life history strategy than previously realized. For example, the Proteobacteria 
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contain the largest group of anoxyphototrophs [65], which were thought to be strictly anaerobic until 
three decades ago when the first aerobic representative was identified [66]. In both aerobic and 
anaerobic taxa, bchl-a is the primary light-harvesting pigment and absorbs red light at 770 to 880 nm 
and blue light at ~385nm [67–69]. This provides a useful contrast to the chlorophyll-a present in 
cyanobacteria and algae, which absorbs at 430 nm and 665 nm (Figure 3). 

Figure 3. Schematic diagram of light pigments/proteins of sea ice phototrophic 
bacteria. Bchl = bacteriochlorophyll; Chl-a = Chlorophyll-a; BPR = Blue 
proteorhodopsin; GPR = Green proteorhodopsin. Diagram not drawn to scale. 

 

The aerobic anoxygenic phototrophic (AAnP) bacteria are a diverse group of prokaryotes with 
respect to their functionality, physiology, and morphology [69]. These are obligate aerobes with 
unusually high concentrations of carotenoids, low cellular contents of bchl-a and a distinct lack of 
the light-harvesting complex II [38,39]. In the anaerobic phototrophic bacteria (AnPB), the puf 
operon coding for the bchl is repressed by both oxygen and high light [70]. However, in the AAnP, 
the expression of the puf operon is not limited by oxygen, but it is still repressed by strong  
light [37,71,72]. Despite these physiological differences, both AnPB and AAnPs have a similar 
photosynthetic apparatus and similar electron carriers and structural polypeptides [73]. The close 
correlation between AAnPs and oxygenic phototrophs in the euphotic zone may indicate that these 
cells contribute to a light-controlled component of the microbial redox cycle [38]. Several 
molecular studies based on the genes of the puf operon have been carried out in tropical, temperate 
and polar marine environments [74–79] and these organisms have been estimated to account for up 
to 10% of the energy production in the upper layers of the water column [38,80] in most temperate 
and tropical oceans. 

There is some evidence to suggest that AAnP bacteria are absent at high latitudes [81] and are 
genetically distinct from their freshwater counterparts [82,83]. However, positive pufM [64,73] 
clonal sequences were detected from extracted DNA and messenger RNA transcripts from the 
lower sections of Antarctic annual fast-ice as well as the underlying water column [84]. All clones 
grouped with the cultured -Proteobacteria [39,74]. No - and -Proteobacteria AAnPs were 
detected in the sea ice, matching the observations of Karr et al. [82] at Lake Fryxell. In fact, all the 
sea ice and seawater clones were likely -Proteobacteria Roseobacter-clade affiliated [84], which could 
constitute ~20% of the Southern Ocean bacterial community [85,86], given that Roseobacter denitrificans 
is able to illicit specific defence systems against photo-oxidative stress [87]. More importantly, their 
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presence in RNA extracts indicates that bacteria within the sea ice are actively expressing the gene 
for bchl synthesis. 

AAnPs may constitute only ~0.05% of the prokaryotic abundance in the Western Antarctic  
waters [80], however the ease with which AAnPs were found within sea ice suggests that their 
relative proportion may be higher in ice-associated microbial communities. Results obtained by 
quantitative PCR suggest that Bchl OTUs may comprise up to 10% of the sea ice bacterial 
community [88], although further work is clearly needed to ascertain the ecological significance of 
this metabolic pathway. 

2.3. Proteorhodopsin 

The discovery of phototrophic energy generated via proteorhodopsin (PR) was a major finding 
in microbial ecology [89]. PRs are retinal binding bacterial integral membrane proteins that  
belong to the microbial rhodopsin super-family of proteins and function as light-driven proton  
pumps [89,90]. Unlike Bchl, PR cells do not generate cellular reducing power through NADPH, 
however ATP is produced upon light stimulation without the evolution of oxygen or fixation of 
inorganic carbon. Since the first reported PR sequence was obtained in 2000 [89], many other  
PR-bearing bacteria have been identified in environments ranging from freshwater lakes to the deep 
marine biosphere [91–96]. PR genes appear to be abundant in the genomes of oceanic bacteria [95], 
accounting for 13% of the prokaryotic community in the Mediterranean Sea and Red Sea and 70% 
in the Sargasso Sea [94,95,97,98]. Importantly, in vitro studies have demonstrated proton pumping 
and increased growth rates of PR-bearing bacteria under illuminated conditions [99–102]. 
Recently, PR in Candidatus Pelagibacter ubique was reported to play a critical role in a cellular 
response that maintains cell function during periods of carbon starvation [102]. These observations 
suggest that harvesting light energy via PR may be important in marine environments [103], but 
again the ecological significance of this metabolic pathway is currently unknown. 

Sea ice bacteria that express the PR gene were described for the first time in 2010 [104].  
PR-bearing representatives from the classes -Proteobacteria, -Proteobacteria and Flavobacteria 
were present throughout the fast-ice in the Ross Sea region of Antarctica. Complementary DNA 
(cDNA) generated from RNA samples suggested that PR bacteria were metabolically active at the 
time of sampling. The bulk of the positive cDNA samples were collected from the middle and 
bottom part of the ice matrix, which possibly indicates that PR bacteria favor the lower light 
intensity and relatively stable temperatures found in the bottom half of the ice. Essentially, as  
light penetrates deeper into the ice matrix, the more energetic blue light predominates [105].  
A stratified distribution of different forms of PR-bacteria in marine waters has been observed  
previously [106,107], and this has been attributed to a single-residue switch mechanism whereby 
the presence of leucine or glutamine at amino acid position 105 determines whether the protein 
absorbs in the green or blue wavelength [106]. Koh et al. [104] found both blue-absorbing (BPR) 
and green-absorbing (GPR) forms, but BPR were found primarily in the middle of the ice where 
red and green wavelengths of the solar spectrum are relatively low [105]. Conversely, GPR appear 
to be distributed throughout the ice, but their highest concentrations were at the ice/water  
interface [104], where, due to the presence of eukaryotic chl-a, the only available light is green. 
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3. Future Research and the Significance of Light-Harvesting Pigments for Antarctic Sea Ice 

Research-to-date has confirmed that some of the bacteria present in Antarctic sea ice are capable 
of phototrophic metabolism, most likely as a supplement to an otherwise heterotrophic lifestyle.  
A mechanistic understanding of the diversity, ecophysiology, and functionality of marine 
photoheterotrophs is therefore a worthy goal, but one that is extremely challenging [108]. 

Logistic and weather constraints are the primary reasons that polar studies are conducted during 
the summer months. As a result, insight into ice-associated light-harvesting bacteria has thus far 
come from cores extracted during the austral summer. In the future, it will be particularly important 
to contrast the light-driven energy flux with the metabolic processes and activity level that take 
place during the dark polar winter. Only a handful of over-winter studies have been reported in the 
more accessible Arctic [78,109,110], however microorganisms are more active during summer 
months compared with winter. 

Next generation pyrosequencing [111,112], microfluidics [113] and microarray analysis [114–116] 
are rapidly changing the way microbial communities are studied. These high-throughput methods 
could be employed to elucidate more phototrophic bacteria from Antarctic sea ice and accurately 
determine their in situ distribution and abundance. Techniques such as catalyzed reporter deposition 
(CARD)-FISH [117] and quantitative PCR [80,118] will enable functional gene expression to be 
quantified at the single-cell level of resolution. In addition, metatranscriptomics and proteomics 
would provide a valuable tool with which to link in situ expression dynamics with environmental 
stress [99,119,120]. Coupled with the chromatin immune-precipitation (ChIP) procedure, it is now 
possible to characterize both the genome-wide location and function of novel energy-binding 
proteins [120–122]. 

4. Concluding Remarks 

Sea ice represents one of the most ephemeral habitats on Earth and the ice-associated microbial 
communities are integral to the energy base of the Southern Ocean ecosystem. The specific 
physiological roles and adaptive strategies of phototrophic bacteria within this ecosystem have yet 
to be elucidated; however, the future looks promising given the expanding range of technologies 
that may be used to explore the bioenergetics of light-harvesting pathways. There is also a growing 
need to quantify the resilience of sea ice microbes to increased environmental stress and to provide 
a real-time biological response to climate change. Considering the variety of genetic, physiological 
and environmental contexts in which light-harvesting bacteria are found, the diversity observed to 
date may reflect only a subset of the organisms present and more light-dependent adaptive 
strategies are likely to exist in the microbial world. The combined sequencing of cultivated and 
uncultivated organisms will undoubtedly reveal more microbial groups with known, or even novel, 
photosynthetic abilities. 
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Isolation and Characterization of Bacteria from Ancient 
Siberian Permafrost Sediment 

De-Chao Zhang, Anatoli Brouchkov, Gennady Griva, Franz Schinner and Rosa Margesin 

Abstract: In this study, we isolated and characterized bacterial strains from ancient (Neogene) 
permafrost sediment that was permanently frozen for 3.5 million years. The sampling site was 
located at Mammoth Mountain in the Aldan river valley in Central Yakutia in Eastern Siberia. 
Analysis of phospolipid fatty acids (PLFA) demonstrated the dominance of bacteria over fungi; the 
analysis of fatty acids specific for Gram-positive and Gram-negative bacteria revealed an approximately 
twofold higher amount of Gram-negative bacteria compared to Gram-positive bacteria. Direct 
microbial counts after natural permafrost enrichment showed the presence of (4.7 ± 1.5) × 108 cells g 1 
sediment dry mass. Viable heterotrophic bacteria were found at 0 °C, 10 °C and 25 °C, but not at 
37 °C. Spore-forming bacteria were not detected. Numbers of viable fungi were low and were only 
detected at 0 °C and 10 °C. Selected culturable bacterial isolates were identified as representatives 
of Arthrobacter phenanthrenivorans, Subtercola frigoramans and Glaciimonas immobilis. 
Representatives of each of these species were characterized with regard to their growth temperature 
range, their ability to grow on different media, to produce enzymes, to grow in the presence of 
NaCl, antibiotics, and heavy metals, and to degrade hydrocarbons. All strains could grow at 5 °C; 
the upper temperature limit for growth in liquid culture was 25 °C or 30 °C. Sensitivity to rich media, 
antibiotics, heavy metals, and salt increased when temperature decreased (20 °C > 10 °C > 1 °C). 
In spite of the ligninolytic activity of some strains, no biodegradation activity was detected. 

Reprinted from Biology. Cite as: Zhang, D-C.; Brouchkov, A.; Griva, G.; Schinner, F.; Margesin, R. 
Isolation and Characterization of Bacteria from Ancient Siberian Permafrost Sediment. Biology 
2013, 2, 85-106. 

1. Introduction 

Permafrost is one of the most extreme environments on earth and covers more than 20% of the 
earth’s land surface; it has been defined as lithosphere material (soil, sediment or rock) that is 
permanently exposed to temperatures 0 °C and remains frozen for at least two consecutive years, 
and can extend down to more than 1,500 m in the subsurface [1]. Regions with permafrost occur at 
high latitudes, but also at high elevations; a significant part of the global permafrost is represented 
by mountains [2]. 

The microbial long-term survival in permafrost has been questioned; however, there is evidence 
that bacteria are able to survive in 500,000-year-old permafrost [3]. Considerable abundance and 
diversity of microorganisms, including bacteria, archaea, phototrophic cyanobacteria and green 
algae, fungi and protozoa, are present in permafrost [4–6]. The characteristics of these 
microorganisms reflect the unique and extreme conditions of the permafrost environment. 
Permafrost soils may contain up to 20% or more unfrozen water in the form of salt solutions with a 
low water activity (aw = 0.8–0.85) [7]. Microorganisms in this environment have additionally to 
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thrive under permanently frozen conditions, oligotrophic conditions, complete darkness, constant 
gamma radiation and extremely low rates of nutrient and metabolite transfer [4,5]. Substantial 
growth and metabolic activity (respiration and biosynthesis) of permafrost microorganisms at 
temperatures down to 20 °C and even 35 °C have been demonstrated [8–10]. 

Relict microorganisms from ancient permafrost are not only of interest from an ecological point 
of view, recent studies pointed to their significance as objects of gerontology. Bacillus sp. isolated 
from permafrost sands of the Mammoth Mountain in Central Yakutia was characterized by an 
extraordinary viability (about 3.5 million years old) and enhanced longevity, immunity and 
resistance to heat shock and UV irradiation in Drosophila melanogaster and mice [11–14]; probiotic 
activity by a Bacillus sp. strain isolated from the same sample has been recently reported [15]. 

Frozen soils consisting of mineral particles and ice of different ages contain live  
microorganisms [16]. It has been shown that microbial cells, even showing features of aging [17,18], 
are able to live or stay viable for a long time. Despite the fact that it is unknown whether these cells 
are individually surviving or growing, Bacillus anthracis remains viable for about  
105 years [19]. Colonies of bacteria from amber have been reported to survive for 40 million or 
more years [20]. 

Viability of bacteria below 0 °C has been investigated [21]. Unfrozen water, held tightly by 
electrochemical forces onto the surfaces of mineral particles, occurs even in hard-frozen 
permafrost. Bacterial cells are not frozen at temperatures of 2 °C and 4 °  [22,23]. The thin 
liquid layers provide a route for water flow, carrying solutes and small particles, possibly nutrients 
or metabolites, but movement is extremely slow. A bacterium of greater size (0.3–1.4 m) than the 
thickness of the water layer (0.01–0.1 m at temperatures of 2 °C and 4 ° ) is unlikely to move, 
at least in ice [2]. Therefore, microorganisms trapped among mineral particles and ice in 
permafrost have been isolated [16]. In some cases, their age can be proved by geological 
conditions, the history of freezing, and radioisotope dating [21]. 

The nature of extreme longevity of permafrost microorganisms has no comprehensive explanation. 
Cell structures are far from being stable [24]. The genome is subject to destruction, and the reparation 
mechanisms of the majority of organisms are not effective enough to prevent accumulation of 
damages [25]. The half-life of cytosine does not exceed a few hundred years [26]. Ancient DNA of 
mummies, mammoths, insects in amber and other organisms appears destroyed [20,27,28]. 

Microorganisms in permafrost have been studied by culture-dependent and culture-independent 
methods [4–6]. Microbial abundance is often based on culture-based methods. However, culturable 
cells may only represent less than 1% of the total microbial community in an environment [29]  
and numerous bacteria enter a viable but non-culturable (VBNC) state in response to environmental 
stress [30]. Therefore, culture-independent, molecular assays, such as profiling soil DNA, rRNA, 
or phospholipid fatty acids, are increasingly used in environmental microbiology. Direct recovery 
of bacterial 16S rDNA theoretically represents the entire microbial population from environmental 
samples [31]. However, molecular methods also have their limitations, such as variable efficiency 
of lysis and DNA extraction, and differential amplification of target genes [32]. Only through 
isolation can microorganisms be fully characterized at the physiological and functional level. 



36 
 

 

Although major advances have been made in the last decade, our knowledge on the genetics, 
biochemistry and ecology of microorganisms in permafrost is still limited. 

In this study, we investigated the culturable heterotrophic microbial population in ancient 
(Neogene) permafrost collected from one of the oldest permafrost areas on earth, located in Siberia 
and permanently frozen for 3.5 million years. We analyzed the bacterial and fungal population by 
using a combination of culture-dependent and culture-independent techniques. Selected bacterial 
isolates were characterized with regard to their growth characteristics, their ability to grow on 
different media, to produce enzymes and to degrade hydrocarbons, and their sensitivity to NaCl, 
antibiotics, and heavy metals. 

2. Materials and Methods 

2.1. Sampling Site 

The sampling site was located at Mammoth Mountain in the Aldan river valley in Central 
Yakutia in Eastern Siberia. The site is an exposure located on the left bank of the Aldan river,  
325 km upstream from the mouth of the River Lena (N62°56' E134°0.1'). The exposure is  
a consequence of recent river erosion of a few cm, up to 0.7 m per year. Prior to the erosion, the 
sampling site would have been considerably deeper. 

Annual mean temperature of the deposits is presently about 4 C near the surface; the 
temperature is constantly below 0 °C. Alluvial deposits consisting of fine-grained sands and 
aleurolites with interlayers of plant remains (trunks, branches, leaves) are exposed. The systematic 
composition of seeds, pollen and leafs is related to Middle Miocene [33], about 11–16 million 
years ago. This is the northernmost part of the known Eurasian localities of Neogenic leaf and 
trunk remains of Salix, Populus, Alnus and other species. The deposits in the area became frozen at 
least 1.8–1.9 million years ago [34], and probably earlier than 3.5 million years ago, and never 
thawed until now because of the cold climate of the Pleistocene [2]. Recent studies showed that an 
intensive cooling began there in Late Pliocene 3–3.5 million years ago. The temperature was 
estimated as ranging from 12 °C to 32 °C in January and from about +12 °C to +15.6 °C in  
July [35], thus the age of the permafrost at Mammoth Mountain likely reaches up to 3.5 million 
years. Geological data indicated the absence of thawing of deposited sediment for millions of 
years, which assures the ancient age of the sample [15]. 

The exposure has three visible major ancient layers that can be attributed to Late Pleistocene 
(about 15,000–40,000 years old Ice Complex), Middle and Early Pleistocene (sands and clay;  
0.1–1 million years old, frozen at the time of formation) and Neogene (Miocene and Pliocene), 
mostly sand formations, frozen probably at the end of Neogene about 3.5 million years ago (Figures 1 
and 2). A slightly decomposed frozen trunk (Figure 3) was found about 15 m above river level in 
the Middle Miocene deposits. The topsoil on the exposure, an active layer of about 0.9–1 m, is of 
modern age and consisted of (acidic) raw humus on frozen siliceous sand and silt and was covered 
with vegetation that consisted of birch, alder, conifers (spruce, larch and pine tree) and shrubs. 
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2.2. Sampling 

Samples were collected in July 2009 at an altitude of 83 m above sea level, exposition north, and 
at a depth of 1.5 m from the surface of the Neogene formation (Figure 4). A deep hole of 
approximately 100 cm was horizontally dug into the frozen Neogene horizon. After sterilizing the 
surface of this sampling hole by flame, pieces of frozen sediment (icy sand) were collected from a 
horizontal depth of 75–100 cm, cleaved with a sterilized axe, and collected in sterile 50 mL vials 
by using sterile spatulas. The mean temperature of the icy sand at the time of sampling was 4 °C. 

Figure 1. Sampling site at Mammoth Mountain in the Aldan river valley (Central 
Yakutia, Eastern Siberia). Formations of Late Pleistocene (Ice Complex) (red), 
Pleistocene (green) and Neogene (yellow) are visible. 

 

Figure 2. Profile of the exposure of the Mammoth Mountain: 1, Neogene sands;  
2, Pleistocene sediment: a, pebbles in the ferrous sands; b, sands; c, lacustrine silt;  
d, silt; 3, ice wedge; 4, active layer (after data from Markov [36]). 
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Figure 3. A frozen trunk slightly decomposed was found about 15 m above the river 
level in the Middle Miocene (Neogene) deposits (3.5 million years old). 

 

Figure 4. Permafrost immediately before sampling. Neogenic deposits consisting of  
fine-grained sands and aleurolites with interlayers of plant remains characterize the 
sediment at the site. 

 

Samples were immediately embedded in frozen natural permafrost material, then stored in  
a cryogenic mixture of NaCl and water to keep the material constantly frozen. The samples were 
kept frozen during transport from Yakutia to the laboratory in Innsbruck where samples were 
stored at 20 °C. Thus, the collected material was constantly kept frozen and never subjected to 
thawing. A composite sample was produced under sterile conditions immediately before analysis. 

2.3. Enrichment of Microorganisms 

The composite sample was kept for one month at 0 °C for natural permafrost enrichment  
(NPE) [37]. Afterwards, a number of analyses (physical and chemical soil properties, PLFA, direct 
and viable microbial counts) were performed. 

After NPE, a liquid enrichment (LE) culture was produced by preparing a 1:20 dilution of the 
NPE with 1/10 strength R2A broth. This enrichment culture was kept at 1 °C on a shaker at 100 rpm. 
After two and four weeks, samples were analyzed again for direct and viable microbial counts. 
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2.4. Physical and Chemical Sediment Properties 

Dry mass content was determined from mass loss after 24 h at 105 °C. Soil organic matter 
(SOM) was determined from loss on ignition (LOI) after heating dried soil for 3 h at 430 °C [38]. 
Soil pH was determined in 10 mM CaCl2 [39]. Contents of nitrate, nitrite and phosphorus were 
determined spectrophotometrically [39]. 

2.5. Phospholipid Fatty Acids (PLFA) 

Phospholipids were determined after NPE as described [40] and were extracted from 6 g (fresh 
mass) of sediment, fractionated and quantified using the procedures described [41,42]. Separated 
fatty acid methyl-esters were identified using gas chromatography and a flame ionization detector. 
Fatty acid nomenclature was used as described [41]. The fatty acids i15:0, a15:0, 15:0, i16:0, 
16:1 7c, 17:0, i17:0, cy17:0, 18:1 7c and cy19:0 were chosen to represent bacterial biomass 
(bacterial PLFA), and 18:2 6,9c (fungal PLFA) was taken to indicate fungal biomass [43,44]. The 
ratio of bacterial PLFA to fungal PLFA was calculated to indicate shifts in the ratio between 
bacterial and fungal biomass. The Gram-positive specific fatty acids i15:0, a15:0, i16:0 and i17:0 
and the Gram-negative specific fatty acids cy17:0 and cy19:0 [45] were taken as a measure of the 
ratio between Gram-positive and Gram-negative bacteria. The fatty acid 20:5 3c was used as an 
indicator for soil algae [46]. PLFA concentrations (nmol g 1 sediment) were calculated on a dry 
mass basis and were determined with three replicates. 

2.6. Direct Microbial Counts 

Total microbial counts were determined by using acridine orange staining and Calcofluor-white 
staining and epifluorescence microscopy [47,48]. After NPE, 1 mL 10 2 diluted sediment extract 
(the same that was also used for the determination of viable microbial counts) was stained with  
1 mL of 0.01% acridine orange or with 1 mL of Calcofluor white M2R (15 g mL 1) for 3 min. To 
remove excess staining, the stained suspension was filtered through a 0.4 m pore size filter 
(Millipore HTBP02500 Isopore black) held on a 25 mm diameter filter holder. The filter was air 
dried, cleared in immersion oil and covered by a cover glass. Slides were examined with a Nikon 
Microphot-SA epifluorescent microscope equipped with a high intensity mercury light source.  
A Nikon B-2A filter cube was used for examination of acridine orange stained slides. Ten  
randomly-chosen fields of view were photographed with an 8-bit digital color camera (Nikon 
Digital sight DS U1) and cells were counted. 

2.7. Enumeration of Culturable Heterotrophic Aerobic Sediment Microorganisms 

Culturable microorganisms in the sediment sample were enumerated with three replicates by the 
plate-count method for viable cells. Pre-chilled glassware and solutions were used. Sediment 
suspensions were prepared by shaking sediment after NPE (10 g fresh mass) for 15 min at 150 rpm 
with 90 mL of ice-cold sodium pyrophosphate solution (0.28%). Dilutions of this sediment 
suspension prepared in ice-cold pyrophosphate solution were surface spread onto agar plates. 
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Similarly, the liquid enrichment culture was diluted in ice-cold pyrophosphate solution and surface 
spread onto agar plates. 

R2A agar and 1/10 strength R2A agar (prepared as R2A broth diluted 1:10 with sterile distilled 
water and supplemented with agar) were used to determine numbers of viable heterotrophic 
bacteria. To determine numbers of spore-forming bacteria, the dilutions of the sediment suspension 
were kept for 15 min at 80 °C in a water bath and afterwards spread on R2A and 1/10 strength R2A 
agar. Saboraud agar, 1/10 strength Saboraud agar, and malt extract agar (each of these media was 
supplemented with chlorampenicol (100 g mL 1) and tetracyclin (100 g mL 1) to inhibit 
bacterial growth) were used to determine numbers of viable fungi. Sterile controls were incubated 
under the same conditions as inoculated plates. 

All plates were incubated at 5 °C, 0 °C, 10 °C, 25 °C and 37 °C. Colonies were incubated up to  
42 days ( 5 °C and 0 °C), 28 days (25 °C), 5–14 days (25 °C) or 7 days (37 °C) until no growth of 
new colonies was detected. Colony-forming units (CFU) were calculated on a sediment dry mass basis. 

2.8. Phylogenetic Analysis of Culturable Bacteria and Restriction Fragment Length  
Polymorphism (RFLP) 

Genomic DNA of 32 culturable bacterial strains (collected from plates incubated at 0 °C) differing 
in phenotypic characteristics (colony morphology, pigmentation, growth characteristics) was 
extracted using the UltraClean Microbial DNA isolation kit (Mo Bio Laboratories). The 16S rRNA 
genes were amplified as described earlier [49]. 

Restriction fragment length polymorphism (RFLP) was carried out as described [50]. Amplified 
16S rRNA genes were restricted using the enzymes RsaI and HhaI (Invitrogen) at 37 °C overnight. 
Restriction digests were analyzed by agarose gel electrophoresis (2% agarose, 0.5× TBE buffer). 
Unique restriction patterns were identified visually and two representatives of each restriction 
pattern were used as a template for 16S rRNA gene sequencing. Sequencing reactions were carried 
out by Eurofins MWG Operon (Ebersberg, Germany). The 16S rRNA gene sequences were 
submitted for comparison and identification to the GenBank databases using the NCBI Blastn 
algorithm and to the EMBL databases using the Fasta algorithm. 

2.9. Characterization of Culturable Bacteria 

2.9.1. Growth Temperature Range 

Growth at 5, 1, 5, 10, 15, 20, 25, 30 and 35 °C was assessed on R2A agar and in R2A broth at  
150 rpm (except for cultures at 5 °C where shaking was not possible), using two replicates per 
strain and temperature. Growth on agar plates was regularly monitored up to an incubation time of 
28 days; growth in liquid cultures was monitored by measuring regularly OD600. 

2.9.2. Growth on Different Media 

Growth on different media was assessed on 1/10 strength R2A agar, R2A agar, nutrient agar 
(NA, 0.5% peptone, 0.3% meat extract, 1.5% agar; pH 7), TSA (trypticase soy agar; 1.5% casein 
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peptone, 0.5% soy peptone, 0.5% sodium chloride, 1.5% agar; pH 7) and LB agar (Luria Bertani 
agar; 1% tryptone, 0.5% yeast extract, 0.5% NaCl). Plates were incubated at 1 °C, 10 °C and 20 °C 
and growth was monitored up to an incubation time of 21 days. 

2.9.3. Facultatively Anaerobic Growth 

Facultative growth under anaerobic conditions was determined as described [51] on R2A agar,  
on half-concentrated nutrient agar and on nutrient agar supplemented with 10 mM KNO3 after 
incubation at 1 °C, 10 °C and 20 °C in an anaerobic jar (containing Anaerocult A (Merck) to 
produce anaerobic conditions). 

2.9.4. Salt Tolerance 

Growth in the presence of various salt concentrations was determined on R2A agar 
supplemented with 0, 1, 2, 3, 5, 7 and 10% (w/v) NaCl. Two replicates per strain and NaCl 
concentration were tested. Plates were incubated at 1 °C, 10 °C and 20 °C and growth was 
monitored up to an incubation time of 21 days. 

2.9.5. Resistance to Antibiotics 

Susceptibility to antibiotics was determined on R2A agar supplemented with penicillin, 
ampicillin, kanamycin, streptomycin, rifampicin, tetracyclin, chloramphenicol and cyclosporin.  
Two concentrations (20 and 100 g mL 1) were tested for each antibiotic. Growth was tested with 
two replicates per strain, antibiotic and temperature at 1 °C, 10 °C and 20 °C. Growth was regularly 
monitored up to an incubation time of 21 days. Strain N1-17 was additionally tested for its 
susceptibility to antibiotics (20 g mL 1) in R2A broth at 1 °C, 10 °C and 20 °C; growth in liquid 
cultures was monitored by measuring regularly OD600. 

2.9.6. Resistance to Heavy Metals 

Resistance to heavy metals was determined on a mineral salts medium in order to avoid 
complexation of heavy metals in a complex medium [52]. The used medium was pH-neutral and  
Tris-buffered [53] and contained 0.1% glucose and 0.1% gluconate as carbon sources, and 1.5% 
purified agar. The medium was supplemented with the heavy metals Zn2+ (1, 3, 5 mM; supplied as 
Zn(NO3)2 × 6H2O), Pb2+ (1, 3, 5 mM; supplied as Pb(NO3)2) or Cu2+ (0.1, 1, 2, 3 mM; supplied as 
CuSO4). All metals were provided in a soluble, bioavailable form. Plates were incubated up to  
21 days at 1, 10 and 20 °C. 

2.9.7. Biodegradation of Hydrocarbons 

Biodegradation of hydrocarbons was tested as described [54] on mineral medium agar plates 
amended with the following hydrocarbons as the sole carbon source: n-hexadecane (2,000 mg L 1), 
diesel oil (2,500 mg L 1), phenol (2.5 mM), naphthalene, phenanthrene, anthracene (2 and 10 mg 
per plate). Plates were incubated up to 28 days at 1 °C, 10 °C and 20 °C. 
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2.9.8. Enzyme Activities 

Amylase, protease, cellulase and esterase-lipase activities were tested with two replicates as 
described [54,55] on R2A agar supplemented with starch, skim milk (each compound 0.4% w/v), 
carboxymethylcellulose and trypan blue (0.4% and 0.01% w/v, respectively) or Tween 80 and 
CaCl2 (0.4% v/v and 0.01% w/v, respectively). Ligninolytic activity was evaluated on MM agar 
plates containing 0.4% (w/v) lignosulfonic acid sodium salt [56]. Plates were incubated up to  
21 days at 1, 10 and 20 °C. 

3. Results 

3.1. Sediment Properties 

The alluvial sediment material at the sampling site contained a mixture of pale sand, silt, clay 
and plant debris (litter). The predominant minerals were quartz and feldspar. Multiple stratifications 
occurred at intervals of 30–300 cm and contained dark-colored, sparsely silicified plant debris; 
sometimes fragments of stems of monocotyledoneus and dicotyledoneus trees and shrubs were 
visible. Fruits of conifers and walnut were found; walnut appeared in the sampling area in the 
warm period shortly before ice formation. 

The investigated composite sediment sample had a dry mass content of 88%, a SOM content of 
3.6% and a pH (CaCl2) of 4.5. Nutrient contents (nitrate, nitrite, phosphorus) were below the 
detection limit (<20 mg/kg dry sediment). 

3.2. PLFA 

The biomass estimate based on PLFA was 0.76 nmol g 1 dry sediment. Analysis of PLFA 
specific for bacteria, fungi and algae demonstrated the dominance of bacteria. Bacterial PLFA were 
detected to a (9.0 ± 1.2)-fold higher amount compared to fungi. Among bacterial PLFA, the analysis 
of fatty acids specific for Gram-positive and Gram-negative bacteria revealed a (1.8 ± 0.3)-fold 
higher amount of Gram-negative bacteria compared to Gram-positive bacteria. PLFA related to 
algae were not detected. 

3.3. Direct Microbial Counts 

Direct microbial counts after NPE revealed the presence of (4.7 ± 1.5) × 108 cells g 1 sediment 
dry mass (mainly rods and occasionally fungal hyphae), which corresponded to approximately 
0.02%–0.5% and 0.01%–0.6% of viable numbers obtained on R2A and 1/10 strength R2A  
agar, respectively. 

When counting after staining with acridine orange, only green fluorescent cells that are often 
attributed to living cells, (2.5 ± 1.2) ×107 cells g 1 sediment dry mass were counted after NPE 
(corresponding to 0.3%–9% of viable counts on R2A, see below), this number further increased 
after LE in the presence of nutrients and paralleled the increase in viable counts. 
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3.4. Enumeration of Culturable Bacteria and Fungi 

Independent of the enrichment period and of the culture medium, viable heterotrophic bacteria 
were found at 0 °C, 10 °C and 25 °C, but not at 37 °C (detection limit 100 cfu g 1 sediment) 
(Figure 5). However, the relation between bacteria able to grow at the different incubation 
temperatures was influenced by the period of enrichment. After NPE, viable bacterial numbers 
determined at 0 °C were 7.4 × 104 (R2A agar) and 5.8 × 104 g 1 sediment dry mass (1/10 strength 
R2A agar). They were 30-fold (R2A) or 50-fold (1/10 strength R2A) higher at 10 °C and 10-fold 
(R2A) or 18-fold (1/10 strength R2A) higher at 25 °C. Thus, only 3% and 10% of the viable 
bacterial numbers obtained on R2A and able to grow at 0 °C could also grow at 10 °C and 25 °C, 
respectively. An additional LE in the presence of nutrients after NPE resulted in an increase in 
viable numbers; this was also confirmed by counts of green fluorescent cells after staining with 
acridine orange. After two weeks of LE at 2 °C, the fraction of bacteria able to grow at 0 °C had 
increased to 20% of the fraction able to grow at 10 °C, but had decreased to 7% of the fraction able 
to grow at 25 °C. This trend was also observed after four weeks of LE when even 90% of the 
fraction able to grow at 10 °C could grow at 0 °C. An almost identical trend was observed for 
bacteria cultured on 1/10 strength R2A agar. Thus, enrichment in the presence of nutrients favored 
the enrichment of bacteria able to grow at 0 °C, while the opposite was observed for bacteria able 
to grow at 25 °C. Spore-forming bacteria were not detected at any of the tested incubation 
temperatures neither on R2A nor on 1/10 strength R2A agar (detection limit 100 cfu g 1 sediment). 

In contrast to numbers of viable bacteria, numbers of viable fungi were very low and were only 
detected on media incubated at 0 and 10 °C, but not at higher incubation temperatures. After NPE,  
2–5 fungal colonies appeared on all three media used to detect viable fungi. Colonies with the same 
appearance (color, size) also appeared after two and four weeks of LE in the presence of nutrients. 
The techniques applied in this study for the recovery of viable fungi might be limited since NPE 
was originally developed for bacteria, and subsequent LE might have favored bacteria rather than fungi. 

Since these colonies did not differ in their visible appearance or growth behavior, only one of 
them was subjected to identification by CBS (Delft, The Netherlands) based on the rRNA gene 
sequence of the Internal Transcribed Spacer 1 and 2 (ITS). A sequence identity of 97% with a 
fungal endophyte associated with Antarctic mosses was detected. The strain was able to grow 
between 0 °C and 20 °C with fastest growth rates at 20 °C; sporulation was not detected. 
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Figure 5. Effect of enrichment on numbers of culturable heterotrophic bacteria on R2A 
agar and 1/10 strength R2A agar incubated at 0, 10 and 25 °C. No growth was observed 
at 37 °C. NPE, natural permafrost enrichment (1 month at 0 °C in undisturbed 
sediment); NPE + LE 2 weeks, 2 weeks of liquid enrichment at 1 °C after NPE;  
NPE + LE 4 weeks, 4 weeks of liquid enrichment at 1 °C after NPE. 
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3.5. Characterization of Culturable Bacterial Isolates 

According to RFLP, the 32 analyzed bacterial isolates could be divided into three groups and  
the 16s rRNA gene sequence of two representatives of each restriction pattern were determined.  
14 bacterial strains were identified as Arthrobacter phenanthrenivorans (98.1% sequence identity; 
GenBank accession number JX545208), 13 strains were identified as Subtercola frigoramans 
(99.4% 16S rDNA sequence identity; GenBank accession number JX545207), while only five 
strains could be affiliated to Glaciimonas immobilis (98.8% sequence identity; GenBank accession 
number JX545209). All Arthrobacter phenanthrenivorans and Subtercola frigoramans strains 
could be isolated after NPE and after additional LE. In contrast, none of the Glaciimonas immobilis 
strains were isolated after NPE, while all of them appeared after two weeks of LE, which indicates 
the selective enrichment of this species as already previously stated [37]. 

Six strains (two representatives of each of the three identified bacterial species) were 
characterized with regard to their growth temperature range. Their ability to grow on different 
media, to produce enzymes, to grow in the presence of NaCl, antibiotics and heavy metals and to 
degrade hydrocarbons was evaluated at 1 °C, 10 °C and 20 °C. Characteristics of one representative 
for each bacterial species are shown in Table 1. All strains were able to grow at 5 °C, the upper 
temperature limit for growth in liquid culture was 30 °C for Arthrobacter and Subtercola strains, 
while Glaciimonas strains could grow up to 25 °C. All strains exhibited fastest growth rates in R2A 
broth at the maximum temperature for growth, biomass yield (cell density) was highest at 1–5 °C 
for Glaciimonas, while Arthrobacter and Subtercola strains produced the highest amount of 
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biomass at 30 °C and their cell yields were ca. 20% lower at 1–25 °C than at 30 °C (Figure 6). 
Arthrobacter strains produced an approx. threefold higher amount of biomass than Subtercola and 
Glaciimonas strains. Growth at 5 °C is not shown in Figure 6 since the strains were cultured 
without shaking at this temperature. 

All strains were initially exposed to oxygen and thus able to grow under aerobic conditions, but 
none of them was facultatively anaerobic. Growth on different media was temperature-dependent. 
All strains could grow at 1 °C, 10 °C and 20 °C on 1/10 strength R2A and R2A. Arthrobacter 
strains preferred rich media (NA, TSA, LB) at all three temperatures tested. Subtercola grew on 
NA at 10 °C and 20 °C but not at 1 °C, growth on LB was good at 20 °C, week at 10 °C and absent 
at 1 °C. Glaciimonas did not grow on rich media (NA, LB and TSA). 

Table 1. Properties of bacterial strains isolated from ancient permafrost sediment. 

Strain properties 
Subtercola 

frigoramans 
N1-13 

Arthrobacter 
phenanthrenivorans 

N1-17 

Glaciimonas 
immobilis 

N1-38 
Tmin/Tmax    
R2A broth 5 °C/30 °C 5 °C/30 °C 5 °C/25 °C 
R2A agar 1 °C/30 °C 1 °C/30 °C 1 °C/20 °C 

Growth on various media (R2A, 
NA, LB, TSA) 

   

1 °C R2A R2A  NA  LB  TSA R2A 
10 °C R2A  NA R2A  NA  LB  TSA R2A 
20 °C R2A  NA  LB R2A  NA  LB  TSA R2A 

Growth in presence of NaCl (% 
w/v) 

   

1 °C 0% 1% weak 0% 
10 °C 0% (1% weak) 2% 0% 
20 °C 1% 3% (5% weak) 0% 

Growth in presence of 
cyclosporin A (100 g mL 1) * 

   

1 °C Weak + weak 
10 °C + + + 
20 °C + + + 

Utilization of lignosulfonic acid    
1 °C  +  

10 °C Weak +  
20 °C Weak +  

Resistance to heavy metals 
(0.1 mM Cu2+, 1 mM Pb2+) ** 

   

1 °C    
10 °C (+) +  
20 °C + ++  

* All strains were sensitive to rifampicin, kanamycin, tetracyclin, streptomycin, chloramphenicol  
(20 g mL 1 and 100 g mL 1) at 1 °C, 10 °C and 20 °C. ** All strains were sensitive to 1–5 mM Zn2+, 
3–5 mM Pb2+ and 1–3 mM Cu2+ at 1 °C, 10 °C and 20 °C. 
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Figure 6. Effect of temperature on growth of bacterial strains isolated from ancient 
permafrost sediment (data at 5 °C were obtained without shaking and are therefore  
not shown). 
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Arthrobacter exhibited a higher salt tolerance than all other strains. Generally, an increased 
sensitivity to NaCl was noted at decreased temperatures. All strains could grow in the presence of 
cyclosporin A and at 10 °C and 20 °C, growth at 1 °C in the presence of this antibiotic was weak 
for Subtercola. Arthrobacter strains showed weak resistance towards low amounts (20 g mL 1) of 
penicillin and ampicillin at 20 °C but behaved sensitive at 10 °C and 1 °C. None of the strains 
could grow in the presence of other antibiotics tested in this study (rifampicin, kanamycin, 
tetracyclin, streptomycin, chloramphenicol; 20 or 100 g mL 1) at 1 °C, 10 °C or 20 °C on agar 
plates. However, strain Arthrobacter phenanthrenivorans N1-17 showed growth in the presence of 
a number of antibiotics in liquid culture, whereby resistance was clearly influenced by the growth 
temperature and was generally highest at 20 °C and lowest at 1 °C (Table 2). All tested strains in 
this study were sensitive to 1–3 mM Cu2+ and 1–3 mM Zn2+. Subtercola and Arthrobacter strains 
were resistant to 0.1 mM Cu2+ and to 1 mM Pb2+ at 10 °C and 20 °C, with a more pronounced 
resistance at 20 °C than at 10 °C. 

Table 2. Effect of temperature on sensitivity of Arthrobacter phenanthrenivorans N1-
17 to antibiotics in R2A broth. 

Antibiotic (20 g mL 1) 
Relative growth (%) 

1 °C 10 °C 20 °C 
Without antibiotic 100 100 100 
Chloramphenicol 24 36 45 

Kanamycin 28 41 52 
Rifampicin 25 38 46 

Streptomycin 26 36 50 
Tetracyclin 28 37 48 

None of the strains produced protease, amylase, lipase (Tween 80 hydrolysis) or CM-cellulase. 
Ligninolytic activity was noted for Arthrobacter at 10 °C and 20 °C and was weak at 1 °C. Since  
the substrate used for this activity test, lignosulfonic acid, contains a high amount of phenolic 
compounds, these strains were expected to degrade phenol [56], however, none of the strains was 
able to utilize n-hexadecane, diesel oil, phenol, naphthalene, phenanthrene or anthracene at any of 
the temperatures tested. 

4. Discussion 

Microbial abundance in permafrost varies depending on the environment. Microbial permafrost 
communities contain culturable, viable-but-non-culturable, non-culturable and dead cells [57]. Due 
to constant subzero temperatures in permafrost, dead or compromised microbial cells may remain 
well preserved and contribute to total microbial counts [6]. The presence of partially degraded 
bacterial cells and empty “ghost” cells has been demonstrated in Siberian permafrost [58]. Siberian 
permafrost is dominated by very small ( 1 m) cells or ultramicroforms of cells ( 0.4 m) [57], 
which are typical of the viable but non-culturable state [59]. The microscopic investigation in this 
study also revealed the dominance of small-sized cells. 
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Data from direct and microbial counts reported in this study are within the range of data 
described in other studies on permafrost. Viable counts of aerobic heterotrophs in Siberian 
permafrost range from 0 to 108 cfu g 1 material [6,37,60]. Viable counts obtained in our study after 
NPE were (6–7) × 104 cfu g 1 dry sediment. Direct counts by epifluorescence microscopy, which is 
frequently used for the enumeration of bacteria in environmental samples [61,62], in Siberian 
permafrost range from 103–108 cells g 1 investigated material [5,6,57,60]; ancient Siberian permafrost 
sediments (100,000 years old, from late Pleistocene) contained 2 × 107 to 1.2 × 108 cells g 1 
sediment [37]. The percentage of viable counts in relation to direct microscopic counts (DTAF 
staining) ranged from 0.02% [63] to <0.01%–0.3% [37]. Higher fractions of viable cells (0.1%–10%) 
were counted with acridine orange staining [39]; we obtained very similar values (0.3%–9% of 
acridine orange-stained cells were culturable after NPE) in our study, these values are also in 
agreement with others [64] who reported that 1%–10% of cells stained with acridine orange  
are culturable. 

The successful recovery of viable cells from permafrost depends on a number of factors. The 
occurrence of viable microorganisms was independent of the depth of permafrost sampling and 
sometimes even increased with depth [65]. The number of bacterial isolates has been reported to 
decrease with increasing permafrost age, while species diversity remained almost unaffected [65]. 
Viable microbial cells could be recovered from 3-million-year-old Siberian permafrost [7,11,66]. 
Long-term survival of bacteria in 500,000-year-old permafrost samples was closely tied to cellular 
metabolic activity and DNA repair that, over time, may be superior to dormancy as a strategy to 
sustain viability [3]. 

Other important factors for the successful recovery of permafrost microorganisms are  
low-temperature enrichment strategies and media composition. NPE of unthawed (undisturbed) 
permafrost soil at 4 °C for up to 12 weeks resulted in enhanced recovery of permafrost bacteria and 
led to the isolation of genotypes that could not be recovered by means of low-temperature liquid 
enrichments, since diverse soil microbial communities can better develop independently in various 
soil microenvironments than in liquid culture [37]. Therefore, we applied this enrichment strategy 
in our study. We additionally enriched permafrost microorganisms after NPE in LE in the presence 
of nutrients, which resulted in increased viable counts and in the isolation of representatives of the 
genus Glaciimonas that could not be isolated after NPE, while all representatives of Arthrobacter 
phenanthrenivorans and Subtercola frigoramans could be isolated after NPE and after additional LE. 

Rich media favor morphological diversity, while diluted media (with low nutrient contents) 
enhance the quantitative recovery of viable microorganisms [37]. In our study, we did not observe 
significant differences between viable counts in R2A and 1/10 strength R2A medium, which 
demonstrates that R2A is a suitable medium for the isolation of oligotrophic microorganisms from 
environmental habitats such as permafrost. 

Both Gram-positive and Gram-negative bacteria have been described in Siberian and other 
permafrost samples. Firmicutes and Actinobacteria generally represent a high proportion of the 
bacterial permafrost community and accounted for 45% of Siberian isolates [67]; Arthrobacter 
(Actinobacteria) and Planococcus (Firmicutes) accounted for 85% of cultured isolates from a 
northeast Siberian permafrost sample [68]. In our study, the majority of the identified bacterial 
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isolates could be attributed to Actinobacteria: Arthrobacter phenanthrenivorans, previously 
isolated from creosote oil-polluted soil [69], and Subtercola frigoramans, so far only found in cold 
groundwater [70]. Only a small fraction belonged to the species Glaciimonas immobilis 
(Betaproteobacteria) previously found in alpine glacier cryoconite [71]. PLFA analysis  
(a culture-independent approach), however, demonstrated an approximately two-fold higher 
amount of Gram-negative compared to Gram-positive bacteria. Unfortunately no PLFA data are 
available for permafrost, which makes it impossible to compare our values. Microbial community 
analysis of subalpine and alpine soils demonstrated a general decrease of PLFA representing 
bacteria and fungi, as well as a shift of the bacterial population towards the increase of the  
Gram-negative population with altitude [40]. 

The high percentage of high G + C Gram-positive, non-spore-forming bacteria (such as 
Actinobacteria) among ancient permafrost isolates has been attributed to their adaptation to frozen 
environments, to their metabolic activity at low temperatures, to their ability to form dormant cells, 
to their efficient DNA repair mechanisms, and to the fact that they are more easily cultured [3,66,68]. 
In contrast, the dominance of spore-forming bacterial genera in Canadian permafrost was attributed 
to the ability of this microbial group to survive as spores rather than vegetative cells [63]. The first 
metagenomic analysis of permafrost samples confirmed that Actinobacteria are well adapted to the 
conditions prevailing in permafrost habitats [72]. 

The abundance of spore-forming bacteria varies between geographically isolated permafrost 
samples [5,6]. In Siberian permafrost samples, they represented 1%–30% of viable isolates [67] or 
were not at all detected [68]. This was also the case in our study. However, Brushkov et al. [11] 
isolated Bacillus sp. strains from 3-million-year-old permafrost. 

There is only little information on fungi in permafrost habitats. Viable fungi can be isolated 
from permafrost, however, fungal abundance is low, while species diversity is high [73]. 

Permafrost microorganisms are primarily cold-adapted and only few representatives are 
mesophilic or thermophilic [4,6,7]. Growth at 37 °C has been rarely reported [68]. Steven et al. [63] 
reported a three-fold higher amount of viable cells growing at 5 °C compared to viable counts at  
25 °C; in our study, only 10% of culturable cells growing at 0 °C could also grow at 25 °C. A 
number of cold-adapted permafrost microorganisms are able to grow at subzero temperatures down 
to 10 °C [4,63,66,68]. In our study, all strains investigated could grow at 5 °C, and the 
maximum temperature for growth ranged from 20 to 30 °C. 

Permafrost microorganisms tend to be more halotolerant than organisms from the overlaying 
active layer [6,74], which is seen as a microbial survival strategy in environments with low water 
activity, such as permafrost, where little water is bioavailable [75]. Tolerance to 7% NaCl [63] or 
to 8% NaCl [68] has been reported. Arthrobacter strains in our study tolerated up to 3% NaCl and 
showed weak growth in the presence of 5% (w/v) NaCl at 20 °C; however, sensitivity to salt 
increased when temperature decreased, which has not yet been described before. 

Permafrost bacteria are resistant to a wide range of antibiotics combined with the presence of 
mobile genetic elements [76], which might be part of a generalized bacterial response to stress 
conditions [77]. Metagenomic analysis of ancient DNA from 30,000-year-old Beringian permafrost 
sediments demonstrated the presence of a highly diverse collection of genes encoding resistance to  
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ß-lactam, tetracycline and glycopeptide antibiotics [78]. The strains investigated in our study were 
resistant to cyclosporin A (an immunosuppressive cyclopeptide) and sensitivity towards this 
compound increased when temperature decreased. The same tendency was noted when growth was 
tested in the presence of other antibiotics in liquid culture. Similarly, a trend of increased antibiotic 
sensitivity at 4 °C versus 24 °C with all classes of antibiotics except erythromycin was described 
for permafrost bacteria [66,79]. 

5. Conclusion 

In conclusion, our data demonstrate the presence of viable bacteria in ancient Siberian 
permafrost. The sample was collected from an ancient Neogene deposit that was permanently 
frozen for 3.5 million years. The low diversity of viable microorganisms observed in the studied 
sample may be attributed to a number of factors, such as strong selection pressure due to harsh 
conditions, nutrient deficiency, presence of inorganic and organic inhibitors, permanently freezing 
conditions for 3.5 million years combined with the lack of contamination by percolating water from 
surface, groundwater, lakes and rivers. Since this is the first study of permafrost microbial diversity 
in the area of Central Yakutia, we cannot compare our data with those of others. Bacterial isolates were 
able to grow at subzero temperatures and some were halotolerant. In spite of the ligninolytic activity 
of some strains, no biodegradation activity was detected. In general, sensitivity to rich media, 
antibiotics, heavy metals, and salt increased when temperature decreased (20 °C > 10 °C > 1 °C). 
This could be explained as the reaction to an increased stress situation at low temperatures. 
However, further studies are needed to elucidate the mechanisms behind this process. 
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Thermodynamic Stability of Psychrophilic and Mesophilic 
Pheromones of the Protozoan Ciliate Euplotes 

Michael Geralt, Claudio Alimenti, Adriana Vallesi, Pierangelo Luporini and Kurt Wüthrich 

Abstract: Three psychrophilic protein pheromones (En-1, En-2 and En-6) from the polar ciliate, 
Euplotes nobilii, and six mesophilic pheromones (Er-1, Er-2, Er-10, Er-11, Er-22 and Er-23) from 
the temperate-water sister species, Euplotes raikovi, were studied in aqueous solution for their 
thermal unfolding and refolding based on the temperature dependence of their circular dichroism 
(CD) spectra. The three psychrophilic proteins showed thermal unfolding with mid points in the 
temperature range 55–70 °C. In contrast, no unfolding was observed for any of the six mesophilic 
proteins and their regular secondary structures were maintained up to 95 °C. Possible causes of 
these differences are discussed based on comparisons of the NMR structures of the nine proteins. 

Reprinted from Biology. Cite as: Geralt, M.; Alimenti, C.; Vallesi, A.; Luporini, P.; Wüthrich, K. 
Thermodynamic Stability of Psychrophilic and Mesophilic Pheromones of the Protozoan Ciliate 
Euplotes. Biology 2013, 2, 142-150. 

1. Introduction 

Protozoan ciliates represent a major micro-eukaryotic component of the polar ecosystem [1,2], 
which can readily be collected from every aquatic habitat for use in stable laboratory cultures [3]. 
Strains of Euplotes species such as E. patella, E. raikovi, E. octocarinatus and E. crassus 
inhabiting non-polar temperate waters, and of E. nobilii inhabiting Arctic and Antarctic waters are 
capable of secreting cell type-specific signaling proteins genetically specified at a single  
multi-allelic locus (designated as mating-type, or mat locus) [4,5]. These water-borne 
“pheromones” are functionally associated with the genetic mechanism of the mating types and act 
as prototypic autocrine (autologous) growth factors and as paracrine (heterologous) inducers of 
mating pair formation [6,7]. In addition to the full-length coding gene sequences [8–10], the  
three-dimensional molecular structures of a significant number of pheromones were determined by 
NMR spectroscopy in solution, firstly, from the temperate-water species, E. raikovi [11–17], and 
subsequently from the polar-water species, E. nobilii [18–20]. These mesophilic (E. raikovi) and 
psychrophilic (E. nobilii) pheromone families, both characterized by small, helical and disulfide-rich 
proteins of 37 to 63 amino acids, thus represent an interesting source of material for structure based 
comparative studies of protein adaptation to cold. 

Here we present data on the thermal denaturation of the three pheromones En-1, En-2 and En-6 
from the psychrophilic pheromone family of E. nobilii, and the six pheromones Er-1, Er-2, Er-10,  
Er-11, Er-22 and Er-23 from the mesophilic pheromone family of E. raikovi (Figure 1). 
Considering that NMR solution structures are available for all the nine proteins, and for one (i.e., 
Er-1) is available also the crystallographic structure [21], we expect that these data will be of 
interest for in-depth studies of correlations between molecular protein structure, thermodynamic 
stability, and cold adaptation. 
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Figure 1. Amino acid sequences of E. nobilii and E. raikovi pheromones. The sequence 
alignment was maximized by insertion of gaps. Cysteines are marked in red and by 
progressive Roman numerals, and their pairing into disulfide bonds is indicated by 
brackets. The sequence regions involved in the formation of helical structures are 
shadowed. The PDB codes of the pheromone NMR and crystal (Er-1) structures are the 
following: Er-1, 1ERC, 1ERl; Er-2, 1ERD; Er-10, 1ERP; Er-11, 1ERY; Er-22, 1HD6;  
Er-23, 1HA8; En-1, 2NSV; En-2, 2NSW; En-6, 2JMS. 

   Euplotes raikovi 
              I     II          III  IV          V            VI   

 
  Er-1       D--ACEQAAIQCVESA—-----CESLC-TEGEDRTGCYMYIYS----NCPPYV- 40 
  Er-10     D--LCEQSALQCNEQG------CHNFC-SP-EDKPGCLGMVWNPE--LCP---- 38 
  Er-2      DPMTCEQAMASCEHTM------CG-YCQGP--LYMTCIGITTDP---ECGLP-- 40  
  Er-11     D--ECANAAAQCSITL—-----CNLYC-GP--LIEICELTVMQ----NCEPPFS 39 
  Er-22     D--ICDIAIAQCSLTL------CQ-DCEN----TPICELAVKG----SCPPPWS 37 
  Er-23    GECEQCFSDGGDCTTCFNNGTGPCA-NCLAG--YPAGCSNSDCTAFLSQCYGG-C 51 
 
 
           I  II     III IV        V    VI         VII  VIII      IX    X 
              
 
  Euplotes nobilii 

   I               II        III  IV V VI       VII     VIII 

    
  En-1 NPEDWFTPDT-CAYGD-SNTAWTTCTT--PGQTCYT-CCSSCFDVVGEQACQMSAQ---C--- 52 
  En-2 DIEDFYTSET-CPYKNDSQLAWDTCSGG--TGNCGTVCCGQCFSFPVSQSCAGMADSNDCPNA 60 
  En-6     TDPEEHFDPNTNCDYTN-SQDAWDYCTNYIVNSSCGEICCNDCFDETGTGACRAQAFGNSCLNW 63  

2. Materials and Methods 

The isolation and purification of the nine proteins investigated in this paper has previously been 
described [22–25]. Lyophilized samples of each pheromone were dissolved in 20 mM sodium 
phosphate buffer at pH 6.0 and diluted to a protein concentration of 20 M before aliquoting  
into a 0.1 cm path length quartz cuvette. CD experiments were recorded using the 
Temperature/Wavelength Scan software supplied with the Jasco 815 CD spectrophotometer. 
Melting curves over the range 20–95 °C were measured at a constant wavelength of 220 nm by 
increasing the temperature at a rate of 1.0 or 0.5 °C/min. Wavelength scans from 260–190 nm were 
measured at 5 °C intervals. 

In additional exploratory studies, the chemical denaturants guanidine-HCl and urea were added 
to solutions of the mesophilic pheromones Er-1, Er-10, Er-22 and Er-23 to further test their 
stabilities. In particular melting curves were recorded for Er-1 in 7.8 M urea and 20 mM sodium 
phosphate at pH 6.0, 6 M guanidine-HCl and 20 mM sodium phosphate at pH 6.0, 4 M  
guanidine-HCl and 20 mM sodium phosphate at pH 6.0, 4.5 and 3.0, and 6 M urea at pH 3.0. 
Similar analyses on Er-10, Er-22 and Er-23 were performed using 4 M guanidine-HCl in 20 mM 
formic acid at pH 2.0. 
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3. Results 

For all the three psychrophilic pheromones En-1, En-2, and En-6 of E. nobilii, the CD spectra 
(Figure 2) show that the regular secondary structures are unfolded at 95 °C, and that this unfolding 
is reversible upon cooling of the solutions to the starting temperature at 20 °C. Nevertheless, 
among the individual proteins there are appreciable variations with regard to the shape of the 
thermal unfolding curves. For En-6 a nearly symmetrical sigmoidal denaturation curve was 
observed with a midpoint near 65 °C, and a sigmoidal curve was also obtained for the refolding 
upon cooling of the solution; in addition, only a very small loss of protein was recorded during the 
unfolding/refolding procedure. On the other hand, En-1 and En-2 showed more sluggish unfolding 
transitions, and for En-2 there was an indication that the unfolding and refolding processes involve 
equilibria between more than two states. For the present qualitative survey of the stability of these 
three proteins we retain that, similar to En-6, the regular secondary structures in En-1 and En-2 are 
unfolded at 95 °C and refolded upon cooling of the solutions to 20 °C. 

In the family of the six mesophilic pheromones Er-1, Er-2, Er-10, Er-11, Er-22, and Er-23 from  
E. raikovi, the regular secondary structures manifested in the CD spectra at 20 °C were found to be 
maintained up to the highest temperature studied (Figure 2). The temperature dependence of the 
signal intensity at 220 nm did not provide evidence for unfolding, and for Er-22 the small reduction 
of the signal intensity at the higher temperatures appeared to be fully reversible upon solution 
cooling. The data recorded for this pheromone are representative of the observations made with the 
other pheromones Er-1, Er-2, Er-10, and Er-11. Also the pheromone Er-23 showed qualitatively 
similar behavior, but it was clearly the most stable member of the E. raikovi mesophilic protein 
family since it did not undergo denaturation (Figure 3). 

In view of the high thermal stability of the E. raikovi pheromones in neutral aqueous solution, 
we also performed exploratory experiments with the addition of chemical denaturants (see 
Materials and Methods). These experiments provided further indications of the remarkably high 
stability of these proteins. We did not observe their full unfolding in the temperature range  
20–95 °C with the solution conditions listed in the Materials and Methods section, although partial 
melting within this temperature range was observed for some of them. 
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Figure 2. Temperature-induced denaturation of the E. nobilii psychrophilic pheromones 
En-6, En-1 and En-2 monitored by CD spectroscopy. (a) Temperature variation of the 
signal intensity at 220 nm during heating and cooling over the range from 20 °C to  
95 °C. (b) CD spectra at different temperatures, as indicated by the color code in the 
figure. The protein concentration was 20 M in 20 mM sodium phosphate at pH 6.0, 
and the cell length 0.1 cm. The temperature variation of the signal intensity at 220 nm 
in panels (a) was recorded at a rate of 1.0 °C/min. Scans were recorded with a speed of 
100 nm/min, in 5 °C intervals over the temperature range of panels (a); for improved 
clarity, only four traces are shown in panels (b). 

En-6                                                 En-1                                               En-2 

 

4. Discussion 

The psychrophilic and mesophilic pheromone families of the protozoan ciliate Euplotes studied 
here are both represented by single-domain small disulfide-rich proteins, which have usually been 
shown to be outstandingly stable with regard to thermal denaturation in aqueous solution [26–28]. 
However, despite their extensive homology on the level of the amino acid sequences and  
three-dimensional structures, the psychrophilic E. nobilii pheromones showed a significantly lower 
thermal stability than their mesophilic E. raikovi counterparts. This finding coincides with 
observations derived from comparisons between other psychrophilic and mesophilic homologous 
proteins [29–33]. However, while these comparisons are essentially based on individual proteins 
from distantly related organisms, our finding involves families of proteins with known NMR 
solution structures [11–21] from two closely related species [34,35]. It therefore provides data 
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which, at least in principle, are more reliable (being unaffected by the evolutionary noise which is 
intrinsic to comparisons between distantly related systems) for further detailed analyses by other 
groups of researchers who are interested in studying the correlations between protein structure, 
thermodynamic stability, and cold-adaptation. 

Figure 3. Temperature-induced denaturation of the E. raikovi mesophilic pheromones  
Er-22 and Er-23 monitored by CD spectroscopy. Er-22 has been taken as 
representative of the other E. raikovi pheromones Er-1, Er-2, Er-10 and Er-11. Same 
experimental conditions and presentations as in Figure 2, except that all the spectra 
recorded in 5 °C temperature intervals are shown in panels (b). 

 
Er-22                                                        Er-23 

As previously discussed [3,10,21], the two homologous protein families of E. nobilii psychrophilic 
pheromones and E. raikovi mesophilic pheromones differ significantly in the composition of polar, 
hydrophobic and aromatic amino acids, in global hydrophilicity and hydrophobicity, as well as in 
various aspects of their three-dimensional structures. It will now be interesting to explore the extent 
to which these physico-chemical and structural variations can be related to variations of the 
stability of the folded proteins. Two structural features distinctive of the two pheromone families 
appear to be particularly promising starting points for further investigations into the structural basis 
of the observed differences in the thermal stability of these proteins. One is the N-terminal elongation 
of 10 to 12 residues, which is common to all the E. nobilii pheromones and has no counterparts in 
any of the E. raikovi pheromones. It includes only a 310-helical turn as regular secondary structure 
and is devoid of connections through disulfide bonds to other parts of the proteins. Secondly, there 
is a higher density of disulfide bonds in the mesophilic E. raikovi pheromones than in the 
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psychrophilic ones of E. nobilii. On average, the E. raikovi pheromones contain one disulfide bond 
per 13 amino acid residues, while in the E. nobilii pheromones there is one disulfide bond per  
15 residues. In particular, the high density of one disulfide bond per 10 residues appears to be the 
dominant feature that makes Er-23 most stable among the E. raikovi pheromones, notwithstanding 
that Er-23 mimics the E. nobilii psychrophilic pheromones with regard to the contents of polar and 
hydrophobic residues as well as the aliphatic index. 

5. Conclusions 

The key observation reported in this paper is that the E. nobilii and E. raikovi pheromone 
families show a thermal denaturation behavior that is uniform among their members and 
significantly divergent between them. The mesophilic E. raikovi pheromones have higher stability 
by at least 30 °C when compared to the psychrophilic E. nobilii pheromones. Given the small size 
of these water-borne signaling proteins and the availability of their three-dimensional structures, 
the data presented in this communication should be of interest for systematic investigations of 
protein adaptation to cold environments. 
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Microbial Analyses of Ancient Ice Core Sections from 
Greenland and Antarctica 

Caitlin Knowlton, Ram Veerapaneni, Tom D’Elia and Scott O. Rogers 

Abstract: Ice deposited in Greenland and Antarctica entraps viable and nonviable microbes, as 
well as biomolecules, that become temporal atmospheric records. Five sections (estimated to be 
500, 10,500, 57,000, 105,000 and 157,000 years before present, ybp) from the GISP2D 
(Greenland) ice core, three sections (500, 30,000 and 70,000 ybp) from the Byrd ice core, and four 
sections from the Vostok 5G (Antarctica) ice core (10,500, 57,000, 105,000 and 105,000 ybp) were 
studied by scanning electron microscopy, cultivation and rRNA gene sequencing. Bacterial and 
fungal isolates were recovered from 10 of the 12 sections. The highest numbers of isolates were 
found in ice core sections that were deposited during times of low atmospheric CO2, low global 
temperatures and low levels of atmospheric dust. Two of the sections (GISP2D at 10,500 and 
157,000 ybp) also were examined using metagenomic/metatranscriptomic methods. These results 
indicated that sequences from microbes common to arid and saline soils were deposited in the ice 
during a time of low temperature, low atmospheric CO2 and high dust levels. Members of 
Firmicutes and Cyanobacteria were the most prevalent bacteria, while Rhodotorula species were 
the most common eukaryotic representatives. Isolates of Bacillus, Rhodotorula, Alternaria and 
members of the Davidiellaceae were isolated from both Greenland and Antarctica sections of the 
same age, although the sequences differed between the two polar regions. 

Reprinted from Biology. Cite as: Knowlton, C.; Veerapaneni, R.; D’Elia, T.; Rogers, S.O. Microbial 
Analyses of Ancient Ice Core Sections from Greenland and Antarctica. Biology 2013, 2, 206-232. 

1. Introduction 

Microorganisms have been identified and isolated from glacial ice samples from many different 
regions of the world. The global distribution of these microorganisms in snow and glacial ice is the 
result of wind and atmospheric circulation. Bacteria and fungi have been detected and isolated from 
many different frozen environments such as permafrost, cryopegs, sea ice, glacial ice, and accretion 
ice from subglacial lakes [1–17]. Bacteria and fungi have been isolated from both Arctic and 
Antarctic regions [4,5,7–9]. Most of the bacteria and fungi isolated from these permanently cold 
environments were psychrotolerant as opposed to psychrophilic, having optimal growth temperatures 
well above freezing [4,5]. Glacial ice has constant temperatures, making it ideal for long-term 
preservation of microorganisms and biomolecules [16–19]. Environmental ice acts as a protective 
matrix for microorganisms over extended periods of time and provides a record of microbial 
evolution and ancient biodiversity [8]. 
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While the numbers of viable organisms and intact nucleic acid sequences decline with depth, 
they have been recovered from ice that is more than a million years old [4,5,14,16–18,20]. Study of 
the organisms isolated from environmental ice has yielded insights into microbial longevity. 
However, studies have not been performed to compare microorganisms belonging to similar 
timescales entrapped in glacial ice from geographically distant sites. The Arctic and the Antarctic 
are geographically distant regions, but also are distinct for other reasons. Much of Antarctica is  
a desert with little precipitation, and the continent is far from other large landmasses. In general, 
Greenland receives more precipitation, and is geographically less isolated, receiving winds from 
Europe, Asia and North America [21]. Study of microbes isolated from these two distinct locations, 
dating back to similar time periods may provide insights into microbial community composition 
through time and transportation of microbes in the atmosphere, as well as deposition and 
preservation of microbes and biomolecules in ice. 

Sections from the GISP2D (Greenland Ice Sheet Project 2), Vostok 5G (Antarctica) and  
Byrd (Antarctica) ice cores were selected for comparison (Figure 1). Sections were chosen that  
were representative of times of high and low atmospheric carbon dioxide, dust and mean global 
temperature [22–26]. Scanning electron microscopy, cultivation, sequencing and phylogenetic 
analyses were used to assess the influences of atmospheric characteristics on microbe deposition 
and survival in ice. Metagenomic/metatranscriptomic analyses were used to determine and compare 
the microbial communities at times when carbon dioxide levels and temperatures were at minima 
(157,000 ybp) [22,23] and at a time when carbon dioxide levels and temperatures were rising nearly 
to modern levels (10,500 ybp) [22–26]. During the past 420,000 years, the concentration of atmospheric 
carbon dioxide has ranged from a low of approximately 200 ppm 150,000 years ago [22,23] to  
a high of >390 ppm currently [27], with another high peak of approximately 280 ppm occurring 
approximately 125,000 years ago [23]. Carbon dioxide levels vary directly with changes in global 
temperature. Low CO2 levels are normally associated with low temperatures, low precipitation and 
high dust levels, while high CO2 levels generally indicate high temperatures, high precipitation 
rates, and low dust levels, factors that may influence transportation of microbes and overall 
community composition. Here we report research that was designed to test whether the same 
species are concurrently deposited in ice at both poles, and whether changes in atmospheric carbon 
dioxide, dust and global temperature affect deposition of microbes in glacial ice. 

2. Results and Discussion 

2.1. Results 

2.1.1. Scanning Electron Microscopy (SEM) 

Most of the cells in the GISP2D and Vostok 5G core sections that were examined were rod-
shaped bacteria (Figures 2 and 3). A few were coccoid, including diplococcoid forms (Figure 2, 
panels 16 and 22; Figure 3, panel 23). Two were spiral shaped (Figure 2, panels 18 and 19). Only 
three appeared to be fungi (Figure 3, panels 27–29), more complex shapes and larger cells, some of 
which may be conidia. 
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Figure 1. Locations of ice core sections used in this study. Sections from the 
Greenland Ice Sheet Project 2 (GISP2) (Greenland), Byrd (Antarctica) and Vostok 
5G (Antarctica) ice cores were examined. See Experimental Section for more details 
about the core sections. 

GISP2 

Greenland 
Antarctica 

. 
. . Vostok 

Byrd 

 

2.1.2. Revival and Molecular Identification of Glacial Isolates 

There are geographical and temporal differences in the microbial composition of ice core 
samples (Table 1). Of the 27 cultures recovered from the 10 ice core sections, 19 were from 
Greenland ice and only eight were from Antarctica ice. Also, in general, the number of viable 
microbes, as indicated by number of cultures, was inversely proportional to the age of the ice core 
(Figure 4). The only exceptions to this were for the youngest ice sections that were analyzed, which 
were less than 500 years old (from Byrd and GISP2D). In both cases, few cultures were obtained. 
The ice core sections that were 10,500 years old from the GISP2D (1,601 m) and Vostok 5G  
(316 m) cores yielded higher numbers of cultures (seven fungi and two bacteria; Table 1). The 
number of cultures decreased with increasing age of the ice core sections (Table 1, Figure 4). There 
was a correlation between the number of cultures obtained and the atmospheric conditions at the 
time of ice deposition (Figure 5). Higher numbers of fungi and bacteria were isolated when 
atmospheric CO2 levels were below 240 ppmv (parts per million per volume), temperatures were at 
least 3 °C lower than the present mean global temperature, and dust levels were <0.4 ppm 
(atmospheric measurements are from [23]). 
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Figure 2. Scanning electron micrographs (SEM) of bacteria from the GISP2D ice core 
sections (panels 1–6, 1,601 m; 7–11, 2,501 m; 12–18, 2,777 m; 19–22, 3,014 m). 
Microbes in micrographs 1, 3, 5 and 6 are rod shaped bacteria. The microbes in 
micrographs 1 and 6 have a sheath-like cover over the exterior, similar to the microbes 
previously observed in Vostok accretion ice (red arrow; [4]). The organisms in 
micrograph 3 are similar to the rod shaped bacteria observed in previous GISP2D 
sediment ice studies (white arrow; [28]). Microbes in micrographs 7 and 11 are similar 
to long rod shaped bacteria observed in the Vostok ice cores (green arrow; [4]). 
Organisms in micrograph 14 and 15 are rod shaped bacteria, similar to those previously 
observed from Vostok ice cores (blue arrow; [4]). The organism in micrograph 16 has a 
diplococcoid form (yellow arrow) and has been observed in other studies of the Vostok 
and GISP2D ice cores and from several cold environments including the Siberian 
permafrost [4,14,17]. This microbe is similar to Psychrobacter, a diplococcoid 
bacterium commonly found in the cold environments. The microbe in micrograph 18 
has an unusual spiral structure (orange arrow) similar to organisms isolated from the 
Vostok core [4]. These may be related to the order Spirochaetales, which have long 
helically coiled cells. The microbes in micrographs 8 and 13 resemble cells of 
Caulobacter spp. while the curving form in micrograph 21 cannot be identified. 
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Figure 3. Scanning electron micrographs of bacteria from the Vostok 5G ice core 
section (micrographs 23–25, 316 m; 26–27, 900 m; 28–30, 1,529 m). No organisms 
were observed in the Vostok 5G 2,149 m ice core. Also, no cultures were obtained from 
this core section (Table 1). Diplococcoid organisms similar to the ones observed in the 
GISP2D cores were evident in micrograph 23 (yellow arrow). The microbe in 
micrograph 24 has a spiral structure and may be related to Spirochaetales. Spore-like 
structures were observed commonly (red arrow). A fungal hyphae-like structure was 
observed in the Vostok 5G 900 m ice core (panel 27). The spherical form in micrograph 
29 appears to be a fungal coniduim. The microbes in Panels 25 and 30 are very small, 
similar to ultramicrobacteria found previously in the GISP2D ice core [28,29]. 

 

Table 1. Summary of BLAST search results. Included are sequences from cultures and 
metagenomic/metatranscriptomic analyses. 

Core 
Depth 

(m) 
Age 

(ybp) 
Sequence 
number a 

Accession 
number 

Closest BLASTn match b Phylum c 
Identity 

(%) 
Byrd 99 <500 CULT C-2 KC146580 Alternaria sp. As 99 d 

 1,593 30,000 CULT C-8 KC146581 Alternaria alternata As 99 d 
   CULT A-1 KC146555 Bacillus lichniformis Fi 99 d 
 2,131 70,000 CULT D-7 KC146582 Alternaria alternata As 99 d 

GISP 2D 104 <500 CULT B-1 KC146556 Bacillus thioparans Fi 100 e 
 1,601 10,500 GI860 KC206482 Alternaria alternata As 100 d 
   c2581 KC155352 Lactobacillus helveticus Fi 100 d 
   s3382 KC146557 Microcoleus vaginatus Cy 99 e 
   c797 KC146560 Microcoleus vaginatus Cy 99 e 
   c1832 KC146558 Uncultured bacterium Cy 99 e 
   GI859 KC206491 Fusarium culmorum As 98 d 
   s1867 KC155351 Lactobacillus crispatus Fi 98 e 
   GI862 KC206492 Penicillium corylophilum As 98 d 
   GI867 KC206485 Rhodotorula mucilacinosa Ba 98 e 
   GI861 KC206488 Cladosporium tennuissimum As 97 d 
   GI866 KC206494 Rhodotorula mucilacinosa Ba 97 d 
   c2097 KC146554 Uncultured cyanobacterium  Cy 95 e 
   GI865 KC206477 Caulobacter crescentus Ap 94 e 
   c4392 KC146571 Escherichia coli Gp 93 e 
   s3934 KC146559 Uncultured bacterium Ac 93 e 
   c3088 KC146584 Halomonas neptunia Gp 92 e 
 2,501 57,000 GI868 KC206495 Aspergillus restrictus As 99 d 
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Table 1. Cont. 

Core 
Depth 

(m) 
Age 

(ybp) 
Sequence 
number a 

Accession 
number 

Closest BLASTn match b Phylum c 
Identity 

(%) 
   GI869 KC206484 Aureobasidium pullulans Ba 99 d 
   GI871 KC206489 Aspergillus conicus As 98 d 
   GI873 KC206481 Rhodotorula mucilacinosa Ba 98 d 
   GI872 KC206478 Caulobacter crescentus Ap 86 e 
 2,777 105,000 GI875 KC206483 Cryptococcus magnus Ba 99 d 
   GI876 KC206487 Rhodotorula mucilacinosa Ba 99 d 
   GI874 KC209502 Bacillus subtilis Fi 98 e 
 3,014 157,000 c2575 KC146576 Lactobacillus helveticus Fi 100 f 
   c4301 KC146578 Lactobacillus helveticus Fi 100 f 
   c1729 KC146569 Micrococcus luteus Ac 100 f 
   CULT E-5 KC146583 Cladosporium tenuissimum As 99 d 
   s3361 KC146561 Microcoleus vaginatus Cy 99 e 
   c1654 KC146563 Microcoleus vaginatus Cy 99 e 
   c552 KC146564 Uncultured bacterium  Cy 99 e 
   c1812 KC146565 Uncultured bacterium Cy 99 e 
   c2330 KC146567 Uncultured bacterium  Fi 99 e 
   c785 KC146568 Uncultured bacterium  Cy 99 e 
   c3738 KC146577 Lactobacillus helveticus Fi 98 f 
   c833 KC146573 Lactobacillus helveticus Fi 98 e 
   c1018 KC146574 Lactobacillus helveticus Fi 98 f 
   GI855 KC206493 Penicillium chrysognum As 98 d 
   GI858 KC206480 Rhodotorula mucilacinosa Ba 98 d 
   c1826 KC146566 Uncultured bacterium Fi 98 e 
   c3135 KC146552 Uncultured cyanobacterium  Cy 98 e 
   c3856 KC146553 Uncultured cyanobacterium Cy 98 e 
   s1137 KC146575 Lactobacillus helveticus Fi 97 e 
   c2005 KC146570 Micrococcus luteus Ac 97 e 
   c67 KC146562 Microcoleus vaginatus Cy 97 e 
   c3509 KC146585 Brevudimonas diminuta Ap 95 f 
   c3833 KC146587 Uncultured bacterium  Bp 93 e 
   c2683 KC146579 Pseudomonas stutzeri Gp 91 f 
   c4709 KC146572 Bordetella petrii Bp 89 f 
   s3724 KC146586 Bordetella pertussis Bp 88 f 
   c2094 KC146588 Geobacillus sp. Fi 84 g 

Vostok 
5G 

316 10,500 GI878  Bacillus amyloliquifaciens Fi 100 e 

   GI877  Davidiella tassiana As 99 d 
 900 57,000 None  ---------- -- ---------- 
 1,529 105,000 GI879  Alternaria tenuissimum As 100 d 
   GI880  Rhodotorula mucilacinosa Ba 99 d 
 2,149 157,000 None  ---------- -- ---------- 

a Cultures are indicated in bold font. Metagenomic/metatranscriptomic sequences are in standard font. b 
Fungi are in red font. c Phyla: Ac—Actinobacteria; Ap—Alphaproteobacteria; As—Ascomycota; Ba—
Basidiomycota; Bp—Betaproteobacteria; Cy—Cyanobacteria; Fi—Firmicutes; Gp—Gammaproteobacteria. 
d Ribosomal RNA internal transcribed spacer (ITS1 and ITS2). e Ribosomal RNA small subunit gene. f 
Ribosomal RNA large subunit gene. g Glycerol kinase gene. 
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Figure 4. Number of cultures from GISP2D, Byrd and Vostok 5G ice core sections, 
based on age of ice. Black bars indicate total number of cultures, red bars indicate 
fungal cultures and blue bars indicate bacterial cultures. 
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Figure 5. Cultures obtained from ice core sections based on atmospheric conditions at 
the time of deposition. Black bars indicate total number of cultures, red bars indicate 
fungal cultures and blue bars indicate bacterial cultures. Values for atmospheric 
measurements are from reference [23]. 
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2.1.3. Metagenomic/metatranscriptomic Analyses 

A total of 107,700 high quality 454 sequence reads were obtained from the sequencing facility. 
After categorization by the MID primers, there were 25,748 high quality reads associated with the 
MID4 (GISP2D, 1,601 m) primer, 29,506 associated with the MID5 (GISP2D, 3,014 m) primer. 
18,015 high quality reads associated with the MID6 (control 1) primer, and 34,063 high quality 
reads associated with the MID10 (control 2) primer. After assembly, a total of 15,891 contigs 
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resulted. Sequences that were in common with the control samples were removed, leaving 33 
sequences that were unique to the ice for analysis (Table 1). Nine unique Basic Local Alignment 
Search Tool (BLAST) hits were present in the 10,500 ybp GISP2D core section and 24 unique hits 
were present in the 157,000 ybp core section. All of the metagenomic/metatranscriptomic 
sequences were from bacteria (Table 1). There were five species common to both samples. All 
others were unique to one sample or the other. In the 10,500 ybp sample, all nine sequences were 
unique, while in the 157,000 ybp sample, 15 species were indicated among the 24 sequences. 

In general, the taxa in the cores were similar to organisms found in polar ice (both Arctic and 
Antarctic), soil, dust, water, hot springs, marine environments, deep-sea thermal vents and 
associated with animals. A number of isolates and sequences recovered from the ice in this study 
were those that have yet to be scientifically described. In the National Center for Biotechnology 
Information (NCBI) database, they are termed “environmental taxa” or “unidentified” or 
“uncultured.” In the 10,500 ybp ice, five of the sequences were closest to unidentified environmental 
taxa that were similar to Microcoleus and uncultured bacteria. Also, the 10,500 ybp GISP2D ice 
sample contained one sequence closest to a sequence of a Halomonas isolate that lives in marine 
environments, including deep-sea thermal vents. In the 157,000 ybp ice section sample, fifteen 
sequences were closest to those from unidentified environmental species. They were closest to 
members of Geobacillus, Micrococcus, Microcoleus and Pseudomonas. Five were associated with 
soil, three specifically with arid land soils, and two sequences were closest to Micrococcus, known 
to be saprotrophic. 

2.1.4. Phylogenetics 

For bacteria, phylogenetic trees were produced using SSU rRNA (small subunit ribosomal 
RNA; Figure 6) and LSU rRNA (large subunit rRNA; Figure 7) sequences. For fungi, the rRNA 
internal transcribed spacers (ITS1 and ITS2) were used, due to their increased precision for species 
determination for Eukarya. Phylogenetics was used to confirm the BLAST search results, as well as 
to refine species identities. The bacteria grouped into four clades, corresponding to phyla: 
Actinobacteria, Cyanobacteria, Firmicutes, and Proteobacteria (including Alphaproteobacteria, 
Betaproteobacteria and Gammaproteobacteria), the majority being in either the Cyanobacteria or 
the Firmicutes. Three sequences from the 157,000 year old ice core were closest to sequences from 
Microcoleus vaginatus and Phormidium autumnale that were isolated from soils, desert soils or 
deglaciated soil (including one from Antarctica). The other six sequences formed a separate 
Cyanobacteria clade, which was within the larger clade that included sequences from other 
Antarctic and arid soil taxa. The Actinobacteria clade included three sequences, all closely allied 
with sequences from environmental samples from soil or dust. Two were closest to sequences from 
Micrococcus luteus. Four sequences grouped within the Firmicutes clade. Two were from cultures 
whose sequences were within the genus Bacillus. In previous studies of Greenland ice cores, 
several Bacillus spp. were isolated [3]. Two metagenomic/metatranscriptomic sequences from the 
157,000 year old ice core section most closely matched sequences from Marinococcus sp. and 
Sinococcus beijingensis, both of which had been isolated from saline soils. This is consistent with 
the low temperature and high atmospheric dust concentration at that time [23]. 
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Figure 6. Phylogram of bacterial small subunit ribosomal RNA (SSU rRNA) sequences 
(maximum parsimony using phylogenetic analysis using parsimony (PAUP) [30]) from 
the GISP2D and Byrd ice cores. Sequences determined in this study are indicated in 
bold font. Sequences that start with CULT are isolates. All other sequences in bold 
were from the metagenomic/metatranscriptomic analysis. Ice core location and depth 
(meters below the glacial surface) are indicated. Phyla are on the right. The closest 
National Center for Biotechnology Information (NCBI) sequences to the queried 
sequences were selected from BLAST search results for use in the phylogenetic 
analysis. NCBI accession numbers (in parentheses) and sources of isolates (square 
brackets) are provided. Bootstrap values (1,000 replications) are given for branches 
with support greater than 50%. 
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Figure 7. Phylogram of bacterial large subunit rRNA (LSU rRNA) sequences 
(maximum parsimony using PAUP [30]) from the GISP2D ice core. Sequences 
determined in this study are indicated in bold font. Ice core location and depth (meters 
below the glacial surface) are indicated for each. Phyla are on the right. The closest 
NCBI sequences to the queried sequences were selected from BLAST search results for 
use in the phylogenetic analysis. NCBI accession numbers (in parentheses) and sources 
of isolates (square brackets) are provided. Bootstrap values (1,000 replications) are 
given for branches with support greater than 50%. 
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Fewer sequences from Cyanobacteria were found in the LSU rRNA gene data set. However, 
they all were within a clade that included an uncultured cyanobacterial sequence from an 
unidentified environmental sample. Firmicute sequences predominated in the LSU rRNA data set. 
All were most closely allied with sequences from Lactobacillus crispatus and L. helveticus. Both 
are associated with animals, but similar taxa can be found in soils. Similarly, one 
Alphaproteobacterium and three Betaproteobacteria were most closely related to sequences from 
bacteria associated with animals, but which can also be found in soil and sludge. One sequence 
most closely matched sequences from Gammaproteobacteria. It was closest to members of the 
halophilic and thermotolerant genus Halomonas. Species of Halomonas and Lactobacillus are 
thermotolerant. Coincidentally, dark granular material was found in the 10,500-year-old ice core 
section that resembles volcanic ash (data not shown). 

All of the fungi that were isolated and sequenced (internal transcribed spacer (ITS) regions) 
were either in the Basidiomycota or the Ascomycota. Rhodotorula was the most common genus 
(Figure 8). Several isolates (GI858, GI867, GI873 and GI876) were recovered from sections of the 
GISP2D ice core that were 10,500, 57,000 and 157,000 years old, as well as from a 105,000-year-old 
Vosok 5G ice core section (GI880). Most grouped closest to R. mucilaginosa, R. glutius and related 
isolates that had previously been recovered from marine, deep-sea or Lake Vostok ice samples. 
However, isolate GI866 was distant from all other isolates, as well as from sequences on  
NCBI. While it appears that it could be within the Sporidiobolales, it might be outside of the  
genus Rhodotorula. 

Isolates of Penicillium and Aspergillus also were common. The ITS sequence from isolate 
GI855 (from GISP2D, 3,014 m) was closest to P. chrysogenum isolates from marine and deep-sea 
sediments. Another isolate (GI862, from GISP2D, 1,601 m) also was close to a deep-sea isolate. 
Two isolates (GI868 and GI871, both from Vostok 5G, 2,501 m) were closest to an isolate of 
Aspergillus from Lake Vostok accretion ice. All of these isolates, as well as the isolates described 
in the NCBI database originated from cold high-pressure environments. This is likely a common 
trait for organisms that are able to survive in deep ice. The sequence of isolate GI869 (from Vostok 
5G, 2,501 m) is closest to marine isolate within the Dothioraceae, which includes the genus 
Aureobasidium. However, the sequence differs from all other such sequences in this family on the 
NCBI database, as indicted by the branch length (Figure 8). Sequences from two isolates  
(GI861, from GISP2D, and GI877, from Vosok 5G; both at 10,500 ybp) are within the 
Cladosporium/Davidiella complex. They were closest to marine and Greenland ice taxa [8]. 

One isolate of Alternaria was recovered from the 105,000-year-old section from Vostok 5G. 
The sequence was closest to A. tenuissima, as well as to isolates from Greenland and from soil. One 
isolate (GI859) was closest to sequences from Fusarium isolates recovered from Greenland and 
northern Spain. Isolate GI860 (from GISP2D, 1,601 m) could not be placed within a specific taxon. 
It appears to be approximately midway between Alternaria and Fusarium (Figure 8). One additional 
basidiomycete was isolate GI875 (from GIDP2D, 2,777 m), whose sequence is closest to 
Cryptococcus magnus, a species isolated from soil that is also an opportunistic pathogen of humans 
and other mammals. 
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Figure 8. Phylogram of fungal rRNA internal transcribed spacer (ITS) sequences (with 
maximum parsimony on PAUP, [30]) from the GISP2D and Vostok 5G ice cores. 
Sequences that start with GI (in bold font) are the isolates from the ice sections. Ice 
core location and depth (meters below the glacial surface) are also given. Genera and 
phyla designations are on the right. Organisms belonging to the genera Rhodotorula, 
Alternaria and Cladosporium have previously been isolated from the GISP2D and the 
Vostok 5G ice cores. The closest NCBI sequences to the queried sequences were selected 
from BLAST search results for use in the phylogenetic analysis. NCBI accession numbers 
(in parentheses) and sources of isolates (square brackets) are provided. Bootstrap values 
(1,000 replications) are given for branches with support greater than 50%. 
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2.2. Discussion 

2.2.1. Atmospheric Conditions and Microbial Deposition 

Microbial cells are transported by wind, clouds and precipitation [12,31]. Some become 
entrapped in glaciers, becoming records of the atmosphere at specific points in time. In this study, 
two major questions are addressed: (1) Are the same species of microbes concurrently deposited in 
ice in the Arctic and Antarctic?, and (2) Do atmospheric conditions affect the deposition of 
microbes in polar ice? The answer to Question 1 is, no. The sequences found in the Arctic differed 
from those found during the same time periods in the Antarctic, although very similar sequences 
were sometimes found in ice from both polar regions (Table 1, Figures 6–8). The answer to 
Question 2 is, yes. The highest numbers of isolates were from ice core sections that contained ice 
deposited during times of moderate to low atmospheric CO2 (<240 ppmv), low temperature  
(< 3 °C below current global mean) and low dust (<0.4 ppm). These correlations to the cultivation 
results may indicate increased preservation of the microbes during times of colder global mean 
temperatures. The metagenomic/metatranscriptomic data indicated that sequences from microbes 
common to arid and saline soils were deposited in the ice during a time of low temperature, low 
atmospheric CO2 and high dust levels. The presence of nucleic acids does not indicate whether 
viable cells are present, and therefore, some of the organisms represented in these samples may 
have been nonviable. The metagenomic/metatranscriptomic data might be more indicative of the 
nucleic acids that are in the highest concentrations in the ice, rather than an indication of  
intact microbes. 

The lower number of microbes in the Vostok sections could partly be due to the high elevation 
of the site and the fact that the Vostok site lies within a cold desert that receives much less snowfall 
compared to Greenland. Conversely, the higher number of microbes isolated from the Greenland 
ice cores may be related to a much warmer climate in the recent history compared to the Antarctic 
cores. During the Eemian interglacial (130,000 to 114,000 ybp) the northern hemisphere had warm 
temperatures comparable or higher to the temperatures of the Holocene period [32,33]. During this 
period, part of Greenland (southernmost part of Greenland) was covered with forests including a 
diverse array of conifers [34]. The warmer temperatures along with the higher precipitation and the 
geographically closer location to forests may be responsible for the higher number of organisms 
isolated from the Greenland ice cores. Distances to the nearest land masses with temperate climates 
likely contributed to the differences observed. The GISP2D site lies relatively close to North 
America, Europe and Asia, and winds often intersect the GISP2D site from these regions. On the 
other hand, most of the winds that reach the Vostok and Byrd sites originate in Antarctica, and the 
closest land mass is the narrowest part of South America. Therefore, the deposition of organisms 
from land masses onto Antarctica glaciers would be expected to be much less than onto Greenland 
glaciers. The numbers of cosmopolitan species isolated in Arctic and Antarctic regions along with 
spore trap data add credence to the point [35]. 
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2.2.2. Isolated Fungi and Bacteria 

All of the bacterial and fungal isolates grew at 22 °C. These isolates do not fit the profile of 
psychrophiles, whose optimal growth temperature is below 15 °C and do not grow at temperatures 
above 20 °C. The isolates can be classified as psychrotolerant, as they can survive and grow at low 
temperatures while having the optimal and maximum growth temperatures above 20 °C. Earlier 
studies indicated that most of the polar ice habitats are dominated by psychrotolerant  
organisms [4,5,31,36]. Psychrophiles thrive and flourish in continuously cold environments like the 
sea ice where long periods of sustained cold temperatures act as the major selective pressure. 
However, in the polar regions, sharp and rapid changes in seasonal temperatures act as the main 
selective pressure. Significant environmental changes may kill many true psychrophiles, while 
generalists such as psychrotolerant species have better chances to survive. The organisms in these 
environments should be able to survive freeze thaw cycles that occur during the seasonal changes. 
Sharp changes in the surface temperatures have been observed in the Antarctic soils and have been 
recorded to go as high as 30 °C [37]. If fungi and bacteria from these surrounding environments are 
deposited in the glacial ice, we would expect to find psychrotolerant species among our isolates. It 
is important to note that the highest number of cultures were from ice core sections that were 
deposited during times of cold global temperature (e.g., 30,000, 70,000 and 157,000 ybp; Table 1, 
Figure 5). This might be caused by increased preservation of the microbes during transport and 
deposition due to the cold temperatures in the atmosphere. 

Species from three genera were isolated from both Greenland and Antarctic ice: Alternaria, 
Bacillus and Rhodotorula. However, in all cases, the species, as indicated by the rRNA sequences, 
differed from one pole to the other (Table 1, Figures 6–8). The taxon that was most often isolated 
was the genus Rhodotorula (Table 1, Figure 8), as was the case in our previous studies of 
Greenland and Antarctic ice core sections [5,12]. Members of this genus are hardy and adaptable, 
and have been isolated frequently from polar regions [12]. All of the Rhodotorula isolates were 
pigmented (shades of yellow, orange, pink and red), which might be important to survival in cold 
environments, and might explain their abundance in the cores analyzed [38]. Rhodotorula spp. 
remain viable after many freeze thaw cycles, which is another explanation for the abundance in the 
ice cores analyzed [12]. 

Isolates from the Greenland core sections included sequences closely related to Aspergillus and 
Penicillium. Isolate KC206495 (99% similar to Aspergillus restrictus) and KC206489 (99% 
similarity to Aspergillus conicus) were isolated from the 57,000-year-old ice core. Isolate 
KC206492 (98% similarity with Penicillium corylophilum) was isolated from the 10,500-year-old 
ice core and KC206493 (98% sequence similarity with Penicillium chrysogenum) was isolated 
from a 157,000-year-old ice core. Several species of Penicillium are tolerant to cold conditions and 
are known to survive for long periods of time [39]. Four of the isolates from Greenland ice cores 
were closely related to the species of Cladosporium, Cryptococcus and Aureobasidium. All have 
been frequently isolated from cold environments, such as Antarctic moss, which is one of the 
richest microhabitats for fungi [40]. Cladosporium spores have been found in high numbers in the 
air, especially in the temperate and tropical environments; the total fungal spore load in the Arctic 
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region air is only about 5% [38]. Spore counts in the Antarctic atmosphere varied with the seasons, 
and highest spore counts were observed during the summer months, attributed to winds from 
northern regions [38]. One of the isolates from the Vostok ice core, one from GISP2D and three 
from the Byrd ice core were closely related to Alternaria sp. isolated from cryopegs in Siberia [15]. 
All of the cultured fungal sequences from this study had a 97% similarity or higher to  
NCBI sequences. 

Several bacterial species isolated from the ice cores had high sequence similarities to the genera 
Bacillus and Caulobacter. Organisms belonging to these genera are tolerant to low temperatures 
and have been isolated from glacial and accretion ice samples from Lake Vostok [4].  
Castello et al. [3] performed an extensive study of Greenland glacial ice (GISP2D and Dye 3) to 
report isolation of Bacillus through culturing meltwater. In a very similar method to theirs, we 
obtained our sequences related to Bacillus. All of the organisms isolated from the Arctic and 
Antarctic ice cores were closely related to species that are known to survive and thrive in cold 
environments and have been isolated from similar environments, indicating that the isolates 
probably are from the glacial ice and not contaminants. 

2.2.3. Metagenomic/Metatranscriptomic Analysis 

While we saw a decrease in the number of viable microbes cultured from older ice (Figure 4), 
the metagenomic/metatranscriptomic results suggest that more nucleic acid (probably carried 
within living and dead microbes) deposition in glaciers occurred during periods of low CO2, 
lowered temperatures and high dust (e.g., 157,000 ybp). The cultivation results indicated that more 
viable microbes were present in ice that had been deposited in the glacier during periods of 
moderate to low CO2, moderate to low temperatures and low dust (e.g., 500, 10,500 and 105,000 ybp). 
Together, the results indicate that cold temperatures are needed to retain cell viability, and to lessen 
degradation of nucleic acids. While decreases in temperature and CO2 were positively correlated 
with the recovery of viable microbes, increases in the amount of dust were negatively correlated. 
There have been reports of a variety of organisms present in Greenland ice (e.g., Ma et al. [8,9]). It 
has been shown that more long-range transport and deposition of microbes occurs during times of 
lower temperature, but it has been assumed that dust particles are responsible for the increases in 
transport. The results presented here argue against this assumption. Rather, temperature might be 
more important than the presence of dust particles. Microorganisms can be deposited through 
precipitation. Reports of Actinobacteria, Firmicutes, Proteobacteria (primarily Alphaproteobacteria, 
Betaproteobacteria and Gammaproteobacteria) and Bacteroidetes, and genera such as, Pseudomonas, 
Sphingomonas, Staphylococcus, Streptomyces and Arthrobacter were found in tropospheric  
clouds [31]. These phyla are often found in cold environments, freshwater, marine water, soil or 
vegetation. Also, fog water bacteria consisted of Pseudomonas, Bacillus, Actinetobacter and 
several fungi [31]. It may be that most of the organisms isolated in this study were preserved and 
deposited in snow, not dust. 

Another important component to long-term survival is the ability to survive cold and 
desiccation. An example of a microbe found in arid conditions that was found in the ice cores was 
Microcoleus vaginatus (99% identity). This bacterium is found most often in biocrusts of arid  
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land [41–43]. The phylogenetic analyses based on the SSU rRNA gene sequences (Figure 6) 
indicated that the majority of microbes that were in the 157,000 year old ice originated from soils, 
especially those from deserts and saline soils, and that they were hardy and desiccation resistant. 
This is consistent with conditions at the time, which were dry and cold [23]. Cyanobacteria and 
Firmicutes were present in the Greenland (GISP2D) ice core sections (Figures 5 and 6), including 
many that are similar to species from soil, arid soil and polar regions. Microorganisms in both hot 
and cold arid environments have mechanisms for adaptation to extremes in climate (temperature, 
salt levels and lack available water), such as accumulation of organic compounds that aid in 
resistance to desiccation and freezing [41]. Cyanobacteria have been reported to enrich the soil 
stability due to the protection and adaptability of the polysaccharide sheath that surrounds the 
filaments [42]. Microcoleus vaginatus is capable of synthesizing and degrading trehalose [41] from 
maltose and is highly motile [43]. Trehalose is a cryoprotectant that can help this organism survive 
in the ice [44,45]. Firmicutes surround themselves with sheaths that protect against desiccation, 
osmotic shock and temperature changes. 

The results presented here confirm that an overwhelming majority of sequences in ancient ice 
are derived from bacteria [1,4,5,46], while the greatest number of isolates were fungi. This might 
be due to the relative numbers of total microbes to the total viable microbes in each core section,  
although rigorous testing of this supposition will have to be performed in subsequent research.  
There was a diverse assemblage of bacterial phyla in the two ice samples analyzed by 
metagenomics/metatranscriptomics. In general, it is consistent with previous research, which 
indicates that Proteobacteria and Actinobacteria are commonly present in glacial ice [47,48]. 
Castello et al. [3] reported finding a sequence related to Rhodococcus erythreus, similar to our two 
sequences closely related to Micrococcus luteus, which are also in the Actinobacteria. In one study 
by Christner et al. [49], molecular analysis of glacial ice from a variety of global locations indicated 
approximately 50% of organisms to be Gram-positive, spore forming organisms. This could be due 
to the thick layer of peptidoglycan that provides strength and protection of the cell. Many of the 
microbes found in this study also form spores. Studies have shown Actinobacteria, Firmicutes, 
Proteobacteria and Fungi to be in the highest proportions in ice cores [48]. In our analyses, the 
same taxa were also found, with the addition of Cyanobacteria. The number of members of the 
Cyanobacteria was lower in the 10,500 ybp core section than in the 157,000 ybp section. The 
reason for this remains unclear. 

2.2.4. Global Mixing, Gene Flow and Genome Recycling 

Organisms were isolated from 10 of the 12 ice cores used. However, there were differences 
among the ice core sections. Ice cores from the Arctic region consistently contained more viable 
organisms than those from Antarctica. Furthermore, species differed in the Arctic and Antarctic, 
suggesting that atmospheric transport, gene flow and genome recycling [50] between the poles 
occur infrequently. It appears that the two polar regions entrap microbes only from geographically 
local regions. Therefore, it is likely that latitudinal global mixing, leading to the global distribution 
of single genotypes, is inefficient over the long distance between the polar regions. Additionally, 
there appears to be a temporal component to preservation and deposition in polar ice. Far more 
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isolates and sequences were found in ice core sections that had been deposited during periods of 
global cooling, when dust levels also were low. Thus, local and global conditions appear to be 
influential in the patterns of preservation of microbes and nucleic acids in Arctic and Antarctic ice. 

3. Experimental Section 

3.1. Ice Core Selection and Samples 

Three ice core sections (104 m, 1,593 m, and 2,131 m; approximately 500, 30,000, and 70,000 ybp, 
respectively; [51]) from Byrd Station (80°1' S, 119°31' W, elevation 1,553 m), Antarctica; five core 
sections (99 m, 1,601 m, 2,501 m, 2,777 m and 3,014 m; approximately 500, 10,500, 57,000, 
105,000 and 157,000 ybp, respectively [23]) from GISP 2D (Greenland Ice Sheet Project, core 2D; 
72°36' N, 38°30' W, elevation 3,203 m); and four sections (316 m, 900 m, 1,529 m and 2,149 m; 
approximately 10,500, 57,000, 105,000 and 157,000 ybp, respectively [22,24,26]) from the Vostok 
5G ice core (Vostok Station, Antarctica, 78°52' S, 106°50' W, elevation 3,488 m) were selected 
(Figures 1 and 9). The ice cores sections were chosen based on atmospheric CO2, dust, and global 
temperature at the time of ice deposition [23]. 

3.2. Surface Sterilization and Melting 

The outer surfaces of the ice core sections were decontaminated before melting. Clorox  
(a 5.25% sodium hypochlorite solution) was used as the decontaminating agent. The decontamination 
protocol developed by Rogers et al. [52] was used for this procedure. 

3.3. Scanning Electron Microscopy 

An aliquot (meltwater from ice cores) of 5 mL was filtered through a 0.2 m polycarbonate 
filter using a sterile syringe. The filter was transferred to a Petri dish with 2.5% glutaraldehyde in 
0.1 M phosphate buffer (pH 7.2). The filter was fixed in this solution for 1 h, followed by three 10 min 
rinses in 0.1 M phosphate buffer (pH 7.2). The filter was dehydrated with 40%, 60%, 80% and 95% 
ethanol solutions, sequentially for 10 min each and finally with 100% ethanol three times (10 min 
each). After dehydration, the filter was dried using a Samdri 780A critical point dryer. Then, the 
filter was cut into four pieces to be mounted into a coating unit. A Polaron E500 SEM coating unit 
was used to sputter coat the filters with a 5 nm thick gold-palladium coat. The filters then were 
observed in a scanning electron microscope (Hitachi S-2700, SEM). Control filters were prepared 
for SEM using sterilized water, taken through the fixation and dehydration procedure and observed. 
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Figure 9. Depths and estimated ages of ice core sections used in this study. 
Atmospheric CO2 levels (all in ppmv): 500 ybp = 250; 10,500 and 105,000 ybp = 230; 
70,000 ybp = 210; 30,000 = 200; 57,000 and 157,000 = 180. Global temperature: 
(relative to present temperature, in °C): 500 ybp = +2; 10,500 and 105,000 = 3; 
57,000 = 4; 30,000, 70,000 and 157,000 = 6. Atmospheric dust (ppm): 500 = <0.1; 
105,000 = 0.1; 10,500 and 57,000 = 0.2; 70,000 = 0.5; 30,000 = 0.7; 157,000 = 1.2. 
Values for atmospheric measurements are from reference [23]. All values are from 
reference [23]. 
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3.4. Culturing 

The meltwater (200 L) from each shell of the ice cores was spread onto several types of solid 
media in duplicate, and incubated at 8 °C to test for the presence of viable microorganisms. The 
following media were used: malt extract agar [1.28% maltose, 0.27% dextrin, 0.24% glycerol,  
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0.08% peptone, 1.5% agar (pH 4.7)], potato dextrose agar [0.4% potato starch, 2% dextrose, 1.5% 
agar (pH 5.6)], rose bengal agar [0.5% soytone, 1% dextrose, 0.1% monopotassium phosphate, 
0.005% rose bengal, 1.5% agar (pH 7.2)], nutrient agar [0.3% beef extract, 0.5% peptone, 1.5% 
agar (pH 6.8)], oatmeal agar [6% oatmeal, 1.25% agar (pH 6.0)], Sabouraud dextrose agar [1% 
enzymatic digest of casein, 2% dextrose, 2% agar (pH 7.0)], yeast extract agar [3% yeast extract, 
3% malt extract, 0.5% peptone, 1% dextrose, 2% agar (pH 6.2)], acidic yeast extract agar [3% yeast 
extract, 3% malt extract, 0.5% peptone, 1% dextrose, 2% agar (pH 4.5)], meat-liver agar [2% meat 
liver base, 0.075% D(+)-glucose, 0.075% starch, 0.12% sodium sulfite, 0.05% ammonium ferric 
citrate, 1.1% agar (pH 7.6)], blood agar [1.5% pancreatic digest of casein, 0.5% papaic digest of 
soybean meal, 0.5% sodium chloride, 5% sheep’s blood, 1.5% agar (pH 7.3)], R2A [0.05% yeast 
extract, 0.05% proteose peptone No. 3, 0.05% casamino acids, 0.05% dextrose, 0.05% soluble 
starch, 0.03% sodium pyruvate, 0.03% dipotassium phosphate, 0.005% magnesium sulfate, 1.5% 
agar (pH 7.2)], Luria-Bertani agar [1% tryptone, 0.5% yeast extract, 0.5% sodium chloride, 1.5% 
agar (pH 7)], water agar [2% agar]. They were incubated for 2 weeks, monitored for any growth 
and transferred to 15 °C for 2 weeks. The plates then were incubated at 22 °C and monitored 
periodically for microbial growth. The cultures obtained were recorded and subcultured for future 
use. Throughout the decontamination and culturing procedures, control plates (two malt extract 
agar (MEA) and two lysogeny broth agar (LBA)) were employed in the laminar flow hood. Each 
plate was placed at one corner and exposed to the environment in the hood. They were incubated 
along with the culture plates and observed regularly for any growth. 

3.5. PCR Amplification 

DNA from the fungal and bacterial isolates obtained by culturing was subjected to polymerase 
chain reaction (PCR) amplification. DNA was extracted using a CTAB (cetyltrimethylammonium 
bromide) extraction method [53–55]. ITS4 and ITS5 primers were used to amplify the ribosomal 
DNA (rDNA) internal transcribed spacers (ITS1 and ITS2) and the 5.8S gene in fungi [56]. For 
bacterial isolates, primers 16S-2 and 23S-7 were used to amplify the rDNA intergenic spacer 
region (ITS1), along with portions of the small subunit and large subunit genes [57]. A GeneAmp 
PCR Reagent kit (Applied Biosystems, Carlsbad, CA, USA) was used for amplification. The 
composition of each 50 L reaction was as follows: five microliters of cell suspension, 50 pmol of 
each primer, 10 pmol of each dNTP, 2U Taq DNA polymerase, 50 mM KCl and 1.5 mM MgCl2. 
The program cycle used for amplification was: 95 °C for 8 min, 40 cycles of 94 °C for 1 min, 54 °C 
for 1 min 30 s and 72 °C for 2 min, followed by 72 °C for 8 min, and finally cooled to 4 °C. PCR 
reactions were subjected to electrophoresis on 1% agarose gels with TBE (90 mM Tris-Borate, 2 mM 
EDTA, pH 8.0) and 0.5 g/mL ethidium bromide was used to view the amplification using UV light. 
For PCR amplification, sterilized water was used as a negative control. Rhodotorula mucilaginosa 
was used as the positive control for PCR with fungal primers and Bacillus subtilis as positive 
control for bacterial PCR. 



84 
 

 

3.6. Cloning and Sequencing 

A TOPO TA cloning kit (Invitrogen, Grand Island, NY, USA) was used for cloning the 
amplified products. The amplified DNA from the fungal and bacterial isolates was ligated into the 
PCR 4-TOPO vector. The ligation reaction included: two and a half microliters of PCR product,  
1.0 L of salt solution (200 mM NaCl, 10 mM MgCl2) and 1.5 L of vector (10 ng L 1). The 
ligation reaction was carried out following the manufacturer’s directions. One Shot® TOP10 
Competent E. coli cells were transformed with the ligation reaction. The plasmid DNA was isolated 
from transformed cells using the Cyclo-Prep Plasmid DNA isolation kit (Amresco, Solon, OH, 
USA). The plasmids then were tested for the presence of inserts using EcoRI digestion. The 
products were subjected to electrophoresis on 1% agarose gels with TBE and 0.5 g/mL ethidium 
bromide to analyze the digestion products. Plasmids containing the inserts then were sent to Gene 
Gateway LLC (Hayward, CA, USA) for sequencing. 

3.7. Direct Sequencing of Cultures 

After subculturing, DNA was extracted from the growing cultures of meltwater. The extracted 
DNA was amplified using a GeneAmp (with AmpliTaq) PCR Reagent Kit (Applied Biosystems, 
Carlsbad, CA, USA). A final concentration of each reaction was 5 pmol of dATP, dCTP, dGTP, 
dTTP, 1× PCR Buffer [10 mM Tris-HCl, pH 8.3, 50 mM KCl, 1.5 mM MgCl2, 0.001% (w/v) 
gelatin], 1 unit AmpliTaq DNA polymerase and fungal rRNA ITS and bacterial rRNA SSU 
primers, in 25 L total volume. Each reaction had 25 pmol of a forward and 25 pmol of a reverse 
primer. The reaction was carried in a thermocycler and the program was: 94 °C for 4 min; then  
40 cycles of 94 °C for 1 min, 55 °C for 3 min, 72 °C for 3 min; followed by an incubation for  
10 min at 72 °C. After amplification the samples were quantified on 1% agarose gels in TBE (as 
above). Samples were cleaned using a Exo-SAP IT kit (Affymetrix, Inc., USB Products, Cleveland, 
OH, USA). Exo-SAP IT is composed of Exonuclease I and Shrimp Alkaline Phosphatase. It is a 
special buffer that removes any remaining primer and dNTPs from the PCR reaction. Samples were 
sent to GENEWIZ (South Plainfield, NJ, USA) for Sanger sequencing. They were examined and 
aligned using Clustal X or MAFFT [58,59], and then were subjected to phylogenetic analysis using 
maximum parsimony with PAUP [30]. 

3.8. Metagenomic/Metatranscriptomic Analyses 

3.8.1. Ultracentrifugation 

Two samples were selected for metagenomic/metatranscriptomic analysis, GISP2D 1,601 m and 
3,014 m. The former sample corresponds to 10,500 ybp [22,24,26], a time of moderate and rising 
atmospheric CO2 and rising temperatures, while the latter corresponds to 157,000 ybp, a time of 
low atmospheric CO2 and low temperatures [50]. Starting from Shell 2 inward, the meltwater was 
subjected to ultracentrifugation at 32,500 rpm in a Beckman type 60 Ti rotor (100,000 rcf) at 4 °C 
for 15–17 h to concentrate cells, viruses and nucleic acids. The supernatants were placed into 
sterile BD Falcon 50 mL conical tubes and stored at 20 °C. Each pellet was resuspended in 50 L 
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of 0.1× TE (1 mM Tris HCl, pH 8.0; 0.1 mM EDTA, pH 8.0) and then the suspensions from each 
tube (for a given meltwater sample) were pooled (~500 L total) and stored at 20 °C. Two 
additional samples were used as controls. The first control was autoclaved Nanopure water (18.2 
M , <1 ppb TOC) that was subjected to ultracentrifugation, as above. Nanopure water (18.2 M , 
<1 ppb TOC) was the second control. 

3.8.2. Isolation of Nucleic Acids 

Each concentrated meltwater sample (as well as the two controls) was divided into two 200 L 
fractions. One fraction was used for RNA extraction using TRIzol LS reagent (Life Technologies, 
Grand Island, NY, USA). To carry out homogenization, three volumes of TRIzol LS reagent were 
added, mixed and incubated to allow complete dissociation of proteins. Next, an equal volume of 
chloroform was added, followed by vigorous mixing. After incubation at room temperature, the 
samples were centrifuged in a microfuge at 16,100 rcf, which resulted in three layers. The top 
aqueous layer, containing the RNA, was removed and the RNA was precipitated by adding 400 L 
of isopropanol. This was placed at 20 °C for 2 h, followed by centrifugation in a microfuge to 
pellet the RNA. This pellet was washed with 800 L 80% ethanol, air-dried and stored at 80 °C 
until needed. Directly before use, the RNA pellet was resuspended in 20 L of sterile RNAse free 
water. The second 200 L fraction of pooled ultracentrifuged meltwater was used for DNA 
extraction using a CTAB method, as described above. 

3.8.3. Preparation of Samples for Sequencing 

Complementary DNAs (cDNAs) were synthesized from the extracted RNAs. The procedure was 
performed using SuperScript Choice cDNA kit (Invitrogen, Grand Island, NY, USA), according to 
the manufacturer’s instructions, using 10 L of the extracted RNA and 80 pmol of random 
hexamer primers. The cDNA was then mixed with 10 L of extracted DNA (less than 1 ng/ L) 
from the same meltwater sample, and EcoRI (NotI) adapters (AATTCGCGGCCGCGTCGAC, 
dsDNA) were added using T4 DNA ligase. The final concentration of components in each reaction 
for EcoRI adapter addition was: 66 mM Tris-HCl (pH 7.6), 10 mM MgCl2, 1 mM ATP, 14 mM 
DTT, 100 pmols EcoRI (NotI) adapters and 0.5 units of T4 DNA ligase, in 50 L total volume. The 
reaction was incubated at 15 °C for 20 h. Then, the reaction was heated to 70 °C for 10 min to 
inactive the ligase. [Note: The cDNA were mixed in order to maximize the biomass of nucleic 
acids, necessary for successful pyrosequencing. Thus, the cDNA comprises a metatranscriptomic 
fraction and the DNA comprises the metagenomic fraction of each sample]. 

The products were size fractionated by column chromatography. Each 2 mL plastic column 
contained 1 mL of Sephacryl® S-500 HR resin. TEN buffer (10 mM Tris-HCl [pH 7.5], 0.1 mM 
EDTA, 25 mM NaCl; autoclaved) was utilized in washing the columns and eluting the samples 
through the columns. Fractions of approximately 40 L were collected by chromatography. After 
measurement of the volume of each fraction, fractions 6–18 were precipitated to concentrate the 
DNA. Concentration consisted of adding 0.5 volumes (of the fraction size) of 1 M NaCl, and two 
volumes of 20 °C absolute ethanol. After gentle mixing, each was left to precipitate at 20 °C 
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overnight. The fractions were centrifuged in a microfuge for 20 min at room temperature and 
decanted. Then, the pellets were washed with 0.5 mL of 20 °C 80% ethanol and centrifuged for  
5 min. Finally, each of the DNA pellets was dried under vacuum and rehydrated in 20 L of  
0.1× TE buffer. 

After resuspension, fractions 6–18 were subjected to PCR amplification using EcoRI (NotI) 
adapter primers (AATTCGCGGCCGCGCTCGAC). The samples were amplified using a GeneAmp 
PCR Reagent Kit (as described above). The thermal cycling program was 94 °C for 4 min; then  
40 cycles of 94 °C for 1 min, 55 °C for 2 min, 72 °C for 2 min; followed by an incubation for  
10 min at 72 °C. Each fraction was subjected to gel electrophoresis on 1% agarose gels in TBE  
(as above) to confirm amplification, and to determine the size distributions.  

454-specific primers were used to amplify the fragments, which also added the specific  
454 sequences to the ends of the amplified products. All of the primers included the A-tag or the  
B-tag sequence (CGTATCGCCTCCCTCGCGCCA, CTATGCGCCTTGCCAGCCCGC, 
respectively), as well as the short four-base tag sequence (TCAG), unique multiplex identifiers 
(MID sequences (MID4: AGCACTGTAG, MID5: ATCAGACACG, MID6: ATATCGCGAG, 
MID10: TCTCTATGCG)), and EcoRI (NotI) adapter sequences (AATTCGCGGCCGCGTCGAC). 
The samples were amplified using a GeneAmp PCR Reagent Kit (as described above). All PCR 
products were cleaned with a PCR purification kit (Qiagen, Valencia, CA, USA). Once the sizes to 
be used for sequencing were confirmed by gel electrophoresis, the fractions containing distributions 
from approximately 200 bp to 1.5 kb were pooled. After concentration by precipitation and 
rehydration, the samples were quantified on 1% agarose gels in TBE (as above), using serial 
dilutions of plasmid (pGEM-3Z, from Promega, Madison, WI, USA) for quantitation. 

3.8.4. Sequencing 

DNA concentrations were estimated to be ~150 ng/ L for GISP 2D 3,014 m (sample 1);  
~200 ng/ L for GISP 2D 1,601 m (sample 2); ~150 ng/ L for the ultracentrifuge sterile Nanopure 
water (sample 3); and finally the ~250 ng/ L for the unconcentrated Nanopure water. These were 
mixed in equimolar amounts in the proportion of 4:3:4:2, respectively, based on their estimated 
concentrations. Eight L of Sample 1 (GISP 2D 3,014 m), 6 L of Sample 2 (GISP 2D 1,601 m),  
8 L of Sample 3 (control ultracentrifuged water), and 4 L of Sample 4 (control water) were 
mixed to produce a composite sample for sequencing. To this 26- L mixture, 28 L of RNase free 
water was added. A total of 54 L (4.6 mg) of the amplified DNA at an approximate concentration 
of 85 ng/mL was sent to the University of Pennsylvania Medical School Sequencing Facility for 
Roche/454 GS FLX service. 

3.8.5. Analysis of the Metagenomic/Metatranscriptomic Sequences 

The sequences were assembled using MIRA 3.0.5 [60] and then were separated into four files, 
based on their multiplex identifier (MID) sequences (corresponding to the four ice core and control 
samples). Then, the 454 primers were clipped off (in silico) and sequence assembly was performed. 
The assembled sequences were used in Megablast searches for determination of sequence, taxon 
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and gene similarities. The Megablast results (with the cut off parameter 1e-10) were retrieved for 
further analysis. Database sequences were reorganized based on gene regions. Multiple sequence 
alignments for ribosomal RNA small subunit (rRNA SSU) and large subunit (rRNA LSU) genes, 
separately, were performed with MAFFT (Multiple Sequence Alignment based on Fast Fourier 
Transform, Kyoto University, Kyoto, Japan) [58,59,61] global and local alignment tools. Alignment 
files were converted into NEXUS format with SeaView (Université de Lyon, Villeurbanne,  
France) [62,63]. Sequences from bacterial isolates CULT A-1 and CULT B-1 were included in the 
phylogenetic analyses. PAUP (Phylogenetic Analysis Using Parsimony, [30]) maximum parsimony 
phylogenetic reconstructions were performed on the aligned SSU and LSU rRNA gene sequences. 
Bootstrap analyses (1,000 replications) were used to examine the support for the branches. Results 
from the phylogenetic analyses of the sequences from uncultured samples allowed a reevaluation of 
the microbial compositions of the two ice samples. 

3.9. Phylogenetic Analysis for Fungal and Bacterial Sequences 

The sequences obtained from cultures were subjected to BLAST searches and phylogenetic 
analysis in the same manner as the metagenomic sequences. The rRNA gene sequences obtained 
from both the bacterial and fungal isolates were used in BLAST searches of the GenBank  
NCBI-database to identify sequences of related taxa. Sequence alignments were created using 
ClustalX 2.0 for bacteria and fungi using the isolate sequences and related NCBI sequences. 
Alignment files were used to generate maximum parsimony phylogenetic trees using the program 
PAUP [30]. The phylogenetic trees were created using the heuristic search option, and gaps were 
treated as a fifth base. Bootstrap support using 1,000 replications also was determined using the 
same criteria. 

4. Conclusions 

A variety of microbes and their nucleic acids were recovered from Greenland and Antarctica ice 
core sections. In general, the viability of microbes decreased with increasing ice core age (Figure 4). 
While similar species were found in Arctic and Antarctic ice of the same age, the species differed, 
and in all cases the species composition within each ice core section was unique (Table 1, Figures 
6–8). Among the bacteria, species of Bacillus were common, while among the fungi, species of 
Rhodotorula were the most common. Cultivation and metagenomic/metatranscriptomic studies 
indicated that viability was dependent on cold temperatures at the time of deposition (Figure 5). 
Low concentrations of atmospheric dust and CO2 also were related to increased viability. 
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Novel Cold-Adapted Esterase MHlip from an Antarctic  
Soil Metagenome 
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Fabienne Verté, Moreno Galleni and Pablo Power 

Abstract: An Antarctic soil metagenomic library was screened for lipolytic enzymes and allowed 
for the isolation of a new cytosolic esterase from the /  hydrolase family 6, named MHlip. This 
enzyme is related to hypothetical genes coding esterases, aryl-esterases and peroxydases, among 
others. MHlip was produced, purified and its activity was determined. The substrate profile of 
MHlip reveals a high specificity for short p-nitrophenyl-esters. The apparent optimal activity of 
MHlip was measured for p-nitrophenyl-acetate, at 33 °C, in the pH range of 6–9. The MHlip 
thermal unfolding was investigated by spectrophotometric methods, highlighting a transition  
(Tm) at 50 °C. The biochemical characterization of this enzyme showed its adaptation to cold 
temperatures, even when it did not present evident signatures associated with cold-adapted 
proteins. Thus, MHlip adaptation to cold probably results from many discrete structural 
modifications, allowing the protein to remain active at low temperatures. Functional metagenomics 
is a powerful approach to isolate new enzymes with tailored biophysical properties (e.g., cold 
adaptation). In addition, beside the ever growing amount of sequenced DNA, the functional 
characterization of new catalysts derived from environment is still required, especially for poorly 
characterized protein families like /  hydrolases. 

Reprinted from Biology. Cite as: Berlemont, R.; Jacquin, O.; Delsaute, M.; La Salla, M.; Georis, J.; 
Verté, F.; Galleni, M.; Power, P. Novel Cold-Adapted Esterase MHlip from an Antarctic Soil 
Metagenome. Biology 2013, 2, 177-188. 

1. Introduction 

Lipases and esterases are enzymes active towards different substrates. Some of these enzymes 
are used to access carbon sources (e.g., cinnamoyl esterase) [1], some of them are regarded as 
pathogenic factors [2], others are involved in biocide degradation [3], but many of them have as yet 
uncharacterized physiological functions. Because of the increasing amount of available sequenced 
genomes and the possibility to construct DNA libraries from uncultured microbial consortia,  
many new hypothetical enzymes, including lipases and esterases, are now accessible. This  
finding provides the possibility to isolate new biotechnologically relevant catalysts from extreme 
environments [4] and to test the robustness of hypotheses derived from cultivable  
microorganisms [5]. 

Cold-adapted enzymes from psychrophilic organisms are supposed to display higher activity at 
low and moderate temperature when compared to their mesophilic homologs. Such a high activity 
at low temperature is associated with higher thermal instability [6]. In cold-adapted enzymes the 
active site is regarded as the most heat labile structural element whereas some other parts of the 
proteins can remain correctly folded over a wider range of temperatures [7]. Often, when increasing 
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the temperature, the temperature of inactivation does not correspond to the apparent melting 
temperature of the protein [6,8]. 

Many cold-adapted enzymes have been characterized; xylanase [9–11], cellulase [12],  
amylase [13–15] and lipase-esterase [16,17], among others. Their analysis reveals the molecular 
basis of protein adaptation to cold. The adaptation to low temperatures is thought to proceed by 
minor structural changes of the protein through modification of non-covalent interactions leading to 
an increase of the flexibility of crucial parts of the protein rather than to a global increase of the 
flexibility [8]. A decrease of the amount of proline and arginine residues and an increase of the 
amount of glycine are also assumed to contribute to the increase of the flexibility, in some  
cases [12]. In addition, a more accessible active site is considered as an adaptation to low 
temperature [18]. 

Interestingly, the metagenomic approach offers a unique opportunity for isolating new enzymes 
from uncultivated psychrophilic microorganisms [19,20]. Although few cold-adapted enzymes have 
been isolated using the metagenomic approach [21–23], little is known about their thermal stability. 

In this work a metagenomic library, constructed from an Antarctic soil sample, was partially 
screened for lipolytic activity. One clone displaying esterase activity was isolated. After production  
and purification, its adaptation to cold temperatures was analyzed regarding both the activity and  
the stability. 

2. Results and Discussion 

2.1. MHlip Isolation and Sequence Characterization 

From the Antarctic soil metagenomic library [24], one clone producing a blue halo after  
one week incubation at 18 °C on SBA-tributyrin media was selected as a potential  
esterase/lipase producer.  

Complete DNA sequencing of the insert (3 kb) revealed a unique putative gene, named mhlip 
(Genbank access. number. GU550075). The gene encodes a 262 amino acids hypothetical protein 
with a theoretical molecular mass of 28,075 Da and a pI of 5.2. The encoded protein, MHlip, 
displayed 83% amino acid identity to a putative cytosolic /  hydrolase derived from Acidovorax 
delafieldii 2AN (Acc. Numb. ZP-04765427). The sequence also showed significant identity with 
many other mesophilic proteins including the arylesterase from Pseudomonas fluorescens  
(PFE-ESTE 26% id., acc. no. P22862.4), the non-heme bromoperoxidase (BPOA2, 30% id., acc. 
no. P29715.3) and the non-heme chloroperoxidase (PRXC-STRAU, 29% id., acc. no. O31168.1) 
from Streptomyces aureofaciens, and with the crystallized esterase YTXM from Bacillus subtilis 
(id. 26%, acc. no. P23974). 

We constructed a phylogenetic tree using the MHlip sequence and some sequences derived from 
various esterase-related families [25]. Next, Pfam numbers were assigned to each sequence using 
Pfam_scan (http://pfam.sanger.ac.uk/) [26] (Figure 1). MHlip was associated with the /  
hydrolase family 6 (Pf12697). This fold is observed in many enzymes having multiple functions  
(i.e., transacetylase, lipase, hydroxynitrile lyase, methylesterase, peptidase, haloperoxidase, 
carboxylesterase) [27].  
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Figure 1. Unrooted neighbour-joining tree built with enzymes belonging to different 
families of esterases. The Jones-Tailor-Thornton method was used to compute 
distances [28]. Higher bootstrap values are displayed at the nodes and expressed as 
percentages of 1000 replicates. The Pfam numbers (names) are displayed on the right 
side of the tree. 

 

Sequences alignment highlighted all the residues considered as involved in substrate binding and 
catalysis (Figure 2) [29]. In addition, residues W29 and M95 assumed to limit the active site of  
PFE-ESTE are displayed. These two residues limit the diffusion of large substrates in the catalytic 
cleft, independently of any lid structure. Thus resulting in an enzyme having high affinity for short 
substrates (i.e., pNPA) [29]. 

Figure 2. Sequences alignment of the MHlip enzyme and some related proteins.  
PFE-ESTE (P22862.4), aryl esterase from P. fluorescens; ZP-04765427, putative /  
hydrolase from Acidovorax delafieldii; BPO-A2 (P29715.3), bromoperoxidase from 
Streptomyces aureofaciens and YTXM (P23974.2), lipase from Bacillus subtilis.  

 residues forming the catalytic triad (Ser96, D213 and H241),  residues forming the 
oxyanion hole involved in hydrogen bonding interactions, located upstream the active 
site (HG),  conserved residues involved in the formation of the GXSXG conserved 
pentapeptide containing the active-site serine,  residues involved in the active site 
occlusion in PFE-ESTE [29]. 

 

2.2. Biochemical Characterization  

The MHlip-encoding gene was PCR-amplified and introduced in the pET22b vector in order to 
express a C-terminal His-tagged MHlip. The recombinant protein was purified from the 
cytoplasmic fraction of transformed E. coli BL21(DE3) using Ni-NTA columns. 
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Since MHlip was first isolated on tributyrin containing media, its activity was investigated on 
various p-nitrophenyl (pNP)-esters at pH 8.0 (Figure 3). MHlip is only active on small substrates 
such as pNPA; activity on pNPB is less than 5% of the pNPA hydrolysis and no activity was 
detected on substrates with longer acyl-chain lengths. 

The pH-dependence of the MHlip activity on pNPA was investigated by monitoring the 
absorbance at 348 nm between pH 3.5 and 11.5, in a 20 mM pH-adjusted poly-buffer. MHlip was 
significantly active over a wide range of pH, from 4.5 to 9 (Figure 3).  

Figure 3. MHlip substrate specificity measured at pH 8 and influence of the pH on the 
MHlip activity (the inset). 

 

The thermal sensitivity of the MHlip activity towards pNPA was recorded at pH 8.0 in a thermal 
gradient ranging from 4 to 55 °C. The rate of pNPA hydrolysis rapidly increased from 4 to 35 °C 
and then quickly decreased to few percents of residual activity at 45 °C. Interestingly, MHlip 
remained significantly active when temperature decreased (20% at 4 °C) (Figure 4). 

Kinetic parameters for pNPA hydrolysis were determined under initial rate conditions using a 
nonlinear regression analysis of the Michaelis–Menten equation. Hydrolysis was measured at 30 °C 
using pNPA as substrate at final concentrations ranging from 0 to 10 mM in 20 mM Tris-HCl  
(pH 8). For MHlip, the kinetic constants were: Km = 1.2~0.1 mM, kcat = 3.13.10 2~0.2.10 2 sec 1 
and kcat/Km = 0.025 mM 1 sec 1. 

2.3. Thermal Stability 

MHlip fluorescence spectra recorded at 20 °C and 90 °C were compared. When MHlip was 
incubated at 80 °C its fluorescence emission spectrum, compared to the spectrum obtained at 20 °C, 
revealed its unfolding. A bathochromic effect was observed when the temperature increased as the 
maximum fluorescence was shifted to higher wavelengths (from 338 to 350 nm). In order to 
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determine the MHlip melting temperature, the fluorescence emission at 338 nm was recorded in a 
thermal gradient, from 20 to 90 °C (data not shown). 

 This approach appeared to be inappropriate since the increase of temperature caused a decrease 
of the fluorescence emission at 338 nm, with no clear transition. The determination of the apparent 
melting temperature (Tm) was eventually achieved by recording the wavelength of the maximum 
fluorescence emission ( max) as a function of the temperature. At an excitation wavelength of 280 
nm, a clear transition from a native to an unfolded state was observed at ~50 °C (Figure 4). 

Figure 4. Influence of temperature on the MHlip activity ( ). The enzyme was  
pre-incubated for 5 min at temperature ranging from 4 to 55 °C. Enzyme activity was 
determined under standard conditions on pNPA, at pH 8.0. The activity measured at 30 
°C was taken as 100%. MHlip thermal denaturation following the maximum of 
fluorescence emission ( max) in a thermal gradient ranging from 20 to 80 °C ( ). 

 

3. Experimental Section 

3.1. Metagenomic Library Construction and Screening 

A previously described short-insert metagenomic library (average insert size of 5.1 kb) was used 
for the present work [19]. Screening for lipolytic activity was carried out by plating 3,000 recombinant 
E. coli clones on Spirit-Blue Agar (SBA) Media (BD-Difco, MD) containing chloramphenicol 
(12.5 g/mL) and 1% emulsified Tributyrin (Sigma-Aldrich). The plates were incubated at 37 °C 
for 24 hours and kept at 18 °C for one week. 

3.2. Expression and Purification 

Forward primer (5’-GAGCACATATGCCTTTCGCGCA-3’) and the reverse primer  
(5’-GCTTCAGAGGCGCTCTCGAGCTTGTCGAGA-3’), containing NdeI and XhoI restriction 
sites, respectively (underlined), were used for PCR amplification of the full length MHlip-encoding 
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gene. The obtained amplicon was ligated in an NdeI/XhoI double digested pET22b plasmid 
(Novagen, NJ) that allowed the production of a Cterm-6×HisTag fused protein. After confirmation 
of the sequence, the pET22b:MHlip was introduced in competent E. coli BL21(DE3) cells 
(Novagen). Transformed cells were cultivated at 18 °C in LB media containing ampicillin  
(100 g/mL). Heterologous protein expression was carried out for four hours by adding 0.4 mM 
isopropyl-D-1-thiogalactopyranoside (IPTG) when the OD600nm reached ~0.5. After centrifugation, 
the cell pellet was resuspended in 20 mM Tris-HCl (pH 8.0) and the cells were disrupted by 
sonication (3 cycles of 30 sec at amplitude of 10–12 m). Proteins from the cytoplasmic fractions 
were recovered by centrifugation at 20,000 × g for 40 min, and MHlip was purified by affinity 
chromatography on a 5 mL Ni-NTA columns (GE Healthcare) in a linear gradient of imidazole 
(from 0 to 250 mM). Protein concentration was determined by the Bicinchoninic Acid  
(BCA)-protein quantitation assay (Pierce) using serum albumin as standard. Finally, 30 mg of pure 
protein was obtained per litre of culture. The purified protein was subjected to automatic  
Edman degradation for the determination of the N-terminal amino acid sequence on an Applied 
Biosystems 492 Protein Sequencer (Perkin Elmer, Waltham, MA, USA). The resulting  
sequence (MPFAH) was found to match the predicted one. The purified protein was used for 
further characterization. 

3.3. Activity Assays 

Lipase/esterase activity assays were carried out on p-nitrophenyl-esters (pNP-Acetate, pNPA;  
pNP-Butyrate, pNPB; pNP-Caprilate, pNPC; and pNP-Laurate, pNPL; all purchased from Sigma) 
by spectrophotometric methods. The assay mixture was prepared as follow: 940 L of 20 mM  
Tris-HCl (pH 8.0), 10 L of 10 mM p-nitrophenyl-ester in acetonitrile, and 50 L of enzyme 
solution. The release of p-nitrophenol was followed taking into account a molar extinction 
coefficient at 405 nm ( 405nm) of 16,500 M 1.cm 1. 

The pH-dependence of the enzyme’s activity on pNPA, between pH 3.5 and 11.5, was 
investigated by monitoring the absorbance at 348 nm and replacing the Tris-HCl buffer by  
a 20 mM pH-adjusted polybuffer consisting of Tris, KCl, Na2HPO4, CH3COO.Na and dihydrogen 
citrate [30]. 

The thermal sensitivity of the MHlip activity toward pNPA was recorded as described above, 
over a temperature range between 4 and 55 °C. 

3.4. Thermal Stability and Unfolding 

In order to investigate the thermal stability of MHlip, the purified protein was submitted to 
increasing temperatures and the process of denaturation was followed by intrinsic fluorescence 
spectra. The spectrum of the native MHlip at 20 °C was recorded on a Perkin Elmer LS50B 
spectrofluorometer using a 1 cm cell path length. Maximum fluorescence emission was observed at 
a wavelength of 338 nm using an excitation wavelength of 280 nm. The Tm of the enzyme was 
determined by plotting the wavelength of the maximum emission ( max), measured at temperatures 
ranging from 20 to 80 °C. 
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4. Conclusions 

The functional metagenomic is a powerful methodology to access the genetic material of 
environmental microorganisms. By the past, this approach has been used to isolated new enzymes 
from various environments [22–24,31–33]. Here, a new esterase form Antarctica is described. 

MHlip belongs to the / -hydrolase family 6 and is part of a large group of uncharacterized 
proteins. The physiological function of these enzymes has not been clearly elucidated [34]. In 
addition, MHlip displays significant identity (~30%) to various haloperoxidases and proteases. 
Although similarity between some esterases, oxidases and proteases was reported [29,35,36], 
MHlip does not show any detectable activity when tested for the conversion of the substrate phenol 
red to bromophenol blue [37] or azo-casein hydrolysis [38] (data not shown). 

Among the tested substrates, the MHlip activity is highly specific for short esters such as  
p-nitrophenyl-acetate. Similar specificity for short substrates (e.g., pNPA) has been observed for the  
aryl-esterase derived from the goat rumen metagenome [39] and for the aryl-esterase from 
Pseudomonas fluorescens (PFE) [29]. Concerning PFE, such a high specificity is the consequence of 
a sterically hidden active site. Indeed, the catalytic cleft of PFE is delimited by W28 and M96 [29,40] 
whereas cumbersome residues, L29 and Q97, are observed in the corresponding positions of MHlip, 
and could thus have a similar effect. The kinetic parameters for the pNPA hydrolysis suggest that the 
MHlip primary function is not yet well understood. However, the measured Km for the pNPA 
hydrolysis (1.2 mM) is similar to some values obtained for previously characterized aryl-esterases, 
including the enzyme from Lactobacillus casei [41] and an aryl-esterase derived from the goat rumen 
metagenome [39]. 

The characterization of purified MHlip reveals its adaptation to cold temperatures. Indeed, 
MHlip retains 20% activity at 4 °C. This is consistent with the temperature of the Antarctic soil 
sample used for the metagenomic library construction [24]. The MHlip activity increases from 4 to 
~30 °C and is lost at higher temperatures. This suggests that our screening method, including a long 
incubation at cold temperature, is suitable for allowing the isolation of this highly thermo-sensitive 
protein. The aryl-esterases derived form the goat rumen metagenome (estR5) [39] and from 
Pseudomonas fluorescens (PFE) [42] are regarded as mesophilic homologs of MHlip since their 
optimal activity is observed at 60 and 45 °C, respectively (Figure 5). 

The MHlip unfolding begins at 30 °C. At this temperature the MHlip activity is optimal. When 
increasing the temperature above 30 °C, the protein undergoes a partial denaturation and quickly 
loses its activity. Complete denaturation is apparently achieved at a temperature higher than 65 °C. 
Based on the fluorescence transition curve, the apparent Tm is determined to be 50 °C. 

The thorough characterization of cold active proteins unravels different ways for a protein to 
remain active at low temperatures [5–8,43]. Among these paths, increasing the length of the 
unstructured loop has been described in several cases [44,45]. However, MHlip sequence analysis 
does not reveal any extra stretches of amino acid.. Increasing the accessibility of the active site, as 
described for a cold adapted protease [18], was reported to increase the activity at low temperature. 
This is unlikely to occur here since MHlip may present cumbersome residues surrounding its active 
site. Moreover, the overall amino acid composition of MHlip is not significantly different from that 
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of related proteins from mesophilic organisms. Nevertheless, this new enzyme, like most of the 
previously characterized cold adapted proteins, is an extremely heat labile enzyme. 

Figure 5. Shift in the observed optimal temperature of activity (gray rectangle) and the 
melting temperature (Tm, white rectangle) of some characterized proteins. *, ** and 
*** stand for protein considered psychrophilic, mesophilic and thermophilic in the 
corresponding references, respectively. 

 

Indeed, the MHlip’s loss of activity corresponds to the early stages of its unfolding. This 
suggests that the catalytic site is extremely thermo-sensitive compared to the overall protein 
structure. Shifts between the temperature at which proteins lose their activity and the unfolding 
temperature (Tm) have been recorded for many cold-adapted enzymes (Figure 5) [6,8,11–14]. 
Thus, even if no signature associated with cold-adapted protein can be observed, at the sequence 
level, we assume the MHlip adaptation to cold results from many discrete structural modifications 
that allow the protein to remain active when temperature is low.  
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Timescales of Growth Response of Microbial Mats to 
Environmental Change in an Ice-Covered Antarctic Lake 

Ian Hawes, Dawn Y. Sumner, Dale T. Andersen, Anne D. Jungblut and Tyler J. Mackey 

Abstract: Lake Vanda is a perennially ice-covered, closed-basin lake in the McMurdo Dry 
Valleys, Antarctica. Laminated photosynthetic microbial mats cover the floor of the lake from 
below the ice cover to >40 m depth. In recent decades, the water level of Lake Vanda has been 
rising, creating a “natural experiment” on development of mat communities on newly flooded 
substrates and the response of deeper mats to declining irradiance. Mats in recently flooded depths 
accumulate one lamina (~0.3 mm) per year and accrue ~0.18 g chlorophyll-a cm 2 y 1. As they 
increase in thickness, vertical zonation becomes evident, with the upper 2-4 laminae forming an 
orange-brown zone, rich in myxoxanthophyll and dominated by intertwined Leptolyngbya 
trichomes. Below this, up to six phycobilin-rich green/pink-pigmented laminae form a subsurface 
zone, inhabited by Leptolyngbya, Oscillatoria and Phormidium morphotypes. Laminae continued 
to increase in thickness for several years after burial, and PAM fluorometry indicated photosynthetic 
potential in all pigmented laminae. At depths that have been submerged for >40 years, mats 
showed similar internal zonation and formed complex pinnacle structures that were only beginning 
to appear in shallower mats. Chlorophyll-a did not change over time and these mats appear to 
represent resource-limited “climax” communities. Acclimation of microbial mats to changing 
environmental conditions is a slow process, and our data show how legacy effects of past change 
persist into the modern community structure. 

Reprinted from Biology. Cite as: Hawes, I.; Sumner, D.Y.; Andersen, D.T.; Jungblut, A.D.;  
Mackey, T.J. Timescales of Growth Response of Microbial Mats to Environmental Change in an 
Ice-Covered Antarctic Lake. Biology 2013, 2, 151-176. 

1. Introduction 

The perennially ice covered lakes of the McMurdo Dry Valleys (MDVs), Antarctica, are 
amongst the most extreme lacustrine environments on Earth. Already set apart from most lakes by 
their endorheic and meromictic characters, the lakes also have extreme photoperiods, are 
persistently cold and are almost isolated from all physical forcing by perennial ice cover. In 
addition, they contain truncated, microbially-dominated food webs within which higher metazoans 
are largely absent. These conditions combine to result in minimal physical and biological 
perturbations of lake sediments, a situation that favors the formation of well-developed, complex 
microbial mat communities [1,2]. In response, microbial mats are both widespread and abundant in 
the lakes of the MDV [3,4], where they play a major role in carbon and nutrient cycling on  
a lake-wide basis [5–7]. 

While it is acknowledged that benthic microbial communities are significant components of the 
MDV lake systems, to date, quantitative information on their self-organization and growth is 
sparse, in part because accumulation rates tend to be slow and long duration observations would be 
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required to assess how communities change. However, in recent decades, the MDV lakes have 
been undergoing gradual increases in lake level, in response to persistently warm summer 
temperatures [8,9]. This rising level provides a natural experiment into the rate and trajectory of 
microbial mat development on recently inundated soils and on the effects of changing environment 
on established microbial mat communities as levels increase. In Lake Joyce, for example, we have 
shown that reduced irradiant flux to deep mat communities has resulted in the extinction of 
distinctive components of the benthic biota, while inundation of substrates provide opportunities 
for colonization, albeit at a slow pace [10]. The relationship between the speed at which lake levels 
rise and how various communities respond has emerged as an important consideration in 
understanding ecosystem responses to change [7]. 

Lake Vanda, one of the MDV lakes, provides a particularly favorable opportunity to study the 
temporal characteristics of microbial mat development. In Lake Vanda, a punctuated rise in lake 
level has been well documented since 1973 [11], which allows us to construct a precise time-series 
of inundation. In addition, the upper waters of this lake are well mixed by convective  
processes [12] and the water column is very clear [13]. This means that conditions for microbial 
development in the zone inundated by lake level rise are not confounded by depth-related changes 
in water chemistry or by steep light gradients. The mats are internally laminated [14], and there is 
good evidence from other nearby lakes to suggest that these laminae record annual growth [5], 
allowing cross-validation of estimates of mat age. In this contribution, we present a detailed 
examination of the microbial mats in Lake Vanda, focusing on those that can be dated by recent 
changes in lake level. We use measurements made at similar depths and locations in 1998 and 2010 
to describe temporal changes in mats and discuss these results in the context of the timescales of 
environmental change and ecosystem response. 

2. Methods 

2.1. Study Site 

Lake Vanda lies in the Wright Valley, one of the MDVs in southern Victoria Land (77.52° S 
161.67° E; Figure S1). It occupies a closed basin, and in 2010, it was a little over 75 m deep, with a 
perennial ice cover 3.5 to 4.0 m thick, though for several weeks each summer, the ice around parts 
of the lake shore melts to produce a discontinuous, open-water moat. The lake has an unusual 
physical structure, with temperature increasing with depth, from 4 °C just below the ice cover to 
>20 °C [15] (Figure S2). This inverse temperature gradient is due to solar heating and is stabilized 
by increasing solute content with depth [12]. Temperature and conductivity increase in two steps 
between 4 and 45 m, these being separated by a pycnocline at 20–25 m. These two upper steps are 
individually mixed by thermohaline convection [12], while below 45 m, there is a continuous 
gradual increase in temperature and conductivity. 

The ice cover transmits 15%–20% of incident photosynthetically active radiation (PAR), heavily 
biased to wavelengths below 550 nm [14]. The water of the lake is also extraordinarily clear, with a 
vertical extinction coefficient for a downwelling PAR of 0.06 m 1 [13]. 
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Several investigations of the plankton of Lake Vanda [16–18] report very sparse phytoplankton 
with a deep maximum of chlorophyll-a and photosynthesis at 55–65 m within the steep basal  
pycnocline [19]. Vincent and Vincent [16] provided strong evidence that phytoplankton abundance 
is limited by phosphorus supply. Zooplankton in the lake are restricted to five categories of ciliates 
and sparse numbers of the rotifer Philodina gregaria [20]. 

In contrast, benthic microbial mats are abundant and attain high biomass in Lake Vanda [4,14].  
In 1980, these mats were reported to comprise mostly cyanobacteria, particularly species of 
Phormidium and Lyngbya, with pennate diatoms (species of Navicula, Nitzschia, Caloneis and 
Stauroneis) and occasional strands of moss [21]. In 1980, mats at a depth of 8.7 m (allowing for 
depth increase; see below; this would correspond to a depth ~18 m in 2010) were described as 2–5 mm 
thick and comprising a thin, orange-brown laminated mat overlying rock [21]. From 12–31 m 
(~21–40 m in 2010), Love et al. [21] described conical pinnacles with peaks 20–50 mm high and 
bases 30–50 cm in diameter, containing sub-mm thick laminations and calcite granules. 
Photographs included by Love et al. [21] suggest that these quoted sizes relate to the larger 
pinnacles and that smaller cones/pinnacles just a few mm in size were also present. 

Photosynthetic activity has been demonstrated in benthic mats to at least 40 m [14], and 
modeling studies suggest that these benthic communities are responsible for the bulk of primary 
production in Lake Vanda [5]. Hawes and Schwarz [14,22] noted that the microbial mat 
communities growing in the seasonally melted “moat” regions around the edges of MDV lakes are 
quite distinct from those under perennial ice cover, lacking laminations or distinct vertical structure 
and adapted to high irradiance. 

2.2. Lake Level Rise 

Having no outflow, the depth of Lake Vanda is dependent on the balance between inflow via the 
Onyx River and ablative/evaporative losses from the lake surface [11]. A robust record of lake 
level for Lake Vanda has been maintained since 1969 ([11], http://www.mcmlter.org), and this, 
combined with comparison of depth vs. temperature profiles that date back to 1960 [15], allows a 
50-year record of lake level change to be constructed (Figure 1). Over the past 40 years, the water 
balance has favored accrual, and Lake Vanda has risen in level, though there have also been several 
multi-year periods of stable lake levels. Comparison of temperature profiles from 1960 and recent 
years shows that the thickness of the lower convection cell and the deep density gradient have not 
changed and that water column discontinuities are at the same position relative to the bed of the 
lake. This suggests that level increase has been largely confined to an expansion of the upper 
convecting cell (Figure S2). 
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Figure 1. Change in Lake Vanda water level over time. Values on left scale are based 
on actual level measurements relative to fixed lakeside benchmarks from 1969 onwards 
and prior to this on reports of lake depths and water column structure. They are 
normalized to level in 2010 and show, for example, that in 1990, the lake was 
approximately 4 m shallower than in 2010. The right scale refers to the 2010 depth at 
which the underside of a 3.75 m thick ice cover was located in each year and shows, for 
example, that substrate at 10 m depth in 2010 had been below the lake ice cover since 
approximately 1987. 
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The increase in lake level constrains the time that specific depths have been below the 3.5–4 m 
thick perennial lake ice and, thus, the time available for growth of benthic microbial communities.  
For example, Figure 1 shows that the lake bed at 6 m in 2010 had been below the ice for ~18 years,  
at ~10 m for approximately 24 years and at ~14 m for 38 years. 

2.3. Sampling 

Water column temperature profile in November 2010 was obtained with a YSI 6600 Sonde. 
Sampling of microbial mats was by SCUBA divers operating through access holes made in the lake 
ice. The access holes were made at similar locations in the lake (77° 31.63´S, 161° 36.33´ E) in 
both 1998 and 2010. Principal microbial mat sampling depths were those that, in November–December 
1998, were at 4, 6, 8, 10, 12, 16, 20 and 24 m. In November–December 2010, we resampled at 6, 
10, 14, 18, 22 and 26 m depth, which, allowing for the 2 m lake level rise that had occurred 
between samplings, were approximately the same locations as the 1998 sampling. In addition, in 
1998, samples were taken from the moat region of the lake at depths of 1 and 2 m and under ice at 
6 and 10 m. 
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2.4. Macroscale Morphology 

Benthic communities were comprised of undulating sheets of prostrate microbial mats from 
which pinnacles grew (Figure 2). The thickness of the prostrate mat to the underlying coarse 
sediments was measured using a sharpened, graduated rod. To obtain pinnacle height, a 0.4 m 
diameter circular quadrat was dropped haphazardly onto the mat surface, and pinnacles were 
measured as height above the prostrate mat surface systematically along a series of transects within 
the quadrat to ±1 mm by SCUBA divers using a graduated rod. The number of pinnacles measured 
in each quadrat varied with depth, with a minimum of 40 and a maximum of 120. Three quadrats 
were cast at each depth, and overall median and quartiles (25 and 75 percentiles) of pinnacle height 
were calculated after pooling all data from each depth. 

Figure 2. Oblique image of a microbial mat community with well developed pinnacles 
rising from a prostrate background in Lake Vanda at 18 m depth in December 2010. 
The scale bar refers to the large central pinnacle. 

 

2.5. Species Composition 

Microbial mats in the upper part of Lake Vanda have an upper layer that is cohesive and 
contained all pigmented and some unpigmented laminae, as well as the vast majority of 
photosynthesis and aerobic respiration [14]. In 1998, samples of this cohesive layer were taken 
from the principal sample depths. Triplicate samples were cut from the mat at each sampling depth 
using a sharpened 60 mL syringe and placed in a darkened box for return to the ice surface. They 
were frozen and returned to New Zealand for microscope analysis. Examination was at 
magnifications of up to 1,000× and % abundance of recognizable morphotypes scored by counting 
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subsamples from homogenized active layers, with a minimum count of 400 individuals. 
Cyanobacterial filaments and individual diatoms were considered a counting unit, this tending to 
overstate the absolute abundance of the latter. No coccoid cyanobacteria were encountered in these 
counts, and though we have identified these in other Antarctic microbial mats where they form 
colonies [23], we cannot exclude isolated coccoids in Lake Vanda mats. 

In 2010, the differently pigmented zones within the mats were examined on site immediately 
after collection, again at magnifications of up to 1,000×. In addition, at depths of 10 and 18 m, mats 
were carefully dissected and the relative abundance of morphotypes within different zones 
evaluated. One sample was examined from each zone, and morphotypes were scored for abundance 
on a scale of 1 (present in some fields), 2 (present in all fields) and 3 (many trichomes in all fields). 
Morphotype identifications were made as described by Sutherland and Hawes [24], but 
cyanobacterial morphotypes from 1998 are reported only to a level where we can be confident that 
similar identities would have been ascribed in 2010. Evaluation of taxonomic status of 
cyanobacteria collected in 2010 by molecular approaches is ongoing and will be presented 
separately. For the current study, we consider only the consistency of morphotypes by depth, by 
location within the mat and over time. 

2.6. Biomass and Pigments 

In 1998, a microbial mat was cut out by divers using a knife, and the active layer was transferred 
to darkened boxes and returned to the surface (n = 5). Known-area samples were cut from these 
samples using a 25 mm diameter coring device. For depths of 4 to 12 m in 1998, the full mat 
thickness was taken as a single cohesive unit, whereas at greater depths, non-cohesive organic 
material was found below the upper cohesive and pigmented layer, but was not collected. Samples 
were collected haphazardly, though areas with unusually large or complex surface topography were 
avoided to optimize replication. 

In 2010, divers cut through the mats to the underlying coarse sediment with a 38 mm diameter, 
sharpened plastic ring. The resulting core, which included the upper cohesive layer and any 
underlying organic material, was transferred to an individual container and returned to the surface. 
Five haphazardly selected replicates were taken at each depth, and once again, unusually large 
microbial features were avoided. 

Prior to analysis, samples were stored for up to 2 months at 20 °C, then freeze-dried. Weighed 
aliquots were taken for analysis of loss of mass on acidification (LoAc—inferred as calcite content) 
and loss of mass on ignition (LoI), carbon and nitrogen content (also phosphorus in 1998) and 
chlorophyll-a. In 2010, aliquots were additionally taken for determination of other acetone-soluble 
pigments. Methods are fully described in Hawes et al., [10], but briefly, LoAc was determined by 
weight change before and after addition of 10% HCl to oven dried samples (60 °C), ash was 
determined after subsequent combustion at 450 °C for three hours and LoI calculated as oven-dry 
mass less LoAc and ash. In both years, LoAc and ash are expressed as a percentage of dry mass. 
Organic C and N contents were measured on weighed aliquots (after acidification) using a Carlo 
Erba Automated CHN analyzer. Organic P was estimated as reactive P after oxidation by acid 
persulfate. Because the sampling method used in 2010 included accumulated organic material to 
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the underlying gravels, elemental contents are reported as mg cm 2, while because only the 
cohesive pigmented upper layer was sampled in 1998, they are expressed as % dry weight. 

For chlorophyll-a and other acetone-soluble pigment analysis, aliquots were extracted by 
ultrasonication (15–20 W for 30 seconds) in ice-cold 95% acetone and left in the dark for 24 h to 
complete extraction. After clarification by centrifugation, chlorophyll-a concentration was 
determined by spectrophotometry, without acidification [25]. In 2010, three extracts were randomly 
selected from the five replicates for each depth, transferred to a sealed glass vial and stored  
at 80 °C under nitrogen for up to 50 days before a more detailed analysis of pigments was 
undertaken by High Performance Liquid Chromatography (HPLC) [10]. A Dionex HPLC system, 
with PDA-100 diode array detector (300–800 nm), separated pigments according to the 
chromatographic method of Zapata et al. [26]. Pigments were quantified by absorption at 436 nm, 
with calibration by reference to commercially available standards. 

Statistical treatment comprised calculation of means and standard deviations, and comparisons 
used targeted 1-way ANOVA, where appropriate. Sigmastat 3.5 (www.systat.com) was used for all 
statistical analyses. 

2.7. Variable Chlorophyll-a Fluorescence 

We examined vertical sections of mat samples returned to the surface using a pulse amplitude 
modulated (PAM) fluorescence analysis [27] to provide an estimate of the distribution of potential 
photosystem II (PSII) electron transport activity. Vertical sections, each approximately 5 mm thick, 
were cut with a scalpel from mat samples from 6, 10 and 18 m depth, laid on their sides and 
examined using a Walz Imaging-PAM fluorometer (Walz Mess- und Regeltechnik, Germany). 
Imaging PAM fluorometry allows resolution of the distribution of pigment systems in microbial 
mats and the activity of photosystem II (PSII) in two dimensions [10,27,28]). The instrument was 
fitted with a lens imaging an area of 30 × 23 mm and the saturation pulse method used to determine 
minimum (Fo) and maximum (Fm) fluorescence yields of dark-adapted samples to a pulsed blue 
light. From these values, we calculate variable fluorescence, Fv, as (Fm – Fo) and derived the 
maximum quantum yield of PSII as Fv/Fm. For a detailed description of the saturation pulse 
method, see Schreiber [27]. Care was taken to avoid exposure of samples to bright light after 
collection, and all measures were taken after at least 30 minutes of darkness. The measuring light 
of our instrument was provided by blue LEDs and peaked at 450 nm. While cyanobacteria often 
absorb this wavelength only weakly, we considered the wavelength to be acceptable given the 
spectral qualities of light under Lake Vanda ice, which contains almost no red and is dominated by 
blue and green wavelengths [14]. However, the method may be biased towards diatoms over 
cyanobacteria, since the former absorb blue light well, and results must be interpreted with care. 
Prior to use, the imaging system was adjusted using a fluorescent plastic target to ensure that equal 
fluorescent yield was returned from all parts of the image in the focal plane of the lens, according 
to manufacturer’s recommendations. 

The Imaging-PAM outputs fluorescence parameters as false-color images, the color scale 
ranging from red through violet indicating ranges of 0 to 1. Images of dark adapted fluorescence 
yield (Fo) were taken as a proxy of the distribution of chlorophyll-a. In this case, the images are 
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returned in arbitrary units that can be quantitatively interpreted only within individual images. 
Images of the maximum photochemical yield (Fv/Fm) are dimensionless and can be compared 
between images. The Imaging-PAM instrument also records images of samples under red and near 
infra-red illumination and approximates chlorophyll-a absorption as A = 1  (R/NIR). To ensure 
that absorption images were meaningful, care was taken to adjust the intensity of the R and NIR 
emitters such that a white calibration target returned an absorption of zero. 

2.8. Microelectrodes 

The distribution of net photosynthetic activity within microbial mats at 18 m was also inferred 
from the profiles of dissolved oxygen in mats and the immediate overlying water column. These 
profiles were measured by divers, in situ, using a Clark-type underwater O2 microelectrode [29] 
(Unisense—www.unisense.com) attached to a manually operated micromanipulator mounted on an 
aluminum post [28]. Constraints on divers at 18 m depth under lake ice and instrument failures 
restricted the number of profiles that could be obtained. An underwater picoammeter (Unisense PA 
3000U) provided the polarization voltage for the O2 microelectrode, which had an outside tip 
diameter of 50 m, a 90% response time of ~1 s and a stirring sensitivity of ~2%. The diver used 
the micromanipulator to move the electrode in 0.2-mm increments normal to the mat surface from a 
position above the diffusive boundary layer (DBL) to a depth of 6–7 mm into the mat. The position 
of the mat surface was estimated by the diver and confirmed by a break in the dissolved O2 profile. 
The diffusive flux (J) of O2 from the microbial mat into the overlying bottom water was calculated 
from the measured steady-state O2 gradients (dC/dz) within the diffusive boundary layer (DBL), 
according to methods fully described in Vopel and Hawes [28].  

3. Results 

Throughout this section, all depths are referenced to water level in 2010. Our water column 
profile (Figure S2) identified upper and lower isohaline and isothermal convection cells overlying a 
continuous density gradient, and the locations of the discontinuities are consistent with other 
published profiles of the water column [12], confirming that lake level rise had been achieved by 
an increase in the thickness of the upper convection cell. 

3.1. Macroscale Morphology 

To the maximum depth sampled, the lake floor was covered by a flat to undulating mat from 
which pinnacles of varying height emerged (Figure 2). Mat thickness increased with depth on both 
sampling occasions and, over the 6–18 m depth interval, also increased between samplings  
(Table 1). The rate of increase in thickness increased with depth to 18 m, with 12 years of growth 
producing an increased thickness of 0.3–1.1 mm y 1 (Table 1). Pinnacle height also tended to 
increase with depth into the lake (Figure 3A), with a discontinuity in the rate of increase at 10–15 m 
and an apparent maximum height reached at ~22–26 m. Pinnacle height, even after log-transformation, 
was highly variable and not normally distributed, and a Kruskal-Wallis ANOVA by ranks yielded 
no significant differences (at p = 0.05) at specific depths between 1998 and 2010 samplings. In 
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2010, ANOVA by ranks clustered pinnacle height into three depth-groups, from 6 and 10 m (group 
median height 5 mm) and from 18, 22 and 26 m depth (group median height 24 mm), while those 
from 14 m (median height 12 mm) fell significantly between these groups. By plotting thickness 
and median pinnacle height against time under ice, where this last could be estimated, a consistent 
trend of a net increase over the early period of inundation was apparent (Figure 4). A highly 
significant linear increase in pinnacle height of ~0.3 mm y 1 (r2 = 0.97, p < 0.01) was seen in the 
known-age part of the water column, that is, from 6–14 m. For thickness, a significant linear 
relationship was also apparent (r2 = 0.80, n = 6, p < 0.05), suggesting a rate of growth of  
0.14 mm y 1. A curve fitting exercise comparing a range of models for these time-dependent data 
suggested that there was a tendency for rates of increase to decline after several decades  
(Table S1), though the estimates of initial rates of increase were very similar to those obtained from 
linear fits. 

Table 1. Characteristics of microbial mats along a depth profile in Lake Vanda in 1998 
and in 2010. Depths are referred to 2010 lake levels. 

Depth in 
2010 (m) 

Approximate 
age in 1998 (y) 

Total thickness of flat 
mat 1998 (number of 
laminae) 

Total thickness of flat 
mat 2010 (number of 
laminae) 

Annualized rate of 
increase in thickness 
(number of laminae) 

6 6 1 mm (2–3) 4 mm (12) 0.3 (0.85) 
10 10 1–2 mm (7) 8 mm (18) 0.5 (0.92) 
14 28 4 mm (>12) 14 mm (>20) 0.8 (-) 
18 >50 5 mm (>14) 18 mm (>20) 1.1 (-) 
22 >50 >15 mm 25 mm - (-) 
26 >50 >50 mm >45 mm - (-) 

3.2. Internal Morphology 

In both 1998 and 2010, mats contained up to four zones distinguishable by pigmentation. An 
orange-brown zone overlay green and then purple zones, which, in turn overlay a non-pigmented 
zone. The shallowest mats did not contain green and purple zones in 1998, but at 6 m depth in 2010 
and 10 m depth in 1998, all zones were present. On a finer scale, each zone contained multiple 
laminae, which varied in thickness from several hundred microns to more than a millimeter, with 
some undulations in thickness within individual laminae. Laminae were defined by bands of fine 
sediments separating otherwise organic-rich, mucilaginous material. Sediment bands varied from 
barely discernible to up to 1 mm thick, and a particularly dense band of sediment was seen across 
depths at the base of the 9th lamina from the surface. 

In 1998, at the shallowest depth sampled (equivalent to 6 m in 2010), the mat was 1 mm thick 
and contained only an orange-brown zone, comprising 2-3 recognizable laminae. At the same 
location in 2010, the mat had increased in thickness to 4 mm and contained all color zones. Four 
orange-brown laminae, each approximately 0.2 mm thick, capped 6-7 green-purple laminae of  
~0.5 mm thickness, giving a total of ~12 organo-sedimentary laminae of which ten were pigmented. 
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Figure 3. A. Pinnacle heights (median and quartiles, n > 100) at selected depths in 
Lake Vanda in 1998 and 2010. B. Concentrations of benthic chlorophyll-a (mean and 
s.d., n = 5) at various levels in Lake Vanda in 1998 and 2010. Both profiles are referred 
to depth in 2010. 
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At a (2010) lake depth of 10 m, a 2 mm thick mat was present in 1998, with 7 recognizable 
laminae (3–4 orange, 3–4 green-purple). In 2010 the number of laminae at this location had 
increased to ~18, with four orange laminae overlying 6–8 green and purple laminae, fading to  
~4 colorless laminae and becoming increasingly difficult to resolve. These observations showed 
that the subsurface laminae and zones were continuing to thicken after new laminae had formed. 

At water depths exceeding 14 m, the clearly laminated and pigmented zones overlay an 
increasingly thick and less distinctly laminated mix of organic material and fine silts. Once the 
lamina count exceeded 20, counting became difficult. However, wherever counting was feasible, 
approximately 10–12 more laminae were present at any given depth horizon in 2010 than in 1998, 
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consistent with the accumulation of one lamina per year (Table 1). The picture that emerges is of 
mats accumulating by annual lamina accrual, with the characteristics of laminae evolving  
from thin, orange-brown to thicker, purple or green and, ultimately, to colorless as they are 
progressively overgrown. 

3.3. Species Composition 

Cyanobacteria formed the matrix of mats, and the dominant morphotypes on both samplings, 
across all lake depths and locations within the mats, were identified as belonging to the genus 
Leptolyngbya. In 1998, Leptolyngbya comprised 40%–50% of the total counts at all depths, with 
the remainder ascribable to Phormidium (5%–20%) and Oscillatoria (2%–5%). In 1998, the 6 m 
mat also contained 5% Nostoc, a genus not seen in 2010, but which was also common (36 and 10% 
relative abundance, declining with depth) in the samples from within the moat of Lake Vanda. 

In 2010, four morphotypes of Leptolyngbya were distinguished on the basis of cell dimensions. 
Morphotype diversity appeared to decline with depth in the lake, though our data do not allow 
robust statistical comparisons. At 10 m, three Leptolyngbya morphotypes were common across all 
color zones, and one other was present, whereas at 18 m depth, only one morphotype (1–2 m 
wide, square cells with no constriction) was dominant in all color zones (Table S2). 

Orange-brown surface zones consisted almost exclusively of Leptolynbya, usually oriented 
vertically and taking the form of ropes and columns of intertwined trichomes within laminae and 
tending to extend vertically out of the surface of the mat as tufts. Trichomes showed a tendency to 
orient horizontally at lamina interfaces. The green zone, if present, was immediately below the 
orange layer and comprised two or three laminations. Leptolyngbya was, again, overwhelmingly 
dominant. Oscillatoria cf. sancta, Phormidium cf. autumnale, P. cf. murrayi and a Pseudanabaena 
sp also occurred in the mats, but always at low abundance. Here, as in the orange-brown zone, 
Leptolyngbya trichomes tended to be oriented vertically and were intertwined. The transition from 
green to purple coincided with an increase in Phormidium and Leptolyngbya morphotypes that 
were visibly full of phycoerythrin. In the purple zone, trichomes were more widely spaced and less 
well-oriented than higher in the mat (Table S2). 

Diatoms, notably Navicula muticopsis forma murrayi (14%–28% of total diatoms), Diadesmis 
contenta and D. contenta var. parallela (2%–9%), Hantzschia amphioxys var. maior (7%–34%) and 
Muelleria peraustralis (7%–28%) were common across depths, though less so close to the ice 
cover, and a coccoid eukaryote, tentatively identified as a species of Chrysosococcus, was at times 
frequent. No clear differences were evident in diatom relative abundances between depths, and 
methodological differences preclude a quantitative comparison between years. Similar species lists 
and degrees of dominance were, however, seen across years. 

3.4. Biomass and Pigments 

Quantitative comparisons between 1998 and 2010 are most robust for chlorophyll-a, where 
analytical methods were similar in the two years. In both years, chlorophyll-a increased with lake 
depth to a maximum at 18 m (Figure 3B), and in all but the deepest sample, chlorophyll-a 
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concentrations were higher in 2010 than in 1998. However, only at 6 and 10 m were these increases 
statistically significant (ANOVA, p < 0.05). Within the 6–14 m depth band, chlorophyll-a 
increased steadily with age (Figure 4) equivalent to an annualized rate of 0.27 g cm 2 y 1 (linear 
regression, r2 = 0.90, n = 6, p < 0.01). The intercept of chlorophyll-a with age below ice is not zero, 
and this most likely reflects that the under-ice mats are developing not from barren ground, but 
from mats that were previously in the seasonally frozen marginal zone [14]. Comparison of other 
curve fits to this small data set suggested that the rate of increase in chlorophyll-a tended to 
decrease after some decades (Table S1), though similar rates of increase during the first 30 years 
after inundation are indicated. HPLC analysis of pigments in 2010 showed similar pigment 
profiles, with some pigments showing proportional changes between lake depths (Table 2). Two 
cyanobacterial pigments, myxoxanthophyll and nostoxanthin, showed a decline in relative 
abundance with depth to 14 m, whereas three pigments associated with diatoms, chlorophyll-c, 
diadinoxanthin and fucoxanthin, increased to 14 m. Two taxonomically widespread carotenoids,  

-carotene and canthaxanthin, all tended to decline gradually with depth and reached minima at  
26 m. Of the recognized chlorophyll-a derivatives, when expressed as ratio to chlorophyll-a, an 
allomer, phaeophytin and phaeophorbide increased with depth to 22 m, whereas chlorophyllides 
showed only a slight increase in relative abundance with depth. No bacteriochlorophylls were 
observed, though the technique used detects these when they are present. 

Figure 4. Relationships between median pinnacle height, areal chlorophyll-a content 
and thickness of flat mat from a range of depths, expressed as time under ice. Solid 
symbols represent samples taken in 2010; open symbols in 1998. Linear regression 
models are fitted to each variable for all samples and are significant at p < 0.01. For the 
mat thickness, a sigmoid curve provided a better fit (r2 = 0.998 cf. r2 = 0.959 for the 
linear model). Pinn height—pinnacle height. 
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It is not possible to compare directly other biomass determinants between 1998 and 2010 due to 
slightly different sampling and analytical methods. However, in both years, the compositional 
changes with depth showed similar trends, and the differences between years were strongly 
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associated with the ash content. In 1998, ash content was very high (90%) immediately below the 
ice, declining to ~65% from 8 to 18 m, then falling again to 30% at 22 m and below (Figure 5). In 
2010, ash content was also very high immediately under the ice (99%), but on this sampling 
remained high to 14 m (Figure 5). However, as in 1998 ash content declined at greater depths, 
falling to 60% at 18 m and 20% at 26 m. The decline in % ash at 22–26 m depth was balanced by 
an increase in %LoAc, which in both years, reached 40%–50% here. Microscopy in 2010 
supported these composition data, as shallow depth mats contained substantial amounts of both 
fines and sands, whereas at greater depths, sand was rare, and mineral inclusions were primarily 
small amounts of fine clay and precipitated calcite. 

Figure 5. Biomass-related variables from 1998 and 2010. In 1998 (top) only % 
composition was measured, and all depths refer to the “active layer” of mats only. In 
2010 (bottom), all depths, except 26 m, comprised cores to the underlying coarse 
sediments and were normalized to unit area. The 26 m sample represents only the 
active layer. In each case, the mean and standard deviation are plotted (n = 5). 
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In 2010, when area-specific concentrations were measured, carbon and nitrogen both increased 
near exponentially to 18 m depth, closely paralleling the increase in chlorophyll-a (Figure 3), 
though at 22 m depth, both C and N were anomalously low. Atomic ratios of C:N in both 1998 and 
2010 were consistent across depths at 12–16 (1998) and 12–14 (2010). In 1998, N:P atomic ratio 
averaged 40:1 (range 33–54:1) across the 6–26 m depth range, with no clear depth-related pattern. 

Table 2. Relative abundance of selected pigments determined by high-performance 
liquid chromatography (HPLC) at the principal sampling depths in November 2010. 

 6 m 10 m 14 m 18 m 22 m 26 m 
Myxoxanthophyll 5.3 2.6 1.3 1.4 1.1 1.9 
Nostoxanthin 1.8 1.0 0.5 0.6 0.7 0.9 
Chlorophyll-c 0.4 2.1 3.7 3.9 4.1 3.9 
Diadinoxanthin 0.2 1.2 2.0 2.2 2.4 1.0 
Fucoxanthin 2.7 6.4 10.9 12.0 12.5 10.0 

-carotene 1.2 1.0 0.5 0.8 0.7 0.7 
Canthaxanthin 1.6 1.2 0.9 0.9 0.9 0.6 
Chl-a allomer 4.8 8.9 23.5 21.3 26.1 19.7 
Phaeophorbide-a 3.0 11.0 25.4 29.3 30.6 23.3 
Chlorophyllide-a 13.1 18.1 19.8 17.0 28.5 18.3 
Phaeophytin-a 1.1 6.3 18.5 15.1 14.7 4.5 

For the upper seven pigments, results are expressed as % total pigment, whereas the four 
chlorophyll-a derivatives at the bottom of the table as ratio to chlorophyll-a (×100). 

3.5. Variable Chlorophyll-a Fluorescence 

Imaging of variable chlorophyll-a fluorescence provided insights into both the location of areas 
where pigments were most abundant and of potential electron transport capacity. Four images of a 
vertical section of microbial mat from 10 m are shown in Figure 6. At the left, a photograph of the 
mat shows the orange, green and pink-dominated zones overlying a near-colorless underlayer; the 
adjacent image shows how Fm is distributed primarily into the laminae below the surface. Note that 
the cut surface of the section is indicated in the left hand image, mat components behind the cut 
surface are further from the camera and fluorescence yield cannot be directly compared. The third 
image from the left indicates that the yield of PSII under experimental conditions was rather evenly 
distributed, with Fv/Fm of 0.4–0.5, with the possible exception of the orange zone, where Fv/Fm 
values of ~0.25 were observed. The right hand image combines Fm and Fv/Fm, in that the intensity 
of the image is scaled to Fm, while the color is scaled to Fv/Fm. These images together show that 
potentially active photosystems are found in all of the pigmented layers and, indeed, that the 
highest values of Fv/Fm occurred within the purple and green zones, rather than close to the mat 
surfaces. Images also show bands of high pigment concentration at intervals below the mat surface, 
and comparison with the photograph shows how these are associated with lamina boundaries. 
Absorption images support the view that chlorophyll-a is distributed well down into the deeper 
laminae of the mats, indicated by absorption of red light, but not near infra-red light (Figure S3). 
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Images of example mat sections from 6 m (Figure S4) show similar organization to Figure 6, 
though with a markedly thinner cross section. The 6 m images are slightly oblique, but when the 
cut surface is examined once again the distribution of fluorescence and absorptions indicate a 
concentration of pigments and PSII yield in the sub-surface laminae. Finally, images from 14 m 
depth samples show further evolution of this arrangement in a thicker mat section (Figure S5). 
Images at the left show the arrangement of pigmented zones and the localization of maximal 
chlorophyll-a absorption in the deeper laminae, while Fm and Fv/Fm images indicate the maximum 
potential yield occurs in these deeper parts of the mats and that fluorescence is maximal at the 
lamina boundaries. 

Figure 6. Distribution of fluorescence intensity (minimum fluorescence  
yield [Fo]—second image from left) and maximum yield of photosystem II (the 
maximum quantum yield of PSII [Fv/Fm]—third image) in part of a vertical section of  
a mat from 10 m depth. At far right is a maximum fluorescence yield (Fm)-weighted 
yield image, where the false color represents the yield and the intensity represents Fm. 
Color scales below fluorescence images represent imaging pulse amplitude modulated 
(PAM)-derived false-color values. At far left is a photographic image of the mat section 
at the same scale on which the annotated line shows the outline of the cut surface. Scale 
bars are 5 mm. 

 

3.6. Oxygen Microprofiles 

In situ dissolved oxygen microprofiles in prostrate mat at 18 m (Figure 7) were made at ambient 
temperature (4.2 °C, 602 S cm 1 conductivity, pH 8.52 and a photon flux of 80 mol m 2 s 1). As 
is common in Antarctic lakes, dissolved oxygen concentration in the water column exceeded 
atmospheric saturation [28]). Profiles show a rapid rise in dissolved O2 concentrations through the 
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diffusive boundary layer and into the top part of the mat and a convex profile indicative of O2 
production via photosynthesis to at least 4 mm. This is consistent with fluorescence analyses that 
show photosynthetic potential extending into the older laminae. Penetration into the mat was 
insufficient to document the activity of the full thickness of the microbial mat. Estimation of areal 
oxygen evolution rate from the concentration gradient in the DBL of Figure 7 yields a rate of 0.3 to 
0.4 g oxygen cm 2 h 1. This is of a similar magnitude to that reported earlier for this lake of 1 to 
+3 g oxygen cm 2 h 1 from darkness to light saturation using in vitro incubation methods [14]. 

Figure 7. Two in situ profiles of dissolved oxygen within a prostrate mat at 18 m in 
Lake Vanda, obtained with microelectrodes. The vertical axis, in mm, locates the mat 
surface at 0 mm, with the water column as negative and the mat as positive displacements. 
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4. Discussion 

Existing models of the growth and lamination of prostrate microbial mats in the MDV lakes are 
based on the accumulation of a new organic-rich layer during summer photosynthetic growth and 
the laying down of a sediment-rich layer during winter [5,6]. The increase in the number of laminae 
at specific locations in Lake Vanda between 1998 and 2010 was sufficiently close to 12 to support 
the view of these laminae as annual alternations between sediment deposition and mat growth. Our 
data suggest that mats tend to contain 2–3 laminae less than the number of years they have been 
within the main body of the lake, suggesting that annual banding does not occur within the 
seasonally frozen moat and becomes evident only 2–3 years after mats have emerged under the ice. 

Vertical lamination is a characteristic of accreting microbial mats in clastic sedimentary 
environments. It is typically viewed as a consequence of filamentous cyanobacteria and diatoms 
moving through and overgrowing episodic sedimentary events and binding sediments in 
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extracellular materials [2,30]. Lamination on an annual timescale, as seen in MDV lakes, is 
consistent with the seasonal rather than diel photoperiod at high latitude and the short pulse of 
flowing water and, hence, sediment influx during January [5,24]. Variability of the amount of 
sediment within laminae most likely reflects variations in summer sediment load, and unusually 
thick deposits are likely related to high sediment influx. In 2001–2002, a MDV-wide high flow 
event was recorded in response to unusually warm summer temperature [31], and we interpret the 
thick sediment layer seen across depths ~9 laminae down to be related to delivery of a large dose of 
sediment through this climate-driven event. It provides further mechanistic support for near annual 
nature of lamination, but caution is required in that sediment laminae can be expected to be less 
distinct during years with low sediment influx and are not completely reliable as annual 
phenomena. However, our observations show how changing climatic conditions can have complex 
effects on microbial communities, not just through rising lake levels and associated effects on 
irradiance, but also through changes to sediment flux. 

Gradual accumulation of microbial mat biomass through this process is evident by the increase 
in thickness, areal C, N and chlorophyll-a content with depth and years since emergence below the 
ice. Where it is possible to date mat initiation, predictable rates of increase in thickness, 
chlorophyll-a and pinnacle size were observed, though it is evident that mat dynamics during this 
early phase of growth, which may last for 3–4 decades, changes once mats reach maturity. At 
maturity, ongoing growth at the surface is likely to be increasingly offset by decomposition and 
compression of deeper laminae, though gradual accumulation of organic material and thickness 
appears to continue. Pigment per unit area can also be expected to saturate, as the effects of 
increasing biomass on self-shading will be compounded by the effects of reduced irradiance. Even 
if pigment biomass accumulated to light-limited status, it will still be expected to decline with 
depth within the mature mat community due to declining irradiance [24]. Indeed, we would expect 
that the ultimate, light-limited chlorophyll-a biomass that could be achieved will be declining over 
time in the deep, mature mats, as irradiance is reduced by increasing water depth. Thus, the 
response of deep communities to lake level rise can be expected to be opposite to those growing in 
new habitat, with slower growth and declining photosynthetically active biomass, though our data 
are insufficient to quantify any such change. 

Microbial mats are clearly a sink for C, N and P in Lake Vanda at all depths. The rates of 
accumulation of C in sediments at depth contours of known age, in the shallow part of the lake 
where mats are still accruing towards saturation biomass, can be estimated from Figure 5 as 
approximately 390 mg m 2 y 1. This equates to an average of 104 g oxygen cm 2 y 1 (using  
a photosynthetic quotient of 1:1) and extrapolating the very limited data on areal oxygen evolution 
presented here (0.3 g oxygen cm 2 h 1 would generate 104 g oxygen cm 2 in 14 days) suggests 
that such a rate of accrual is quite feasible given that sufficient irradiance is likely to be present for 
at least 100 days of photosynthesis. Using C:N and N:P mass ratios of approximately 14 and 90:1 
measured here, this carbon accrual is equivalent to approximately 24 and 1.4 g m 2 y 1 of N and 
P. Jones-Lee an Lee [32] provided data from which an annual external load of P to Lake Vanda can 
be estimated as 2.3 g m 2 y 1, a value similar to that calculated for mat sequestration and 
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suggesting that mats may be an important sink for nutrients entering the upper part of the water 
column from outside of the lake. 

While annual accretion of thin laminae of microbial mat at the surface is supported by our data, 
a growth model solely based on accrual of a new layer is only partially supported. Increases in the 
thickness of subsurface laminae relative to the surface, shifts in pigment contents and species 
composition and ongoing photosynthetic capacity with higher maximum yield of PSII than surface 
laminae suggest that the buried laminae remain significantly active for many years and contribute 
to mat thickening and pigment content. 

In Lake Vanda, we found a shift in Fv/Fm, as well as pigmentation at the orange-pink transition. 
Shifts in pigment composition can result in alterations in apparent yields of photosystems to a 
given excitation wavelength [33], particularly in cyanobacteria, where phycobilins can be 
associated to PSII rather than PSI [34]. It is possible that the shifts in Fv/Fm at the pink-brown 
interface are thus methodological and may also involve the relative ability of different pigment 
complements to respond to the blue measuring light and to connect to the PSII centers. 

Internal metabolic zonation is, however, a characteristic of microbial mats. Pearl and  
Pinckney [35] summarized how the consortium of microorganisms within a mat typically creates 
and exploits steep gradients of environmental conditions over mm length scales. Zonation of 
metabolism within typical temperate microbial mats sees oxygenic photosynthesis dominating 
surface zones on a diurnal basis, with anoxygenic photosynthesis and sulfide metabolism 
embedded in steep gradients of light, oxygen, pH, redox potential and sulfide concentrations [1,36], 
as also observed from mats in shallow Antarctic melt ponds [37,38]. However, such acute 
metabolic zonation does not appear to be common in the upper waters of MDV lakes during 
summer, where steep gradients of dissolved oxygen are not apparent [28]. The reasons for this are 
not clear, though Vopel and Hawes [28] did calculate low rates of oxygen consumption within mats 
and may also relate to perennially high ambient oxygen concentration in overlying waters that 
prevent hypoxia within surface sediments. 

The shift towards dominance of pigment profiles by phycobilins over carotenoids with depth 
into mats and the corresponding change in appearance from orange (carotenoids) to green 
(phycocyanin) and pink (phycoerythrin) is consistent with acclimation to changing spectral 
characteristics inside the microbial mats. Irradiance becomes increasingly green and orange inside 
Lake Vanda mats [14], and such depth-in-mat related spectral adaptation is shown in other types of 
microbial mat [1,39], albeit reflecting a shift to sulfur bacteria rather than phycobilin-rich 
cyanobacteria. Internal zonation boundaries did not mark a shift in dominant cyanobacterial 
phototrophs, based on morphotype distribution or in photosynthetic process, since photosystem II 
was clearly active here. Indeed, profiles of dissolved oxygen in Lake Vanda mats show 
concentrations well above 100% saturation to extend through the orange layer and into the pink, 
and no bacteriochlorophylls were detected by HPLC pigment analysis. Chloroflexi 16S rRNA gene 
sequences have been detected in the Lake Vanda mats (Jungblut, personal observations). Ongoing 
research is using molecular techniques to determine whether taxonomic shifts undetectable by 
microscopy are occurring with these zones. 



123 
 

 

Lake Vanda is, however, highly oligotrophic, and zonation within mats may reflect differential 
supply of internally recycled nutrients. Quesada et al. [7] reported elevated nutrient concentrations 
within microbial mats relative to bulk lake water in nearby Lake Hoare, and other polar microbial 
mats from the Arctic can be internally nutrient replete [40], assisted by potential microbial recycling 
and scavenging processes [41]. The paradigm of microbial mats acquiring, then efficiently retaining 
and recycling, nutrients has been advanced to explain this disparity. A potential “crossed resource 
gradient” therefore exists in Lake Vanda mats, with irradiance flux decreasing and nutrient 
concentration increasing inside the mat. The role of nutrients in controlling benthic microbial growth 
in Lake Vanda has not been addressed, though the plankton in the upper waters are considered 
strongly P-limited [16,18]. Elemental ratios of N:P reported here for microbial mats are high relative 
to the median of freshwater habitats, while C:N ratio is only slightly above median [42], supporting 
the view that P may limit mat growth. P-limited growth may constrain the rate of biomass accrual in 
the recently flooded parts of the lake, and the availability of recycled nutrients within mats may 
support internal metabolism. 

The picture that emerges from our data, consistent across depths and between sampling 
occasions, is that benthic biomass begins to accrue as discreet annual laminae within a few years of 
the emergence of benthic substrate under ice. New laminae are derived by the upwards growth of 
intertwined bundles of Leptolyngbya trichomes, rich in carotenoids (particularly myxoxanthophyll), 
giving rise to a thin new orange-brown surface layer, which, during the late summer and winter, 
receives a variable dose of fine sedimentary material. These tufts occasionally form pinnacles, 
initially a mm or less tall, which slowly extend over time. Slow, undisturbed accumulation of 
biomass, layer by layer, perhaps limited by rate of nutrient accrual, provides a simple explanation 
of the patterns of benthic biomass by depth (and hence by time) in the upper waters of Lake Vanda. 
It appears that this process may be a quantitatively significant sink for biologically active elements 
in that lake. 

The pattern of accumulation in the part of the lake where inundation history is known is 
consistent with that history. The multi-variable discontinuity at 14–16 m in the lake (in 2010) 
relates to a zone that has been submerged by a surge in lake level rise since 1970–1980. The mat 
characteristics at this discontinuity, thickness of 25 mm accumulating at 0.3 mm y 1 and pinnacle 
height of 10 mm accumulating at 0.2 mm y 1, are consistent with an age of ~50 years. At depths 
below the discontinuity, mats are substantially thicker with much larger pinnacles and a markedly 
higher organic carbon and carbonate content. Estimating the age of these mats requires 
extrapolation of relationships such as those in Figure 4. Thickness increase rates of 0.3 mm y 1 and 
pinnacle net extension of 0.2 mm y 1 suggest ages for 22 m mats of 60–100 years, though the 
questionable assumption that rates of change remain constant for such lengths of time renders 
estimates imprecise. 

Rising levels in the MDV lakes are best related to summer degree days above freezing [8]. In 
recent decades, the region appears to be undergoing a period when summer climate is sufficiently 
warm for lake level to have been steadily rising. Microbial mats confirm that this increase has been 
ongoing since the mid 20th century and suggest that it may have begun perhaps 100 years ago. At 
the current rate of increase in lake level, microbial mats in Lake Vanda are able to keep pace with 
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level rise in terms of initiating colonization. However, their slow rate of development means that 
they will take decades to reach their climax biomass and complexity. What is not addressed here is 
the fate of microbial mats in deeper parts of the lake where level change is affecting irradiance 
regime. There, a decline in microbial production can be expected as irradiance becomes 
increasingly limiting to sustainable biomass. Coring of the microbial mat at the junction between 
the two convection cells and below will allow the history of mat development to be better 
constrained, and sampling of mats from significantly below the chemocline will determine 
qualitative differences between the responses of mat communities there and those in the recently 
evolved upper cell. 

5. Concluding Remarks 

The level of Lake Vanda has been gradually rising for several decades, resulting in new habitat 
becoming available for colonization by microbial mats. This natural experiment allows temporal 
aspects of the development of these mats to be examined. Here, we show how mats are net sinks 
for nutrients and carbon in the lake, accumulating slowly through the elaboration of annual growth 
increments. Annual laminae retain photosynthetic capacity for many years after they have formed, 
acclimating to changing conditions associated with gradual burial under new layers. As mats grow, 
macroscopic structures emerge over decadal timescales from prostrate communities in the form of  
cm-scale, laminated pinnacles; at present, these are poorly developed in the upper 20 m of the lake 
compared to deeper waters. Rate of mat growth is such that, at the time of this study, areal biomass 
was not in equilibrium with ambient conditions; rather, the history of lake level change played a 
significant role in determining extant mat characteristics. The pace of change in Antarctica in 
relation to the rate at which ecosystems can respond will play a significant role in determining how 
ecosystems respond to climatic change. 
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Supplementary Material 

Table S1. Results of regression model fitting to time series data. Three functions were 
fitted to each variable, linear (Chla = aT), rectangular hyperbolic (Chla = a(T)/(b+T)); 
and sigmoid (Chl-a = a/(1+e( (T b)/c)), where T is time under perennial ice cover. In each 
case curves were fitted with and without intercepts. Cells indicate the adjusted r2 of the 
model fit and the p-value for the regression ANOVA in parentheses. In all cases, n = 6. 
Models were fitted using SigmaPlot 10.0 (Systat Software). The best fit for each 
variable is indicated in italics. 

Model Mean Chlorophyll-a Mean Thickness Median Pinnacle Height
Linear + intercept 0.90 (0.002) 0.96 (0.0003) 0.99 (<0.0001) 
Linear - intercept 0.73 (>0.05) 0.95 (0.005) 0.95 (<0.0001) 
Hyperbola + 0.92 (0.011) 0.95 (0.005) 0.99 (0.0003) 
Hyperbola - 0.93 (0.001) 0.94 (0.001) 1.00 (<0.0001) 
Sigmoid + 0.82 (>0.05) 0.99 (0.006) 1.00 (0.002) 
Sigmoid - 0.92 (0.01) 0.99 (0.0003) 1.00 (<0.0001) 
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Commentary 

Interpretation of model fits is complicated, as accompanying time is a gradual deepening of the 
water and, thus, a change in growth conditions. In all three variables, rates of increase declined 
after several decades of growth, and whether this is due to deteriorating growth conditions (perhaps 
less irradiance as depth increased), limitation by self-shading or a combination of the two, it cannot 
be distinguished from our data. 

Chlorophyll-a showed the best fit to the rectangular hyperbolic curves, with curve parameters 
suggesting that saturation would be achieved at 12.4 ± 3.2 g cm 2, with half saturation biomass 
reached after 33 ± 14 years. That translates to an initial (years 0–33) rate of accrual of 
approximately 0.18 g cm 2 y 1, slightly faster than that indicated by the linear + intercept model 
of 0.14 g cm 2 y 1. A saturating hyperbolic model is consistent with rapid initial accumulation of 
chlorophyll-a, followed by a declining rate of accrual as biomass begins self-shading or as ambient 
irradiance declined. 

Table S2. Microscopic characterization of cyanobacterial morphotypes in flat microbial 
mats at 10 and 18 m in Lake Vanda. +: rare (present in some fields); ++: frequent 
(present in all fields); +++: common (many trichomes in all fields). 

   10 m   18 m 
Morphotypes Description Cell width ( m) Brown Green Purple Brown Green Purple 

Oscillatoria cf. 
sancta 

 ~ 8 + +  + + + 

Phormidium cf. 
autumnale 

 6–7 + + + + + + 

Phormidium cf. 
murrayi 

 4–5 +   +   

Leptolyngbya sp. 1 pointy end cell, 
longer than wide 

0.5–1 +++ +++ +++ + + + 

Leptolyngbya sp. 2 square cells, 
longer than wide 

1–2 +++ +++ +++ +   

Leptolygnbya sp. 3 square cells, 
longer than wide, 
no constriction  
at cross-wall 

1–2 +++ +++ ++ +++ +++ +++ 

Leptolyngbya sp. 4 rounded end cell, 
longer than wide, 
constriction at 
cross-wall 

1–2  ++  + +  

Pseudanabaena sp.   ~2  + + +  + 
Unicellular 
cyanobacterium cf. 
Aphanocapsa 

     +   

Thickness was well described by all models, though the best fit was to a Sigmoid (logistic) 
function. Parameters suggest that inflection time from exponential early growth was at 25 years, 
when the mat would be 8 mm thick, with maximum thickness of 16 mm after ~50 years. Saturation 
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of thickness would require annual growth to be balanced by annual loss, and this may not be 
reasonable for the Lake Vanda situation. Indeed, material thicker than 16 mm was found in the 
lake, and biomass appears to accumulate for much longer than 50 years. The accumulation rate of 
new mats may thus be governed by different processes than for older mature mats. 

Pinnacle height was also well described by all models. The slightly better fit of the hyperbolic 
and sigmoid functions suggests that some degree of saturation of pinnacle size was developing as 
mats aged and as irradiance declined, as was suggested for thickness and chlorophyll-a. Hyperbolic 
and sigmoid models suggested that saturation would occur after 60 and 40 years, respectively, at a 
maximum median heights of approximately 20 mm. However, pinnacles of much taller than 20 mm 
were seen in the lake (Figure 3) and, as with thickness, pinnacle elongation during the development 
of new mats appears to be governed by other processes than those controlling development in 
older, mature mats. 

Figure S1. Map showing the location of Lake Vanda in the Wright Valley, McMurdo 
Dry Valleys region of Antarctica. 

 

Figure S2. Water column structure in Lake Vanda in 1960–1961 and in 2010–2011.  
1960–1961 data [15] were offset vertically by 11 m to allow for the increase in lake 
level. 2010 data were obtained with a YSI 6600 Sonde (http://www.ysi.com) in 
November 2010. The identification of upper and lower isohaline and isothermal 
convection cells overlying a continuous density gradient is consistent with other 
published profiles of the water column [12]. 
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Figure S3. “Absorption” of red light, a proxy for the distribution of chlorophyll-a, by 
the microbial mat in Figure 9, collected at 10 m depth. Image A was taken in near  
infra-red light, image B in red light and image C is a false color image of chlorophyll-a 
absorption calculated as (1-R/NIR). Image D is a photograph of the mat cross section, 
and arrows indicate the locations of sediment-rich laminae. Scale bars are 5 mm, and 
color scale indicates 1-R/NIR. 
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Figure S4. Vertical cross section of a microbial mat from 6 m depth. A and B are 
images obtained under infra-red and red light, and image C is the absorption, expressed 
as false color (as in Figure S3). Image D: distribution of maximal fluorescence intensity 
(Fm). Image E: maximum yield of photosystem II (Fv/Fm). Images D and E are 
combined in image F, which indicates Fv/Fm according to false color value and Fm as 
intensity. Color scales represent imaging PAM-derived false-color values. False color 
scales are as in Figure 9, and the horizontal bar indicates 5 mm.  
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Figure S5. Vertical cross section of a microbial mat from 18 m depth. Image A is  
a photograph of the cross section, and the cut surface is outlined to indicate the part of 
each image that is in the focal plane; in all cases, the scale bar is 5 mm. Image B: 
distribution of maximal fluorescence intensity (Fm). Image C: maximum yield of 
photosystem II (Fv/Fm). Images B and C are combined in image E, which indicates 
Fv/Fm according to false color value and Fm as intensity. Color scales represent imaging 
PAM-derived false-color values. Image D is the “absorption” of the cross section, as 
defined in Figure S3, and indicates the distribution of chlorophyll-a.  
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The Dynamic Arctic Snow Pack: An Unexplored 
Environment for Microbial Diversity and Activity 

Catherine Larose, Aurélien Dommergue and Timothy M. Vogel 

Abstract: The Arctic environment is undergoing changes due to climate shifts, receiving 
contaminants from distant sources and experiencing increased human activity. Climate change may 
alter microbial functioning by increasing growth rates and substrate use due to increased 
temperature. This may lead to changes of process rates and shifts in the structure of microbial 
communities. Biodiversity may increase as the Arctic warms and population shifts occur as 
psychrophilic/psychrotolerant species disappear in favor of more mesophylic ones. In order to 
predict how ecological processes will evolve as a function of global change, it is essential to 
identify which populations participate in each process, how they vary physiologically, and how the 
relative abundance, activity and community structure will change under altered environmental 
conditions. This review covers aspects of the importance and implication of snowpack in microbial 
ecology emphasizing the diversity and activity of these critical members of cold zone ecosystems. 

Reprinted from Biology. Cite as: Larose, C.; Dommergue, A.; Vogel, T.M. The Dynamic Arctic 
Snow Pack: An Unexplored Environment for Microbial Diversity and Activity. Biology 2013, 2, 
317-330. 

1. Introduction 

1.1. The Arctic, a Frozen Ecosystem 

A large portion of the Earth is cold: about 14% of the biosphere is polar and 90% (by volume) is 
cold ocean (less than 5 °C). About two thirds of global freshwater is contained in ice and roughly 
20% of the soil ecosystem exists as permafrost [1]. The Arctic, a vast circumpolar area consisting 
mainly of seasonally ice-covered ocean surrounded by continental land masses and islands, is an 
important part of the cryosphere, which can be defined as the portion of the Earth where water is in 
solid form [2]. The Arctic lies above 60°N and is characterized by a harsh climate, unique 
ecosystems and highly resilient biota [3]. Four million human residents of which approximately 
10% are indigenous peoples inhabit many communities in eight countries: Canada, the Kingdom of 
Denmark (including Greenland and the Faroe Islands), Finland, Iceland, Norway, Russia, Sweden, 
and the United States of America (Alaska) [3]. 

Seasonal snow cover extends over a third of the Earth’s land surface, covering up to  
47 million km2 [4] and is also an important feature of the Arctic. Snow cover can be considered as a 
dynamic habitat of limited duration [5] that acts as a medium and a mediator by transmitting and 
modifying interactions among microorganisms, plants, animals, nutrients, the atmosphere and  
soil [6]. Snow cover influences global energy and moisture budgets, thereby influencing climate [4]. 
The influence of seasonal snow cover on soil temperature, soil freeze-thaw processes, and 
permafrost has considerable impact on carbon exchange between the atmosphere and the ground 
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and on the hydrological cycle in cold regions [7]. Snow cover acts as both an energy bank by 
storing and releasing energy and a radiation shield due to its high radiative properties that reflect as 
much as 80%–90% of the incoming radiation for fresh snow [4]. This high surface albedo reduces 
absorbed solar energy and lowers snow surface temperature [7]. 

Snow, a porous media with elevated air content [6], also has a high latent heat of fusion and acts 
as a heat sink as well as a ground insulator, since heat transfer is poor [4]. The extent and thickness 
of snow cover influences subsurface soil temperatures and soil metabolic activity [8] and its 
insulating properties protect soil surface organisms, such as vegetation, invertebrates and mammals 
against frost damage [4]. Furthermore, snow acts as a reservoir and as a transport medium for 
liquid water, moves as a particulate flux, and can be relocated by wind [6]. Physical 
metamorphism, phase changes and chemical transformations, which are modulated by interactions 
with the atmosphere and soil systems, control both the dynamics and the duration of the snow 
cover [9]. Thus snow cover is an important factor in the functioning of Arctic, and by extension, 
global ecosystems. 

1.2. Snow Formation 

Snow is formed in the atmosphere and consists of particles of ice that form in clouds. These 
crystals grow by vapor deposition and require atmospheric temperatures below 0 °C and the 
presence of supercooled water [10]. Ice formation is not spontaneous at temperatures above 
negative 40 °C (233 °K), so ice nucleation occurs mainly in the presence of substrates that act as 
catalysts. These substrates include dust, seasalt particles, sulfate, combustion products from 
industrial plants, volcanoes, forests and bacteria [6,11]. A recent report by Christner et al. [12] 
found that biological particles such as proteins or proteinaceous compounds play a significant role 
in the initiation of ice formation, especially when cloud temperatures are relatively warm. Once 
deposited, the snow cover forms as a result of snow crystal binding [13]. Snow crystals are subject 
to temperature gradients that generate water vapor fluxes between crystals. This results in the 
sublimation of parts of crystals and condensation on other parts, thus changing crystal size and 
shape and altering the physical properties of the snowpack. With each snowfall, the cover changes 
and the new layer may possess different properties than the preceding layer [14]. As snow ages, its 
physical properties, such as density, porosity, heat conductivity, hardness, specific surface area and 
albedo, evolve in response to thermodynamic stress and weather conditions [13]. Therefore, the 
composition of layered snow cover and ongoing changes in each of the layers are not only due to 
the circumstances of formation, but also to changing conditions over time. 

1.3. Deposition and Incorporation of Impurities within Snowpacks 

The snowpack is a receptor surface and storage compartment for nutrients, soluble inorganic, 
organic matter and contaminants that may or may not be attached to insoluble particles that are 
delivered by wet and dry deposition (reviewed by [11,15]). Their distribution within the snow is 
heterogeneous [16] and depends upon different physical processes such as atmospheric loading, 
wind speed, and snow metamorphism [11]. Nutrients exist in the atmosphere as trace gases such as 
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SO2, CO2, NOX, N2O or HNO3 and as aerosols such as pollen, sea salt particles, mineral dust and  
sulfates [11]. Nutrients and contaminants can be delivered to the snowpack through wet and dry 
deposition. Wet deposition occurs when atmospheric components are scavenged and incorporated 
into growing or falling snow/rain as condensation or freezing nuclei by either particle impact, gas 
dissolution or by the collision of supercooled droplets with snow crystals [11]. Condensation and 
evaporation can alter the concentrations, resulting in the highly variable chemical composition of 
individual snow crystals. 

Atmospheric scavenging and condensation largely condition the presence of major ions in the 
snowpack [11]. Dry deposition occurs when gases and particulates are transferred directly to the 
snow surface without the intermediate scavenging by precipitation. This pathway is dependent 
upon the atmospheric concentration of the chemical species, the stability or turbulence of the 
atmospheric boundary layer, as well as the capacity of the surface to retain the chemical species [11]. 
Once deposited, these species can be redistributed to the snowpack. Due to the permeability of the 
snowpack, gaseous diffusion occurs along a concentration gradient. Gases can also diffuse from the 
soil to the atmosphere [5]. Snow-air exchanges occur when the vapor diffuses through the air-filled 
pore space to the top of the snowpack and from there through a boundary layer to the  
atmosphere [15]. The penetration of gases and particles through the snowpack is dependent upon 
its physical-chemical properties, the geometry of the pore space, vapor pressure gradients and wind 
pressure [11]. Wind advection can accelerate solute transport within snow pores, even when the 
resistance to molecular diffusive transport is too great to allow gas exchange [15]. 

1.4. Snow Metamorphism and Impurity Cycling 

The snowpack evolves chemically over time [17]. Physical processes of snow metamorphism 
also lead to the redistribution of chemical species. On a crystal, molecules diffuse from convex to 
concave sites, thus transforming crystals to small round snow grains that evaporate and distill onto 
larger grains once in close proximity. The grains grow rapidly by diffusion, which is initiated by 
temperature gradients within the snowpack and facilitated by the quasi-liquid surface layer of snow 
crystals that gives molecules high mobility. During this process, impurities are excluded from the 
crystals and concentrate at the grain boundaries and pore spaces of the snow [11]. The layered 
nature of the snowpack, which is composed of a heterogeneous mixture of grains of various sizes, 
water saturation levels, densities, and ice layers that reduce the permeability to air and water [14], 
is also important in the redistribution of solutes. Chemicals can be lost from the snow through 
degradation, volatilization and runoff with meltwater [15]. Impurities can be transformed within the 
snowpack and also returned to the atmosphere. Snow also transmits atmospherically derived 
impurities such as nutrients, microorganisms, particles and contaminants to meltwater-fed systems. 
Snow is, thus, a mediator favoring exchanges among different environmental compartments. 

1.5. Snow Melt and Ecosystem Transfer 

Melting can occur at air temperatures below 0 °C when solar radiation is intense enough and 
penetrates into the snowpack [18]. The top snow layers melt first and meltwater percolates 
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downward towards the base of the snowpack. Initially, meltwater is retained in the capillaries and 
pore walls where it fills 5%–10% of the pore space before becoming more mobile [19,20]. As 
melting progresses, the water mobilizes solutes and contaminants from the pore walls. Preferential 
flow may develop due to the non-homogenous nature of the snow and lead to accelerated 
percolation and solvent concentration of meltwater in certain areas [11]. If the weather conditions 
prevent further melt, the highly concentrated meltwater may refreeze as a layer within the 
snowpack and becomes stationary. If multiple freeze/thaw cycles occur, each cycle will increase 
the solute concentrations of the meltwater, which becomes highly concentrated as it advances 
deeper into the snowpack [21]. Usually, meltwater reaches the ground, refreezes and develops into 
a solid layer. The first flush is highly concentrated, with preferential elution of certain solutes [22]. 
The most soluble ions are removed first and ionic concentrations taper off as melting  
proceeds [23,24]. Based on laboratory and field studies, fractionation of solutes into meltwater has 
been shown to occur in all snowpacks, with variable concentration factors [23,25,26]. Roughly 
80% of solutes are removed from the snowpack by the first 30% of meltwater [11,27] and 
fractionation increases with the age of snow, by repeated melting and freezing and slow meltwater 
flow [23,28,29]. Soluble ions are removed first ([30,31]), followed by, in some cases, the 
preferential elution of some ions (e.g. SO42 , Ca2+, Mg2+, K+, Na+) over others (NO3 , NH4+, Cl , 
F ) [32]. Species such as non-polar organic molecules are also found in meltwater, but are less 
easily mobilized by percolating water due to their weak water solubility [33]. Particulate material 
can also be removed during percolation, but usually remains in the snow until the final stages of 
melting [33–35]. Rain events during the snowmelt period may lead to increases in solute and 
contaminant load [15]. 

During snowmelt, snow impurities are released to meltwater-fed catchments, soil and aquatic 
systems, potentially delivering a pulse of highly concentrated solutes, contaminants and 
microorganisms. Longer melt periods have been shown to lead to increased evaporation of 
chemicals to the atmosphere, thus reducing contaminant loading to terrestrial and aquatic ecosystems, 
while short melt periods deliver greater proportions of stored contaminants [15]. The snow cover 
lasts several months, thereby leading to longer solute accumulation periods, and arctic ecosystems 
are especially at risk for pulse exposure since the melt period is short [15]. 

2. Biology of the Cryosphere 

2.1. Colonization and Activity in Cold Environments 

Microorganisms exist in several extreme cold environments such as glacial ice [36–38],  
sea ice [39], Arctic biofilms [40], Arctic snow [41,42], supercooled clouds [43] and Antarctic 
permafrost [44]. Although both poles are different, it is likely that some of the microbial 
colonization pathways described for Antarctica, such as atmospheric circulation, ocean currents, 
birds, fishes, marine mammals and human vectors apply to the Arctic as well [45]. Aerial transport 
has long been viewed as a major transport route given that spore formers, such as Gram-positive 
bacteria and fungi, are able to survive long-range transport [46]. Due to the cold conditions and the 
limited supply of liquid water, snow and ice have long been only considered as entrapment and 
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storage systems for microorganisms that were thought to enter as vegetative and resting cells, 
transported by wind-blown particles, aerosols and ice crystals. These cells would then be buried by 
subsequent snowfall events before being transferred to other systems upon snowmelt [47]. 
However, this view started to change with a number of studies that examined microbial diversity, 
ecology and function in the cryosphere. Whether the microorganisms found in cold environments 
are metabolically active and reproducing remains unclear, but it is assumed that certain microbial 
species are at least able to survive [2]. 

The occurrence of related phylotypes from geographically-diverse cold environments has been 
reported [39], suggesting that adaptation for survival, persistence and activity at low temperatures 
might be a common feature of these species and that they might possess common adaptive  
strategies [1]. The bacterial classes most frequently reported are Proteobacteria (Alphaproteobacteria, 
Betaproteobacteria and Gammaproteobacteria), Bacteroidetes group, low and high G+C  
Gram-positive genera, and Cyanobacteria [1,37,48,49]. Moreover, microorganisms might be 
metabolically active at low temperatures down to 20 °C [50,51] and very low rates of metabolic 
activity might be sustained for up to 104 to 106 years and at temperatures as low as 40 °C [52]. 

However, these studies focused on characterizing bacteria in ice or permafrost and relatively 
little is known about life in snow, despite the extent and importance of seasonal snow. The snow 
cover might support a microbial community composed of snow algae, bacteria, yeasts and snow 
fungi [5,53,54]. Snow algae represent an ecologically and physiologically specialized group that 
can form visible blooms, however their development is dependent on the availability of liquid 
water and are only active during the spring and summer, when air temperatures are above zero 
(reviewed in [54]). Snow algae have been studied relatively extensively [54–57], but data on 
bacteria inhabiting seasonal snow cover are sparse, especially for polar snowpacks. Carpenter 
(2000) reported low rates of DNA synthesis and the presence of Thermus-Deinococcus-like 
organisms in Antarctic snow [58], while Amato et al. (2007) used culture-based methods to isolate 
10 bacterial strains belonging to Proteobacteria, Firmicutes and Actinobacteria from a snowpit dug 
on a polythermal glacier in Svalbard (Norway) [41]. Both studies focused on bacterial density and 
activity, but important questions about diversity, community structure, population dynamics and 
function remain unanswered. Using a 16S rRNA gene (rrs) clone library approach on snow and 
meltwater from Svalbard, Larose et al. (2010) observed high levels of diversity, similar to those of 
Arctic pack ice and Arctic microbial mats [39,42]. Significant differences in diversity among 
sample types were also reported and these may be related to seasonal changes in the snow 
environment (i.e., pH, water content and temperature). Segawa et al., 2005, also observed seasonal 
changes in bacterial flora and biomass in mountain snow in Japan, with increases in biomass during 
the melting season (March to October) that were attributed to nutrient and/or environmental 
conditions in the snow [59]. These results highlight the links between environmental conditions and 
changes in community structure. 

The snowpack appears to be a diverse habitat and many studies suggest the occurrence of related 
phylotypes from geographically diverse, but predominantly cold environments [42,46,59]. 
However, the seasonal evolution of the microbial community and the physiological state of the 
organisms within the snowpack are topics that remain to be addressed. 



137 
 

 

2.2. Life in the Cold Lane 

In order to colonize and survive in cold environments such as snowpacks, microorganisms must 
overcome a number of physiological stress parameters such as cold temperatures (less than 5 °C), 
high levels of solar radiation, desiccation and freeze/thaw cycles [1]. These harsh environmental 
conditions vary temporally as well as spatially and necessitate physiological acclimation. In the 
Arctic, because of the high latitudes, a pronounced seasonality causes gradual, yet extreme, 
changes in the photoperiod, irradiance, and temperature. During the springtime melt period, snow 
undergoes temperature shifts across the freezing point of water, leading to a more dynamic 
environment, but also to an increase in freeze/thaw cycles [60]. 

Different survival strategies at low temperatures have been observed in bacteria: reduction of 
cell size and capsular polysaccharide coat thickness, changes in fatty acid and phospholipid 
membrane composition, decrease of the fractional volume of cellular water, increase of the fraction 
of ordered cellular water, energy synthesis by catalysis of redox reactions of ions in aqueous veins 
in ice or in thin aqueous films in permafrost [52]. Moreover, many species that have been isolated 
form spores that provide high resistance levels, while others have thick cell walls or polysaccharide 
capsules that resist freeze/thaw cycles [1]. Cold tolerance has been shown to involve down-regulation 
of enzymes involved in major metabolic processes such as glycolysis, anaerobic respiration, ATP 
synthesis, fermentation, electron transport, sugar metabolism as well as the metabolism of lipids, 
amino acids, nucleotides and nucleic acids [61]. However, up-regulation and overexpression of 
several enzymes and proteins (cold shock proteins, etc.) may enhance survivability during  
freeze-thaw cycles [61]. Other adaptive strategies include the production of pigments such as 
oligosaccharide mycosporine-like amino acids, scytonemins, carotenoids, phycobiliproteins and 
chlorophylls that offer a broad strategy to cope with high irradiance [60]. 

Ability to attach to surfaces also provides bacteria with adaptive strategies. Junge et al. (2004) 
reported that particle-associated bacteria were more active than free-living cells as temperatures 
dropped and that they also produced exopolysaccharides (EPS). Bacteria growing in microbial mats 
were also shown to form EPS [60]. The EPS production favors attachment [51] and protects against 
freezing, dessication, viral and bacterial attacks [60]. Moreover, it is likely that the presence of 
species with specialized mechanisms of stress resistance may provide a protective effect on other 
members of the community. For example, certain pigments such as oligosaccharide  
mycosporine-like amino acids and scytonemin are located outside the cells and may benefit non-
producing microorganisms against radiation damage [60]. 

2.3. Microorganisms—Active Members of the Cryosphere? 

Recent reports suggest that microorganisms impact nutrient dynamics, composition and 
abundance [16], that they may shift surface albedo of snow and ice [62,63] and that they impact 
hydrochemistry [64]. Critical processes controlling biogenic trace gas (e.g., CO2, CH4, N2O, and 
NO) fluxes are carried out by microorganisms [65]. Within the snowpack, microbiological 
activities such as carbon fixation by algal communities may modify the nutrient cycle [5]. The 
importance of bacteria in governing redox conditions and their role in Fe, S, N and P cycling is 



138 
 

 

now acknowledged [16]. The role of bacteria in carbon cycling in Antarctic surface snow has 
recently been highlighted. Antony et al. (2012) reported that snow bacteria were able to use a wide 
range of low and high molecular weight carbon substrates and suggested that these organisms could 
potentially govern snow chemistry [66]. Microorganisms may also be responsible for the 
metabolism and transformation of contaminants such as pesticides [67] and mercury [40,68], both 
pollutants of arctic ecosystems. Mercury is an excellent example of the possible importance of 
microorganisms in pollutant fate in snowpacks. 

The Arctic is experiencing mercury (Hg) toxicity [68] and Hg concentrations are increasing. 
Mercury exists in several forms in the environment: elemental (Hg°), divalent form (Hg2+) and an 
organo-metallic form of which methylmercury (MeHg) is the most important. The MeHg organic 
form is the most toxic of the three forms, even at very low exposure doses [69]. Mercury is mainly 
emitted to the atmosphere in its gaseous form (Hg°), but also in the oxidized form (reactive gaseous 
mercury, RGM) or in the particle-bound form (particulate mercury, PM). Hg° has a relatively long 
atmospheric residence time (between 0.5 and 1.5 years) and average atmospheric concentrations 
have been estimated to 1.7 g/m3 for the Northern Hemisphere [70]. RGM and PM have shorter 
lifetimes and tend to be deposited near their sources [70]. Mercury reaches polar ecosystems 
mainly as Hg°; however due to the cyclical nature of Hg transformations (transport-deposition-re-
emission), even mercury originally emitted as RGM and PM can be transported to the Arctic [71]. 
Similar to other contaminants, Hg can be deposited after atmospheric scavenging by precipitation 
and dry deposition. Once RGM is formed in the atmosphere, snow can act as an efficient surface 
for its sorption. In addition, active growth of snow and ice crystals from the vapor phase readily 
scavenges available RGM [72]. 

In 1995 at Alert, Canada, Schroeder et al. (1998) measured the episodic near-total depletion of 
Hg° from the atmosphere during the spring [73]. These events, termed Atmospheric Mercury 
Depletion Events (AMDEs), were observed in parallel to the depletion of ozone [74] and led to 
intense field, laboratory and theoretical studies to determine which reactions were involved. In 
particular, mercury was shown to undergo rapid oxidation and deposition via photochemically-initiated 
reactions believed to involve reactive marine halogens, mainly Br and BrO [75–77]. These 
reactions transform Hg° to PM and RGM species that can then be deposited onto the snow. It has 
been estimated that AMDEs increase polar mercury deposition by 100 tonnes a year [71], yet the 
post-depositional fate of this Hg remains uncertain, although it could undergo a series of possible 
transformations once deposited [78]. Using a bacterial mer-lux biosensor, Larose et al., 2011 
detected Hg in Arctic snow in a bioavailable chemical form, i.e. able to interact with 
microorganisms, and showed that fresh snowfall events contributed to higher proportions of BioHg 
than mercury depletion events [79]. Therefore, Hg is deposited in a chemical state that allows for 
biological uptake and transformation. Different simultaneous biotic and abiotic processes alter the 
chemical state of mercury and thereby its toxicity in the environment. Four different reactions 
control mercury speciation: methylation, demethylation, reduction and oxidation [80] and 
microorganisms can carry out each of these transformations. Microorganisms are able to methylate 
mercury. Bacteria have been isolated from Arctic snowpacks [41] and microbial activity has been 
measured at temperatures down to 20 °C [50]. Constant et al. 2007, reported increases in the 
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MeHg:THg ratio and positive correlations with bacterial colony counts and particles. These results 
led to the hypothesis that MeHg was being formed within the snowpack, despite the absence of 
correlation with sulfate-reducing bacteria (SRB), the principal methylators in anoxic  
environments [81]. Recently, Larose et al., 2010 proposed a mechanism by which bioavailable Hg 
may undergo methylation by microorganisms in an aerobic process involving biogenic sulfur 
molecules [17]. 

In order to cope with the toxicity of Hg and MeHg, bacteria have developed specialized 
resistance mechanisms. For example, bacteria possessing the mer operon are able to detoxify Hg 
via MerA [80]. The genes that encode MerA have been isolated both from a variety of 
environments including soil [82] (150), Siberian permafrost [83] and Arctic biofilms [40] and from 
bacteria [80] and archaea [84]. Some bacteria are able to detoxify both BioHg and MeHg, while 
others are only able to transform inorganic mercury via the mer operon resistance pathway [80]. 
Based on results from a cultivation study of Arctic snow bacteria, Moller et al, 2011 were able to 
demonstrate that mercury-resistant bacteria accounted for almost a third of cultivatable organisms 
and that 25% of these were able to completely reduce mercury, thus limiting the supply of Hg 
available for methylation [85]. These mercury resistant bacteria may therefore help lower the risk 
of methylmercury entering Arctic food chains. 

3. General Conclusion and Perspectives 

The Arctic climate is changing. A 20th century warming trend has been documented in the 
Arctic, with air temperatures over land areas increasing by as much as 5 °C and increased 
temperatures over sea ice [3]. In addition, precipitation has also increased. Other changes include a 
2.9% per decade decrease in Arctic sea-ice extent (1978–1996), the thinning of sea-ice, an increase 
in melt days par summer, the warming of Atlantic water flowing into the Arctic Ocean, the thinning 
of the oceanic surface layer and the increase in ground temperatures and resulting permafrost  
melt [86]. Decreases in snow and ice cover, increased plant growth, increased primary production 
of terrestrial algae in freshwater lakes, and the northward movement of the tree line in the  
most-warmed Arctic regions have also been reported [3]. These changes are probably linked to 
human activities that are clearly influencing the climate, with arctic (and polar) environments 
subjected to substantial warming and increases in precipitation over the 21st century. 

Climate change is also expected to alter contaminant loading and transformations in the Arctic. 
The predicted warming of air temperatures at lower latitudes will have direct effects on 
contaminants through increased volatility, more rapid degradation and altered partitioning between 
phases [87], while increased precipitation could lead to more scavenging of contaminants by rain 
and snow, thereby augmenting inputs to aquatic and terrestrial ecosystems [3]. Extended ice-free 
areas in the Arctic Ocean may favor both atmospheric scavenging by precipitation in addition to 
seawater partitioning [3] and certain contaminants might evade from surface seawater more  
rapidly [87]. 

While it appears that microbial life is well adapted to cold ecosystems, the response of these 
populations to changing environments is mostly unknown. Climate change may alter microbial 
functioning by increasing growth rates and substrate use due to increased temperature. This may 
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lead to changes in process rates. Another impact could be the restructuring of microbial 
communities [65]. Biodiversity may increase as the Arctic warms and population shifts occur as 
non-heat tolerant species disappear in favour of more heat tolerant ones. For example, a 
circumpolar shift was seen in the fossil remains of algae and invertebrates in the mid to late 19th 
century probably due to climate change. In order to predict how ecological processes will evolve as 
a function of global change, it is essential to identify which populations participate in each process, 
how they vary physiologically, and how the relative abundance, activity and community structure 
will change under altered environmental conditions [65]. 
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Micro-Eukaryotic Diversity in Hypolithons  
from Miers Valley, Antarctica 

Jarishma K. Gokul, Angel Valverde, Marla Tuffin, Stephen Craig Cary and Don A. Cowan 

Abstract: The discovery of extensive and complex hypolithic communities in both cold and hot 
deserts has raised many questions regarding their ecology, biodiversity and relevance in terms of 
regional productivity. However, most hypolithic research has focused on the bacterial elements of 
the community. This study represents the first investigation of micro-eukaryotic communities in  
all three hypolith types. Here we show that Antarctic hypoliths support extensive populations  
of novel uncharacterized bryophyta, fungi and protists and suggest that well known  
producer-decomposer-predator interactions may create the necessary conditions for hypolithic 
productivity in Antarctic deserts. 

Reprinted from Biology. Cite as: Gokul, J.K.; Valverde, A.; Tuffin, M.; Cary, S.C.; Cowan, D.A. 
Micro-Eukaryotic Diversity in Hypolithons from Miers Valley, Antarctica. Biology 2013, 2,  
331-340. 

1. Introduction 

Microbial life in terrestrial Antarctica soils is subjected to extreme low temperatures, low water 
availability, high salinity, high UV radiation, and low nutrient availability [1]. However, despite the 
many adverse environmental constraints this extreme ecosystem has been shown to support 
extensive microbial biomass [2]. 

Much of the microbial research in Antarctic terrestrial and aquatic ecosystems has focused on 
the bacterial populations, and to a lesser extent on the archaea [3,4] and viruses [5,6]. In contrast, 
eukaryotic microorganisms have received much less attention [7]. 

Hypolithic communities in the Dry Valleys region of eastern Antarctica colonize the ventral surface 
of quartz rocks at the rock-soil interface [8–11]. Hypoliths can be envisioned as a stress-avoidance 
strategy, where the overlying rock creates a favorable sub-lithic microhabitat with greater physical 
stability, increased water availability, desiccation buffering, and UV protection [9,12]. As they are 
typically dominated by cyanobacteria [8,13] or bryophytes [9], hypolithons represent an important 
contribution to regional productivity [14,15]. Fungal dominated hypoliths have also been described 
in Antarctica [9]. 

In an earlier study [11] we characterized the bacterial and eukaryotic phylogenetic diversity of 
two hypolith types: Type I (cyanobacteria-dominated) and Type III (moss-dominated). Here, we 
extend this research to Type II hypolithons (fungal-dominated) with a focus on the micro-eukaryotic 
communities. We also compare all three types of eukaryal communities in terms of habitat preferences. 

2. Results and Discussion 

Environmental DNA was used as template for construction of three separate clone libraries 
using universal 18S rRNA, 18S-28S rRNA (ITS), and microalgal 18S rRNA-specific PCR primers 
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(Table 1). A total of 31 unique phylotypes was found (Table 2). Most of the sequences showed low 
identity values, indicating that the majority of sequences might represent novel taxa. Rarefaction 
curves (not shown) showed that more extensive sequencing would be required to capture the 
complete diversity within micro-eukaryotic communities in hypoliths. Incomplete sampling  
might be aggravated by the inherent limitations of the PCR approach, since several groups of 
micro-eukaryotes (e.g., multinucleated fungi) have multiple rRNA gene copy numbers that would 
be preferentially amplified because of primer competition [16]. 

Phylotypic analyses demonstrate that diverse communities of micro-eukaryotes inhabit Antarctic 
hypoliths (Table 2), showing both a broad range of taxa and a large functional diversity, including 
phototrophs (bryophyta) and a variety of heterotrophic organisms (fungi and protists). However, 
most of the clones showed low identity values, indicating that the majority of sequences might 
represent novel taxa. Further studies, using a polyphasic approach (i.e., including a combination of 
genotypic and phenotypic approaches) will be necessary to confirm this hypothesis. 

The phylotypic abundance data indicates that ascomycetes were present in all three hypolith 
types, but also possible habitat preferences for certain groups of eukaryotes. For example, 
amoebozoa were only found in Type I hypolithons (cyanobacteria dominated) whereas cercozoa 
were present only in Type III hypolithons (moss dominated) (Figure 1). Cyanobacteria can modify 
the surrounding environment [17], and play critical roles in the structuring of hypolithic 
communities [12,18]. For example, cyanobacteria produce UV-screening pigments, enzymes, and 
carotenoids that quench reactive oxygen species, solute-binding materials, water absorbing gels, 
antifreeze compounds, and ice-nucleating substances [19], which will reduce oxidative, osmotic, 
freeze-thaw, and dehydration stresses for all organisms embedded within the matrix. In contrast to 
open soil, hypoliths are also rich in inorganic nutrients, organic carbon and bacteria [18] that may 
provide substrates for eukaryotic heterotrophs such as protists and the metazoan microfauna. The 
presence of saprophytic, phagotrophic, parasitic and predatory eukaryotes would increase the 
inherent capacity for nutrient and energy transfer, thereby increasing trophic complexity and 
potential resilience to environmental change [12]. 

Fungal sequences were classified into 13 ascomycete phylotypes (Table 2). Most (86%) were 
related to the genus Acremonium, while some sequences were affiliated to Stromatonectria and 
Verrucaria (7% each); although it is worth noting that sequence comparisons of the ITS region 
gave low similarity values (76%–92%). There have been a limited number of molecular diversity 
studies of hypolithic [11] and soil [7,24] fungi in the Antarctica, some of which show contrasting 
results. For example, Fell et al. [7] found that both ascomycetes (lichen-forming and decomposers) 
and basidiomycetes (decomposers and nematode pathogens) were widely distributed in soils, 
whereas Khan et al. [11] reported ascomycetes as the only members in hypolithic fungal 
communities. This apparent dichotomy in fungal distribution between open soils and hypolithic 
communities offers a potential line for future research. 
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Figure 1. Relative distribution of phylotypes. 

 

Table 1. PCR primers used to amplify universal 18S rRNA, Internal Transcribed 
Spacer (ITS) and microalgal 18S regions of ribosomal RNA genes from eukaryotic 
microorganisms, and their respective PCR cycling conditions. 

Primer 
Set 

Sequence (5’- 3’) 
Region of 

Amplification 
PCR Parameters Reference 

EukA 
EukB 

AACCTGGTTGATCCTGCCAGT 
TGATCCTTCTGCAGGTTCACCTAC 

18S rRNA 
gene 

94 °C for 3 min; 30 cycles: 94 °C for 
45 s, 50 °C for 1 min, 72 °C for 3 
min; 72 °C for 20 min 

[20] 

ITS1F  
ITS4 

CTTGGTCATTTAGAGGAAGTAATC
CTCCGCTTATTGATATGC 

ITS1-ITS2 
94 °C for 5 min; 35 cycles: 94 °C for 
1 min, 50 °C for 1 min, 72 °C for  
1 min; 72 °C for 20 min 

[21,22] 

P45  
P47 

ACCTGGTTGATCCTGCCAGT 
TCTCAGGCTCCCTCTCCGGA 

Microalgal 
18S 

rRNA gene 

94 °C for 1 min; 37 cycles: 92 °C for 
50 s, 57 °C for 50 s, 72°C for 50 s; 
72°C for 10 min 

[23] 

Much of the knowledge of fungal communities in Antarctica is based on culture-dependent 
techniques. To date, over 1,000 non-lichenized fungal species have been recorded [25], including 
numerous representatives of all of the major fungal groups (ascomycetes, basidiomycetes, 
zygomycetes and chytrids) but only a single member of the Glomeromycota. The most complete 
list of Antarctic fungal species known from culturing and collection comprises approximately 68% 
ascomycetes, 23% basidiomycetes and 5% zygomycetes, with the remaining 4% consisting of 
oomycetes, chytrids and myxomycetes [26]. 



149 
 

 

Basidiomycetes are commonly associated with old or decaying wood. The complete absence of 
higher plants in east Antarctica, in particular those with woody components, may represent a 
significant constraint on the diversity of Antarctic basidiomycetes. Indeed, a recent study has  
shown that when exotic organic substrates were buried, there was a significant increase in fungal  
colony-forming units (CFU) in soils in direct contact with the introduced, sterile cellulosic 
substrates compared to background soil levels [27]. Fungi are often also found in association with 
bryophyte communities and are thought to exploit the release of dissolved organic C from moss 
structures due to damage caused by freeze-thaw cycles [28]. 

The vast majority of Antarctic fungi are mesophiles capable of growing at low temperatures [29]. 
This, together with their widespread occurrence, could suggest that many Antarctic fungi are 
particularly resilient cosmopolitan species and therefore likely to be relatively recent colonists [25]. 

Three OTUs belonging to protists were found (Table 2). Sequences related to amoebozoa 
showed relatively high homology, 98% and 96%, to members of the genera Saccamoeba and 
Platyamoeba, respectively. A cercozoa sequence was closely related to the genus Cercomonas 
(99%). Members of the genera Sacchamoeba, Platyamoeba and Cercomonas have been found 
previously in Antarctica [30,31] and their abundance and species diversity is greater than that of the 
nematodes. The protists have generally received much less attention than the bacteria and much of 
the research on protists is focused on aquatic ecosystems, where these organisms predate bacteria 
and contribute to the remineralization of major-, minor- and micro-nutrients [32]. In soils, cercozoa 
and amoeba are known to colonize the pore spaces of soils; however, the smaller pore spaces might 
provide a more protected or favorable environment with increasing moisture, which might sustain a 
higher bacterial population and in general, have higher organic matter than a coarser soil fraction 
with large pore spaces [33]. Amoebae, which are thought to be more resilient than nematodes 
because of rapid encysting abilities and short life cycle, are thought to be the major predators of 
bacteria and to make a substantial contribution to carbon and nutrient cycling [34]. 

Sequences belonging to bryophytes were classified into nine phylotypes (Table 2). In the 
Antarctic Dry Valleys, bryophytes represent the most “advanced” terrestrial photoautotrophs and 
are all primary producers providing an additional pathway other than vascular plants for C to enter 
the soil [35]. However, to our knowledge, there is little information available on hypolithic 
bryophyte traits. Temperate bryophytes are rich in secondary metabolites such as terpenes and 
phenolics, which are likely to be allelopathic, affecting decomposition and therefore nutrient 
cycling [36]. Moreover, mosses can enhance the amount of water infiltrating the soil [37]. 
Bryophytes do not have stomata and lose water readily from their tissues [38]. They also lack roots, 
and therefore, they are unable to extract water from depth in a drying soil. Mosses instead depend 
on the availability of water in the environment, from either humid air, the surface substrate or 
precipitation. As many species are adapted to survive long periods of desiccation, we suggest that 
bryophytes may contribute significantly to primary production in periods of moisture sufficiency. 
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Table 2. Affiliation of the clones sampled from hypolithic communities. 

Representative Clone Accession No. Closest Sequence Match Accession No. Identity Typea 
Eukaryote 18S rRNA 

Euk75-A1 KC352912 Uncultured Eucalypta (Bryophyta) Y17871 81% 2/I 

Euk75-A7 KC352913 
Uncultured Tortula ruralis 

(Bryophyta) 
AF023682 78% 2/I 

Euk75-A8 KC352914 
Uncultured Tortula ruralis 

(Bryophyta) 
AF023682 86% 2/I 

Euk75-A12 KC352915 
Uncultured Tortula ruralis 

(Bryophyta) 
AF023682 86% 2/I 

Euk75-B2 KC352916 
Uncultured Tortula ruralis 

(Bryophyta) 
AF023682 92% 2/I 

Euk75-B9 KC352917 Saccamoeba limax (Amoebozoa) AF293902 98% 2/I 

Euk75-C4 KC352918 
Platyamoeba contorta 

(Amoebozoa) 
DQ229954 96% 2/I 

Euk134-C6 KC352919 Pottia truncata (Bryophyta) X95935 99% 4/II 
Euk134-D11 KC352920 Uncultured eukaryote HM490274 100% 4/II 
Euk50-B10 KC352921 Uncultured eukaryote EF024087 91% 5/III 

Euk50-D10 KC352922 
Cercomonas plasmodialis 

(Cercozoa) 
AF411268 99% 5/III 

Microalgal 18S RNA 
P50-A4 KC352936 Mnium hornum (Bryophyta) X80985 95% 5/III 
P50-B3 KC352937 Uncultured eukaryote EF024845 99% 5/III 
P50-B6 KC352938 Mnium hornum (Bryophyta) X80985 91% 5/III 
P50-E7 KC352939 Uncultured eukaryote EF526889 99% 5/III 

P75-E KC352940 
Bryoxiphium norvegicum 

(Bryophyta) 
AF223008 85% 2/I 

P134-A2 KC352941 Uncultured eukaryote FN394778 100% 4/II 
P134-A11 KC352942 Uncultured eukaryote HM490274 100% 4/II 

IGS 28S-18S rRNA 

ITS65-A1 KC352923 
Uncultured Acremonium 

(Ascomycota) 
HE977538 82% 1/I 

ITS65-A2 KC352924 
Uncultured Acremonium 

(Ascomycota) 
HE977544 85% 1/I 

ITS65-A5 KC352925 
Uncultured Acremonium 

(Ascomycota) 
HE977544 85% 1/I 

ITS65-A8 KC352926 
Uncultured Acremonium 

(Ascomycota) 
HE977544 78% 1/I 

ITS65-B6 KC352927 
Uncultured Acremonium 

(Ascomycota) 
HE977544 88% 1/I 

ITS65-C12 KC352928 
Uncultured Acremonium 

(Ascomycota) 
HE977544 88% 1/I 
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Table 2. Cont. 

Representative Clone Accession No. Closest Sequence Match Accession No. Identity Typea 
IGS 28S-18S rRNA 

ITS65-D2 KC352929 
Uncultured Acremonium 

(Ascomycota) 
HE977544 87% 1/I 

ITS65-D10 KC352930 
Stromatonectria caraganae 

(Ascomycota) 
HQ112288 80% 1/I 

ITS134-A1 KC352931 Verrucaria sp. (Ascomycota) FJ664858 92% 2/II 

ITS50-B11 KC352932 
Uncultured Acremonium 

(Ascomycota) 
HE977544 84% 5/III 

ITS50-D2 KC352933 
Uncultured Acremonium 

(Ascomycota) 
HE977538 80% 5/III 

ITS50-E3 KC352934 
Uncultured Acremonium 

(Ascomycota) 
HE977538 86% 5/III 

ITS50-H7 KC352935 
Uncultured Acremonium 

(Ascomycota) 
HE977538 91% 5/III 

aSample no./hypolithon type. 

3. Experimental Section  

3.1. Samples Collection 

Six hypolith samples from all three Types (2 samples per Type) were obtained from Miers 
Valley (S78°05.01'–S78°05.921', E163°49.496'–E163°48.149'), Antarctica, in January 2011. The 
hypolithons were selected and classified as Type I, II or III during sampling. Classification was 
based on gross morphology of the biomass present on the ventral surfaces of the rocks [8,9]. 
Samples were recovered aseptically and stored in WhirlPak® bags at 4 °C in the field and during 
transport. Long term storage was at 80 °C in the laboratory, prior to further analysis. 

3.2. DNA Extractions and PCR Amplifications 

Total soil DNA was extracted using the method described by Von Sigler [39]. Briefly, 1mL of 
extraction buffer (50 mM NaCl; 50mM Tris-HCl at pH 7.6; 50 mM EDTA; 5% SDS) was added to 
1 g of each soil sample in 2 mL vials containing 0.5 g mesh sea-sand. Then, 1 L of 1M dithiothreitol 
(DTT) was added and mixed. Samples were shaken for 15 minutes at maximum speed (Vortex Genie 2; 
Scientific Industries Inc., USA) followed by 3 minutes of centrifugation at 14,000 × g. The 
supernatant was carefully decanted and 0.5× volumes of chloroform/isoamyl alcohol (24:1) was 
added to the tubes and mixed. This was followed by centrifugation at 14,000 × g for 3 minutes. The 
aqueous phase was transferred to a 2 mL sterile tube, and an equal volume of chloroform was 
added, vortexed and centrifuged as before. The aqueous phase was transferred to a sterile 1.5 mL 
and precipitated using sodium acetate and isopropanol. After centrifugation the pellet was washed 
by the addition of 70% ethanol, dry and resuspended in 25 L of sterile distilled water. 
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The presence of DNA was confirmed by gel electrophoresis on 1% agarose gels, viewed using 
the AlphaImager 3400 imaging system (Alpha Innotech Co., USA) and quantified using  
a NanoDrop® ND-1000 UV/Vis Spectrophotometer (NanoDrop Technologies, USA). 

The primers and parameters used for the PCR amplifications are described in Table 1. Reactions  
(25 L) consisted of ~20 ng metagenomic DNA, 1x DreamTaq™ buffer, 0.2 mM of each dNTP,  
0.5 M of each primer and 0.2 U DreamTaq™ DNA polymerase (Fermentas, USA). PCR products 
were verified on 1% agarose gels and purified with the GFX™ PCR DNA and Band Purification 
Kit (GE healthcare, USA) and quantified using the NanoDrop® ND-1000 (NanoDrop 
Technologies, USA). 

3.3. Clone Library Construction and Phylogenetic Analysis 

Clone libraries were constructed after pooling equal amounts of amplicons from the individual 
samples for each hypolith type. Aliquots of the pooled products were cloned into Escherichia coli 
GeneHogs™ (Invitrogen) using pGEM-T cloning kit (Promega, USA) and transformants were 
selected by blue-white screening. The presence of the correctly sized insert was verified by colony 
PCR using the M13F and M13R vector primers (Fermentas, USA). ARDRA analysis (using AluI 
and HaeIII) was used to de-replicate clones. Restriction patterns were visualized on 2% agarose 
gels and analyzed using Gel-compare II (Applied Maths, Keistraat, Belgium). Plasmid DNA, from 
a representative of each unique restriction pattern, was extracted with QIAprep Spin Miniprep kit 
(Qiagen GmbH, Germany) and sequenced using the vector primer M13F with an ABI 3130 DNA 
Sequencer (Applied Biosystems). 

Putative chimeric sequences were filtered using Bellerophon [40]. Sequences of >97% identity  
(for 18S rRNA amplicons) and >95% (for ITS amplicons) were grouped into OTUs using CD-HIT 
suite [41]. Taxonomic assignments of representative OTUs were determined by BLAST searches 
of the NCBI GenBank database (http://www.ncbi.nlm.nih.gov/). Sequences obtained in this study 
were deposited in the NCBI GenBank database under accession numbers KC352912-KC352942. 

4. Conclusions 

Hypoliths were examined at a single time point using only one molecular approach (i.e.,  
clone libraries). Thus, an in-depth analysis is necessary to elucidate the “true” diversity of the 
micro-eukaryotes existing in Antarctic hypolithons. However, in spite of its limitations, this 
baseline study gives insight to the existing micro-eukaryotic community supported by hypoliths in the 
Miers Dry Valley, Antarctica. We show that these communities are represented by a wide diversity 
of lower eukaryotes (bryophyta, fungi and protists). The presence of these organisms supports the 
concept that hypolithic communities constitute complex multi-domain food webs in an environment 
which is generally considered to be characterised by low diversity and complexity. 

The phototrophic bryophyte component is thought to provide a significant contribution to 
primary productivity in periods of moisture sufficiency. Protists feed on bacterial populations and 
contribute to standing biomass. Fungi participate in decomposition and recycling, maintaining the 
balance of nutrients in the discrete and “self-contained” hypolithic microhabitats. The hypothesis 
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that the partitioned activity of co-colonizers may create the necessary conditions for sustained 
hypolithic productivity is currently being tested in our research group. 
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The Effect of Freeze-Thaw Conditions on Arctic Soil  
Bacterial Communities 

Niraj Kumar, Paul Grogan, Haiyan Chu, Casper T. Christiansen and Virginia K. Walker 

Abstract: Climate change is already altering the landscape at high latitudes. Permafrost is thawing, 
the growing season is starting earlier, and, as a result, certain regions in the Arctic may be 
subjected to an increased incidence of freeze-thaw events. The potential release of carbon and 
nutrients from soil microbial cells that have been lysed by freeze-thaw transitions could have 
significant impacts on the overall carbon balance of arctic ecosystems, and therefore on 
atmospheric CO2 concentrations. However, the impact of repeated freezing and thawing with the 
consequent growth and recrystallization of ice on microbial communities is still not well 
understood. Soil samples from three distinct sites, representing Canadian geographical low arctic, 
mid-arctic and high arctic soils were collected from Daring Lake, Alexandra Fjord and Cambridge 
Bay sampling sites, respectively. Laboratory-based experiments subjected the soils to multiple 
freeze-thaw cycles for 14 days based on field observations (0 °C to 10 °C for 12 h and 10 °C to 
0 °C for 12 h) and the impact on the communities was assessed by phospholipid fatty acid (PLFA) 
methyl ester analysis and 16S ribosomal RNA gene sequencing. Both data sets indicated 
differences in composition and relative abundance between the three sites, as expected. However, 
there was also a strong variation within the two high latitude sites in the effects of the freeze-thaw 
treatment on individual PLFA and 16S-based phylotypes. These site-based heterogeneities suggest 
that the impact of climate change on soil microbial communities may not be predictable a priori; 
minor differential susceptibilities to freeze-thaw stress could lead to a “butterfly effect” as 
described by chaos theory, resulting in subsequent substantive differences in microbial 
assemblages. This perspectives article suggests that this is an unwelcome finding since it will make 
future predictions for the impact of on-going climate change on soil microbial communities in arctic 
regions all but impossible. 

Reprinted from Biology. Cite as: Kumar, N.; Grogan, P.; Chu, H.; Christiansen, C.T.; Walker, V.K. 
The Effect of Freeze-Thaw Conditions on Arctic Soil Bacterial Communities. Biology 2013, 2, 
356-377. 

1. Introduction 

1.1. Will Climate Change Stress Arctic Soil Communities, and What Are the Likely  
Ecological Impacts? 

Although low temperatures in the Arctic result in vast tracts of frozen ground or permafrost, the 
temperature of the soil is ameliorated by an insulating snow pack. As a result, snow depth and 
timing of first snow accumulation are important for the survival of subnivean life [1,2]. Prior to 
snow accumulation in autumn, and during the spring melt, dynamically fluctuating air temperatures 
are common and can result in freeze-thaw cycle (FTC) events in surface soils. Such freeze-thaw 
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fluctuations are of ecological interest because of their possible impacts on soil microbial 
communities, soil carbon and nutrient transformations, as well as plant productivity [3–8]. In a 
changing climate, the Arctic is expected to undergo substantial warming with a projected increase 
in average air temperature of 4–8 °C during this century [9,10]. Although this may impact all 
seasons, our particular interest is in earlier spring warming, as well as the potential decrease in 
snow cover that together may result in more FTC incidents [11]. Climate change scenarios also 
predict increased variability in climate, with greater amplitude fluctuations in air temperature and 
precipitation, which may further enhance the frequency of soil FTCs [10,12]. 

Freeze-thaw events have been linked to declines in soil microbial biomass carbon [13–15], a 
proxy for microbial community size. In extreme cases, FTCs have been associated with microbial 
dieback of 40–60% [5,16,17]. Even a single FTC can cause the death of up to 50% of  
microbes [18]. Nevertheless, there is conspicuous lack of consensus among studies on the effects of 
FTCs on soil microbial biomass and activities [8] with other reports showing a subtle or 
insignificant impact (e.g., [4,6,19,20]). Some apparent inconsistencies between experiments could 
be attributed to the methods or the analysis, but others may depend on soil type and the severity of 
the experimental FTC regimes compared to naturally occurring FTCs. Both regional and landscape 
topographic location may be critical since they determine local climate. As a result, soils derived 
from sites subjected to “harsh and changing environmental conditions” would be expected to 
contain a relatively high abundance of indigenous FTC-resistant species [21]. In consequence, 
perhaps arctic soils from such locations will show little impact from any additional freeze-thaw 
stresses related to climate change. 

Soils subjected to freeze-thaw regimes may release labile carbon and nutrients from lysed  
microbial cells and this has been associated with short-term peak respiratory pulses of N2O and  
CO2 [6,14,22,23]. A single FTC resulted in respiratory losses accounting for up to 15% of 
microbial biomass carbon [22]. Potentially, then, FTCs could have a significant impact on tundra 
carbon balance. Indeed, Schimel and colleagues [7] calculated that a freeze-thaw event could 
release carbon to the atmosphere corresponding to as much as 25% of the net annual primary 
production in an Alaskan tussock tundra region. Although release of more carbon will further 
exacerbate climate change, freeze-thaw induced microbial loss is crucial for arctic nutrient 
dynamics. Arctic vegetation growth is strongly limited by nutrient availability [24] in part due to 
strong microbial immobilization of soil nutrients [25]. Therefore, the release of microbial nitrogen 
and phosphorous from microbial cells that were lysed by FTCs could stimulate plant production 
and, hence, carbon uptake from the atmosphere. This would help to counteract the CO2 release 
associated with lysis-enhanced respiration. Overall, since the carbon to nutrient ratio of plants is 
higher than that of microbes or soil [26], FTCs could eventually contribute to a net decrease in 
atmospheric CO2 concentration. However, this prediction is critically dependent on plants being 
able to acquire the released nutrients at the time of microbial lysis [27]. To date, there is little 
evidence for this except for evergreen shrubs or perennial sedges in the arctic spring freeze-thaw 
period, and for graminoids in the early autumn [27–29]. If valid, however, FTC-mediated nutrient 
release could then ultimately shift plant community structure in favor of functional groups that can 
best capitalize on pulses of these liberated molecules. Nutrients released from FTC-lysed microbial 
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cells that are not taken up by plants, may be acquired by surviving soil microbes, leached 
downslope, or lost to the atmosphere via dentrification (for nitrogen only). 

Similar to FTCs, the drying and subsequent rewetting of soils may strongly affect microbes due 
to the rapidly changing osmotic potentials [7]. During a rewetting event, microorganisms release 
cytoplasmic nutrients, constituting up to 60% of the microbial biomass carbon [30,31], resulting in 
short-term pulses of enhanced CO2 release and nutrient availability (e.g., [31–33]). CO2 release and 
changes in microbial community composition following rewetting are usually less pronounced in 
soils frequently exposed to fluctuations in soil water potential in situ (e.g., [31,33,34]). Again, this 
suggests that community adaptations for stress resistance are shaped by local climate history. While 
drying/rewetting events have been principally addressed in relation to episodic rainfall, arctic soils 
are often subjected to the combination of freeze-thaw and drying-rewetting stresses in late  
winter [35]. Added to these stresses, in late winter, arctic soils are dried by sublimation due to the 
increase in sunlight, particularly in soils without much snow cover and adjacent to darker 
vegetation and roots, which can adsorb solar radiation [35]. As warmer air temperatures initiate 
above ground, snow and ice melt, with water percolating down into the frozen soil through these 
sublimed crevices, soil pores, frost-induced cracks, and dendritic channels [36–38]. 

1.2. Freeze-Thaw: Survival of the Fittest, or an Assemblage of Defenses? 

Temperature changes can be challenging to microbial communities. Low temperatures and FTCs 
can affect protein structure and function, membrane fluidity and be associated with cellular damage 
due to the impact of oxidative and osmotic stresses [39,40]. Internal ice formation is largely 
avoided in situ, but the protective effect of an increase in cellular solute concentration [39] can 
itself result in damage, as can thawing leading to rapid changes in osmotic potential. External ice 
formed at low rates of cooling consists of large ice crystals [41], which are potentially harmful. 
During prolonged periods near 0 °C, or during freeze-thaw, ice recrystallization can result in still 
larger ice crystals that may contribute to further damage. Despite these many challenges, 
psychrophiles and psychrotolerant microbes have developed a range of physiological adaptations to 
survive freeze stress, allowing them to remain active at, and below, freezing conditions [42–45]. At 
subzero temperatures, microbial activity is controlled by the availability of unfrozen water films  
on soil particles [46,47], and by substrate limitations [48]. Adaptations include metabolic 
adjustments [49], and may involve a switch from the utilization of carbon-rich litter during thaw 
periods to the recycling of nitrogen-rich internal products as well as dead microbes during freeze 
intervals [48,50,51]. 

Different isolates show strikingly different susceptibilities to FTCs. For example, 
Chryseobacterium sp. C14 showed no loss of viability after 48 FTCs, resulting in a level of 
recovery that was three orders of magnitude higher than more vulnerable strains [52]. This species 
conferred some benefit to other isolates, demonstrating that experiments investigating the effect of 
FTCs and spring runoff should utilize assemblages, rather than individual isolates. Consortia 
containing cooperative species could be relatively resilient when faced with the multiple stresses 
associated with seasonal changes. This could partially explain the little impact seen in response to 
freeze-thaw stress in several studies, as well as a more marked effect in others (e.g., [6] vs. [15]). 
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Whether FTCs are the cause or not, it is now fairly well established that the active microbial soil 
community changes seasonally, resulting in distinct summer and winter arctic [53], subarctic [54], 
and alpine [55,56] ecosystems. Generally, fungi dominate the tundra in winter and to a lesser 
degree in summer when bacterial abundance rises in the relatively warm soils [55,57]. Such 
seasonal assemblage shifts could reflect differential stress susceptibility or the capacity to have a 
vulnerability complemented by other members of the consortium. If the enhanced resilience of soil 
microbial communities to FTCs can indeed be attributed to adaptation to a particular local climate 
associated with a geographic region [21], this prompts us to consider that arctic soils from 
climatically distinct locations could then show substantial variation in their responses to FTCs 
related to climate change. It was this speculation that prompted us to undertake a small, but multi-
spatial scale analysis; we report our results as part of this perspectives article in order to underscore 
the need for further investigation. 

2. Experimental Section: The Effect of Simulated Freeze-Thaw Cycles on Latitudinally 
Distinct Soils 

We hypothesized that rapid temperature changes that result in soil freeze-thaw fluctuations 
could alter soil microbial diversity. Evidence for multiple FTCs was apparent at a low arctic site 
(Figure 1) and we speculated that the FTCs seen at this geographic location could serve as a proxy 
for the impact of more extreme future climate change at higher latitudes. A recent analysis of 
climatic trends over the past ~50 years across Canada (albeit largely but not entirely based on data 
from relatively southerly weather stations) indicates that the frequency of soil FTCs is generally 
higher at sites with relatively warm mean annual air temperatures (i.e., at lower latitudes), and 
especially in relatively warm and dry winters [58]. Furthermore, these data suggest that climate 
change will increase the frequency of soil FTCs at most sites over the next 50 years [58]. 
Accordingly, we sampled replicate soils from three distinct sites in the Canadian low, mid- and 
high Arctic and used spring air and soil temperature data collected in situ at the low arctic location 
as the basis for FTC treatment of soils from all three sites. As indicated, we present our perspective 
on the effect of freeze-thaw events on soil microbes, and show the results of our biochemical 
analyses on the impact of freeze-thaw events on these three geographically distant assemblages. 

2.1. Soil Collection Sites, Freeze-Thaw Regime and Respiration Monitoring 

Soil samples were collected in triplicate from three different sites in the Canadian Arctic: Daring 
Lake, Cambridge Bay, and Alexandra Fjord representing the low (64°52' N 111°35' W), mid- 
(69°11' N 104°45' W), and high Arctic (78°53' N 75°47' W), respectively. Some soil biochemical 
and climatic variables for these sites are listed in Table 1. At each site, soils were obtained from 
three separate but similar locations (20–100 m apart) close to the top of exposed ridges where soil 
freeze-thaw fluctuations are most likely because of thin or absent snowcover. Samples of the top  
2–3 cm of the soil organic layer were taken in spring (Daring Lake) and summer (the higher 
latitude sites) and shipped to our lab within several days and stored at 20 °C until processed [59]. 
Ideally, soils would be subjected to FTCs immediately, but climate-prescribed seasonal differences 
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in the collection dates, transport availability to remote sites, and the requirement to randomize the 
microcosms in the experimental apparatus dictated otherwise. The Daring Lake site was on top of a 
wind-exposed upland esker consisting of dry heath soils with a dominant vegetation of lichens 
Cladina sp., and dwarf shrubs, Ledum decumbens, Betula glandulosa, and Empetrum nigrum. 
Shrub cover at the Cambridge Bay site was dominated by Dryas integrifolia, with some sedges 
Carex sp., willows Salix sp. and mosses. The Alexandra Fjord soils were collected from a high 
arctic oasis with vegetation mainly consisting of sedges Eriophorum sp., Carex sp. and arctic 
willow, Salix arctica. 

Figure 1. Temperatures in the air (40 cm above the ground surface) and in the soil  
(2 cm depth) at two locations at least 2 m apart beneath birch hummock tundra 
vegetation at the Daring Lake site. Temperatures were measured in the spring (2005) 
with dates as indicated on the X-axis. Data were collected every 30 min using  
copper-constantan thermocouples and a datalogger. 

 

After thawing, obvious roots and stones were quickly removed by hand prior to biochemical 
analysis. Triplicates were composited, packed in sealed polypropylene containers (100 g soil in 
each of three 218 mL containers for each site), and subjected to multiple freeze-thaw temperature 
fluctuations. In order to use temperatures that were consistent with the low arctic site, we examined 
temperature records of the soil (2 cm depth into the soil organic layer) and air temperatures (40 cm 
above the ground surface) from the Daring Lake weather station (Figure 1). Since the exposed sites 
did not have the benefit of insulating snow cover, we made the assumption that the temperature of 
the top centimeters of soil would be the same as the air temperature. Indeed, records show that the 
likelihood of freeze-thaw diminishes greatly with depth from the soil surface down into the deeper 
soil horizons, and that soil FTCs may occur in either spring or fall. Climate change may eventually 
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shift climates northwards so that the mid- and high arctic sites experience conditions more similar 
to current temperature patterns at the low arctic site [55]. Therefore, we exposed soil from all three 
sites to a 14-day treatment period of the same temperature regime. This approximated the air 
temperatures just above the snow surface observed at the low-arctic site in the 2005 field season 
(i.e., oscillating from 10 °C to 0 °C and back once per day; Figure 1). We connected the soil 
containers to a CO2 detector, a gas switcher and a computer for data acquisition (Qubit Systems, 
Kingston, Ontario, Canada) in order to monitor microcosm respiration throughout the  
incubation period. 

Table 1. Comparison of some soil biochemical and climatic variables including pH, 
organic layer (org layer) depth, soil carbon and nitrogen, mean annual temperature 
(AT), mean growing season temperature (GST), average annual precipitation (AP), 
snow depth, and average number of days above 0 °C for the three sites, Daring Lake 
(DL), Cambridge Bay (CB) and Alexandra Fjord (AF). 

Site pH 
Org layer 

(cm) 
Soil C 
(%) 

Soil N 
(%) 

Soil P 
(ppm) 

AT 
(°C) 

GST 
(°C) 

AP 
(mm) 

Snow 
depth (cm) 

Days above 
0 °C 

DL 1 4.3 2–5 20 0.7 21 –9 3 150 29 127 
CB 2 6.6 5–6 24 1.4 7 –14 6 140 31 79 
AF 3 5.6 NA 12 0.8 4 –15 10 250 NA ~65 

1 data from this study and Chu et al., 2010 [60], with climatic data from Bob Reid, Department of Indian 
and Northern Affairs, Water Resources Division, NWT; note that the days above 0 °C is reported as the 
diel average temperature above 0 °C. 2 data from Chu et al., 2010 [60], with climatic data from the 
National Climate Data and Information Archive, Environment Canada (1971–2000); note that the days 
above 0 °C is reported as the minimum diel temperature above 0 °C. 3 data from Chu et al., 2010 [60], 
with climatic data averaged from Labine, 1994 and Rayback and Henry, 2006 [61,62], with days above  
0 °C reported as “frost-free days” for Quttinirpaaq National Park, Ellesmere Island (Environment 
Canada); NA, indicates that the information is not currently available. 

2.2. Soil Phospholipid Fatty Acid and DNA Analyses 

Each of the triplicate soil samples from each site was subjected to phospholipid fatty acid 
(PLFA) analysis. Fatty acid methyl esters were extracted as described using the Microbial 
Identification System (Microbial ID Inc. [MIDI], Newark, DE, USA) as previously cited [63,64]. 
Briefly, soil samples (3 g) were saponified (100 °C in 3 mL 3.75 M NaOH in 50% methanol,  
30 min), methylated (80 8C in 6 mL of 6 M HCl in 54% for 10 min), extracted (in 3 mL of a mix of 
equal volumes of methyl-tert-butyl ether/hexane for 10 min), and washed (1.2% NaOH for 5 min). 
This procedure and the gas chromatography of the resulting esters were conducted by Keystone 
Labs, Edmonton, Alberta. Only those fatty acids that were the most abundant (>1% of 
chromatographic peak areas for either control or treated samples) were considered for analysis. The 
total average peak area for the triplicate samples and controls were converted to ratios of PFLA 
peak areas in the experimental series over their corresponding controls to facilitate comparisons 
between untreated and treated soils. This was done because the focus of these experiments was not 
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to describe the fatty acid composition at each site in detail but determine if FTCs would perturb 
PLFA profiles. 

DNA was extracted using a soil isolation kit (PowerSoil™ DNA Isolation Kit, MO BIO 
Laboratories, Inc., Carlsbad, CA, USA) as per the manufacturer’s instructions. Polymerase chain 
reaction denaturing gradient gel electrophoresis (PCR-DGGE) was conducted as previously  
described [65] except that the DNA was not treated with ethidium monoazide. PCR-DGGE was 
performed three or more times on each sample to ensure reproducibility of the gel patterns. 

For pyrosequencing, DNA was extracted from all 18 soil samples (controls and FTC-treated for 
each of the three geographic regions). The DNA samples were quantified using a Nanodrop 
spectrophotometer (NanoDrop-1000; Ver. 3.7.1). After multiple initial PCR and agarose gel  
analyses [65], all subsequent procedures were performed at the Research and Testing Laboratory 
(RTL: Lubbock, TX, USA) with tag-encoded FLX amplicon pyrosequencing (TEFAP) performed 
in accordance with established protocols [66,67]. Bacterial primers Gray28F (5'-
TTTGATCNTGGCTCAG-3') and Gray519r (5'-GTNTTACNGCGGCKGCTG-3') were used to 
amplify 500 bp fragments spanning the V1 to V3 hypervariable regions of the bacterial 16S 
ribosomal RNA (rRNA) genes. Initial generation of the sequencing library used a one-step PCR 
with a total of 30 cycles, a mixture of Hot Start and HotStar high fidelity Taq polymerases, and 
amplicons originating and extending from the 28F primer. Analysis utilized a Roche 454 FLX 
instrument with Titanium reagents based on RTL protocols [68]. After sequencing, all failed 
sequence reads, low quality sequence ends and tags and primers were removed, with non-bacterial 
rRNA gene sequences and chimeras removed using B2C2 [69] as previously described [70]. To 
identify the bacteria in the remaining sequences, sequences were denoised, assembled into clusters 
and compared with 16S bacterial sequences curated at the National Center for Biotechnology 
Information (NCBI) using a distributed MegaBLAST .NET algorithm [71]. Using RDP ver 9 [72] 
to determine quality and the .NET and C# analysis pipeline, the MegaBLAST outputs were 
compiled, validated and further analyzed as previously described [70]. These were subsequently 
used for sequence identity (percent of total length query sequence aligned with a given database 
sequence) and validated using taxonomic distance methods, and classified at the appropriate 
taxonomic levels based upon standard conventions. Specifically, 16S rRNA gene sequences with 
90% or more base pair identity with existing sequences in the database were resolved at the family 
level. Similarly, those sequences with scores between 85–90% were resolved at the order level,  
80–85% at the class level and 77%–80% at the phylum level [70]. 

2.3. Community Responses of Freeze-Thaw Stresses in Microcosms: Results 

When subjected to the alternating temperature cycles, probes inserted into the microcosm cores 
showed that temperatures of 10 °C and 0 °C were achieved, and ice crystals or water vapor were 
visible on the outer surface of the microcosms in the appropriate distinct cycling periods. There 
were no overall differences between the CO2 levels derived from the soil microcosms originating 
from the different geographic regions and therefore these nine profiles are not shown here. 
Nevertheless, respiration monitoring was consistent with FTCs, showing alternating periods of no 
detectible CO2 discharge followed by a modest burst of CO2 as the soil thawed (not shown). This 
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could reflect either physical release of trapped gas, carbon mineralization of solutes from microbes 
that were lysed by the freeze-thaw treatment, or simply more favorable temperatures (at thaw) for 
microbial activity. However, these alternatives were not investigated for this study. After the  
two-week incubation period, there were again no significant differences in the total cumulative 
respiration between microcosms or in respiration rates compared to the beginning of the experiment. 

The impact of FTCs on the soil community profiles was further examined using three additional 
culture-independent methods: fatty acid analysis, PCR-DGGE and 16S rRNA gene sequencing. 
Although downstream PLFA analysis may not be recommended in experiments that subject soils to 
temperature variations that can result in changes to membrane lipids [73], each of the experimental 
microcosms was treated in the same way. Using relative FA abundance gives a measure of the  
FTC-mediated impact rather than an assessment of the community profile per se. As expected, fatty 
acid profiles in untreated soils differed in richness and composition among sites. For example, the 
Daring Lake soils contained 17 different signatures with relative abundance 1%, while the 
Cambridge Bay and Alexandra Fjord soils had 25 and 24 signatures, respectively (Figure 2).  
FTC-treatment had a differential effect on the soils, depending upon their origin and the particular 
fatty acid. Overall, fungal-associated fatty acids (e.g., 18:2 6,9c and 18:1 9c; but note that 18:1 

9c may be an unreliable fungal signature since it is found in certain Solirubrobacterales [74,75]), 
did not appear to show dramatic changes in response to FTCs, as suggested by observations in 
previous studies indicating that fungi tend to dominate winter soils [55,57]. Overall, however, since 
PLFA composition varied among the sites it was difficult to determine additional general trends. In 
Alexandra Fjord soil samples, for example, a fatty acid indicative of the Gram-positive 
Actinobacteria of the Order Actinomycetales (18:0 10-methyl, tuberculostearic acid) increased 
15.8-fold after freeze-thaw treatment. Indeed, the ratio of the abundance of individual fatty acids 
before and after the freeze-thaw treatment most readily showed the overall response patterns. The 
Daring Lake soils appeared relatively resilient to FTCs since only 18% (3/17) of the most abundant 
fatty acids showed >10% increase or decrease in the abundance ratio. In contrast, the FTC-mediated 
impact on PLFAs was much greater for the more northerly sites with substantive changes in 56% 
(14/25) and 33% (8/24) of the fatty acids derived from Cambridge Bay and Alexandra Fjord soils, 
respectively. Furthermore, the range of ratio changes (i.e., the magnitude of increase or decrease in 
response to the FTC treatment) varied least among the Daring Lake soils (0.8–1.4) and most among 
the more northerly sites (Cambridge Bay: 0.5–1.4 and Alexandra Fjord: 0.8–1.8, excepting one 
signature that increased almost 16-fold). 

Although each of the microcosms containing soil derived from the same site had identical 
banding patterns using PCR-DGGE analysis of the 16S ribosomal RNA genes, and were distinct 
from the banding patterns obtained from different sites, there were no clear, regular differences in 
band patterns after FTCs (not shown). Unlike the dramatic changes in DGGE community profiles 
that are evident after more stressful treatments (e.g., nanoparticle exposure, [65] and ultraviolet 
radiation [76]), our results initially suggested, similar to others [6], that FTCs did not appear to 
radically shift bacterial community structure in a predictable, consistent way. 
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Figure 2. Mean ratios of the most abundant fatty acids (>1% of chromatographic peak 
areas) from low arctic (Daring Lake), mid arctic (Cambridge Bay) and high arctic 
(Alexandra Fjord) soils, both before and after daily freeze-thaw treatments for 14 days. 
Freeze-thaw-treated (n = 3)/untreated (n = 3) are represented along with standard errors 
(lines on the bars), with no change in mean abundance after treatment indicated by 1. 
Increases and decreases relative to mean control values are shown as bars with mean 
values >1 or <1, respectively. Fatty acids are named according to standard 
nomenclature but abbreviated where appropriate and represent from bottom to top as: 
9:00, 10:00, 11:0 iso, 10:0 3OH, 12:00, 13:0 iso, 13:0 anteiso, 12:1 3OH, 14:0 iso, 
14:00, 15:0 iso, 15:0 anteiso, 14:0 3OH/16:1 iso I, 16:0 N alcohol, 16:1 w7c/16:1 w6c, 
16:1 w6c/16:1 w7c, 16:00, 16:0 2OH, unknown 16.586, 17:0 10-methyl, 17:1 anteiso 
A, 17:1 w7c, 18:3 w6c (6,9,12), 18:2 w6 9c/18:0 ante, 18:1 w9c, 18:1 w7c, 18:1 w5c, 
18:00, 19:1 w11c/19:1 w9c, 19:0 cyclo w10c/19w6, 17:0 2OH, 18:0 10-methyl TBSA, 
20:0 iso, 20:00 (the value for 18:0 10-methyl TBSA in Alexandra Fjord soil was 15.8 
with a standard error of 1.62). 
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Due to the challenge in interpreting the modest and seemingly inconsistent changes we observed 
in the electropherograms, 16S rRNA gene sequencing was undertaken so that any differences in the 
relative abundance of specific community members could be better quantified. As has been 
documented in other studies, DNA sequence analysis is a sensitive technique (e.g., [59,77]). 
Because each sample was limited to a survey of 3,000 bacterial sequence reads, we focused on 
bacterial phylogenetic community structure at the Order taxonomic level, and found clear 
differences among sites both in richness (number of Orders) and evenness (relative abundances of 
the Orders). For example, the Daring Lake soils contained bacteria that were classified using  
a cut-off level of an abundance 1%, into 16 different Orders, while the Cambridge Bay and 
Alexandra Fjord bacteria were grouped into 26 and 20 Orders, respectively (Figure 3). 
Solirubrobacterales, Rhizobiales, Nitrosomonadales and Acidobacteriales dominated the Daring 
Lake community. At the higher latitudes, Rhizobiales also dominated along with Rhodospirilalles 
(Cambridge Bay) and Actinomycetales (Alexandra Fjord). Soil bacterial community structure at 
sites similar to ours across the Arctic appears to be strongly influenced by soil pH [59]. Since soil 
pH varied across the sites investigated here (4.3, 5.6 and 6.6), our results suggest that even at the 
Order taxonomic level, pH may have a strong influence on tundra soil bacterial community structure. 

Figure 3. Bacterial phylogenetic composition within the soil assemblages of Daring 
Lake, Cambridge Bay and Alexandra Fjord, both before (control; C), and after multiple  
freeze-thaw cycles (FTC). Sequence identity was established after pyrosequencing of 
the 16S rRNA genes, classified into Orders, and the means of those with 1% 
abundance (for either treatment or control groups) presented as discrete categories, with 
groupings of less abundant Orders shown as “Others.” 
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Figure 3. Cont. 

 

 

Perhaps most surprisingly, the effect of FTCs on the phylogenetic composition differed 
depending on the originating site (Figures 3 and 4). After freeze-thaw treatment, the overall 
abundance of the major Orders from the Daring Lake site did not appear to change. This was 
apparent even when the data was mined for abundance at the Family level (not shown). Similarly, 
the same proportion of “minor” Orders (<1%) was found both prior to and after FTCs in the low 
arctic microcosms. In striking contrast, profiles from the higher latitude soils appeared to be more 
perturbed by FTCs. In particular, Cambridge Bay soils initially showed a very high level of 
diversity with “minor” Orders making up over 38% of the mean phylogenetic profile (Figure 3). 
However, this level of diversity was reduced to less than 15% after freeze-thaw treatments. 
Alexandra Fjord soils were not as diverse, with minor groups making up 10% of the profile, which 
was reduced to 7% after FTCs. In the higher latitude soils the abundant Orders also showed an 
impact by FTCs, with contrasting patterns in the direction and magnitude of abundance changes in 
response to the treatment (Figures 3 and 4). For example, in the Cambridge Bay soils the 
Nitrosomonadales, Acidomicrobiales, Actinomycetales, Gemmatimonadales, Sphingobacteriales, 
Rhizobiales, and Solirubrobacterales were all increased at least twofold as a result of the  



167 
 

 

freeze-thaw treatment, while the Rhodospirilalles and the Halanaerobiales were reduced by at least 
a factor of two. By contrast, in the Alexandra Fjord freeze-thaw-treated microcosms, the mean 
relative abundance of Rhodospirilalles increased approximately 10-fold. The Gram-positive 
Lactobacillales appeared only after FTCs in the Alexandra Fjord soil (Figures 3 and 4). Thus, 
changes in the relative proportions of Orders were clearly seen in the higher latitude samples, but 
perhaps just as significant, the sample variation, as shown by the error bars was striking  
(Figure 4).Therefore, there seems to be a clear distinction on the impact of FTCs in the higher 
latitude soils compared to the Daring Lake site. 

Figure 4. The effect of the freeze-thaw treatment on the relative abundance of each of 
the bacterial Orders (with those with 1% abundance for either treatment or control 
groups shown) in the soils from Daring Lake, Cambridge Bay and Alexandra Fjord. 
Data are ratios of the mean abundance before and after freeze-thaw treatment, with no 
change in the mean abundance in the Order after treatment indicated by 1. Increases 
and decreases relative to control values are shown as bars with mean values >1 or <1, 
respectively. Standard errors of the means are shown as lines on the bars. Sequences 
were obtained in triplicate for all controls and treatment samples. However, caution 
must be used in examining the FTC-treated Alexandra Fjord microcosms since one of 
the isolated DNA samples could not be optimally pyrosequenced; only operational 
taxonomic units representing the most abundant orders were reported in one of the 
three replicates and, therefore, this particular file set was not considered in the analysis. 
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Figure 4. Cont. 
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3. Discussion and Conclusions 

3.1. Implications of the Microcosm Investigations 

The frequency of FTCs in arctic environments is predicted to increase as a consequence of 
climate change [10,12]. Recordings of soil temperature fluctuations in late winter-early spring and 
in the autumn at our low arctic site showed multiple freeze-thaw events (Figure 1), which may well 
foreshadow future conditions at higher latitudes. Thus, we used these temperature fluctuations to 
design freeze-thaw stress conditions for soils collected at three latitudinally distinct sites, ranging 
from the Canadian low to high arctic. Under FTC conditions and at temperatures fluctuating around  
0 °C, ice recrystallization can be very damaging to cell membranes [44], and this, coupled with the 
osmotic stress from solute concentration changes due to ice and snowmelt, may ultimately result in 
cell death [34]. Although, as previously indicated, some psychrophiles and psychrotolerant species 
contain antifreeze proteins and osmoprotectants that shield both themselves and others in the consortium 
from such stresses [39,52,78–82], many microorganisms die despite these adaptations [35,56]. 

PCR-DGGE profiles showed some modest changes in banding pattern, but it was not until the 
effects of FTC were examined in the communities by pyrosequence and fatty acid analysis that the 
differential impact on soils from the different sites was apparent. The bacterial assemblage from the 
low arctic Daring Lake site was relatively unperturbed by FTCs, as clearly evident from the 
phylogenetic composition. Here, we observed no change in the relative abundance of any of the 
major soil bacterial Orders or Families after FTC treatment and no obvious loss of diversity. This 
suggests a strong microbial community resilience (at these taxonomic levels) to the imposed 
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environmental stress. Soils were deliberately sampled on relatively exposed ridges where FTCs are 
likely because of absent or very limited snowcover and full exposure to dynamic air temperature 
fluctuations. As well, because the Daring Lake site is situated at a lower latitude, it could be 
expected to undergo more FTCs than the more northerly sites [55]. Since the freeze-thaw 
experimental regime was based on temperature fluctuations measured in late winter and spring at 
this general location (Figure 1), it is perhaps not surprising [21] that indigenous soil microbes were 
relatively well adapted to survive these conditions. Similarly, hardy Antarctic bacterial 
communities have been reported to be relatively unresponsive across a range of FTC treatments 
varying in intensity [83]. In effect, the Daring Lake site, like other arctic and Antarctic 
environments that frequently experience freeze-thaw challenges, would be expected to be inhabited 
by stress-tolerant bacteria [21,83]. 

Contrary to the FTC-tolerant microbial assemblage from the low arctic site, mid- and high arctic 
soil communities appeared to be more affected by FTCs. In these higher latitude soils many of the 
major fatty acids showed a marked change; 56% and 33% of the fatty acids from the Cambridge 
Bay and Alexandra Fjord sites, respectively, showed more than a 10% change in abundance after  
freeze-thaw treatment, compared to 18% for the Daring Lake community. Pyrosequencing analysis 
revealed a similar trend with changes in the overall abundance of the bacterial Orders present prior 
to FTC treatment. The Alexandra Fjord soils were impacted by FTCs as evidenced by a decline in 
overall bacterial diversity in the minor Orders (10% to 7%), coupled with notable shifts in 
phylogenetic diversity. For example, after freeze-thaw treatments, there was an increased relative 
abundance of Lactobaccillales, Rhodospiralles, and Rhodobacterales, all of which have been 
reported from the Antarctic, or high arctic ice shelves and soils [84–86], suggesting that species 
within these groups may have low temperature adaptations. Nevertheless, the range of abundance 
values varied between microcosm replicates, thereby indicating that there was a lack of consistency 
in the magnitude of these increases. It is possible, then, that not only methods and analysis, but also 
a variable biological response, may underlie the apparent discrepancies between previously 
published studies [8,13–21] on the impact of FTCs. 

For the mid-arctic site, the most notable shift in community structure was the dramatic decrease 
in the diversity contributed by minor Orders; this dropped more than half (38% to 15%) after FTCs 
(Figure 3), with some major Orders then appearing to make up more of the phylogenic 
composition. This striking reduction in diversity is similar to the results of FTC selection on 
cultured enrichments, which ultimately resulted in the recovery of microbes that were characterized 
by the production of osmolytes and inhibitors of ice recrystallization [52,82]. As significant as the 
reduction of diversity, however, was the high variation seen in the three replicate microcosms for 
this site compared to the relatively small variation in the Daring Lake soils (Figure 4). To illustrate, 
the FTC-mediated decrease in abundance of Rhodospiralles and Halanaerobiales in Cambridge Bay 
soils was affiliated with error bars spanning almost an order of magnitude. Thus, species within 
these Orders are likely susceptible to FTC-mediated conditions, but the magnitude of this 
vulnerability could have been mitigated in a particular microcosm by the concurrent freeze-thaw 
selection of a chance group of beneficial, commensal species. These latter species may be part of 
the Orders present in low abundance. In this regard, it would be of interest to increase the number 
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of sequence reads so that minor groups could be more accurately enumerated, as well as to 
replicate each microcosm a dozen or more times to determine if any patterns in this apparent 
unpredictability emerge. Overall, however, the observed variation between microcosms derived 
from the high latitude soils strongly suggests that FTC effects on microbial community 
composition and relative abundance may not be absolutely predictable and that stochastic 
influences may play a significant role in the outcome. 

Taken together, we speculate that soil microbes collected at the mid and high arctic sites were 
not strongly selected in situ for community adaptations to FTCs, compared to the Daring Lake site. 
Perhaps because of differences in local climate, whereby the more northerly sites typically 
experience fewer FTCs [55], both the higher latitude sites were noticeably impacted by freeze-thaw 
treatments. In particular, Cambridge Bay microcosms showed an overall reduction in diversity. The 
question then becomes: to what extent do disturbed consortia function differently compared to the 
original community? Bacteria are some of the most abundant and diverse organisms on earth [87], 
and our knowledge of community structure and its linkages to microbial biogeochemical activity is 
severely limited. For instance, studies on the temperature response of arctic and Antarctic microbial 
communities report not only variations in bacterial species, but highly divergent changes in the 
gene expression of the major functional genes such as nifH, nosZ and amoA involved in the soil 
nitrogen cycle [83,86,88,89]. In this case then, it is very difficult to predict directional effects of 
climate warming on nitrogen cycling by the community as a whole, and likewise, more generally, 
for all other critical biogeochemical processes. Furthermore, changes in microbial composition may 
not affect ecosystem process rates if the post-disturbed community (with a different 
composition/structure) contains taxa that are functionally equivalent to those that were previously 
abundant in the pre-disturbed community [90]. Likewise, new taxa in the post-disturbed 
community may function differently, but still maintain pre-disturbance community process rates. In 
summary, the inherent genetic variability and potential for rapid acclimation and adaptation in soil 
bacterial communities undoubtedly plays an important role in retaining a full range of ecosystem 
functions even after such environmental stress. 

3.2. Implications for Predictions on the Effect of Climate Change 

It is undoubtedly a challenge to predict directional shifts in arctic bacterial communities in 
response to climate change. However, what makes this difficult task virtually impossible is the 
evidence of stochastic variation that we have reported here. Since different microbes can employ 
very different tactics to evade or mitigate the impact of FTCs, including the synthesis of specialized 
proteins, the maintenance of a fluid membrane, the production of osmolytes and even commensal 
or mutualistic relationships, to mention just a few, it is perhaps no wonder that every microcosm 
which was exposed to novel or at least unusual freeze-thaw treatments resulted in a different 
community structure. We initially hypothesized that soils from higher latitudinal sites might be 
especially vulnerable to soil temperature changes recorded at the low arctic site, as a proxy to 
predict the effect of future climate change. Even if one argues that the climatic histories with 
respect to FTCs for each site were not that different, the fundamental point is that our data clearly 
show strong differences in the variability of freeze-thaw responses among sites. We now speculate 
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that we might not have needed to collect samples at such vast distances. A similar variable 
response may well have been obtained using soils collected from different topographical locations 
at a single site if those locations varied in FTC history as a selective force on the bacterial 
community. We further hypothesize that if indeed the soil communities at the Daring Lake site had 
been “pre-selected” for relatively high numbers and amplitudes of FTCs over countless seasons, 
then our results together provide an explanatory mechanism for the pattern of responses. 

We propose that freeze-thaw fluctuations are not near-catastrophic stresses, but can exert a 
sufficiently strong selective pressure to allow resource distribution and community adaptation. 
Adaptation in our microcosms, which harbored communities approximating 1010 individuals [91] 
and numbering more than 104 different species is perhaps, in retrospect, not surprisingly a product 
of stochastic, chaotic mechanisms. A “butterfly effect,” as defined by chaos theory [92], results 
when slight initial disturbances can give rise to larger differences in a subsequent state. In our case, 
we posit that minor perturbations in our microcosm communities gave rise to unique species 
assemblages in each “non-adapted” microcosm derived from the higher latitude soils. The 
consequence of these observations is rather sobering; regretfully, we must submit that the effect of 
climate change on arctic soils may be inherently unpredictable. 
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Microbial Competition in Polar Soils: A Review of an 
Understudied but Potentially Important Control  
on Productivity 

Terrence H. Bell, Katrina L. Callender, Lyle G. Whyte and Charles W. Greer 

Abstract: Intermicrobial competition is known to occur in many natural environments, and can 
result from direct conflict between organisms, or from differential rates of growth, colonization, 
and/or nutrient acquisition. It has been difficult to extensively examine intermicrobial competition 
in situ, but these interactions may play an important role in the regulation of the many 
biogeochemical processes that are tied to microbial communities in polar soils. A greater 
understanding of how competition influences productivity will improve projections of gas and 
nutrient flux as the poles warm, may provide biotechnological opportunities for increasing the 
degradation of contaminants in polar soil, and will help to predict changes in communities of 
higher organisms, such as plants. 

Reprinted from Biology. Cite as: Bell, T.H.; Callender, K.L.; Whyte, L.G.; Greer, C.W. Microbial 
Competition in Polar Soils: A Review of an Understudied but Potentially Important Control on 
Productivity. Biology 2013, 2, 533-554. 

1. Introduction 

Although many ecosystem processes are dependent on the growth and activity of multiple 
species, the productivity of particular individuals can often be limited by the presence of 
competitors. The classic ecological example of Connell’s barnacles [1] demonstrates that the area 
potentially occupied by a particular species (Chthamalus stellatus), can be greater than its true 
distribution in the presence of a competitor (Balanus balanoides). Such relationships promote 
biodiversity in many environments, as they prevent complete dominance by the small number of 
organisms that are best adapted to quickly processing limiting nutrients [2–4]. In such cases, 
competition can constrain specific functions of a community, as the survival and activity of certain 
organisms limits the resources and habitat available to the most productive species. 

When considering the microbial world, productivity can be defined as the rate and efficiency 
with which any target metabolic function occurs. Growth and accumulation of biomass are easy to 
picture as productive processes, but the degradation of substrates or the cycling of nutrients can 
also be considered productive from a microbial perspective (e.g., allowing increased activity or 
growth), and sometimes from a human perspective (e.g., reduction of environmental contaminants). 
Although microbial productivity is a universally important component of biogeochemical cycling 
across environments, the factors that control productivity are especially interesting in polar soils. 

Firstly, climate warming and other human disturbances are exposing formerly frozen landscapes 
to increased temperatures, which will likely lead to more rapid cycling of stored organic material 
and nutrients. Even small amounts of warming can have large effects on microbial community 
structure and function in polar soils [5,6], which will inevitably shift the competitive dynamic 
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between taxa. On the other hand, the short Arctic summer limits the highly active period for many 
microorganisms. For human applications, such as the use of native microbial populations in 
bioremediation, this means maximizing microbial activity over a short period of time. The 
exploitation of intermicrobial competition has previously been explored for applied purposes such 
as the treatment of pathogens (e.g., [7,8]), optimization of agriculture (e.g., [9,10]), and food 
preservation [11], and has recently been investigated as a means to optimize bioremediation in the 
Arctic [12]. 

This review will highlight the factors that are known to influence microbial abundance and 
community structure in polar soils, and how these shifts affect important functions that are 
mediated by microbial communities. Very few studies have explicitly shown how microbial 
competition affects function in soils (fewer still in polar regions), but we will attempt to point out 
areas in which competition may play an important role in limiting or promoting the activity of 
specific microbial functions. While future warming will likely lead to more active microbial 
populations, it may also shift the competitive dynamic between microorganisms (Figure 1). 
Understanding how competition affects key microbial processes will improve predictions of future 
gas and nutrient fluxes, and may open important biotechnological opportunities. 

1.1. Microbial Diversity and Productivity 

Studies on the relationship between biodiversity and productivity have been performed in many 
areas of ecology, but have yielded inconsistent results (e.g., [13–15]). The addition of species 
should be expected to increase the productivity of specific functions when species niches  
are complementary. This may not be the case when the activity of certain key organisms is  
limited by a lack of resources and space, or by direct inhibition from competitors. An analysis of 
180 two-species bacterial cultures showed that almost all pairings resulted in competitive 
relationships that reduced CO2 production relative to monocultures of each species [16]. In multi-species 
communities, the presence or absence of specific key phylotypes appears to be more important than 
the overall number of microbial strains in determining productivity in some cases [17–19]. Reducing 
diversity and/or microbial biomass has even been shown to lead to higher productivity with respect 
to certain functions such as decomposition, nutrient uptake, and bioremediation [12,20–22]. 

1.2. Microbial Competition in Polar Soils 

Several reviews have highlighted the extent and importance of intermicrobial competition in 
natural environments [23,24], but few studies have characterized competition in polar 
environments, with only a handful examining competition among polar soil microorganisms  
(Table 1). A single gram of soil may contain thousands of microbial species [25] as well as  
a complex network of interactions. Despite the fact that many polar soils frequently experience 
extreme cold temperatures, low water content, and intermittently available nutrients, recent 
molecular studies have shown that the microbial diversity and community composition in these 
regions resembles what has been observed at lower latitudes [26,27]. Interspecies relationships will 
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also be dynamic, as the growing portion of an Arctic soil community has been shown to vary 
substantially throughout the year [28]. 

Figure 1. Large environmental shifts such as climate change will alter many aspects of 
polar soil environments that will shift the growth and activity of microbial species. 
Although some changes may benefit multiple species in isolation, changes in competitive 
interactions may determine the ultimate productivity of the whole community. In this 
scenario, climate change causes changes in both temperature and plant communities. 
Species A is promoted disproportionately by temperature and suppresses species B, 
leading to higher productivity (purple circle) by species A, and thus by the overall 
community. Species B gains a competitive advantage in the new plant community, and 
suppresses species A, but is not as productive as species A, leading to a decline in overall 
productivity. It is mostly unknown which factors will be the most important in 
determining competitive outcomes following climate change, and thus changes in 
productivity are difficult to predict. 
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Table 1. Studies that have examined intermicrobial competition in polar soils. 

Habitat Antagonists Function(s) affected 

Proposed 

mechanism(s) of 

competition 

* Special notes Reference 

In vitro           

Moss-covered 

and barren soil in 

Svalbard, 

Norway 

Actinobacteria (Arthrobacter), 

Gammaproteobacteria 

(Pseudomonas), Firmicutes 

(Paenibacillus), Bacteroidetes 

(Flavobacterium) 

Growth of individual 

strains 

Antimicrobial 

production; differential 

growth rates 

Competition varied at 

different incubation 

temperatures 

[29] 

Various 

Antarctic soils 

Antimicrobial producers: 

Actinobacteria (Arthrobacter), 

Firmicutes (Planococcus), 

Gammaproteobacteria 

(Pseudomonas);  

Affected: Firmicutes (Listeria, 

Staphylococcus, Brocothrix), 

Gammaproteobacteria (Salmonella, 

Escherichia, Pseudomonas)  

Growth of individual 

strains 

Antimicrobial 

production 

Producers were Antarctic 

bacteria, while affected 

bacteria were food-borne 

pathogens 

[11] 

King George 

Island, Antarctica 

Antimicrobial producers: 

Bacteroidetes (Pedobacter), 

Gammaproteobacteria 

(Pseudomonas); 

Affected:Gammaproteobacteria 

(Salmonella, Escherichia, 

Klebsiella, Enterobacter, Vibrio), 

Firmicutes (Bacillus) 

Growth of individual 

strains 

Antimicrobial 

production 

Producers were Antarctic 

bacteria, while affected 

bacteria were food-borne 

pathogens 

[30] 

Tundra wetland 

soil, Ural, Russia 

Methanogens and homoacetogenic 

Firmicutes (Acetobacterium) 
H2 consumption Differential H2 affinity 

Competition was 

modeled based on 

changing H2 affinities at 

various temperatures; 

some strains isolated 

from pond and fen 

sediments 

[31] 

In situ           

Unvegetated 

contaminated soil 

in Alert, 

Nunavut, Canada 

Alpha-, Beta-, 

Gammaproteobacteria, 

Actinobacteria 

Assimilation of added 

monoammonium 

phosphate 

Differential nutrient 

uptake 

Alphaproteobacteria 

most effectively 

assimilated added 

nutrients 

[32] 

Soil microcosms           

Lowland soil, 

Devon Island, 

Nunavut, Canada 

Archaeal and bacterial nitrifiers, 

fungal and bacterial denitrifiers 

N2O production, 

nitrate availability, 

biomass of microbial 

domains 

Differential nutrient 

uptake 

Effects varied with 

temperature 
[33] 

Microbial activity has been demonstrated at temperatures as low as 15 °C [34], but the effects 
of microbial competition on biogeochemical flux are likely to be most substantial over the summer, 
as warmer temperatures lead to higher overall activity. Nevertheless, extreme cold can restrict polar 
microorganisms to small brine pockets at subzero temperatures [35], which may lead to enhanced 
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competition between microorganisms that remain active over winter, as they have reduced opportunities 
to separate spatially. Competition in polar soils will occur passively due to differential adaptations 
to soil and environmental conditions, but also actively, as a number of polar soil microorganisms 
are known to produce inhibitory concentrations of antimicrobial compounds [11,29,30]. The 
outcome of a change in the abundance of specific groups may substantially affect biogeochemical 
processes when scaled to entire polar landscapes. 

2. Factors Influencing the Relative Success of Polar Microorganisms 

Adaptations to certain environmental factors, such as extreme cold, will be widespread in polar 
microbial communities. As in lower latitude soils, taxa will vary in their competitiveness under 
different environmental conditions, and in the presence of specific co-occurring taxa. This variation 
will play a large role in determining microbial community composition in polar soils, and will 
ultimately influence the functional potential of these communities. Assuming that species are not 
equally efficient at performing a given function (e.g., substrate degradation), small shifts in 
environmental factors may have substantial effects on the growth and productivity or key 
microorganisms, as they are limited by competitors that are better adapted to the environment. 
Below we discuss some of the factors that are known to affect microbial community composition in 
polar soils. 

2.1. Environmental Factors 

At least at a coarse taxonomic scale, the soil environment appears to be more influential than 
geography in determining the relative abundance of microorganisms. Recent studies have shown 
that a main determinant of bacterial composition in polar soils is pH [26,36–39]. Among bacteria, 
the major shift due to pH is the increasing abundance of Acidobacteria below pH 6 [26,39]. Some 
studies have observed no effect of pH on bacterial communities in polar soils [40,41], but most of 
the soils examined had a pH of ~6 or higher. Soil pH has also been shown to correlate somewhat 
with fungal community composition in polar soils [42,43], while an extensive study of culturable 
fungal abundance across Antarctic soils showed that fungal abundance declines significantly with 
increasing pH [44], suggesting an increased importance of bacterial communities. 

Other main determinants of community composition include organic matter [41,45], and 
nitrogen concentration [45–47]. Arctic soils with low organic matter content (<10% dry weight of 
soil) have been shown to favor Actinobacteria, while soils with higher organic matter (>10% dry 
weight of soil) favored an abundance of Proteobacteria [41]. High concentrations of nitrogen have 
generally promoted Actinobacteria and Firmicutes across biomes [46], as well as Alpha and 
Gammaproteobacteria in some Arctic tundra soils [47], although the effect of nitrogen on 
community composition may largely depend on existing soil organic matter [41]. Fungi in both the 
Arctic and Antarctic appear to be influenced by C:N ratios [42–44], although nutrient additions 
have sometimes failed to impact certain fungal groups [48,49]. 

Water content has also been correlated with the bacterial and archaeal community structure  
of polar soils [41,50,51], although it may have a greater impact on fungi and other  
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microeukaryotes [44,52,53]. Oxygen has also been suggested as an important influence on 
community structure [54], although this has not been thoroughly tested independent of other 
factors. Oxygen concentrations will be closely related to soil water saturation, and will determine 
the dominant forms of metabolism that can occur in soil. Competition may play an important role 
at anoxic interfaces, when both aerobic and anaerobic forms of metabolism can occur. Other 
influences on community composition that have been identified from polar environments include 
phosphorous [43], micronutrients such as potassium and calcium [50], salinity [55], UV radiation [56], 
and soil particle size [40]. 

Seasonally changing temperatures will also affect the relative abundance of microorganisms. Two 
main types of microorganisms remain active in cold environments, and these are the 
stenopsychrophiles (those that do not grow well or at all at high temperatures (>20 C)) and 
eurypsychrophiles (those that have wide temperature growth ranges and may grow optimally at 
high temperatures) [57,58]. Shifting incubation temperatures from 4 C to 18 C was shown to 
affect the growth rate of different Arctic bacterial isolates differently and ultimately influenced the 
outcome of competition between them [29]. Similarly, growth temperature has been shown to 
affect the outcome of competition between cold-adapted marine microbial strains [59,60]. Potential 
biomass and growth rate can also be decoupled in cold-adapted microbes [61,62]. For instance, 
psychrophilic bacteria and yeast developed a higher overall biomass at 1 C than at 20 C, even 
though growth rates were highest at 20 C incubation, while the biomass of mesophiles was highest 
at 20 C [62]. 

2.2. Biotic Interactions 

The abundance of higher organisms tends to decrease with increasing latitude [63], and this may 
alter the biotic relationships in polar soils. It has been suggested that the simplified trophic 
structures of Antarctic soils may lead to an increased importance of abiotic factors in determining 
community composition and biomass [64], yet reduced complexity at higher trophic levels may 
lead to communities that are dominated more strongly by microbial processes. Although decreased 
microbial functional and taxonomic diversity has been observed in higher latitude Antarctic  
soils [37], it is known that highly diverse microbial communities exist at lower latitudes of the 
Antarctic [37,65], and throughout the Arctic [26,27]. The best-studied interactions are those that 
occur between co-occurring microorganisms, and between microorganisms and plants, although 
other polar soil inhabitants such as viruses and bacterivores are known to exert important top-down 
controls on the biomass and composition of microbial populations [66,67]. 

Mechanisms that are involved in intermicrobial cooperation and antagonism at lower latitudes 
have also been identified in polar and/or subpolar soils. For instance, active quorum sensing genes 
have been identified in a soil from subarctic Alaska [68]. Chemotaxis is an important strategy to 
competitively position consumers near nutrients, carbon or to evade toxic chemicals, and while 
little is known about its importance in cold regions [69], it has been identified in an Arctic 
Pseudomonas isolate [70]. As mentioned earlier, various polar microorganisms are known to 
produce antimicrobial compounds [11,29,30], while antibiotic resistance genes have even been 
identified from Arctic permafrost cores [71]. It is unknown how frequently horizontal gene transfer 
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occurs, but a number of mobile elements have been identified from Antarctic soils, with evidence of 
past transfer events [72,73]. 

Plant and microbial communities also interact in a variety of ways, where mycorrhizal fungi are 
the most directly influenced due to their symbiotic relationships with plant root systems. The 
composition of root-associated fungal communities in the high Arctic has been shown to vary by 
plant species [43] and successional stage [74], while interactions between plant species and nutrient 
availability also influence fungal abundance [75]. Interactions between plant species are important 
as well, as the removal of one shrub species led to decreased ectomycorrhizal colonization of 
another [48]. Mycorrhizae have even been shown to facilitate carbon transfer between individual 
Betula nana plants in the Arctic tundra, increasing the ability of this plant to compete with 
neighboring species [76], but also presumably increasing the suitable habitat for its fungal 
symbionts. Bacterial and archaeal communities have also been influenced by the composition of 
plant communities in the Arctic [77], although sequencing of various plant assemblages in the 
Antarctic showed little influence of plant type on bacterial composition [65]. 

3. Important Microbial Functions Potentially Affected by Competition in Polar Soils 

Functional redundancy is no longer assumed to be widespread in microbial communities  
and increasing the relative or absolute abundance of specific taxa is likely required to optimize 
productivity [19,78]. In mixed communities, it is often not the most productive members that 
dominate, as relative abundance is determined by adaptations to the abiotic and biotic components 
of the environment. A number of important biogeochemical processes are microbially-mediated in 
polar regions, and there is evidence that these processes are limited by constraints on key  
microbial taxa. 

3.1. Greenhouse Gas Flux 

One of the greatest concerns associated with the warming of polar regions is a potential increase 
in greenhouse gas production by soil microorganisms, which will further accelerate climate  
change [79]. The main reasons for this projection are that previously frozen organic matter will 
become available for degradation, and that microbial activity, previously restricted by low 
temperatures, is expected to increase. The production and mitigation of gases such as methane and 
nitrous oxide is restricted to specific microbial groups, so inevitably the factors that control the 
abundance and activity of these groups will have a major impact on future gas fluxes. While many 
active microorganisms release CO2, the rate and extent of this process will also vary with the 
abundance and activity of specific key groups. 

The abundance and composition of methanogenic and methanotrophic microbial communities 
have received substantial research attention, particularly in Arctic soils. Huge methane deposits 
exist in permafrost [80], and even warming to 3 °C and 6 °C has led to methane emissions from 
permafrost cores [81]. The influence of competition on methanotrophic communities has not been 
specifically investigated in polar regions, but a simulated disturbance in rice paddy soil showed that  
as methanotrophic communities reinhabited the underpopulated soil environment, type II 
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methanotrophs dominated due to their more rapid growth rates, thus reducing methanotrophic 
diversity and evenness [82]. In response to this shift, methane uptake rates more than doubled,  
and the authors suggest that under natural conditions, methanotroph activity is constrained by 
competition. Stable isotope probing of high Arctic methanotrophs showed that type I 
methanotrophs represented the main active community, and methane oxidation was enhanced by 
amendment with nitrate mineral salts [83], suggesting that this group may be limited by nutrient 
competition under natural conditions. 

In contrast, methanogens appear to be limited mainly be competition for H2. Incubations of 
methanogenic and homoacetogenic strains isolated from Arctic soil and sediment were conducted 
at varying temperatures and concentrations of H2, and modeling of these relationships 
demonstrated that methanogens would sometimes be outcompeted by homoacetogens at low 
temperatures and high partial pressures of H2 [31]. Depending on the composition of nutrients 
present in soil, methanogens may have difficulty gaining access to H2. By manipulating nutrient 
concentrations, it was observed in an anoxic rice paddy soil that nitrate, iron, and sulfate reducers 
were all more successful in H2 acquisition than methanogens when H2 was limiting [84]. The 
amount of methane production per methanogenic cell was shown to vary by several orders of 
magnitude in different subglacial Arctic and Antarctic environments [85], which demonstrates that 
reducing constraints on these populations could lead to large increases in methane production. 

Nitrous oxide (N2O) is another important greenhouse gas, with a warming potential 300 times 
that of CO2 [86]. Although N2O is frequently the result of incomplete denitrification, nitrifiers can 
also release N2O as a byproduct of nitrification and/or incomplete nitrifier denitrification [87]. 
Interestingly, nitrifier release of N2O has been shown to be the primary source of N2O emitted from 
soils of Devon Island in the high Canadian Arctic [33]. This process appears to be mainly regulated 
by intermicrobial competition. Denitrifier activity was not enhanced, even following nitrate 
addition in water-saturated soils, but the inhibition of fungi led to large N2O release by denitrifiers, 
without a subsequent decrease in nitrifier N2O production [33]. This suggests that fungi and 
denitrifiers compete for nitrate, and that this competition mitigates N2O release in the Arctic. 

Although many organisms produce CO2 as a byproduct of activity, competition between 
microorganisms can limit the amount that is produced by each, relative to the same organisms in 
isolation [16]. CO2 output is also closely linked with the breakdown of soil organic matter, which is 
discussed in the following section. 

3.2. Biodegradation 

The decomposition of carbon compounds in soil is a key component of the carbon cycle, and is 
a precursor to the release of carbon-based greenhouse gases. The decomposition of soil organic 
matter occurs primarily as a result of microbial activity, and catabolic pathways for extracting 
energy and carbon from complex hydrocarbon substrates are widespread across microbial taxa. 
Although all soil microbial groups require some form of carbon substrate, they vary in their rate of 
carbon substrate use, meaning that the promotion or suppression of specific groups will affect rates 
of organic matter degradation in polar soils. This may apply equally to the degradation of naturally 
occurring organic matter, and of contaminating hydrocarbons. For instance, across 71 soils from 
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various ecosystems, Acidobacteria were negatively correlated with carbon mineralization, while 
Bacteroidetes and Betaproteobacteria were positively correlated with this process [88]. 
Betaproteobacteria were also positively correlated with the degradation of diesel across Arctic 
soils, but were not always promoted following its addition [41]. 

The potential for decomposition of natural carbon stores is especially large in the Arctic, where 
nearly half of the world’s below ground carbon may be contained [89]. Similar genes involved in 
transforming complex organic matter were identified from various microbial groups in 
metagenomes and metatranscriptomes from high Arctic peat [90], suggesting that competition for 
substrates is likely to occur. Although certain microorganisms may specialize in the use of different 
carbon compounds, competition may still occur for other limiting nutrients and space, resulting in 
the reduced growth of at least one population. This has been shown with bacterial and fungal 
populations from lower latitude soils [91]. Without explicit microbial competition studies for polar 
soils, it is often difficult to separate environmental constraints on activity from effects of 
community structure and activity. The uptake of added carbon in soils from three representative 
tundra environments was essentially equal, while subsequent release of methane and CO2 varied 
substantially [92]. It is unclear whether other metabolic routes would be available, as these soils 
varied widely in water content and likely in oxygen availability. 

Competition should similarly be expected to influence the degradation of certain contaminants 
in polar soils, especially compounds that resemble soil organic matter such as petroleum 
hydrocarbons. Many microorganisms in polar soils have evolved metabolic pathways to exploit 
petroleum hydrocarbons as sources of carbon and energy [93,94]. Despite a widespread ability to 
catabolize these molecules, petroleum-metabolizing bacteria differ in both rate and extent of 
hydrocarbon degradation [95–97]. This suggests that the most efficient hydrocarbon degraders may 
not be promoted naturally, which does appear to be the case, as soil parameters such as organic 
matter determine which bacteria dominated diesel-contaminated Arctic soils [41]. Nutrient 
amendments that are applied generally to soil to stimulate the activity of hydrocarbon degraders 
may actually promote suboptimal hydrocarbon-degrading communities if specific taxa make better 
use of these nutrients. Following the addition of monoammonium phosphate to contaminated high 
Arctic soils, the Alphaproteobacteria more efficiently assimilated added nitrogen than did the other 
major active groups [32], although other groups such as the Gammaproteobacteria have been 
associated with efficient remediation at this site [37,98]. 

The reduction or modification of microbial competition may also represent a biotechnological 
opportunity for the treatment of contaminated polar soils. In macroecological systems, the loss of 
key predators has led to reduced constraints on herbivore populations, which have subsequently 
depleted available vegetation [99]. In the context of bioremediation, this is a desirable outcome, 
and in fact the fumigation of soils contaminated with 2,4-dichlorophenoxyacetic acid to reduce 
native microbial populations led to much higher contaminant reduction by introduced strains [22]. 
Similarly, the inhibition of certain portions of a microbial community in a diesel-contaminated high 
Arctic soil led to increased degradation [12], suggesting that natural competitive networks may 
limit bioremediation efficiency. 
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3.3. Plant Productivity 

It is not only competition within the microbial community that can affect ecosystem 
productivity. Plants are the main source of primary biosynthetic material in terrestrial ecosystems, 
and are a major global carbon pool [100]. Many microorganisms form symbiotic relationships with 
plants, and it is thought that over 85% of plant nitrogen may be supplied by fungi in Arctic  
tundra [101]. Nevertheless, antagonistic relationships between microorganisms and plants are 
known to occur in polar soils. Of these, the best studied involve competition for limiting nutrients 
such as nitrogen and phosphorus. Reduced nutrient uptake by plants inevitably limits potential 
biomass, and may seriously impact primary productivity in polar soils. 

In Arctic terrestrial environments, the microbial biomass holds a disproportionate amount of the 
available nutrients when compared with lower latitude ecosystems [102]. In high latitude soils, 
plant biomass is also likely to be limited by extreme environmental factors such as freezing 
temperatures, and long-term snow cover. Nutrient additions can promote plant growth several-fold 
and this effect is more pronounced in the absence of soil microorganisms [102]. When nutrients do 
become available, they are often quickly assimilated by microorganisms. Irrespective of the form 
of nitrogen added, 40–50 times more nitrogen ended up in microbial biomass than in plants, in 
highly acidic (pH 4.6) and mildly acidic (pH 6.4) Arctic tundra soil [103]. This indicates that 
effective competition for nitrogen may be widespread across microbial taxa, as distinct microbial 
communities should be expected to exist in these soils [26]. This competitive relationship has also 
been shown explicitly, as soil sterilization led to increased nitrogen and phosphorus uptake by an 
Arctic graminoid (Festuca vivipara), and increased plant growth, while glucose addition stimulated 
microbial nutrient uptake, leading to lower plant nutrient acquisition [104]. 

Plants appear to be more competitive in nutrient acquisition over time, as the ultimate 
distribution of nutrient pools depends on temporal trends such as the turnover of microbial biomass 
and plant roots [105]. Although microbial biomass declined in the absence of plants in an Arctic 
salt marsh, added nitrogen was retained for longer than it was when plants were present [106], 
suggesting that plants retain nitrogen following microbial turnover. Clemmensen et al. [107] also 
demonstrated that in Arctic soils dominated by Betula nana, microbial communities were initially 
far more efficient at acquiring added nitrogen, but that plants obtained a larger share after less than 
a month of incubation. Changing seasonal conditions are also likely to affect competitive 
relationships. In the Arctic, microorganisms appear to accumulate nutrients over the winter [106], 
but may lose nutrients to plant roots each spring [106,108]. Although plant competition for 
nutrients is generally considered only for inorganic nutrient sources, plants in polar soils have also 
been shown to use amino acids and peptides [109–111]. In fact, the Antarctic hair grass 
(Deschampsia antarctica) competes successfully with microbial populations for amino acids and 
peptides, and assimilates peptides much more efficiently than other nitrogen sources [109]. 

3.4. Nutrient Cycling 

Although plant-microbe competition for nutrients has been better studied in polar regions, 
intermicrobial competition may also play an important role in determining the size and composition 



189 
 

 

of nutrient pools. The ability to efficiently acquire limiting nutrients is essential to microbial 
growth and activity. In addition, certain nutrients will be oxidized or reduced as by-products or end 
products of metabolic pathways. The combination of nutrient-acquiring and -transforming activities 
by polar soil microorganisms will determine the size of nutrient pools that are maintained in soils, 
and that are available to higher trophic levels. 

Nitrogen is especially likely to be the subject of widespread competition, as nitrogen availability 
often limits biomass growth in terrestrial environments [112,113]. The relative abundance of 
different nitrogen forms will determine which microorganisms will be involved in this competition, 
as many microorganisms are known to preferentially assimilate NH4+ over NO3 , while some are 
entirely unable to assimilate NO3  [114–116]. In Arctic tundra soils, ectomycorrhizal fungi were 
shown to select nitrogen sources other than NO3  while effectively sequestering other nitrogen in 
their mycelia, which may have affected nitrogen selection and use by co-occurring microbes [107]. 
Similarly, L-alanine and its peptides were equally mineralized by three distinct Antarctic soil 
microbial communities, while D-alanine was mineralized to different extents and at different  
rates by each [117], showing that the form of available nitrogen will likely impact which 
microorganisms are able to remain active in specific soils. 

Certain microbial groups are known to be important in nitrogen uptake, and may limit the 
activity of competitors. Inhibition of fungi in an Arctic tundra soil led to large increases in 
available NO3  [33], while Alphaproteobacteria assimilated between 2 and 10 times more added 
nitrogen than other major active groups in a hydrocarbon-contaminated Arctic soil [32]. While it 
has been previously suggested that the addition of nitrogen will favour the growth of specific 
copiotrophic organisms [46,118], it appears that at least in hydrocarbon-contaminated Arctic soils, 
nitrogen-based fertilizer enhances the competitive advantage of different taxa, depending on soil 
properties [41]. Competition for nitrogen as both an energy and biosynthetic source may also limit 
the activity of nitrogen-limited microorganisms. It has been suggested that transformations such as 
denitrification, which has been observed in hydrocarbon-contaminated Antarctic soils, may limit 
the nitrogen available to hydrocarbon-degrading taxa [119] as has been observed at lower  
latitudes [120]. 

Polar soil microorganisms are also likely to compete for other macronutrients such as 
phosphorus and sulfur, as well as a variety of micronutrients. A better understanding of the active 
and potential metabolic routes in polar soils is required in order to speculate on what role such 
competition might play in affecting important biogeochemical processes. 

4. The Effects of Environmental Change on Competition 

Human activities are causing unprecedented change in the previously isolated polar regions, and 
a large part of this change is due to rapid climate warming. Much research has been devoted to the 
effects of warming on polar terrestri al ecosystems, but potential shifts in biogeochemistry are 
difficult to predict since so many factors are likely to be affected. Although microorganisms are 
projected to better adapt to this change than other organisms due to their wide physiological range 
and rapid turnover rate [121], the resulting communities may be substantially changed. The 
physiology of individual microorganisms will be directly affected by warming, while changes in 
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plant communities and/or soil parameters will likely favor different microbial communities. How 
these factors will combine to alter competitive relationships between microorganisms in polar soils 
is unknown, but this will affect the productivity of functions ranging from methane emission to 
nutrient cycling (Figure 1). 

Although some functional redundancy probably exists within natural soil microbial 
communities, previous disturbances that have altered community composition have frequently 
shifted microbially-mediated ecosystem processes [122]. 

Since many of the microorganisms inhabiting seasonally-thawed polar soils are psychrotolerant 
rather than psychrophilic, increasing temperature should be expected to increase the potential 
metabolism of many microbial taxa. How this translates into community productivity will depend 
greatly on competitive interactions. Increased temperature was shown to substantially increase 
antagonism between many bacterial isolates from Arctic soils, possibly due to increased production 
of antimicrobials, or shifts in relative growth rates [29]. Long-term warming manipulations in the 
Arctic led to changes in both bacterial and fungal populations, with increased species evenness 
among fungi, and decreased evenness among bacteria [5]. Warming manipulations in Antarctic 
soils led to a more generalist microbial population, as a large decrease in functional richness did 
not coincide with a decrease in taxonomic richness, suggesting that more species may have been 
competing to process the same substrates [6]. Such changes may be short-lived, as communities 
should eventually adapt to new ecological equilibria. Specialization can also rapidly evolve in 
mixed communities [123], and this divergence may lessen competitive constraints, leading to more 
rapid resource use. 

A major indirect effect of climate change on microbial communities will arise from changes in 
plant communities. In the Arctic, the abundance of mycorrhizal plants declines towards the  
north [124], but climate warming will increase the northward expansion of these plants, increasing 
bacterial-fungal interactions. Following glacier retreat in the high Arctic, the diversity of 
ectomycorrhizal fungi increased with increasing plant succession [74]. Warming has also resulted 
in increased plant success in competing for nutrients with microorganisms in both the Arctic [125] 
and Antarctic [109]. Interestingly, microorganisms may also better compete with each other by 
shaping these changing plant communities, and promoting species that favor their growth. 
Belowground transfer of carbon between Betula nana plants in the Arctic was increasingly 
mediated by fungi with increasing temperature, and helped to establish the dominance of this 
species [76]. How such changes will affect microbial community productivity in the long-term 
remains to be seen. Following a 16-year warming experiment in the high Arctic, many changes 
were observed in the plant communities, while few changes were noted in microbial community 
structure, or the release of greenhouse gases [126]. This points to a need to understand whether 
changes in microbial interactions and function following environmental change are transient, or a 
component of a new community dynamic. 

5. Studying Competition in Natural Communities 

To date, most studies that have examined microbial competition have involved combining a few 
target species in culture. A key challenge in determining competition in natural communities is that 
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it is difficult to isolate the interactions of specific taxonomic groups. Broad-scale analyses of 
microbial co-occurrence patterns can establish which taxa are likely to interact frequently, as well 
as those that are negatively correlated [127]. Many extensive microbial community datasets are 
now available from polar soils (e.g., [6,26,41]), and meta-analyses may enable prediction of which 
taxa interact antagonistically. In addition, future studies combining metatranscriptomics and 
metagenomics will be able to determine whether gene:transcript ratios are equivalent across taxa 
capable of performing the same function. The advent of high-throughput SIP-proteomic 
technologies will allow comparisons between transcript and protein abundance [128]. Such studies 
will help in determining whether the most productive taxa are dominant in particular soils. 

Finally, direct manipulation of the abundance of specific taxa within soil may lead to a better 
understanding of the interactions between key microbial groups. Chloroform fumigation and 
antibiotic addition can alter microbial diversity and composition in soils, and the resulting effect on 
activity can then be measured [12,22,129]. In addition, the suppression of specific activities may help 
in quantifying the contributions of metabolic pathways to bioremediation. This has been used 
previously to determine the effects of nitrification [130–132], nitrogen assimilation [133], 
denitrification [132,134,135], and sulfate reduction [136] on the nutrient dynamics in soils and 
sediments. In the future, more specific gene inactivation may also be possible, as RNA external 
guided sequences have been used in culture to inhibit the expression of targeted mRNA  
sequences [137], and may eventually be adapted for use in natural environments. Such innovative 
approaches will be necessary to enhance our understanding of competition in natural microbial 
communities to include the complex network of interactions that undoubtedly occur. 

6. Conclusions 

Although the importance of microbial interspecies interactions is well recognized, such 
dynamics have been difficult to assess on a wide scale in natural communities. Certain processes 
depend upon synergistic interactions, but the niches occupied by particular taxa are often reduced 
by the growth and activities of co-occurring species that require the same resources and/or space. A 
characterization of microbial competition in polar soils is desirable for several reasons: 

1. Polar soils contain large stores of organic material and nutrients. The extent to which 
microbial competition can limit rates of decomposition and nutrient cycling will affect 
climate change predictions and future management plans. 

2. By purposefully altering the soil environment, microbial competition may be either increased 
or reduced, possibly opening biotechnological opportunities such as enhanced bioremediation. 

3. Microbial composition and activity also affect the activity and growth of other organisms 
such as plants, and vice versa. Competition between these groups is also likely to affect the 
composition and functioning of each. 

Future studies that correlate genomic and functional information will help to identify  
microbial groups that are key to high productivity across polar soils, while manipulation of these 
communities may reveal some of the constraints that are placed on function due to the coexistence 
of antagonistic species. 
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Composition, Diversity, and Stability of Microbial 
Assemblages in Seasonal Lake Ice, Miquelon Lake,  
Central Alberta 

Anna Bramucci, Sukkyun Han, Justin Beckers, Christian Haas and Brian Lanoil 

Abstract: The most familiar icy environments, seasonal lake and stream ice, have received little 
microbiological study. Bacteria and Eukarya dominated the microbial assemblage within the 
seasonal ice of Miquelon Lake, a shallow saline lake in Alberta, Canada. The bacterial assemblages 
were moderately diverse and did not vary with either ice depth or time. The closest relatives of the 
bacterial sequences from the ice included Actinobacteria, Bacteroidetes, Proteobacteria, 
Verrucomicrobia, and Cyanobacteria. The eukaryotic assemblages were less conserved and had 
very low diversity. Green algae relatives dominated the eukaryotic gene sequences; however, a 
copepod and cercozoan were also identified, possibly indicating the presence of complete microbial 
loop. The persistence of a chlorophyll a peak at 25–30 cm below the ice surface, despite ice 
migration and brine flushing, indicated possible biological activity within the ice. This is the first 
study of the composition, diversity, and stability of seasonal lake ice. 

Reprinted from Biology. Cite as: Bramucci, A.; Han, S.; Beckers, J.; Haas, C.; Lanoil, B. 
Composition, Diversity, and Stability of Microbial Assemblages in Seasonal Lake Ice, Miquelon 
Lake, Central Alberta. Biology 2013, 2, 514-532. 

1. Introduction 

Remote, polar floating ice systems, such as sea ice [1] and perennial lake ice [2–4], harbor 
dynamic and diverse microbial ecosystems that play important roles in the biogeochemistry, 
biology, and functioning of the underlying waters and surrounding environments. However, the 
most familiar icy environments, including the ice that forms on lakes and streams each winter in 
many temperate environments, have not been studied microbiologically. While there are accounts of 
the phytoplankton and zooplankton winter dynamics in some northern lakes [5,6], there are none 
describing bacterial dynamics. 

Sea ice harbors algal communities that have high rates of primary productivity, with global 
totals estimated to be as high as 63 to 70 Tg C year 1 [7]. Bacterial production in sea ice is coupled 
to microalgae growth [8]. Bacteria might provide algae with inorganic nutrients for prolonged 
sympagic survival [9]. Furthermore, diverse populations of microheterotrophs (e.g., protozoans, 
dinoflagellates, ciliates, and amoebae) are present and active in sea ice; thus, these systems include 
a complete microbial loop [10,11]. 

Saline lakes are found on every continent on earth, with total volumes roughly equaling the 
volume of terrestrial freshwater lakes [12]. The hundreds of brackish to saline lakes of the Canadian 
Great Plains are economically, agriculturally, and ecologically important for the region [13,14]. 
The lakes support numerous algal species that have been extensively documented [15–18], as well 
as complete microbial food webs [19–21]. However, little is known about how the lake water 
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organisms are influenced by the annual freeze-thaw cycles of the upper waters or the progression 
from being an open-water to becoming an ice-covered lake. 

Here we report the first characterization of microbial diversity in seasonal lake ice. We explored 
the inter- and intra-seasonal shifts in microbial assemblage composition both within the lake ice 
and underlying lake water of Miquelon Lake, Alberta CA. This study indicates the likely degree of 
microbial activity occurring throughout the winter across the frozen Albertan plains, a value which 
has likely been sorely underappreciated. The central hypotheses of this study are as follows: (1) the 
seasonal lake ice has communities similar in composition to other floating ice systems (e.g., polar 
sea ice or perennial lake ice); (2) the distribution of some microbial populations is limited to 
specific depths in the ice and/or points in the season; (3) seasonally frozen lakes maintain an 
actively functioning ecosystem and microbial food web throughout the winter. 

2. Methods 

2.1. Study Site 

Miquelon Lake, located in Miquelon Lake Provincial Park Edmonton, Alberta at 53.25° N, 112.90° 
W [14] is small (surface area: 8.72 km2), shallow (mean depth: 2.7 m), secluded (residence time of 
water: >100 years), and brackish (6–9 ppt) [14]. Miquelon Lake waters are dominated by microbial 
life; higher trophic levels are absent. However, algae and cyanobacteria are abundant in this 
mesotrophic system [14]. The lake is fully mixed until the freeze-in (Jan-April), which leads to 
weak stratification in the underlying waters during this time. 

2.2. Sample Collection and Processing 

Ice cores and underlying lake water samples were collected every two weeks throughout the  
4-month 2009/2010 winter season. Two 9-cm-diameter ice cores were collected with a Kovacs 
Mark II corer (Kovacs Enterprises Inc.; Lebanon, NH): one for biological sampling and one for 
bulk salinity measurements. Ice thickness measurements were taken at the time of sampling by 
measuring the length of the ice core. Surface water samples were collected in 1 L sterile acid 
washed Nalgene® bottles (VWR). Two Ice Mass Balance Buoys (IMB) (MetOcean/CRREL, 
Darmouth, Nova Scotia, and SAMS IMB, Oban, Scotland) obtained in situ measurements of air 
and ice temperatures throughout the winter. Temperature sensors are accurate to 0.1 °C [22]. 

The bulk salinity core was sectioned on site into 3–4 cm pieces and placed into sterile plastic  
tubs to melt. Measurements of water temperature (in situ), lake water salinity (in situ), and bulk ice 
core melt salinity were acquired using a MultiLine® IDS WTW Cond 330i conductivity meter 
(Wissenschaftlich-Technische Werkstätten (WTW) Inc./Xylem Inc., Weilheim, Germany), which 
was calibrated prior to use according to manufacturer’s specifications. 

The biology core was kept frozen at 20 °C in the dark until processing. This core was 
aseptically sectioned into ~5 cm sections (varying from 3–8 cm, depending on natural fractures in 
the ice) using a flame sterilized 15 cm drywall saw. To ensure aseptic sampling procedures one test 
core was sectioned and melted in sheaths and four aliquots were taken from the outer ice, middle 
outer, middle inner, and inner most ice respectively. These sheaths were tested on DGGE and were 
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found to be identical based on DGGE analysis, indicating no contamination; thus, no further 
decontamination efforts were performed. The sections were melted in the dark at 4 °C. Subsamples 
for cell enumeration (25 mL) and chlorophyll a concentrations (60 mL) were removed and 
prepared as described below. The remaining water (100 to 300 mL) was filtered through 0.22 m 
pore size, 47 mm diameter polysulfone filters (Pall Corporation; East Hills, NY, USA). Filters were 
stored frozen at 80 °C in sterile sealed Seal-a-Meal® bags (Sunbeam® Products Inc.; Neosho,  
MO, USA). 

Surface water samples were kept in the dark at 4 °C and processed within 24 hours of sampling 
following the same procedure as the melted ice core segments. Approximately 900 mL of water 
was filtered for subsequent DNA processing. Brine salinity and brine volume were calculated from 
measured ice temperature and salinity as described previously [23]. 

2.3. Cell Enumeration 

Formalin-fixed (3.7% v/v) subsamples of the ice cores and lake water were filtered on 
polycarbonate black membrane filters (pore size: 0.22 m; diameter: 25 mm; Whatman; VWR) and 
stained with 4',6-diamidino-2-phenylindole (DAPI) (Sigma-Aldrich) for 15 minutes in the dark, 
and bacterial abundances were determined by fluorescence microscopy as previously described [24]. 
The analyses were limited to non-filamentous and non-autofluorescing bacterial morphotypes  
(<5 m cell length). The volume of water examined varied from 1 to 5 mL of water, depending on 
the cell concentration. A procedural blank of 5 mL of sterile Nanopure water was examined to 
ensure sterile technique. The cell counts were run in triplicate and standard deviations ranged from 
0.2 to 1 × 106 cells/mL. 

2.4. Chlorophyll a Measurements 

To measure Chlorophyll a (Chl-a) concentrations, 60 mL sample aliquots were filtered though a  
25 mm precombusted (500 C for 12 h) Whatman GF/F glass fiber filter in the dark. Filters were 
stored frozen at 20 C in the dark until processing. Duplicate samples were taken randomly and 
used as quality controls throughout the extraction and measurement process: the quality controls 
totaled 10% of the total number of samples. The precision of the extraction method was assessed 
using percent relative standard deviation (%RSD) of the duplicates, the %RSD was always below 
5% for all quality control samples. 

Chl-a was extracted by overnight incubation in 95% ethanol in the dark using a standard 
spectrofluorometric approach [25]. The minimum detection limit of this protocol was ~3.3 g/L. 
Concentrations were determined based on a daily standard curve of Chl-a from Anacystis  
nidulans (Sigma). 

2.5. Nucleic Acid Extraction 

DNA was extracted using the FastDNA® extraction kit according to the manufacturer’s protocol 
(MP Biomedicals, Solon, OH, USA). DNA was eluted in 200 L of warm DNAse-free commercial 
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water (Life Technologies, Grand Island, NY, USA). The solution was buffered to 1× TE 
concentration (10 mM Tris, pH 8.0, 1 mM NaEDTA) and stored at 20 C. 

2.6. Denaturing Gradient Gel Electrophoresis (DGGE) 

Partial bacterial 16S rRNA genes were amplified as previously described [26] with primers 
341F and 518R, with a 40-mer GC clamp on the 341F primer (GC-341f; Table 1; [27]). 
Eukaryotic-specific primers GC-Euk1a and Euk516r [28] were used for amplification of 18S rRNA 
gene (Table 1, [29,30], and references therein). All PCRs were preformed in triplicate and  
pooled [31]. 

Table 1. PCR primers used. 

 Primer set Target Sequence (5'-3') Reference 
General Primers 341F Bact 16S rRNA CCTACGGGAGGCAGCAG [32] 

 518R Bact 16S rRNA ATTACCGCGGCTGCTGG [32] 
 Euk1A Euk 18S rRNA CTGGTTGATCCTGCCAG [28] 
 Euk516R Euk 18S rRNA ACCAGACTTGCCCTCC [28] 
 A21F external Arc 16S rRNA TTCCGGTTGATCCYGCCGGA [33] 
 344F internal Arc 16S rRNA ACGGGGCGCAGCAGGCGCGA [30] 
 519R internal Arc 16S rRNA GGTDTTACCGCGGCKGCTG [20] 

DGGE Primers 341F * Bact 16S rRNA CCTACGGGAGGCAGCAG [32] 
 518R Bact 16S rRNA ATTACCGCGGCTGCTGG [32] 
 Euk1A Euk 18S rRNA CTGGTTGATCCTGCCAG [28] 
 Euk516R * Euk 18S rRNA ACCAGACTTGCCCTCC [28] 

* GC clamp (40 bp) added for DGGE-PCR [27]. 5'-
CGCCCGCCGCGCCCCGCGCCCGTCCCGCCGCCCCCGCCCC-3'. 

DGGE was performed using a D-CODE system (BioRad, Hercules, CA, USA) as previously 
described [26]. For each sample, 400 ng of DNA were loaded. Bands were visualized after staining 
the gel for 15–30 minutes in SYBR Green stain (Molecular Probes, Eugene, OR, USA), according 
to the manufacturer’s instructions. 

DGGE banding patterns were analyzed with the program GelCompar II (version 4.0; Applied 
Maths, Austin, TX, USA) using a 2% band position tolerance to determine band locations. The 
cladograms were generated using an Unweighted Pair Group Method (UPGMA) based on Dice 
correlation coefficients, which are based on the presence/absence of a band regardless of absolute 
band intensity, as previously described [26]. 

2.7. qPCR Analysis 

To assess variation in relative abundance of domain-level gene copy number with time, DNA 
from lake ice and water samples was homogenized, resulting in one bulk sample for ice (all ice 
core depths and sampling dates) and one bulk sample for the underlying lake water (all sampling 
dates). The relative abundance of Bacteria, Eukarya, and Archaea small subunit (SSU) rRNA genes 
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in the lake ice and lake water samples was determined using general bacterial, eukaryal, and two 
sets of archaeal primers (Table 1). 

qPCR was performed in triplicate 10 L reactions containing 5 L Rotor-Gene SYBR  
green PCR kit (Qiagen, Inc.), 1 M concentration of primers, 2 L template and 1 L Qiagen 
RNase-Free water. Reactions were performed in a Rotor-Gene Q (Qiagen, CA, USA) qPCR 
machine. PCR conditions were 40 cycles at 95 °C for 10 s and 60 °C for 15 s. Gene copy number 
was calculated relative to an E. coli genomic DNA standard for Bacterial DNA and 16S rRNA 
environmental gene clones for Archaea and Eukarya. Two experimental replicates were performed 
and data combined for analysis. Primers were tested for cross-reactivity to the standards—no cross 
reactivity was observed. 

2.8. Clone Library Construction 

Two lake-ice and two lake-water clone libraries were constructed: one bacterial and one for 
eukaryal for each. SSU rRNA genes were PCR amplified using the general primers (without GC 
clamps) for Bacteria and Eukarya (Table 1) as previously described [26]. PCR products were 
cloned using the TOPO® TA Cloning® Kit (Invitrogen) according to the manufacturer’s instructions. 
Libraries of clones were randomly selected from the Bacteria, lake ice (n = 123), Bacteria, lake 
water (n = 191), Eukarya, lake ice (n = 123), and Eukarya, lake water (n = 39) samples. 

2.9. Restriction Fragment Length Polymorphism (RFLP) 

Preliminary grouping of clones was performed by RFLP analysis using HhaI and MspI, as 
previously described [34]. Clone insert orientation was determined by unidirectional PCR with 
only the M13F primer in the master mix. The 5' end sequence of one representative clone for each  
10 members of an operational taxonomic unit (OTU) was determined with M13F or M13R. All 
clones chosen for sequencing were reanalyzed via DGGE prior to sequencing to confirm band 
position in reference to the original samples [26]. Good’s coverage [35] was determined manually. 

2.10. Phylogenetic Analysis 

Sequences were trimmed, sections of ambiguous base pair matching were removed, and  
gaps were eliminated using standard methods [36]. Chimeric sequences as determined by 
DECIPHER [37] were excluded from analysis. Sequences were aligned in Genious 5.5.8 
(Biomatters Ltd.; New Zealand) using 25 alignment iterations and the FastAligner function. All 
alignments were refined manually and shared gaps were eliminated. Maximum likelihood-based 
phylogenetic analysis was conducted with the PHYML module in Genious [38] using sequences 
with length ranging from 300–600 bp for the final analysis. Bootstrap support (100 iterations) is 
shown at the nodes. 
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2.11. Nucleotide Sequence Accession Numbers 

Sequences are deposited in Genbank with the accession numbers KC592375-KC592385. 

3. Results 

Throughout the 2009–2010 winter season (November-April), air temperatures at Miquelon Lake 
ranged from a low of 40 °C (9 December 2013) to a high of +10 °C (29 March 2010), with an 
average winter air temperature of 10.6 °C. During that time period, Miquelon lake ice grew from 
0 to 0.4 m in total thickness, had internal ice temperatures ranging from approximately 1 to 4 °C  
(Figure 1). Seasonal average ice temperatures and underlying water temperatures were very stable. 
Miquelon Lake water salinity ranged from 10.2 to 12.5 ppt. Brine salinity, which is directly 
determined by ice temperature, varied with depth, ranging from a high of 60 ppt (hypersaline,  
at ~1.7× higher than that of standard seawater) to a low of ~10 ppt (brackish, at ~3.5× lower that of 
standard seawater) (Figure 1). The brine volumes average 10% of the total ice volume throughout 
this season, with the lowest brine volume occurring at the same depth as the highest brine salinities 
(Figure 1). 

Figure 1. Environmental variables for representative dates during the 2009–2010 
winter season at Miquelon Lake, Alberta, Canada. Solid lines are for measured 
parameters in ice; dashed lines are for measured parameters in the underlying water. Ice 
temperature and bulk salinity were measured directly. Brine salinity and brine volume 
were calculated from measured ice temperature and bulk ice salinity according to Cox 
and Weeks [23]. (a) 3 December 2009, (b) 29 December 2009, (c) 14 January 2010, (d) 
11 February 2010. 
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Figure 1. Cont. 
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Microscopic enumeration showed 3.7 × 106 (±0.30 × 106) cells mL 1 in the ice and 8.8 × 106  
(±10.4 × 106) cells mL 1 in the lake water, ca. 30% of which are auto-fluorescing (and therefore 
likely photosynthetic) cells. With the exception of the water on 14 January 2010, which was  
5× higher than other dates, the variance was <10% for all dates and depths; thus the overall average 
values are given. qPCR showed SSU rRNA relative gene copy number of 50% Bacteria, 50% 
Eukarya, and <1% for Archaea (data not shown). Note that due to differences in genome size and 
SSU rRNA gene copy number, this result does not indicate equal abundance or biomass of Bacteria 
or Eukarya; only that both Bacteria and Eukarya are abundant while Archaea are exceedingly rare. 

There was a sustained Chl-a peak at a depth of ~0.25 to 0.3 m throughout the season (Figure 2). 
The peak, which was 2 to 2.5 times higher at this depth than at any other depth in the core, was 
sustained for the months where ice was thick enough to reach this depth despite flushing of the 
brine and ice growth. 
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Figure 2. Chl-a distribution in Miquelon Lake ice on six sampling dates throughout the 
2009–2010 winter season: 3 December 2009, 10 December 2009, 29 December 2009, 
14 January 2010, 31 January 2010, and 11 February 2010. Depths indicated are the 
midpoint of ice core segment processed for biological sampling. 
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DGGE cluster analysis of Bacteria and Eukarya SSU rRNA genes shows a conserved microbial 
assemblage within the ice (Figure 3). Bacterial assemblages were nearly invariant with depth, both 
early in the season with thin ice (29 December 2009) and late in the season with thicker ice  
(11 February 2010) (Figure 3a). The bacterial assemblage was highly similar between the two dates 
as well, sharing >94% similarity. Ice bacterial assemblages were ~66% similar to those in the 
underlying water and both were nearly invariant throughout the season (Figure 3c). 

Although still highly similar, eukaryotic assemblages were more variable with depth, showing 
>70% similarity; however, this decreased similarity may be an artifact of the small numbers of 
bands (i.e., changes in a single band could have an outsized impact on similarity) (Figure 3b). Both 
ice and water eukaryotic assemblages were essentially invariant throughout the season, showing 
>90% similarity between dates (Figure 3d). The ice eukaryotic assemblages were highly similar to 
those in the underlying water, showing >80% similarity (Figure 3d). Variability with depth on a 
single date exceeded that between dates for the eukaryotes, indicating there was minimal change in 
the eukaryotic assemblage over time (Figure 3b,d). Overall, the eukaryotic assemblage had lower 
band richness than the bacterial assemblage. 
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Figure 3. Cluster analysis of DGGE profiles from Miquelon Lake. Cladogram 
generated by Unweighted Pair Group Method with Arithmetic Mean (UPGMA) of Dice 
correlation coefficients (which reflect only band presence/absence, not band intensity). 
(a) Similarity of depth profile of Bacteria 16S rRNA genes in lake ice from two 
representative dates: 29 December 2009 and 11 February 2010. (b) Similarity of depth 
profile of Eukarya 18S rRNA genes in lake ice from two representative dates: 29 
December 2009 and 11 February 2010. (c) Similarity of Bacteria 16S rRNA genes from 
homogenized ice cores or water samples from six representative dates: 3 December 
2009, 10 December 2009, 29 December 2009, 14 January 2010, 31 January 2010, and 
11 February 2010. (d) Similarity of Eukarya 18S rRNA genes from homogenized ice 
cores or water samples from six representative dates: 3 December 2009, 10 December 
2009, 29 December 2009, 14 January 2010, 31 January 2010, and 11 February 2010. 
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In order to identify the origin of the dominant bands and elucidate the differences between the 
ice and water consortia, we constructed a bacterial and eukaryal clone library for the bulked ice 
(homogenized all ice depths and all sample dates) and bulked water (homogenized all sample 
dates). The dominant band in the bacterial DGGE (Figure 3a) (initially making up 71% of the 
bacterial ice clone library and 41% of the bacterial water clone library) was identified as a 
chloroplast rRNA gene sequence closely related to those from Nannochloropsis oceanica and 
Chlorella minutissima (Figure 4). These clones were excluded from further analysis. The Bacteria 
clone library had a total of 314 clones (with 213 clones remaining after removal of the chloroplast 
rRNA gene sequences). These clones were grouped into 19 unique operational taxonomic units 
(OTU) by RFLP analysis. Eleven of these OTU were found in both ice and the underlying waters, 
with the remainder only present in one of the clone libraries (Figure 5). Miquelon Lake ice and 
water show a surprising rank abundance curve (Figure 5), with half of the OTUs being represented 
by roughly equivalent numbers of clones and the remainder of the OTUs comprising a short tail of 
singletons. A more standard rank-abundance curve, where a few OTUs dominate the clone library 
and the remaining OTUs are a long tail of singletons, is the pattern seen in the Eukarya rank 
abundance curve [Eukaryal Lake Ice (n = 123), and Eukaryal Lake Water (n = 39) after removal of 
the chloroplast rRNA gene sequences] (Figure 5). 

Figure 4. Phylum-level distribution of: (a) bacteria ice; and (b) bacteria water clone 
libraries. The “other” category includes all phyla that were represented by <10 clones 
in each library (see main text for more details). Chloroplast rRNA gene sequences are 
separated because they were not included in subsequent analyses. 
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Figure 5. Rank-abundance curves for: (a) bacteria; and (b) Eukarya clone libraries. 
Operational taxonomic units (out) were numbered in order of total number of clones in 
both libraries. Hatched bars show the number of clones in the ice clone library; solid 
bars show the number of clones in the water clone library. 
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OUT number 
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Based on rarefaction curves, both the ice and water bacterial diversity was sampled to near 
completion (Figure 6). Separately, these libraries accounted for 50% and 72% of the overall 
predicted diversity, based on Good’s coverage estimate for the ice cover and water, respectively; 
however, the combined estimate for bacterial coverage is 92%. The ice Eukarya diversity was 
sampled to completion, but the coverage of the water clone library was lower (Figure 6). Good’s 
coverage estimation agreed with lower coverage for the Eukaryal water library (ice: 95% and 
water: 37%), but the combined estimate for ice and water had 97.8% coverage. 
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Figure 6. Collector’s curves for: (a) Eukarya ice; (b) Eukarya water; (c) bacteria ice; 
and (d) bacteria water clone libraries. The top line in each graph shows the hypothetical 
line if each clone belonged to a novel OTU. 
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c d 

The closest relatives of the OTUs obtained in the bacterial clone library include the phyla 
Actinobacteria, Bacteroidetes, Proteobacteria, Verrucomicrobia, and Cyanobacteria (Figure 7). The 
eukaryotic clone library was dominated almost entirely by OTU with nearest neighbors from green 
algae, including Chlamydomonas, Chlorella, and other chlorophytes (Figure 8a). However, a 
copepod and cercozoan were also identified in both the ice and underlying waters (Figure 8b), 
indicating the possible presence of a complete microbial food web within the ice-cover of this 
seasonally frozen lake. 



213 
 

 

Figure 7. Maximum likelihood phylogenetic tree of Bacteria 16S rRNA genes from 
Miquelon Lake water and ice and relatives from the Genbank database. Scale bar 
represents 1 nucleotide change for each 10 nucleotides of sequence. Bootstrap support 
greater than 50 (of 100 replicates) is shown at nodes. Accession numbers for publically 
available sequences are given in parentheses. Miquelon Lake OTU are shown in bold; 
the relative abundance in the ice and water clone libraries is shown in brackets. 
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Figure 8. Maximum likelihood phylogenetic tree of Eukarya 18S rRNA genes from 
Miquelon Lake water and ice and relatives from the Genbank database. Scale bar 
represents 1 nucleotide change for each 10 nucleotides of sequence. Bootstrap support 
greater than 50 (of 100 replicates) is shown at nodes. Accession numbers for publically 
available sequences are given in parentheses. Miquelon Lake OTU are shown in bold; 
the relative abundance in the ice and water clone libraries is shown in brackets.  
(a) Detail showing relationships of Miquelon Eukarya OTU 1-4 within the Chlorophyta 
(green algae). (b) Phylogenetic position of Miquelon Eukarya OTU 5 and 6 within the 
Eukarya as a whole. 
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Figure 8. Cont. 
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4. Discussion 

Our findings support four main conclusions: (1) the ice assemblage composition is essentially 
invariant with depth in the ice; (2) the ice assemblage composition is essentially invariant 
throughout the season; (3) the ice and lake assemblages might be active throughout the winter; and 
(4) there may be a complete microbial loop within the ice-cover of this seasonally frozen briny lake 
in central Alberta. 

The invariance in ice assemblage composition with depth might be an indication that the 
observed variations in temperature, brine volume, and brine salinity (Figure 1) did not have a 
significant impact on the composition of the microbial ice assemblages. Although Miquelon Lake 
ice does not reach the extremes sometimes seen in sea ice [1], it is surprising that the variation 
between brackish (~10 ppt) to hypersaline (>60 ppt) and subzero temperatures did not lead to more 
obvious changes in the assemblage composition. This lack of variation may be due to a high degree 
of microbial mixing within the brine channels; a premise supported by the observation that the 
majority (83%) of the bacterial clones were representatives of OTU that were present in both the 
lake ice and waters. Mixing events that force underlying water to flush through the brine channels 
and onto the top of the overlying ice have been observed at Miquelon Lake. The temporal stability 
of the lake ice and water microbial assemblages demonstrate that time in ice does not affect the 
microbial composition. 

The presence of a seasonally stable Chl-a peak indicates some biological activity and growth 
because this Chl-a peak remains at the same ice depth regardless of brine movement and flushing 
and ice growth and loss, indicating that they must grow in order to maintain the same position. 
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Biological activity may therefore be sustained within the ice throughout the winter, similar to 
activity that has been observed in sea ice and perennial lake ice [8,24,39]. Over-winter microbial 
biological activity could theoretically have significant, previously unrecognized implications for 
nutrient mass balance and productivity estimates in saline lake systems. 

It was somewhat surprising that Miquelon Lake clones were not similar to clones and isolates 
from sea ice or the ice covered lakes of Antarctica. Miquelon Lake ice bacteria were predominantly 
related to sequences originally found in cold-water lakes, springs, and saline environments. This 
finding implies that the freezing process does not strongly influence the microbes in the perennial 
lake ice. Two clones in the lake ice and waters were over 97% similar to human skin biota and 
wastewater treatment waters, likely representing human contamination. Some contamination might 
be expected as the source waters for the lake incorporate significant agricultural drainage. 

We were unable to consistently detect Archaea in Miquelon lake ice or water by PCR and qPCR 
measurements indicated that they comprise <1% of the total assemblage. Archaea, which are active 
in seawater during winter [40], have not been identified consistently within sea ice and represented 
very low percentages of the total ice-population when found [39]. It is not clear why Archaea 
appear to be rare in icy environments. 

5. Conclusions 

Briny lakes play important roles in global ecosystem processes. It has been assumed previously 
that these lakes become essentially biologically inactive in winter and that their ice is biologically 
inert. Here we have demonstrated that microbes are entrained in the seasonal ice and may maintain 
biological activity throughout the winter. SSU rRNA genes for primary producers, bacteria, 
bacteriovores, and bacteriovore predators were observed in Miquelon Lake ice and the underlying 
water, raising the possibility of a complete microbial loop within the lake ice. These organisms 
may be actively cycling organic carbon and nutrients throughout the winter. Further studies will 
help clarify the role of winter microbial ecosystem dynamics in overall ecosystem function  
and structure. 
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Ecology of Subglacial Lake Vostok (Antarctica), Based on 
Metagenomic/Metatranscriptomic Analyses of Accretion Ice 

Scott O. Rogers, Yury M. Shtarkman, Zeynep A. Koçer, Robyn Edgar, Ram Veerapaneni 
and Tom D’Elia 

Abstract: Lake Vostok is the largest of the nearly 400 subglacial Antarctic lakes and has been 
continuously buried by glacial ice for 15 million years. Extreme cold, heat (from possible 
hydrothermal activity), pressure (from the overriding glacier) and dissolved oxygen (delivered by 
melting meteoric ice), in addition to limited nutrients and complete darkness, combine to produce 
one of the most extreme environments on Earth. Metagenomic/metatranscriptomic analyses of ice 
that accreted over a shallow embayment and over the southern main lake basin indicate the 
presence of thousands of species of organisms (94% Bacteria, 6% Eukarya, and two Archaea). The 
predominant bacterial sequences were closest to those from species of Firmicutes, Proteobacteria 
and Actinobacteria, while the predominant eukaryotic sequences were most similar to those from 
species of ascomycetous and basidiomycetous Fungi. Based on the sequence data, the lake appears 
to contain a mixture of autotrophs and heterotrophs capable of performing nitrogen fixation, nitrogen 
cycling, carbon fixation and nutrient recycling. Sequences closest to those of psychrophiles and 
thermophiles indicate a cold lake with possible hydrothermal activity. Sequences most similar to 
those from marine and aquatic species suggest the presence of marine and freshwater regions. 

Reprinted from Biology. Cite as: Rogers, S.O.; Shtarkman, Y.M.; Koçer, Z.A.; Edgar, R.; 
Veerapaneni, R.; D’Elia, T. Ecology of Subglacial Lake Vostok (Antarctica), Based on 
Metagenomic/Metatranscriptomic Analyses of Accretion Ice. Biology 2013, 2, 629-650. 

1. Introduction 

Nearly 400 subglacial lakes have been discovered in Antarctica, the largest of which is Lake  
Vostok [1–5]. While Lake Vostok covers an area (15,690 km2) that is about 80% of the size of the 
Laurentian Great Lake Ontario, it holds a larger volume of water (5,400 km3), due to its depth 
(maximum depth = 510 m). It lies beneath 3,700 to 4,200 m of ice, and has been continuously  
ice-covered for the past 15 million years, with the only known influx of water originating from 
melting of the overriding glacier. Lake Vostok consists of a northern and the southern basin  
(Figure 1). Little is known about the northern basin, but more is known about the southern basin 
because of studies based on an ice core that was drilled over the southeastern corner of the lake. 
While glacial ice melts over portions of the lake, water from the lake freezes (i.e., accretes) to the 
bottom of the glacier in other parts of the lake creating an accretion ice layer that is over 200 m 
thick in some locales [2,6–8]. Because the glacier moves across the lake at a rate of approximately 
3 m per year, the accretion ice holds a temporal record that spans approximately 5,000 to  
20,000 years [7], as well as a spatial record of the surface waters of the lake. The accretion ice from 
the core represents several parts of the southern portion of the lake, including a region near a 
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shallow embayment on the southwestern corner of the lake and the southern portions of the 
southern main basin. 

Accretion ice from the ice core has been analyzed to determine the concentrations of specific 
ions (e.g., Na+, K+, Ca2+, Cl , SO42 ) [9–12] and biomass [13–19] originating from several 
locations in the lake. The ice that formed in the vicinity of the shallow embayment (3,538–3,608 m, 
termed type 1 accretion ice) contains fine particulate matter [7], as well as relatively high 
concentrations of ions [9], organisms and nucleic acids [9,16,17]. Conversely, accretion ice that 
formed over the southern basin (3,609–3,769 m, termed type 2 ice) contains low concentrations of 
particulates, ions, organisms and nucleic acids. Dozens of bacterial cells, fungal cells and 
sequences have been reported from several accretion ice core sections [12–19] with the highest 
numbers concentrated in the core sections that represent regions of the lake near the shallow 
embayment. They include many types of organisms that are common to other aquatic environments, 
as well as many that remain unidentified. Sequences from thermophilic bacteria have been reported, 
indicative of possible hydrothermal activity in the lake [20–22]. Autotrophic and heterotrophic species 
have also been reported from the accretion ice [16,17]. These reports indicate that Lake Vostok 
might be more biologically complex than previously concluded. 

Another feature of Lake Vostok is that it lies entirely below current mean sea level. Its surface is 
more than 200 m below sea level, and the deepest point is almost 800 m below sea level. A recent 
study [23] concluded that Lake Vostok lies within a graben (similar to those in the Great Rift 
Valley in Africa) that formed more than 60 million years ago. A second study, based on radar  
data [24], reported that 35 million years ago when Antarctica was free of ice, the Southern Ocean 
was in the immediate vicinity of Lake Vostok. However, by 34 million years ago, ice had covered 
the lake and lowered sea level, which might have isolated it from a direct connection to the ocean. 
The fact that parts of Lake Vostok contain moderate levels of salt, and that sequences from marine 
organisms have been detected in the accretion ice indicate that this lake might have a complex 
history. In this study, we utilize metagenomic/metatranscriptomic sequence data ([22]; Supplementary 
Tables S1–S10) to reconstruct the possible ecology of Lake Vostok. 
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Figure 1. Source of ice core sections used in this study. (a) Location of Lake Vostok 
(small rectangle) in Antarctica; (b) Detail of the outline of Lake Vostok, as indicated by  
radar [1,8,23,24]; (c) Detail of the southern end of Lake Vostok, showing the locations 
of the shallow embayment, ridge, southern basin, track of glacier to the drill site (dashed 
line), and approximate locations where the accretion ice samples (V5 and V6)  
were formed. 
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Table 1. Summary of sequence results for V5 (total of 1,863; or 3,718, including 
sequences that cannot be classified to species). The number of sequences in each taxon, 
ecology/physiology of each classified taxon and species characteristics are presented. 
Sequences are grouped by Domain and Phylum. 
Taxon Unique 

gene 
sequences 

Unique rRNA 
gene sequences a 

200 nt <200 nt 

Ecology and  
physiology b 

Species  
characteristics b 

BACTERIA 3495 2535 460   
Acidobacteria 2 1 0 acidophilic, soil, adaptable chemoorganotrophic 

heterotrophs 
Actinobacteria 228 151 24 thermophilic, halotolerant, 

psychrotolerant, alkalaitolerant, 
psychrophilic, Antarctic, deep 
sea sediments, lake sediments, 
some grow on limestone 

nitrogen fixation, nitrite 
oxidation, ammonia oxidation, 
organic decomposition, 
heterotrophs 

Bacterioidetes/ 
Chlorobi 

88 61 8 aquatic, sediments, thermophilic, 
psychrophilic, alkalaiphilic, 
anaerobic 

carbon fixation (use sulfide 
ions, hydrogen or ferrous 
ions), reductive TCA cycle 

Chloroflexi 1 0 0 aerobic, thermophilic carbon fixation using the  
3-hydroxylpropionic bicycle 

Cyanobacteria 228 144 60 common in Antarctic lakes, at 
least one is thermophilic 
(Thermosynecoccus sp.) 

carbon fixation using the 
reductive pentose phosphate 
cycle, some are from 
anoxygenic ancestors 

Deferribacteres 1 1 0 animal intestines, anaerobic chemoorganotrophic 
heterotrophic 

Deinococcus/ 
Thermus 

5 1 1 thermophilic, radiophilic, aerobic 
some associate with 
cyanobacteria 

chemoorganotrophic 
heterotrophic 

Fibrobacteres 1 0 1 anaerobic, inhabit animal 
intestines 

chemoorganotrophic 
heterotrophic 

Firmicutes 602 401 40 Spore formers, common in 
extreme environments, 
thermophiles, mesophilic, 
psychrophilic, psychrotolerant, 
halophilic, hot springs, deep sea 
thermophilic, anaerobic, aerobic 

heterotrophic 

Fusobacteria 10 8 0 parasitic on animals, anaerobic chemoorganotrophic 
heterotrophic 

Planctomycetes 6 2 2 Fresh, brackish and saline 
lakes/ponds, anaerobic 

chemoautolithotrophic 
anammox, nitrite reduction 
using ammonium as electron 
donor 

Proteobacteria 474 265 46   
Alphaproteobacteria 91 45 7 Psychrophilic, mesophilic, 

thermophilic, Antarctic lakes, 
animal symbionts, aerobic, 
soil/sediments, aquatic, 
alkalaitolerant, require calcium, 
marine, halotolerant 

nitrite reduction, nitrifying 
bacteria, denitrification (nitrate 
to nitrogen gas), 
methylotrophic, use inorganic 
sulfur, oxidize sulfate and 
thiosulfate, carbon fixation 
using the reductive pentose 
phosphate cycle, carbon 
fixation using the reductive 
TCA cycle 
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Table 1. Cont. 
Taxon Unique 

gene 
sequences 

Unique rRNA 
gene sequences a 

200 nt <200 nt 

Ecology and  
physiology b 

Species  
characteristics b 

Betaproteobacteria 105 31 7 thermophilic, mesophilic, 
psychrophilic, aquatic, aerobic, 
highly adaptable  

nitrogen fixation, nitrate 
reduction, ammonia 
oxidation, carbon fixation 
using the reductive pentose 
phosphate cycle, manganese 
oxidation, iron oxidation, 
inorganic sulfur oxidation, 
arsenic oxidation 

Deltaproteobacteria 10 5 0 aquatic, soil, mesophilic, 
anaerobic, aerobic, freshwater 
debris, predator of  
Gram-negative bacteria, 
halotolerant, marine 

carbon fixation using the 
reductive TCA cycle, iron 
reduction, sulfur reduction, 
ethanol fermentation 

Epsilonproteobacteria 6 3 2 Some animal associated, 
mesophilic, thermophilic, 
aerobic, anaerobic 

carbon fixation using the 
reductive TCA cycle 

Gammaproteobacteria 254 176 28 thermophilic, mesophilic, 
psychrophilic, psychrotolerant, 
aerobic, anaerobic, peizophilic, 
deep sea, halophilic, polar ice, 
soil, sediments, permafrost,  
33 distinct sequences from 
species of Psychrobacter,  
10 distinct sequences from 
species of Halomonas 
(halophilic), some produce 
intracellular gas vesicles, some 
are animal associated 

nitrogen fixation, nitrate 
reduction, nitrite respiration, 
denitrification, sulfur 
oxidation, 
chemolithoautotrophs, iron 
oxidation, mineralization of 
aromatics, carbon fixation 
using the reductive pentose 
phosphate cycle 

Uncultured  
Proteobacteria 

8 5 2 unknown unknown 

Spirochaetes 3 3 0 animal pathogens heterotrophic 
Tenericutes 4 4 0 saprobes and arthropod 

pathogens/symbionts, anaerobic 
heterotrophic 

Verrucomicrobia 3 1 0 freshwater, soil, symbionts of 
protists and nematodes, aerobic 

heterotrophic 

Uncultured Bacteria 1839 1492 278 Sequences similar to those from 
uncultured and unidentified 
species, many from other 
environmental  
metagenomic studies 

Unknown 

ARCHAEA 2 0 0 deep hydrate-bearing sediment, 
peizotolerant, psychrotolerant 

Methanotrophic, carbon 
fixation using the reductive 
acetyl-CoA pathway 

EUKARYA 221 124 27   
Amoebozoa 1 1 0 Nolandella sp.; aquatic; feed on 

bacteria, diatoms, nematodes, 
fungi, protozoans and  
organic matter 

Heterotrophic 

Archaeplastida 74 28 9   
Chlorophyta 10 5 4 Antarctic and polar green  

algal species 
carbon fixation using the 
reductive pentose  
phosphate cycle 
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Table 1. Cont. 
Taxon Unique 

gene 
sequences 

Unique rRNA gene 
sequences a 

200 nt <200 nt 

Ecology and  
physiology b 

Species  
characteristics b 

Rhodophyta 1 0 0 Antarctic red alga carbon fixation using the 
reductive pentose phosphate 
cycle 

Streptophyta 63 23 5 Pollen from lake sediments or 
from glacial deposition? 

(carbon fixation using the 
reductive pentose phosphate 
cycle)—non-viable? 

Chromalveolata 12 6 2 diatoms, heterokonts, predatory 
protists, dinoflagellates, ciliates, 
Antarctic, aquatic 

carbon fixation using the 
reductive pentose phosphate 
cycle, heterotrophic 

Excavata 2 0 0 freshwater species heterotrophic 
Opisthokonta 115 79 10   
Animalia 24 10 3   
Arthropoda 16 8 0 Arctic, Antarctic, aquatic. (e.g., 

Daphnia sp., Ellipura, 
Branchiopoda, Entomobryiadae).  

heterotrophic 

Bilateria  1 0 1 Deep sediment environmental 
sample 

unknown 

Chordata 3 1 0 Aves, from meteoric ice or 
contaminant? 

heterotrophic 

Cnideria 1 0 0 Small sea anemone, lives in soft 
sediment with water salinities of 
9 to 52 ppt at temperatures from 

1 to 28 °C. 

heterotrophic 

Mollusca 1 0 1 Nutricola sp., cold water marine 
bivalve that burrows into 
sediments. 

heterotrophic 

Rotifera 1 1 0 Survives under extreme 
conditions; feed on detritus, 
bacteria, algae and protists. 

heterotrophic 

Tardigrada 1 0 1 Hardy animal, eats rotifers and 
algae, can survive from 
approximately 270 to 150 °C 

heterotrophic 

Fungi 91 69 7   
Ascomycota 48 34 4 Antarctic, polar, aquatic, soil heterotrophic 
Basidiomycota 29 24 0 Antarctic, polar, psychrophilic, 

psychrotolerant 
heterotrophic 

Mucorales 1 0 1 Aquatic, parasitic on arthropods heterotrophic 
Uncultured fungi 13 11 2 unknown unknown 
Rhizaria 1 0 0 Freshwater, Paulinella sp. heterotrophic 
Uncultured 
eukaryotes 

16 10 6 unknown unknown 

a Sequences 200 nt were submitted to NCBI GenBank and were assigned accession numbers, while those shorter 

than 200 nt could not be submitted to NCBI GenBank, and therefore do not have accession numbers. Totals based on 

BLAST searches using pyrosequencing reads; b Ecological, physiological and other characters were based on 

information from the sequenced organisms identified in the BLAST searches. Sources of information were NCBI 

descriptions, publications cited in the NCBI descriptions and web sources (see Supplementary Tables S1–S6). 
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2. Results and Discussion 

2.1. Summary of Results 

Two samples, each consisting of meltwater from two accretion ice core sections, were analyzed 
for this research. One (termed “V5”) contained meltwater from two ice core sections (3,563 m and 
3,585 m; Figure 1) that accreted in the vicinity of the shallow embayment on the southwestern 
corner of Lake Vostok. The other (termed “V6”) contained meltwater from two ice core sections 
(3,606 m and 3,621 m) that accreted on the western side of the southern basin. Sequences have been 
deposited in the NCBI (National Center for Biotechnology) GenBank database (accession numbers 
are provided in the Experimental Section; BLAST results are presented in Supplementary  
Tables S1–S10 [22].). For the V5 sample, 36,754,464 bp of sequence data was obtained that 
included 94,728 high quality 454 sequence reads, with mean lengths of 388 bp. For the V6 sample, 
1,170,900 bp of sequence data was obtained that included 5,204 high quality reads, with mean 
lengths of 225 bp. The lower quantity of sequence data for V6 is consistent with our previous results 
from the same core sections indicating much lower concentrations of cells and viable cells in the 
V6 ice core sections compared to the V5 ice core sections [16,17]. However, the lower number of 
sequences and the shorter average read lengths also might indicate that the nucleic acids in this 
sample were degraded to a greater extent than those in the V5 sample. Overall, approximately 15% 
of the sequences were unique, while the remaining 85% were additional copies from the unique set 
of sequences. A total of 3,718 unique sequences were retrieved from V5 (3,146 were rRNA gene 
sequences), of which 1,863 could be classified to species (Table 1; Supplementary Tables S1–S6 [22]), 
and 184 unique gene sequences were retrieved from V6 (111 were rRNA gene sequences), of 
which 133 could be classified to species (Table 2; Supplementary Tables S7–S10). Approximately 
94% of the unique sequences in V5 and 85% in V6 were from Bacteria. Sequences closest to those 
from species of autotrophs and heterotrophs were present. Only two unique Archaea sequences 
were found (both in V5), and they were most similar to species of methanotrophs from deep-ocean 
sediments. The remaining sequences were closest to those from species of Eukarya (6% in V5 and 
15% in V6), including more than 200 unique sequences from multicellular organisms, most of 
which were Fungi (primarily ascomycetes and basidiomycetes). In general, the species indicated by 
the sequence comparisons were organisms specific to lakes, brackish water, oceans/seas, soil, lake 
sediments, deep-sea sediments, deep-sea thermal vents, animals and plants. 
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Table 2. Summary of sequence results for V6 (total of 133 classified taxonomically; or 
184, including sequences that cannot be classified to species). The number of sequences 
in each taxon, ecology/physiology of each classified taxon and species characteristics 
are presented. Sequences are grouped by Domain and Phylum. 

Taxon Unique  
gene 

sequences 

Unique rRNA 
gene sequences a 

200 nt <200 nt 

Ecology  
and physiology b 

Species 
characteristics b 

BACTERIA 155 69 21   
Actinobacteria 14 1 4 fish pathogen, psychrophilic, 

ocean/lake sediments 
chemoorganotrophic 
heterotrophic 

Bacterioidetes/Chlorobi 1 0 0 psychrophilic, alkalaiphilic, 
aerobic 

heterotrophic 

  Chloroflexi 1 0 1   
  Deinococcus/Thermus 1 0 0 thermophilic, radiophilic, 

some associate with 
cyanobacteria 

chemoorganotrophic 
heterotrophic 

  Firmicutes 16 5 0 alkalaiphilic, thermophilic, 
mesophilic, psychrophilic, 
soil/sediments, anaerobic, 
some parasitic/symbiotic on 
animals 

heterotrophic, nitrate 
reduction 

  Fusobacteria 1 0 0 mesophilic, parasitic on 
animals, anaerobic 

heterotrophic 

  Proteobacteria 71 27 6   
    Alphaproteobacteria 8 5 0 mesophilic, psychrophilic, 

aerobic, acid tolerance, 
aquatic, sediments, animal 
symbionts 

nitrogen fixation, 
heterotrophic, carbon 
fixation using the 
reductive pentose 
phosphate cycle 

    Betaproteobacteria 22 6 3 annelid symbiont, annelid 
associated, Arctic soils, 
aquatic, Antarctic marine, 
intracellular gas vacuoles, 
high amounts of 16:1 7c 
fatty acids, psychrophilic, 
mesophilic, thermophilic, 
aerobic, highly adaptable, hot 
springs, (e.g., Thiobacillus 
sp., related to 
Hydrogenophilus 
thermoluteus, previously 
reported by Bulat et al. 2004 
[20,21] Lake Vostok 
accretion ice at 3,607 m 
depth) 

nitrogen fixation, 
chemoorganotrophic 
heterotrophic, 
aromatic hydrocarbon 
degradation, nitrous 
oxide reduction, 
arsenic oxidation, 
arsenic reduction, 
inorganic sulfur 
oxidation, 
chemolithoautotroph,, 
hydrogen oxidation, 
carbon fixation using 
the reductive pentose 
phosphate cycle 

    Gammaproteobacteria 39 14 3 fish intestinal symbionts (2 
species), nematode 
associated, animal 
associated, plant associated, 
aquatic, soil/sediment, 
thermophilic, mesophilic, 
psychrophilic, anaerobic, 
aerobic, halotolerant 

nitrogen fixation, 
nitrate reduction, 
nitrite respiration, 
heterotrophic, carbon 
fixation using the 
reductive pentose 
phosphate cycle 

    Uncultured 
        Proteobacteria 

2 2 0   
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Table 2. Cont. 
Taxon Unique  

gene 
sequences 

Unique rRNA 
gene sequences a 

200 nt <200 nt 

Ecology  
and physiology b 

Species 
characteristics b 

  Uncultured Bacteria 50 36 10 sequences similar to those 
from uncultured and 
unidentified species, many 
from other environmental 
metagenomic studies 

unknown 

      
EUKARYA 29 12 9   
  Archaeplastida 2 1 1   
    Streptophyta 2 1 1 pollen from lake sediments 

or from glacial deposition? 
(carbon fixation using 
the reductive pentose 
phosphate cycle)—
non-viable? 

  Opisthokonta 26 10 8   
    Animalia 5 0 0   
      Arthropoda 5 0 0 aquatic, Acari, parasitic heterotrophic 
    Fungi 22 10 8   
      Ascomycota 13 7 3 aquatic, one grows on marble 

and limestone, one isolated 
from mid-ocean 
hydrothermal vents, some 
from sediments, one can use 
methanol as a carbon source, 
Antarctic species 

heterotrophic 

      Basidiomycota 4 0 4 Antarctic, marine, aquatic heterotrophic 
      Uncultured fungi 4 3 1 unknown unknown 
  Uncultured eukaryote 1 1 0 unknown unknown 

a Sequences 200 nt were submitted to NCBI GenBank and were assigned accession numbers, while those shorter 

than 200 nt could not be submitted to NCBI GenBank, and therefore do not have accession numbers; b Ecological, 

physiological and other characters were based on information from the sequenced organisms identified in the 

BLAST searches. Sources of information were NCBI descriptions, publications cited in the NCBI descriptions and 

web sources (see Supplementary Tables S7–S10). 

2.2. Extremophiles 

A large number of the sequences were most similar to those from psychrophilic and psychrotolerant 
species (Tables 1 and 2; Supplementary Tables S1–S10). Within the Gammaproteobacteria, there 
were 33 unique sequences closest to various Psychrobacter species (most with rRNA SSU gene 
identities of greater than 97%), all described as psychrophiles. Also present were sequences closest 
to psychrophilic or psychrotolerant species of Actinobacteria, Alphaproteobacteria, Archaea, 
Archaeplastida, Bacteroidetes, Betaproteobacteria, Firmicutes, Chromalveolata, and Opisthokonta 
(both Animalia and Fungi). Conversely, there were many sequences that were closest to those from 
several thermophilic species (many with rRNA SSU gene identities greater than 97%). While most 
were found in V5 ice (46 with rRNA sequence identities greater than 97% to known taxa), a few 
were found in V6 ice (2 with rRNA sequence identities greater than 97% to known taxa). A number 
of sequences most similar to those of sulfur oxidizing bacteria were found in V5 (Tables 1 and 2). 



229 
 

 

Previously, several gene sequences from a thermophilic bacterium, Hydrogenophilus thermoluteolus 
were reported from the Lake Vostok accretion ice [20,21]. 

Several sequences from marine species, as well as from halophilic and halotolerant species, 
were present in the metagenome/metatranscriptome data set (Tables 1 and 2). Sequences closest to 
Jeotgalicoccus halotolerans, Nesterenkonia halotolerans, and other halophilic bacteria were found 
in V5 accretion ice, several of which have rRNA SSU gene identities greater than 98%. Some of 
these species were alkalaitolerant. A number of sequences in V5 and V6 were most similar to 
sequences from marine species, including marine bacteria (many with rRNA identities above 97%), 
a sea squirt-associated bacterium (99% rRNA SSU gene identity to Pseudomonas xanthomarina), 
an oyster pathogen (100% identity to a hypothetical protein from Perkinseus maratimus), a sea 
anemone (78% identity to a hypothetical protein from Nematostella vectensis, a small sea anemone, 
related to Hydra spp.) and a marine mollusk (100% rRNA SSU identity to Nutricola tantilla). The 
presence of marine, halophilic and halotolerant species is suggestive of marine layers, or other 
regions with high ion concentrations, within the lake or lake sediments. Saltwater layers and 
submarine brine lakes have been reported at the bottom of the Mediterranean Sea and Gulf of 
Mexico [25,26]. The number of V5 sample sequences with 97% identities to psychrophiles and 
thermophiles were roughly equal (46 and 49, respectively).The combination of possible halophiles, 
psychrophiles and thermophiles (at the 97% identity levels; Tables 1 and 2; Figure 2), in addition 
to higher concentrations of ions and particulate matter in the V5 sample, all are suggestive of a 
diversity of conditions in the southwestern region of the lake. In the V6 samples, there were more 
sequences (sequence identities 97%) closest to psychrophiles (7) than thermophiles (2). This is 
consistent with the presence of hydrothermal activity in the vicinity of the shallow embayment, and 
colder conditions in the main basin. 

Figure 2. Comparisons of percentages of sequences according to characteristics of the 
closest species. Bars represent the percentages of sequences in V5 (green bars, N = 338) 
and V6 (blue bars, N = 38) that could be categorized with sequence identities 97% to 
NCBI sequences. Halo- = halophilic or halotolerant; Sed. = from lake or ocean sediments; 
Psychro- = psychrophilic or psychrotolerant; Thermo- = thermophilic or thermotolerant. 
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2.3. Metabolic Classification 

We considered only sequences whose species and functional characteristics had been clearly 
identified. Genes for glycolysis, the TCA (tricarboxylic acid) cycle and genes for the synthesis of 
most amino acids were present (Supplementary Figures S1–S5). Incomplete pathways were found 
for the synthesis of arginine, histidine and proline. Alternate enzymes might be used for these 
processes, as determination of some sequences could not be made unambiguously. Some of the 
genes for each of these pathways were present, and therefore it is assumed that some of the 
unidentified sequences may encode for the missing enzymes in the pathways. 

Sequences closest to those from bacteria capable of nitrogen fixation, nitrosification, 
nitrification, nitrate reduction, denitrification, anammox, assimilation and decomposition were 
present (Figure 3). Several types of nitrogen fixing bacteria were indicated by the sequences, 
including species of Azospirillum, Azotobacter, Bacillus, Burkholderia, Cyanobacteria, Frankia, 
Klebsiella, Rhizobium, Rhodobacter, Rhodopseudomonas and Sinorhizobium. Sequences of 
nitrifying bacteria included species of Methylococcus, Nitrobacter, Nitrococcus, Notrosococcus 
and Nitrosomonas. Species important in other parts of the nitrogen cycle were within the genera 
Alkaligenes, Bacillus, Clostridium, Micrococcus, Paracoccus, Proteus, Pseudomonas, 
Streptomyces and Thiobacter. Several sequences from planctomycetes were closest to sequences 
from species capable of anammox metabolic processes in marine environments. 

Sequences of genes and organisms involved in many phases of carbon fixation cycles and 
pathways were found (Figure 3). Three forms of carbon fixation were indicated. The sequences 
indicated that most of the organisms utilize either the reductive TCA (rTCA) cycle ( -, - and -
proteobacteria, and Chlorobi) (Tables 1 and 2) or the reductive pentose phosphate (rPP;  
Calvin-Benson) cycle (Archaeplastida, Chromalveolates, Cyanobacteria, and -, -, and  
-Proteobacteria) [27]. Based on the frequency of gene sequences, the most common mode of  

CO2-fixation was the rTCA cycle (Tables 1 and 2), while the rPP cycle was the second most 
common. The two Archaea in V5 may fix carbon via the reductive acetyl-CoA (rACA) pathway [27]. 
However, mRNA gene sequences for enzymes in this pathway were not found in searches of the 
metagenome/metatranscriptome data set. 

A large number and diversity of sequences from phototrophs were present in the accretion ice, 
including 228 cyanobacterial, 11 algal, 12 chromalveolate, and other unique sequences. Sequences 
for many of the genes involved in the light reactions of photosynthesis in cyanobacteria were found 
in the accretion ice. These included light-independent photochlorophyllide reductase and oxidase, 
phycocyanobilin oxidoreductase, a phycoerythrin subunit and several genes involved in carotenoid 
biosynthesis. However, gene function was not measured in this study, and it is possible that some 
of the gene sequences were from pseudogenes, that they are inactive genes, or they originated from 
organisms once entrapped in the meteoric ice. 
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Figure 3. Ecological characterization of organisms based on BLAST search results 
from the V5 and V6 metagenomic/metatranscriptomic sequences. The taxonomic 
classifications listed are based on the highest identities to sequences from species 
within the taxa that have been documented to have the functions specified in the boxes. 
These have been grouped primarily by Phylum for simplicity. Greater than 95% of the 
taxa are either primary producers (autotrophs), bacteria involved in the nitrogen cycle, 
or decomposers, including bacteria and fungi, and a few chromalveolates (shaded green 
box). Primary and secondary consumers comprise less than 5% of the species richness 
(i.e., number of unique sequences). Organisms listed in black font were determined by 
sequences that exhibited 97% sequence identity with sequences in GenBank (NCBI). 
Organisms listed in red font exhibited <97% sequence identity or were suggested 
because the sequences were closest to symbionts, parasites or pathogens of those 
organisms (at 97% sequence identity). 

 

2.4. Eukaryotes 

While only about 6% of the unique sequences were closest to eukaryotes (221 from V5, 87 of 
which have sequence identities of 97% with sequences on NCBI; and 29 from V6, 24 of which 
have identities 97%), diverse taxonomic groups were represented. Most of the sequences were 
most similar to those from Fungi (91 sequences in V5 and 22 in V6), including one rRNA SSU 
sequence that was 99% similar to a marine fungus sequence that previously had been recovered 
from a deep-sea thermal vent [28]. Several sequences from species of Animalia were found, 
including 21 sequences closest to those from arthropods (16 in V5 and 5 in V6), many of which are 
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predatory or parasitic, including sequences closest to species of Daphnia (planctonic crustaceans; 
98% identity), Ellipura ( 95% identity with species of springtails, some of which are aquatic or 
marine), Branchiopoda (fairy shrimp, primarily freshwater; 93% identity) and Entomobryidae 
(slender spingtails, some of which are aquatic; 89–98% identity). Additionally, V5 contained 
sequences closest to an unidentified bilaterian, a rotifer (closest to Adineta sp., which is a hardy, 
cosmopolitan, freshwater species; 98% identity), a tardigrade (closest to Milnesium sp., which is a 
hardy, predatory, cosmopolitan, freshwater species; 93% identity), a mollusk (Nutricola tantilla, a 
small [maximum diameter of 9 mm] marine bivalve that lives in sediments to about 120 m water 
depth; 100% identity) and a cniderian (related to Nematostella sp., a small sea anemone; 78% 
identity). Several Archaeplastida sequences were found in V5 and V6 (most with sequence 
identities of 99%). 

Sequences closest to an uncultured lobster gut bacterium (98% identity), Verminephorbacter sp. 
(an annelid nephridia symbiont; 92% identity), Renibacter salmonarium (a salmonid fish pathogen; 
98% identity), a rainbow trout intestinal bacterium T1 (93% identity) and Photorhabdus 
asymbiotica (a nematode symbiont; 98% identity) all were found in the V6 accretion ice sample. 
Additionally, sequences closest to Carnobacterium mobile (associated with fish; 100% identity), 
Macrococcus sp. (a bivalve-associated bacterium; 97% identity), Pseudomonas xanthomarina 
(associated with sea squirts; 99% identity) and Mycobacterium marinum (associated with fish; 99% 
identity) were found in the V5 accretion ice sample. All of the species are dependent on intimate 
associations (symbiotic or parasitic) with their eukaryotic hosts, which are crustaceans, annelids, 
tunicates, nematodes or fish. Species of all of these animal groups have been found in the vicinity 
of deep-sea thermal vents and elsewhere in marine and aquatic environments [29–37]. Additional 
indications of animals in the lake came from sequences of several species in the Enterobacteriaceae, 
which were present in both the V5 and V6 samples. These included sequences closest to several 
strains/species of E. coli, Erwinia, Klebsiella, Salmonella, and Shigella (most with sequence 
identities 97%), all of which are found in the digestive systems of fish and other aquatic and 
marine animals. In addition, sequences closest to those from species of Fusobacteria (some with 

97% identities) that are parasitic on animals, Alphaproteobacteria (some with 97% identities) 
that are animal symbionts, and Tenericutes that are arthropod symbionts and pathogens (up to 91% 
sequence identity) were found in the V5 sample. 

In V5, there were 16 sequences closest to those from single-celled eukaryotic species. These 
included sequences closest to species of Excavata ( 98% identity), Rhizaria (closest to Paulinella 
sp., a freshwater phototroph; 94% identity), Amoebozoa (Naeglaria gruberei, 98% identity; 
Nolandella sp., marine, 88% identity) and Chromalveolata (10 unique sequences, including two 
Ciliophora, 99% identity each; three bacillariophytes, Stephanodiscus sp.—99%, Stephanodiscus 
sp.—100%, Hatzschia sp.—95% identity; three heterokonts, Aphanomyces euteiches—98% 
identity, Botrydiopsis constricta—99% identity, Halosiphon tomentosus—97% identity); a cryptophyte, 
Cryptomonas paramecium—100% identity; and a member of Perkinsea, obligate parasite of 
mollusks—100% identity. While some of these eukaryotes are free-living, many are symbionts, 
parasites or commensals on multicellular organisms, including animals and plants. Several multicellular 
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organisms were indicated by the sequence data, but the sequences closest to symbionts and 
parasites suggest that a more diverse set of multicellular eukaryotes might exist in the lake. 

2.5. Possible Marine Environment in Lake Vostok 

Organisms in Lake Vostok have had millions of years to adapt and evolve. The lake has been 
continuously ice-covered for approximately 15 million years [1,4,10,23,24,38]. During parts of the 
Miocene (15 to 25 million years ago, mya), it was intermittently ice-free, and previous to that, a 
cooling period from 25–34 mya led to the lake to be ice-covered much of the time [38]. However, 
prior to 35 mya (during the Eocene), most of Antarctica (including the Lake Vostok region) was 
free of ice, sea levels were higher and extensive complex ecosystems were present on the continent, 
complete with lakes and streams, as well as diverse sets of microbes, plants (including extensive 
forests), fungi and animals. During these times, Lake Vostok probably contained a species-rich 
biota. Currently, Lake Vostok is below sea level. Currently, it is separated from regions that once 
were occupied by ocean water by low ridges that are approximately 20–50 m above current mean 
sea level [23,24,38]. However, 35 million years ago, sea levels were between 50–100 m higher. 
Therefore, this low area may have been a straight that connected Lake Vostok with the ocean, thus 
making it a large marine bay (Figure 4). Our metagenomic/metatranscriptomic data set included 
sequences that are most similar to sequences from marine organisms, including many Bacteria, 
halophiles, a marine mollusk, a sea anemone, a marine thermal vent fungus and two Archaea that 
previously were described from deep-ocean sediments. As temperatures in Antarctica began to cool 
and sea levels dropped about 34 million years ago, Lake Vostok become ice covered and isolated 
from the ocean [24]. Aerobic organisms that survive in cold and partially shaded aquatic 
environments could have survived in the epilimnion. Anaerobes would have been limited to the 
benthic and sediment regions. Hydrothermal regions may have been present much of the time, 
because rifting of the region began more than 60 million years ago [23]. As freshwater from the 
melting glacier flowed into the lake, ion gradients were likely to develop. These gradients are 
common in other ice-covered Antarctic lakes [39–42], and the differences in ion concentrations in 
the embayment compared to the main basin are consistent with this hypothesis. Hydrothermal 
activity in the vicinity of the embayment might cause mixing of any stratified layers in the lake in 
that region, leading to the higher ion and mineral inclusion concentrations in the accretion ice  
from that region. 

Once current continuous ice-cover began approximately 15 million years ago, additional 
selection would have occurred as light intensities decreased, and oxygen concentrations and water 
pressures increased. Although extinctions would probably have been extensive, it is unlikely that 
all life would disappear from the lake and its sediments. Based on the number of unique species 
matches in BLAST searches of our accretion ice metagenomic/metatranscriptomic data set, we 
estimate the total number of species to be at least 1,996 in Lake Vostok, of which over 90% 
(approximately 1,800) are Bacteria. This converts to approximately 4 species mL 1, assuming that 
the concentration of nucleic acids in the accretion ice is representative of the concentration of 
nucleic acids and organisms in the lake water, and that the samples are representative of the lake in 
general. However, as ice forms, it can force out many components, including some molecules, 
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minerals and cells. Therefore, the concentrations of organisms and nucleic acids are probably 
higher in the lake water than in the accretion ice. The calculated concentration is below the number 
of species found in ocean water, sediments and most freshwater lakes [43–46]. Because the 
accretion ice represents primarily water at the surface of the lake, species density and richness in 
the lake could be much higher in some locales. In any case, a relatively high number of sequences 
matching sequences from a diverse set of species were found in Lake Vostok accretion ice. The 
15–35 million years of coverage by ice appears to have been ample time for many organisms to 
adapt to the extreme conditions that developed in the lake, which has likely led to numerous 
speciation events. 

Figure 4. Sea level changes relative to the current level of water in Lake Vostok (based 
on reference [24]). (a) Current mean sea level. Blue indicates areas below sea level if 
all of the ice was removed. Light green indicates areas above sea level. The upper 
surface of Lake Vostok (black region) is approximately 200 m below current sea level; 
(b) View of the same region with a 50 m sea level rise. Current outline of Lake Vostok 
is indicated by the dashed line; (c) View of the same region with a 100 m sea level rise. 
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3. Experimental Section 

3.1. Acquisition and Processing of Ice Core Sections 

All ice core sections were selected from the USGS NICL (United States Geological Survey, 
National Ice Core Laboratory, Denver, CO, USA). They were selected based on desired depths and 
for the absence of cracks (to avoid possible external contamination). They were shipped frozen to 
our laboratory. Sections were surface sterilized according to a tested method that assures 
destruction and removal of all surface contaminating cells and nucleic acids, while preserving cells 
and nucleic acids frozen in the ice [16,17,47,48]. Briefly, quartered ice core sections, 6–16 cm in 
length (total volume approximately 125 mL), were warmed at 4 °C for 30 min (to avoid thermal 
shock and cracking) before surface decontamination. The work surfaces in a room (under positive 
pressure) separate from the main laboratory were treated with 0.5% sodium hypochlorite, 70% 
ethanol and UV irradiation for one hour prior to surface sterilizing and melting the ice core 
sections. Inside a sterile laminar flow hood, the ice core sections were surface decontaminated by 
total immersion in a 5.25% sodium hypochlorite solution (pre-chilled to 4 °C for at least 2 h) for 10 s 
followed by three rinses with 800 mL of sterile water (4 °C, 18.2 M , <1 ppb [parts per billion] 
total organic carbon, TOC, and autoclaved). Then, the core section was transferred into a sterile 
funnel and melted at room temperature by collection of 25–50 mL aliquots. This protocol 
significantly reduces the risk of contamination of the ice core meltwater samples [47,48]. The 
meltwater was then frozen at 20 °C. Sample V5 included meltwater from Vostok 5G core sections 
at depths of 3,563 and 3,585 m, corresponding to type 1 ice that accreted in the vicinity of the 
embayment. Sample V6 included core sections 3,606 and 3,621 m, corresponding to type 2 ice that 
accreted over a portion of the southern main basin of Lake Vostok (Figure 1). A total of 250 mL of 
meltwater was used for each sample (approximately 125 mL from each ice core section). The 
meltwater samples were filtered sequentially through 1.2, 0.45 and 0.22 m Durapore filters 
(Millipore, Billerica, MA, USA). The filters were stored at 80 °C for future reference. Then, the 
filtered meltwater was subjected to ultracentrifugation at 100,000 xg for 16 h to pellet cells and 
nucleic acids. Two control samples (purified water, 18.2 M , <1 ppb TOC; and the same water, 
autoclaved and subjected to concentration by ultracentrifugation) also were processed using the 
same protocols. The V5, V6, and control samples were ultracentrifuged on different days to lessen 
potential cross-contamination. Pellets were rehydrated in 50 L 0.1× TE (1 mM Tris [pH 7.5],  
0.1 mM EDTA). 

3.2. DNA and RNA Extraction 

Nucleic acid extraction was performed using MinElute Virus Spin Kits (QIAGEN, Valencia, 
CA) and eluted in 150 L AVE buffer (water with 0.04% sodium azide). This kit isolates both 
RNA and DNA. The eluted nucleic acids were further concentrated by precipitating overnight at 

20 °C with 0.5 M NaCl in 80% ethanol. They were then pelleted by centrifugation at 16,000 × g 
for 15 min, washed with cold 80% ethanol and centrifuged at 16,000 × g for 5 min. They were 
dried under vacuum, and then they were resuspended in 15 L 0.1× TE. 
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3.3. cDNA Synthesis and Amplification of cDNA and DNA 

Complementary DNAs (cDNAs) were synthesized from the extracted RNAs. The procedure was 
performed using a SuperScript Choice cDNA kit (Invitrogen, Grand Island, NY, USA), according 
to the manufacturer’s instructions, using 10 L of the extracted RNA and 80 pmol of random 
hexamer primers. The cDNA was then mixed with 10 L of extracted DNA (less than 1 ng/ L) 
from the same meltwater sample, and EcoRI (Not I) adapters (AATTCGCGGCCGCGTCGAC, 
dsDNA) were added using T4 DNA ligase. The final concentration of components in each reaction 
for addition of EcoRI adapters was: 66 mM Tris-HCl (pH 7.6), 10 mM MgCl2, 1 mM ATP, 14 mM 
DTT, 100 pmols EcoRI (Not I) adapters and 0.5 units of T4 DNA ligase, in 50 L total volume. 
The reaction was incubated at 15 °C for 20 h. Then, the reaction was heated to 70 °C for 10 min to 
inactive the ligase. [Note: The cDNAs and DNAs were mixed in order to maximize the biomass of 
nucleic acids, necessary for successful pyrosequencing. Thus, the cDNA comprised the 
metatranscriptomic fraction (of which most was from rRNA) and the DNA comprised the 
metagenomic fraction of each sample]. 

The products were size fractionated by column chromatography. Each 2 mL column contained  
1 mL of Sephacryl® S-500 HR resin. TEN buffer (10 mM Tris-HCl [pH 7.5], 0.1 mM EDTA,  
25 mM NaCl; autoclaved) was utilized to wash the columns and elute the samples through the 
columns. Fractions of approximately 40 L were collected by chromatography. After measurement 
of the volume of each fraction, fractions 6–18 were precipitated to concentrate the DNA. 
Concentration was accomplished by adding 0.5 volumes (of the fraction size) of 1 M NaCl, and 
two volumes of 20 °C absolute ethanol. After gentle mixing, each was left to precipitate at 20 °C 
overnight. The fractions were centrifuged in a microfuge for 20 min at room temperature and 
decanted. Then, the pellets were washed with 0.5 mL of 20 °C 80% ethanol and centrifuged for  
5 min. Finally each of the DNA pellets was dried under vacuum and rehydrated in 20 L of  
0.1× TE buffer. 

After resuspension, fractions 6–18 were subjected to PCR amplification using EcoRI (NotI) 
adapter primers (AATTCGCGGCCGCGCTCGAC). The samples were amplified using a 
GeneAmp PCR Reagent Kit (Applied Biosystems, Carlsbad, CA, USA). Each reaction mixture 
contained: 10 mM Tris-HCl [pH 8.3], 50 mM KCl, 1.5 mM MgCl2, 0.001% (w/v) gelatin), 5 pmol 
each dNTP (dATP, dCTP, dGTP, and dTTP), 1 U AmpliTaq DNA polymerase and 50 pmols 
EcoRI (NotI) adapter primers (AATTCGCGGCCGCGCTCGAC), each in 25 L total volume. The 
thermal cycling program was: 94 °C for 4 min; then 40 cycles of 94 °C for 1 min, 55 °C for 2 min, 
72 °C for 2 min; followed by an incubation for 10 min at 72 °C. A 1 L aliquot of each was 
subjected to 1% agarose gel electrophoresis at 5 V/cm in TBE (89 mM tris, 89 mM borate, 2 mM 
EDTA [pH 8.0]), containing 0.5 g/mL ethidium bromide, and visualized by UV irradiation. 
Fractions that excluded small (<200 bp) and large (>2.0 kb) fragments were used for further 
processing. Then, amplified products for each fraction of the desired size range (as above) were 
pooled (approximately 350 L per sample), and were precipitated with NaCl and ethanol, washed, 
and dried (as above). Each was rehydrated in 35 L of 0.1× TE. 
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3.4. Addition of 454 A and B Sequences by PCR Amplification 

Each of the amplified samples was then reamplified using primers that contained EcoRI/NotI 
sequences on their 3' ends and 454-specific primers on their 5' ends (one primer with sequence A; 
underlined: CGTATCGCCTCCCTCGCGCCATCAGAATTCGCGGCCGCGTCGAC; and the 
other with sequence B; CTATGCGCCTTGCCAGCCCGCTCAGAATTCGCGGCCGCGTCGAC). 
The thermal cycling program was: 94 °C for 4 min; then 40 cycles of 94 °C for 1 min, 55 °C for  
3 min, 72 °C for 3 min; followed by an incubation for 10 min at 72 °C. All PCR products were 
cleaned with a PCR purification kit (QIAGEN, Valencia, CA, USA). The amplicons were 
quantified on agarose gels (as above) to calculate concentrations (based on comparisons to plasmid 
pGEM4Z (Promega, Madison, WI, USA) standards on the same gel). After adjusting 
concentrations to approximately 1 g/ L, 20 g of each was sent to Roche 454 Life Sciences 454 
Technologies (Roche, Branford, CT, USA) for 454 pyrosequencing using a 454 GS Junior System. 

3.5. Sequence Analysis 

The sequences were extracted from the data file and organized using Python (Python Software 
Foundation) on the Ohio Super Computer (OSC, Columbus, OH, USA). The sequences were 
deposited in the GenBank nucleotide database at the National Center for Biotechnology Information 
(NCBI; accession numbers: JQ997163–JQ997235; JQ997237–JQ997322; JQ997324–JQ997402; 
JQ997404–JQ997547; JQ997549–JQ998298; JQ998300–JQ998745; JQ998747–JQ999505; 
JQ999568–JQ999624; JQ999909–JQ999910; JQ997196–JQ997198; JQ997274; JQ997284; 
JQ997285; JQ997287; JQ997308; JQ997309; JQ997361; JQ997374; JQ997375; JQ997378; 
JQ997384; JQ997393; JQ997394; JQ997443; JQ997448; JQ997457; JQ997460; JQ997469; 
JQ997487–JQ997497; JQ997541; JQ997613; JQ997623; JQ997624; JQ997638; JQ997639; 
JQ997651; JQ997695; JQ997698; JQ997801; JQ997804; JQ997847; JQ998421; JQ998746; 
JQ999303; JQ999327; JQ999330; JQ999348; JQ999360; JQ999361; JJQ999365–JQ999369; 
JQ999371; JQ999492; JQ999493; JQ999635–JQ999829; JQ999837–JQ999897; JQ999899; 
JQ999901–JQ999905; JQ999507–JQ999509; JQ999512; JQ999515; JQ999518–JQ999521; 
JQ999523–JQ999526; JQ999529–JQ999530; JQ999533; JQ999538; JQ999540; JQ999545; 
JQ999549; JQ999552; JQ999554; JQ999556–JQ999564; JQ999567; JQ999629; JQ999631; 
JQ999830; JQ999831; JQ999833–JQ999835). They were assembled using MIRA 3.0.5 (Whole 
Genome Shotgun and EST Sequence Assembler [49]), using the following command line: 
job=denovo,genome,accurate,454. From the assembly, the average lengths for V5 and V6 were 539 
and 318, respectively. The average quality scores were 39.7 and 40.2, respectively; maximum 
coverages were 3.3 and 6.2, respectively; and average coverages were 2.2 and 3.5, respectively. 
Initial taxonomic analyses were performed on MG-RAST [50] and Galaxy [51], Batch Mega-BLAST 
searches were performed to determine taxonomic and gene identities. The BLAST execution file 
was set up to retrieve the top 10 similar sequences, with e-value cutoffs of 10 10. They were subjected 
to batch BLASTN similarity searches on the OSC, and then sorted according to gene, taxon, and 
similarity e-values using FileMaker (FileMaker, Inc., Santa Clara, CA, USA). The top BLASTN hit 
was used to determine taxonomic classification (when genus and species names were provided), also 
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considering the lengths and percent similarities of the matches. The sequences were divided into four 
category files: V5 rRNA genes, V6 rRNA genes, V5 mRNA genes and V6 mRNA genes (Full list of 
sequences and descriptions in reference [22], and presented in Supplementary Tables S1–S10. The 
rRNA gene results were used primarily to determine taxonomic classifications. Each species was 
then categorized according to temperature requirements, growth requirements, metabolic functions 
and ecological niche, based on NCBI descriptions, publications cited in the NCBI descriptions, and 
internet sources. Some mRNA sequences were used to determine or confirm species identifications, 
where possible. 

3.6. Metabolic Analysis 

Sequences were uploaded onto the KAAS-KEGG (KEGG Automatic Annotation Server;  
KEGG—Kyoto Encyclopedia of Genes and Genomes, Kyoto, Japan) pathway website and blasted 
against the default set of bacterial and eukaryotic genes [52]. The sequences were compared to 
known sequences from 40 taxa (23 provided on the KAAS-KEGG site, and 17 additional taxa 
added manually) The additional taxa (with abbreviations used for searches) were: Cryptococcus 
neoformans JEC21; Thalassiosira pseudonana; Dictyostelium discoideum; Burkholderia mallei 
ATCC 23344; Campylobacter jejuni NCTC11168; Desulfovibrio vulgaris DP4; Caulobacter 
crescentus CB15; Micrococcus luteus; Acidobacterium capsulatum; Flavobacterium johnsoniae; 
Fibrobacter succinogenes; Fusobacterium nucleatum; Opitutus terrae; Gemmatimonas aurantiaca; 
Rhodopirellula baltica; Chlorobium limicola; Chloroflexus aurantiacus. Based on the results from 
the KAAS-KEGG analysis, metabolic pathways that were present in our dataset were identified. 
Tables of enzymes that matched our sequences from each pathway were retrieved. Subsets of these 
are presented in Supplementary Figures S1–S5. 

4. Conclusions 

Lake Vostok accretion ice contains nucleic acids from a diversity of species. While many were 
closest to those from psychrophilic species, a large number of sequences were closest to those from 
thermophilic species. Sequences from both anaerobes and aerobes were represented, as well as 
halophiles, aquatic and marine species. The list of taxa included approximately 94% Bacteria and 
6% Eukarya, including over 100 species of multicellular Eukarya. While most were fungi 
(primarily ascomycetes and basidiomycetes), a number of animals also were indicated, including a 
rotifer, tardigrade, nematode, bivalves, sea anemone, crustaceans, and possibly fish (as suggested 
by the presence of sequences that were most similar to those from bacterial symbionts and 
pathogens of fish species). The species indicated by the sequences include those that participate in 
many parts of the nitrogen cycle, as well as those that fix, utilize and recycle carbon. Because of 
the higher concentrations of nucleic acids and viable organisms in accretion ice compared to the 
overriding meteoric ice [16,17], it is likely that the organisms and nucleic acids in the accretion ice 
originated in the lake water. The indications of large numbers of marine, halophilic and 
halotolerant organisms suggest that marine layers, or other saline regions, might exist in the lake. 
They may have originated millions of years ago at a time when the lake might have been physically 
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connected with the surrounding ocean. Therefore, Lake Vostok might contain a complex 
interdependent set of organisms, zones and habitats that have developed over the tens of millions of 
years of its existence. 
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Sea Ice Microorganisms: Environmental Constraints and
Extracellular Responses
Marcela Ewert and Jody W. Deming

Abstract: Inherent to sea ice, like other high latitude environments, is the strong seasonality driven

by changes in insolation throughout the year. Sea-ice organisms are exposed to shifting, sometimes

limiting, conditions of temperature and salinity. An array of adaptations to survive these and other

challenges has been acquired by those organisms that inhabit the ice. One key adaptive response is the

production of extracellular polymeric substances (EPS), which play multiple roles in the entrapment,

retention and survival of microorganisms in sea ice. In this concept paper we consider two main

areas of sea-ice microbiology: the physico-chemical properties that define sea ice as a microbial

habitat, imparting particular advantages and limits; and extracellular responses elicited in microbial

inhabitants as they exploit or survive these conditions. Emphasis is placed on protective strategies

used in the face of fluctuating and extreme environmental conditions in sea ice. Gaps in knowledge

and testable hypotheses are identified for future research.

Reprinted from Biology. Cite as: Ewert, M.; Deming, J.W. Sea Ice Microorganisms: Environmental

Constraints and Extracellular Responses. Biology 2013, 2, 603–628.

1. Introduction

Sea ice is a dynamic, porous matrix that harbors within its interior network of brine

pores and channels an active (e.g., [1,2]) and diverse [3–6] community. The sympagic

(ice-associated) community has multiple trophic levels including photosynthetic bacteria and algae,

chemoautotrophic bacteria and archaea, and heterotrophic bacteria, archaea, flagellates, fungi and

small metazoans [5,7–11]. Members of this community, particularly the bacteria and algae, play

important roles in cycling carbon [12,13] and nitrogen [14,15] in polar regions; selected bacteria also

respond to pollutants such as crude oil [16,17] and mercury [18,19].

The seasonal (autumnal) decrease in temperature that leads to the formation of sea ice in

polar waters progressively reduces the liquid phase of the ice—the brine volume fraction—and

consequently increases the concentration of solutes and particles in the brine. Phase equations of

sea ice [20–22] are frequently used to estimate brine salinity and brine volume fraction based on the

temperature of the ice and its bulk salinity (salinity after melting). Temperature determines solute

concentration such that when the ice reaches a temperature of −5 ◦C, just ∼3 ◦C below the freezing

point of seawater, the estimated brine volume fraction has decreased below 0.3 (even as low as 0.05

for ice with low bulk salinity; Figure 1a) and the estimated brine salinity has increased to nearly

100 (Figure 1b). At extreme winter temperatures, salt precipitation within the brine phase adds

complexity to these constraints (see deflection points at −22.9 ◦C, the eutectic for hydrohalite, in

Figure 1b). Organisms, previously at seawater temperature and salinity, are thus exposed to much

lower temperatures, higher salinities, and reduced habitable space soon after entrapment in sea ice.



244

Figure 1. Dependence of brine volume fraction (a) and brine salinity (b) on sea-ice

temperature, according to phase equations from Cox and Weeks [21]. Contour lines in

(a) indicate the effect of different bulk salinities on brine volume fraction. Brine salinity

(b) is independent of bulk ice salinity, conventionally determined only by temperature;

we suggest, by the shadowing of the line, that the presence of extracellular polymeric

substances (EPS) produced by sea-ice organisms may influence brine salinity in as yet

unpredictable ways (see Section 3.3).

B
ri
n

e
 s

a
lin

it
y

B
ri
n

e
 v

o
lu

m
e

 f
ra

c
ti
o

n

Temperature °C Temperature °C

0.0

0.1

0.2

0.3

0.4

0.5

−20 −15 −10 −5−30 −25 0

5

10

15

20

25

a

B
ri
n

e
 s

a
lin

it
y

Temperature °C

b

−20 −15 −10 −5−30 −25 0

0

50

100

150

200

250

Other properties of sea-ice brines also show temperature-dependent changes. For instance, the

solubility of biologically relevant gases, including CO2 and O2, decreases as the salinity of brines

increases, translating to a general degassing effect throughout the winter season [23]. Subsequently,

biological O2 consumption can further reduce O2 concentration in some sections of the sea-ice

column leading to the development of microbial communities and processes that are favored by low

oxygen conditions [14,15,24].

Summer brings a new set of changes. Melting of snow and then surface ice, and the consequent

formation of melt ponds, exposes sea-ice microorganisms to salinities close to that of freshwater,

or else flushes them back to the ocean through brine drainage [13,25]. Although disadvantageous

to halophiles, this surface melting generates an environment suitable for the growth of a distinctive

community of freshwater microorganisms [26,27]. Increased solar radiation in the spring and summer

also promotes growth of photosynthetic organisms, further influencing sea-ice brine composition

and prompting the secretion of protective screening and quenching compounds [28]. The onset of

significant algal photosynthesis imposes additional challenges to the resident microbial community

in the form of oxidative stress (by the increase of O2) or decrease in pH (by consumption of CO2 and

consequent shifts in the carbonate chemistry of brine).

Some microorganisms have constitutive adaptations (expressed constantly) that allow them to

thrive or survive under specific conditions of high salinity or low temperature. In a variable

environment such as sea ice, however, acclimation mechanisms that allow a microorganism to

function across a range of conditions may have an advantage over constitutive mechanisms finely

tuned to an extreme, but relatively constant, environment. Microbial adaptations to sea ice may
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involve intracellular processes, membrane proteins or the secretion of extracellular polymeric

substances (EPS). The latter can modify the immediate surroundings of the organism and its

neighbors. The protective role of EPS, which tends to be gelatinous in nature, has been recognized

since the earliest stages of sea-ice microbiology, as this account from 1918 by McLean [29] relates:

“It is a curious fact, and yet a well-known experience, to find that bacteria may live

dormant in ice for prolonged periods, and that infection may be carried through ice, but it

is not so generally recognized that some bacteria prefer to grow on ice. Microorganisms,

as a rule, are capable of resisting a low temperature when their ordinary activities cease,

and they tend, either as single units or in clusters, to throw out a mucilaginous protein

substance for their protection.”

This review addresses some of the physico-chemical parameters that define the sea-ice

environment on a seasonal basis and the protective responses they elicit in microorganisms,

particularly bacteria, the category of microorganisms known to inhabit all depths, forms and seasons

of sea ice (Figure 2). It diverges from prior reviews on sea-ice microorganisms and their environment

(e.g., [7,30–35]) by giving particular attention to the protective role of EPS in the face of extreme

fluctuations in key environmental parameters characteristic of the Arctic. In doing so, gaps in

knowledge and new directions for research are identified.

2. Sea Ice as a Microbial Environment

2.1. Incorporation into Sea Ice

Sea ice formation starts in the fall. When water reaches its freezing point, ice crystals, known

as frazil ice, form throughout the upper water column and rise to the surface accumulating in a

slush. This surface slush continues to freeze, consolidating into an upper layer of ice. Ensuing

sea-ice growth depends on the conditions of the ocean: calm conditions promote the formation of

congelation ice; turbulent conditions lead to frazil ice growth [36]. The growth of sea ice produces

a porous structure that, unlike glacial ice, retains abundant impurities that were present in the source

water. Salts and other solutes, organic and inorganic particles, and microorganisms are rejected by

the growing ice lattice into interconnected liquid inclusions within the ice. The liquid inclusions,

brine channels and pores, form an interconnected network that accumulates high concentrations of

solutes and constitutes the inhabited fraction of sea ice [37].
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Figure 2. Schematic diagram of seasonal (fall through winter) processes influencing

microorganisms in sea ice, including transport mechanisms (orange arrows) and some

of the microbial adaptive responses (italics). During sea-ice formation, larger organisms

ascend with rising frazil ice crystals; smaller bacteria and archaea likely attach to algae,

particles or ice crystals. Once entrained in the ice, microorganisms inhabit a network

of brine channels where they experience low temperature (T), high brine salinity (S)

and reduced living space, but are protected from fluctuations in air temperature by the

insulating properties of snow and ice. As sea ice consolidates, brines are expelled into

the ocean (desalination) and onto the surface; a fraction of the microorganisms, EPS

and other components of the brine are expelled, too. Surface-expelled brines and their

contents form a skim layer that can be incorporated into frost flowers and snow, prone

to wind dispersal. The skim layer and frost flowers, directly exposed to the atmosphere,

experience more extreme fluctuations in temperature and brine salinity and, as the sun

rises in late winter, greater UV exposure. From remaining areas of open water, including

leads, wind can transport marine microorganisms in aerosols. Airborne microorganisms

(including terrestrial bacteria) can nucleate snow and return to the ice/snow surface.
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Different processes can contribute to the retention of some of the microorganisms, particles and

organic substances entrained into the ice from the source water (Figure 2). Physical concentration

can enrich algal cells, either through scavenging by frazil ice or by water circulation through the

newly established ice layer [38]. Scavenging occurs when frazil ice crystals drift towards the surface,

dragging in their path particles and algal cells from the water column that will later concentrate in

the ice [39,40]. The physical concentration of algae has been observed in the field, with algal cells
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>10 μm preferentially enriched in young Arctic sea ice [8]. The ability of marine algae to nucleate

ice crystals [41] could also contribute to the enrichment process of sea-ice algae by favoring the

formation of ice crystals in their immediate environment that can lift them towards the consolidating

ice layer.

In contrast, enrichment of smaller bacterial (and archaeal) cells in sea ice does not appear to occur

directly by physical processes. Bacterial incorporation can be facilitated by the presence of algae,

through bacterial association with algal cells or aggregated algal EPS, that are then concentrated by

physical processes [38,42,43]. Attachment of bacteria to algae in young Arctic sea-ice samples has

been observed but, because insufficient data are available to consider it a widespread phenomenon,

the potential role of EPS is highlighted instead [43]. Indeed, particulate EPS (pEPS; > 0.4 μm)

of likely algal origin are rapidly enriched in newly forming sea ice [43,44]. Bacterial EPS also

have the potential to play a role in the entrainment and retention of bacteria in ice either directly

or by promoting attachment to algal cells or detrital particles amenable to physical entrainment.

Dissolved EPS (dEPS; < 0.4 μm) produced by Colwellia psychrerythraea strain 34H, a model marine

psychrophilic bacterium [45], was found to be selectively retained in saline ice under experimental

conditions [46]. Marine bacteria with the ability to produce an EPS coating with similar properties

could be retained in the ice by this means alone, independently of association with algal cells or their

byproducts, an hypothesis that remains to be tested.

As sea ice consolidates, brines in the upper layers of the ice are expelled upwards to the ice

surface forming a surface skim layer (Figure 2). Sea-ice microorganisms (primarily bacteria),

EPS and dissolved organic compounds are carried with the brine to this even colder habitat at the

ice-atmosphere interface. A fraction of the bacteria and EPS may be selectively retained in the ice,

however, following the arguments and potential mechanisms outlined for initial entrainment into the

ice (EPS coatings and attachment to larger particles or ice crystals). Brines in this skim layer, and

the bacteria and organic substances within it, can subsequently be incorporated into frost flowers

that form on the new ice surface [47] or into the saline snow layer, which represents a vast bacterial

habitat in its own right [48]. Frost flowers and saline snow will have brine inclusions with properties

similar to those of the ice, but exposed to more extreme environmental parameters.

2.2. The Low Temperature Constraint

A defining characteristic of the sea-ice environment is temperatures below, and sometimes well

below, 0 ◦C. Meltponds, the accumulated meltwater from snow and surface ice during the summer

season, are the only ice-associated environments with temperatures above 0 ◦C (between 0.4 and

1.5 ◦C, according to Lee and collaborators [13]). Sea-ice temperatures range typically between

−2 ◦C and −30 ◦C with the coldest ones recorded in upper sea ice during Arctic winter [49]

(winter lows for Antarctic sea ice are less extreme). Environments associated with the surface of

new ice in winter, such as the brine skim layer and frost flowers, can be exposed to air temperatures

below –30 ◦C. As a result of the insulating properties of ice and snow, environments experiencing

the most severe fluctuations in temperature (and thus brine salinity) are those directly exposed to

the winter atmosphere: the brine skim layer and frost flowers on the surface of new ice and, to
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a lesser degree, the saline snow layer when snow is blown to minimal thickness (as discussed

by Ewert and collaborators [48]). To illustrate a typical range of temperatures and fluctuations

seasonally experienced in Arctic sea ice and associated environments, Figure 3 presents detailed

temperature measurements from the Mass Balance Observatory Site from the University of Alaska

Fairbanks [50]. This observatory, located in landfast coastal sea ice in the coast of Barrow, Alaska

(156.5◦ W, 71.4◦ N), measures air-snow-ice-water temperature profiles throughout the winter and

spring seasons.

Figure 3. Temperature recorded at the Mass Balance Observatory Site (Barrow, AK,

USA) during 2011 (days of year 25–158) at different depths above and below the ice

surface. Dashed lines mark seasonal transitions. Spring equinox was on day 79, summer

solstice on day 171.
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Low temperatures impose constraints at different levels in the single-cell microorganism and,

consequently, elicit responses spanning different aspects of its physiology. Reaction and transport

rates decrease with temperature, slowing most physiological processes. Protein folding is affected

by a decrease in hydrophobic forces and changes in hydration [51]. Membranes become rigid.

Nucleic acids become more stable, which hinders replication, transcription and translation processes.

Microbial solutions to these constraints also span the gamut of possibilities. Cold-active enzymes
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remain functional at low temperatures by favoring amino acids that allow higher flexibility and

structural modifications that provide ligands better access to the catalytic site [51]. Bakermans and

collaborators [52] found that Psychrobacter cryohalolentis K5, a psychrotolerant bacterium isolated

from permafrost, showed important changes in its proteome with up to 30% of the proteins having

significantly different levels of expression when exposed to low temperatures. Among these proteins

were cold-shock chaperones to facilitate translation, cold-adapted alleles that would allow a same

function be performed at two different temperatures, and an increase in the expression of certain

transporters. Bacteria also respond to low temperatures by changing the type of fatty acids and

carotenoids present in their membranes and altering the membrane protein content [35,52,53]. In fact,

some bacteria can perceive changes in temperature through a membrane-bound sensor that triggers

the expression of cold-activated genes [53].

Given the prevailing low temperatures, organisms inhabiting sea ice and associated environments

can be expected to use many of these strategies to cope with low-temperature constraints. When

compared with the underlying water, the sea-ice bacterial community is enriched in culturable taxa

considered psychrophilic, i.e., uniquely adapted to low temperatures [54]. Also, psychrophilic

organisms tend to be more abundant in the upper layers of the ice, which have been exposed to

the coldest temperatures during the winter [54]. Extracellular enzymes from sea ice have also been

recognized for their unusually low optimal temperatures [55], especially those assayed in winter

ice [56].

2.3. The Brine Channel Network

The brine channel network containing the liquid fraction of the ice has a complex

three-dimensional structure [57]. For relatively warm ice near the ice-water interface, brine channels

range in diameter from a few to hundreds of micrometers; the network is dominated by the

smallest channels (<40 μm) that account for about 50 % of the surface area [9]. Brine inclusions

are characterized by their volume fraction and connectivity, temperature-dependent properties that

determine the permeability of the ice. For ice with a given bulk salinity, the size and connectivity

of the brine inclusions will decrease with temperature until the ice reaches a critical porosity where

it is no longer permeable [58]. According to phase equations of sea ice, the threshold for fluid

permeability in sea ice occurs when the porosity approaches 5%, which occurs at a temperature of

about −5 ◦C for ice with a salt concentration of 5 ppt [59]. Once the ice reaches the permeability

threshold, pockets of brine become isolated from the underlying seawater and from each other

(though micrometer-scale connections remain possible [56]). Shrinking of brine inclusions leads to

an increase in the concentration of salts and other solutes, and of organisms and other particles present

in the brines. This temperature-dependent concentration of solutes exposes sea-ice organisms to

seasonal changes in salinity. The uppermost section of the ice experiences the most drastic changes,

where, as temperature decreases in the winter, the concentration of salts in the brine can reach a

salinity of 220, or 6–7 times higher than that experienced by microorganisms in seawater before their

entrapment in the ice. As salts in the brine concentrate above their saturation points, ice experiences

the successive precipitation of ikaite (CaCO3·6H2O) at −2.2 ◦C, mirabilite (Na2SO4·10H2O) at
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−8.2 ◦C, and hydrohalite (NaCl·2H2O) at −22.9 ◦C [20,60]. Salt precipitation changes the ionic

composition of sea-ice brines with respect to the source seawater and generates additional solid

surfaces (salt crystals) with which microorganisms can interact. Such interactions have not been

explored, except conceptually (see Section 3.3).

Temperature-dependent reduction of brine volume also increases the percentage of brine channel

area covered by organisms [9], as well as the concentration of bacteria, viruses and free DNA

within the brine [61,62] simultaneously increasing their contact rates in exponential fashion [63].

High concentrations and contact rates with viruses and nucleic acids have been hypothesized to

promote lateral gene transfer in sea ice [56,64]. Properties of the brine channel network, mainly

its connectivity and volume fraction, also affect the type of predators and the predator-prey dynamics

of the sea-ice community. In general, larger predators only access the lowermost sections of the

ice [65], with pores of less than 200 μm considered a refuge for smaller organisms (microalgae,

ciliates and bacteria [9]). Some metazoan predators such as rotifers and turbellaria, though, are

flexible enough to squeeze into brine channels with diameters much smaller than their bodies, and

also adjust their body size according to changes in ambient salinity [9]. In the smallest sea-ice brine

inclusions, viruses take the role as main predators [11,61].

Observations by Krembs and collaborators [66] confirmed the role of EPS-producing

microorganisms in directly influencing the properties of the brine channel network. The presence of

EPS increased the abundance of pores in the ice by 15% (over EPS-free ice) and led to the formation

of pores with convoluted irregular shapes [66]. The effects of EPS were also evident in the larger

pores (> 250 μm), where perimeter-to-length ratios corresponded to a fractal geometry, as opposed

to the Euclidean geometry characteristic of pores in artificially grown sea ice lacking EPS [66]. The

presence of EPS thus affects the habitability of sea ice by increasing the volume of the habitable

liquid phase and the interior ice-liquid surface area available for “colonization.” These effects result

from interactions between EPS and the ice, whether by clogging the brine channel network, changing

the viscosity of the brine or directly associating with the ice crystals [66].

Sea-ice microorganisms can also modify the brine channel network through their antifreeze

proteins, another type of extracellular substance produced by both sea-ice diatoms [67] and

bacteria [68]. Extracellular antifreeze proteins secreted by the sea-ice diatom Fragilariopsis
cylindrus can alter the microscopic and macroscopic structure of saline ice, opening the possibility for

this protein and similar ones to play an important role in shaping the sea-ice microbial environment

if produced in sufficient quantities [69,70]. The presence of extracellular organic substances with

the ability to change macroscopic and microscopic structure of sea ice suggests a possible need to

re-evaluate the applicability of Cox and Weeks [21] equations to describe brine salinity and brine

volume fraction in natural, EPS-rich sea ice (Figure 1a). The issue is of particular relevance since

the phase equations of sea ice are a common tool for estimating the brine salinities experienced by

sea-ice organisms in situ.
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2.4. The Brine Salinity Constraint

The high salinity characteristic of sea-ice brine imposes at least two types of constraints on

resident microorganisms. First, high concentrations of salts tend to affect the functioning of proteins,

including precipitating them. Bacteria and archaea inhabiting high salinity environments tend to

have, as a response, acidic proteins that, given their abundant negative charges, remain soluble

and functional at higher salinities than basic proteins. Second, high environmental salinity exposes

organisms to high osmotic pressure that drives water out of the cell, resulting in potential dehydration,

loss of turgor pressure and reduction of cell volume. To counteract this water efflux, microorganisms

of all types compensate for excessive concentrations of external solutes by accumulating compatible

solutes in the interior of the cell. The general microbial ability to tolerate and even thrive in

sea-ice brines comes with the added benefit of refuge against metazoan predators more susceptible

to increases in salinity, such as those reported by Krembs and collaborators [9].

Figure 4. Brine salinity estimated from temperature data in Figure 3. Depths and dashed

lines as in Figure 3. Brine salinity calculated using air temperature represents the extreme

situation in which expelled sea-ice brines are directly exposed to the atmosphere and in

thermal equilibrium with it.
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The osmotic up-shift that occurs with ice formation happens quickly as the temperature of the ice

drops (Figure 1b). Sea-ice brines, though, are distinguished from other high-salinity environments

not only by subzero temperature but also by extreme fluctuations in salinity (Figure 4). A common

bacterial response to osmotic up-shift starts with the transient accumulation of K+ and glutamate,

accompanied by a release of putrescine to balance intracellular charges [71,72]. Avoiding growth

limitations inherent to an intracellular accumulation of salts, microorganisms replace the accumulated

K+ with compatible solutes, which are either imported or synthesized directly in the cell [71].

Compatible solutes are small, water-soluble organic molecules that increase the osmolarity of the

cytoplasm without the disruptive effect of salt ions [73]. Dozens of compatible solutes have been

described for Bacteria and Archaea, including free amino acids and their derivatives, sugars and

their derivatives, and polyols and their derivatives. Among the most common compatible solutes are

betaine, ectoine, trehalose, α-glucosylglycerol and glutamate [73]. A suite of genes allows for the

transport of compatible solutes from the environment and/or their synthesis in the cell [74].

Not all organisms accumulate compatible solutes. Some extremely halophilic microorganisms,

such as Halobacterium salinarum, which grows optimally at 26% NaCl, compensate high external

concentration of solutes by incorporating salts in their cytoplasm. To keep cytoplasmic proteins

functioning after the accumulation of salts, H. salinarum expresses an unusually high ratio of acidic

to basic proteins (4.9 for the complete proteome [75]). Membrane proteins, adapted to function

when directly exposed to the high-salinity environment, present a similar tendency to be acidic

independently of the intracellular accumulation of organic solutes or K+ salts in the cytoplasm [76].

Partial proteomes available to examine for bacteria known from sea ice, when compared with

bacteria and archaea from other saline and fresh-water environments (following [76]), also present

the signature of a high acid-to-basic ratio in their membrane proteins (Table 1), consistent with

the high salinities seasonally experienced in sea-ice brines. Their cytoplasmic ratios, however,

do not compare with the extremely halophilic reference strain. Although the difference may be

domain-specific (Halobacterium, contrary to its name, is an archaeal genus), we hypothesize that the

salting-in strategy used by H. salinarum, with long term accumulation of K+ ions in the cytoplasm

and the majority of cytoplasmic proteins being acidic, has not been adopted by microorganisms from

the sea-ice environment despite exposure to high brine salinities. Greater physiological flexibility

will be provided by use of the compatible solutes strategy in the face of strong seasonal fluctuations

in salinity inherent to sea-ice brines. Note that Psychromonas ingrahamii, which has the lowest

ratio of acidic to basic proteins in either its membrane or cytoplasmic proteome compared with other

marine isolates considered (Table 1), was isolated from the sea ice/water interface, which tends to

have lower salinities and species not necessarily adapted to life in the brine channel network [77].

Extracellular polymeric substances are also used by sea-ice microorganisms as a response to

elevated salinities. The sea-ice diatom Fragilariopsis cylindrus has been shown to increase the

production of all types of EPS (soluble, insoluble and frustule-associated) when frozen under

high-salinity conditions [77]. Likewise, high concentrations of EPS from a sea-ice isolate of the

bacterial genus Pseudoalteromonas were shown to extend the range of salinities at which this strain

could grow, while also providing protection against freeze-thaw cycles [78].
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Osmotic down-shift will be experienced in the late spring and the summer as the ice warms and

melts. The extent of the osmotic down-shift depends on summer brine drainage. If melting prompts

the brine to be flushed back into the ocean, microorganisms may not likely experience salinities

much lower than seawater. If melting results in the formation of surface meltponds, then one of two

conditions will follow: meltponds connected to seawater will have salinities close to 29, similar to

those in nearby surface water; unconnected meltponds will have salinities below 5, reaching values

as low as 0.1 [13]. In the latter case, microorganisms will be exposed to a drastic down-shift in

salinity, which could result in the lysis of a significant fraction of the population. For bacteria, even

if not directly lysed, a down-shift may prompt lysogenic viruses (already carried by the cell) to enter

the lytic stage in those cells with an active metabolism [79,80] and lead to bacterial loss by that

mechanism. The possibility that an EPS coating may protect against a drastic down-shift in salinity

or viral lysis has not been tested (see Section 3.2).

Table 1. Ratio of acidic to basic proteins in partial proteomes of

selected microorganisms.

Organism Membrane Cytoplasmic Environment

Extremely halophilic

Halobacterium salinarum 3.88 16.8 Highly saline lakes

Halophilic

Psychrobacter cryohalolentis 2.22 3.27 Cryopeg

Roseobacter denitrificans 2.22 3.00 Marine

Psychrobacter arcticus 2.14 3.34 Permafrost

Sphingopyxis alaskensis 1.90 2.23 Marine

Shewanella frigidimarina 1.52 2.90 Marine, sea ice

Colwellia psychrerythraea 1.47 3.17 Marine sediments, sea ice

Shewanella oneidensis 1.47 3.26 Anaerobic sediments

Marinobacter aquaeolei 1.42 3.13 Marine

Oceanobacillus iheyensis 1.15 3.78 Marine sediments

Psychromonas ingrahamii 1.10 2.00 Sea ice / water interface

Non-halophilic

Flavobacterium psychrophilum 0.75 1.44 Freshwater fish

Lactococcus lactis subsp. lactis 0.74 4.03 Gut flora

Sphingomonas wittichii 0.69 2.28 River

Ratio of proteins with isoelectric point (pI) < 7 to proteins with pI > 7; pI calculated with

the Compute pI/Mw tool from the ExPasy Bioinformatics Resource Portal [81]. All reviewed

protein entries for each organism retrieved from the UniProtKB data base on November 2012 [82],

annotated for location as either “membrane” or “cytoplasmic.”
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2.5. Insolation

Solar radiation drives numerous reactions, biotic and abiotic, including the alteration and

destruction of biologically relevant molecules. Processes driven by solar radiation, and the responses

they trigger in microorganisms, are of particular relevance in polar regions where strong seasonal

changes in insolation occur. At the organism level, UV radiation (UVR) can damage DNA and other

nucleic acids by the formation of thymine dimers. UVR is known to decrease viability in bacteria

from aquatic ecosystems [83] and damage the photosynthetic potential of benthic algae [84].

Given the potential detrimental effects of high irradiation, microorganisms have developed

multiple protective responses, including the production of shading pigments, antioxidant compounds,

and the performance of rapid DNA repair. For instance, in sediment-associated diatoms, exposure

to UV-B prompts motility (away from radiation) and the production of carotenoid pigments able to

function as quenching agents [84]. The synthesis of mycosporine-like amino acids (MAA), a type of

UVR-screening compound, is widespread in marine microscopic algae, especially those associated

with surface blooms [85]. Similar responses to UVR are found in the sea-ice microbial community.

Uusikivi and collaborators measured relatively high concentrations of MAA in Baltic sea ice,

particularly in the surface layers [86]. Likewise, Mundy and collaborators reported the production

of carotenoid pigments and mycosporine-like amino acids by algal communities associated with sea

ice during the melting season of Arctic coastal first year ice, under high levels of UVR [28]. Motility

by sea-ice algae in response to changing irradiance has been suggested [87] but, to the best of our

knowledge, has not been confirmed as a mechanism of photoadaptation in sea ice. The general effects

of UVR on EPS are less clear, with some (non-sea-ice) studies finding an increase [83] and others a

decrease [84] in EPS content of the UV-exposed community.

Solar radiation further influences the sea-ice ecosystem by driving reactions that modify the

dissolved organic carbon (DOC) pool. The potential of organic compounds to participate in

photochemical reactions can be inferred from their absorption of visible radiation and UVR. DOC

from spring sea ice, known to absorb UVR, has been shown to undergo varied photochemical

reactions including changes in bioavailability and photooxidation to CO2 [23,88]. EPS are

also affected by solar radiation. Ortega-Retuerta and collaborators demonstrated that transparent

exopolymer particles (an alternative descriptor for pEPS) from natural North Sea water and from

cultures of the marine diatom, Chaetoceros affinis, can be photolysed by UV-B (290–315 nm), and

to some extent by UV-A (315–400 nm) and photosynthetically active radiation (400–700 nm) [89].

Possible effects of solar radiation on EPS specific to sea-ice environments have been

considered [47] but not tested to our knowledge. As part of a larger study [48], we examined

the susceptibility of Arctic sea-ice EPS to photochemical reactions by measuring absorption spectra

for pEPS samples from upper sea ice and saline snow. Absorption, converted to Napierian absorption

coefficients (m−1), was higher in the UV-B range (Figure 5), suggesting that EPS associated with

the winter sea-ice bacterial community may be susceptible to photochemical changes during the

spring and summer when the radiation level increases. Similar profiles to the one in Figure 5 have

been observed for particulate organic matter from late-winter surface Baltic sea ice [86], except for a
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peak in the 320–345 range associated with MAA that was absent from our samples. Samples from

Baltic sea ice [86] were collected after the snow melt and contained a community of microscopic

algae likely responsible for the production of MAA; in contrast, our samples were collected before

snow melt and dominated by a bacterial community, explaining the absence of a MAA signature.

In fact, Cockell and collaborators found that a snow cover of 5–15 cm thickness could reduce

the transmittance of UV by an order of magnitude and reduce the impact of radiation in bacterial

spores [90]. The snow cover over sea ice may thus act as a seasonal shading agent, protecting surface

sea-ice microorganisms against UV radiation. This protective cover, though, is highly heterogeneous

in thickness and melts early in the season [91].

Figure 5. Absorption spectra for pEPS solution concentrated from surface samples

of winter first year ice (open circles, 13 mg glu-eq mL−1) and saline snow (filled

circles, 9.3 mg glu-eq mL−1). Samples were collected offshore Barrow, Alaska, in

February 2010, filtered onto 0.4 μm polycarbonate filters as described by Ewert and

collaborators [48], kept frozen in the dark at −20 ◦C for 20 months, and resuspended in

1.5 mL of distilled water for analysis.
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3. Extracellular Responses to Sea-Ice Environmental Constraints

3.1. Extracellular Polymeric Substances

Extracellular polymeric substances (EPS), composed primarily of polysaccharides, are

commonly produced by a wide range of microorganisms from both terrestrial and marine
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environments. EPS differ amongst organisms and producing conditions in sugar chain length and

branching, sugar composition, type of sugar linkages, and the presence of additional chemical

groups such as sulfates, proteins, lipids and even nucleic acids [92,93]. Different bacterial strains

can produce EPS of different chemical composition and structure [93,94], but a single strain can

also produce more than one kind of EPS [95]. Likewise, the type and amount of EPS produced

by a bacterial strain can be modified by exposure to certain environmental conditions such as

salinity [96], temperature [97] or presence of heavy metals [98]. Hence, the term EPS does not

refer to a single chemically defined molecule but a complex mixture of diverse polysaccharides

and ancillary compounds. Because EPS measurements typically quantify only the polysaccharide

fraction of these components, the term EPS has also been used to refer specifically to extracellular

polysaccharide substances. We use EPS throughout this review in its broadest meaning, unless

otherwise specified.

EPS can be either tightly bound to the cell surface, loosely attached, or cell free [99]. Cell-free

hydrophobic EPS from mesophilic bacteria have been shown to self-assemble into polymer microgels

and to accelerate the self-assembly of microgels in seawater, with implications for concentrating

organic-rich substrates for bacterial degradation [100]. These properties, however, were inhibited

at low temperature for the particular polysaccharides studied [100]. The extent to which such

self-assembly may occur in the sea-ice environment, where solute concentrations are high and EPS

may be derived from psychrophilic microorganisms, has not been fully explored. An initial analysis

in winter ice indicated minimal self-assembly [101], yet EPS aggregates with spherical diameters

between 2 and 50 μm have been observed in sea ice [44].

3.2. EPS in Sea Ice

Most of the EPS in sea ice can be attributed to production by ice algae, either before or after

entrainment into the ice. Even in regions of the ice dominated by bacteria, the trail of algal EPS

is expected to overwhelm the amount produced by sea-ice bacteria [11,66]. Diatoms may produce

distinctive EPS depending on their particular sea-ice habitat. Two diatoms isolated from the sea-ice

brine network, Fragilariopsis curta and F. cylindrus, produced complex polysaccharides of higher

molecular mass, with low relative abundance of glucose but high relative content of galactose,

xylose and fucose. In contrast, a species of Synedropsis from the ice-water interface produced EPS

dominated by low-molecular weight polysaccharides with low complexity and high relative content

of glucose [77].

EPS abundance in sea ice and associated environments has been quantified in numerous studies

beginning with those by Krembs and collaborators in 2002 [101] and by Meiners and collaborators

in 2003 [44]. During fall, the number of EPS particles in sea ice can be an order of magnitude higher

than in underlying water and often correlates with the presence of sea-ice algae [44]. The dissolved

EPS fraction is consistently more abundant in sea ice [66] and sea-ice associated environments such

as frost flowers [102] and saline snow [48].

The EPS pool in sea ice is established during ice formation [43,46,102] but can be modified

subsequently by the entrained microorganisms. For instance, sea-ice microorganisms can add EPS
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to the existing pool by producing it in situ as a stress response, a process inferred from the increase

in EPS concentration in winter sea ice [49,101]. On the other hand, bacteria may selectively degrade

and consume certain fractions of the EPS pool, changing its overall chemical composition and size

fractionation, as suggested by the detailed analyses of Underwood and collaborators [103].

The widespread, yet heterogeneous (e.g., [103]), presence of EPS in sea ice and associated

environments may reflect the varied functions these polymers perform at different ecosystem

levels [99,104]. At the microorganism level EPS have been associated with cell adhesion and

aggregation [105], motility [106], affinity for metals [107], and with providing a sticky framework

to keep extracellular enzymes in the immediate vicinity of the cell [99]. EPS can also provide

protection against toxic heavy metals [108] and desiccation [109]. All of these functions have

relevance in sea-ice environments. In particular, recent experimental data have shown that EPS can

play a role in protecting sea-ice bacteria [78] and diatoms [77] against the challenges of high-salinity

brines. These results are in agreement with data from other environments where high-salinity stress

triggered changes in the type and amount of EPS produced by microorganisms from anaerobic

sludge [96] and by freshwater cyanobacteria [110]. Likewise, EPS could have a role in protection

against low salinity shocks. The marine psychrophilic bacterium Colwellia psychrerythraea strain

34H, whose immediate relatives are found in sea ice, increased the amount of EPS produced per cell

when exposed to low salinities not permissive of growth [111]. The survival benefit was implied but

not directly tested.

3.3. Influence of EPS on Physical-Chemical Properties of Sea Ice

Further insight into the protective role of EPS comes from experiments by Krembs and

collaborators [66], who observed that artificial ice formations containing algal EPS had higher

bulk salinities than EPS-free counterparts. This result has been related to the potential of EPS

to form “plugs” in the brine channels, increasing the amount of salts that are retained (Figure 2).

Following the phase equations of sea ice, higher bulk salinities result in higher brine volume fractions

under similar temperature regimes (Figure 1b), effectively increasing the available habitable space

for microorganisms.

The salinity of the brine pockets, however, is conventionally described as a function of

temperature only and does not depend on the bulk salinity of ice. Following earlier work [66,112], we

suggested in Figure 1b that the presence of EPS may have an effect on the validity of traditional phase

equations when applied to natural sea ice. Some possible mechanisms may involve extracellular

polymers (whether EPS or proteins [46]) with ice activity interacting with the ice surface of the

brine pores and channels. If an important fraction of the surface area is covered, the growth of ice

crystals might be restricted, resulting in local areas with lower salinity than predicted. EPS may

also partition the brine within an ice pore creating microscale salinity gradients that affect ice crystal

growth in currently unpredictable ways [112]. Another option could be antifreeze proteins, whereby

more water in the liquid state would mean lower salinities. An EPS plug physically decreasing the

minimal size of the brine pocket would have a similar effect.
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Divalent cations present in sea-ice brines can also interact with charged groups in the backbone

of EPS. In the marine environment, this interaction has been suggested to play a role in the binding of

key nutrients for the cell such as iron [113]. Likewise, the interaction of EPS with Ca2+ determines

self-assembly of marine gels, which can in turn increase the availability of nutrients for the microbial

population [114]. In the case of sea ice, the relationship between EPS and Ca2+ may figure in the fate

of carbonates in sea ice [115]. Relationships between bulk measures of dissolved organic matter and

CaCO3 precipitation were not evident in Antarctic sea ice [116], but experiments specifically using

EPS under ice-brine conditions have not been reported. If the dissolved organic matter measured

in seawater by Chave and Suess [117] included EPS, then evidence exists for a role in delaying

the onset of CaCO3 precipitation. Data on the interactions between EPS and calcium in other

environments [118] may inform first tests of this hypothesis for sea ice.

Bergmann and collaborators used conductometric titrations to estimate the amount of binding

sites for divalent cations present in ionic and nonionic bacterial extracellular polysaccharides [119].

Conductometric titrations [120] measure changes in conductivity resulting from the addition of

a saline solution to a solution of interest, and provide information on the charge density of

polyelectrolites such as ionic polysaccharides. A non-ionic polysaccharide such as dextran has

a titration curve where no interaction with Ca2+ ions is evident. Xanthan, being an ionic

polysaccharide, has a titration curve with a clear offset due to its conductive properties and

the presence of associated counter-ions. Its curve also shows two segments with distinctive

slopes, indicating that Ca2+ ions interacted with the polysaccharide until all binding sites were

occupied [119].

Following this approach, conductometric titrations were performed on solutions (in de-ionized

water) of dextran, xanthan, and EPS obtained from a culture of Colwellia psychrerythraea strain

34H. A blank with no polysaccharide added was also included (see Figure 6 for details). The resulting

titration curves and the slopes of their respective linear regressions (Figure 6) agree with results from

Bergmann and collaborators [119]. The titration curve of dextran and the blank closely resemble

each other, whereas the titration curve of xanthan has an offset and two segments with distinctive

slopes. The slope of the 34H EPS curve is the same as the slope of the first segment for xanthan,

the segment where interaction with Ca2+ is expected; there is no change in the slope, however, and

the offset is 6 times higher. EPS from strain 34H thus likely contains charged polysaccharides with

abundant backbone charges and associated counter-ions (high curve offset) and multiple binding

sites for Ca2+ (no change in slope over the tested range of CaCl2 concentrations). The presence of

charged EPS from this Arctic marine psychrophile has implications for the dynamics of carbonates in

the sea-ice environment given that charged polysaccharides, unlike non-ionic polysaccharides, have

known effects on the precipitation of carbonates [121].

Interactions between cations and polysaccharides also confer both algal and bacterial EPS with

the potential to adsorb heavy metal contaminants such as Cd2+ [98], Pb2+ [122] and Hg2+ [123],

which can then be incorporated into the food chain [124,125]. Disconcerting concentrations of these

heavy metals have been found in the Arctic marine food web [126]; EPS from sea-ice organisms

may be playing a role in the fate of these contaminants. Of special interest is the dependence of
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heavy metal adsorption to EPS on properties such as salinity, pH and Ca2+ concentrations [122–124],

properties that undergo seasonal changes in sea-ice brines.

Figure 6. Conductometric titration of polysaccharide solutions with CaCl2 (0.05 M).

Each data point shows the effect of increasing concentration of CaCl2 on preexisting

solutions of polysaccharide (0.5 g L−1). Value in parentheses is the slope of the titration

curve. Slopes were calculated using linear regressions, all of which have R > 0.99 and

p value < 0.001. Experiments were performed at room temperature, with less than 1

degree difference among treatments (blank, 22.0 ◦C ± 0.1; dextran, 22.1 ◦C ± 0.1;

xanthan 22.0 ◦C ± 0.1; 34H EPS, 22.9 ◦C ± 0.1). Cell-free EPS from strain 34H

was extracted by centrifugation and precipitation with ethanol as in [111], followed

by freeze-drying.
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EPS can also interact with other extracellular macromolecules, most relevantly with proteins.

Non-covalent interactions between EPS and proteins allow the formation of complexes, coacervates

and aggregates, increasing the range of pH in which a protein is soluble [127]. In the case of

cold-adapted marine organisms, EPS have been shown to increase the stability and half-life of a

cold-active extracellular aminopeptidase from C. psychrerythraea 34H [128]. The interaction of EPS

with antifreeze proteins is of particular interest for it could allow the accumulation of such proteins in

the immediate vicinity of the cell, concentrating their antifreeze effects [70] to the benefit of sea-ice

inhabitants as temperatures drop seasonally. Interactions between EPS and proteins under in situ
conditions relevant to microbial life in sea ice remain largely unexplored.
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4. Prospectus for Future Research

In focusing on the extracellular responses of sea-ice microorganisms to the sometimes severe

and fluctuating environmental conditions of their habitat, our goal has been to highlight a number

of features, particularly regarding EPS, that have not been fully explored or that raise new research

directions. The extracellular products of microorganisms entrapped in sea ice are known to influence

the microstructure of the ice, and thus its habitability, but how they may influence the effectiveness

of traditional equations for calculating key parameters of sea ice or function at the micrometer

scale within an ice pore is not clear. Unanswered questions involve the potential role of EPS in

mitigating the salt concentration directly experienced by the cell, contributing to the adaptive strategy

of compatible solutes, and blocking viral attack. EPS interactions with other exudates, including

ice-active proteins and hydrolytic enzymes that serve a substrate-acquisition function for the cell, are

poorly known. If the unexplored interactions of EPS with inorganic ions, particularly Ca2+, were to

be as significant in sea ice as they are in other environments, then the implications for carbon transport

through the sea-ice cover could be quantitatively important. As much as has been learned over the

past decades about sea-ice microorganisms and their self-protective responses to the constraints of

their habitat, more awaits discovery.
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Endolithic Microbial Life in Extreme Cold Climate: Snow Is 
Required, but Perhaps Less Is More 

Henry J. Sun 

Abstract: Cyanobacteria and lichens living under sandstone surfaces in the McMurdo Dry Valleys 
require snow for moisture. Snow accumulated beyond a thin layer, however, is counterproductive, 
interfering with rock insolation, snow melting, and photosynthetic access to light. With this in 
mind, the facts that rock slope and direction control colonization, and that climate change results in 
regional extinctions, can be explained. Vertical cliffs, which lack snow cover and are perpetually 
dry, are devoid of organisms. Boulder tops and edges can trap snow, but gravity and wind prevent 
excessive buildup. There, the organisms flourish. In places where snow-thinning cannot occur and 
snow drifts collect, rocks may contain living or dead communities. In light of these observations, 
the possibility of finding extraterrestrial endolithic communities on Mars cannot be eliminated. 

Reprinted from Biology. Cite as: Sun, H.J. Endolithic Microbial Life in Extreme Cold Climate: 
Snow Is Required, but Perhaps Less Is More. Biology 2013, 2, 693-701. 

1. Introduction 

The Ross Desert, an unofficial geographic name referring to high-altitude (>1000 m) areas of 
the McMurdo Dry Valleys, is one of coldest environments on Earth. Here, the air temperature does 
not rise much above 0 °C in the peak of summer [1]. The year-round low temperatures create a 
secondary challenge for life: low water activity, or high aridity. While snow—the only form of 
precipitation in the region—falls regularly during the summer months, most of the snow is either 
blown away or sublimates without melting. Together, these two extremes—low temperatures and 
high aridity—create a desert environment where life is restricted to a few protected niches. 
Pioneering work by Imre Friedmann and his colleagues showed that the interior of sandstone is one 
such niche, occupied by cryptoendolithic cyanobacteria and lichens [2,3]. During the summer, the 
rocks are warmed by solar radiation or insolation, intermittently reaching temperatures high enough 
to melt snow and support biological activity [1,4,5]. In addition, the sandstones are translucent, 
especially when wet, with the outer centimeter of the rock, where the organisms reside, receiving 
0.1%–1% of incident sunlight [6]. The organisms also actively improve the optical properties of the 
surrounding sandstone by leaching iron from it [3,7]. 

The Ross Desert cryptoendoliths do not reside under all available sandstone surfaces, and they 
don t survive under all rock surfaces or at all locations. On Mount Fleming, for example, the 
community is mostly dead and fossilized [8]. Early researchers attributed the absence of life in 
these locations to the absence of warm temperatures. North-facing slopes, which receive direct 
solar radiation and are, therefore, warm, are nearly always colonized [3]. In contrast, south-facing 
slopes, which receive less insolation, are generally devoid of colonization. Taking this logic 
further, it was suggested that minor changes in temperature during periods of glaciation and global 
cooling can cause the endolithic community in an entire region to go extinct [7]. 
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In this article, I present an alternative hypothesis, which emphasizes the volume of snow that  
a rock surface actually receives, or the effective snow condition. In an extreme cold climate where 
snow is the sole moisture source, photosynthetic microorganisms living within rocks are faced with 
unique ecological challenges. For instance, snow, unlike rain, cannot wet vertical surfaces. Hence, 
cliffs are perpetually dry. At the other extreme, a rock can be covered by too much snow. Under a 
thick snow cover, a rock may no longer receive sufficient insolation to reach temperatures high 
enough to melt snow. In addition, the light level within the rock may no longer be adequate to 
support photosynthesis. An ideal effective snow condition occurs on rocks that can trap some snow, 
but where gravity or frequent gusty winds can prevent excessive buildup. As shown below, all 
biological variations on Battleship Promontory, which were previously attributed to temperature, 
can be explained by variations in effective snow condition. 

In light of these new observations, the generally-held notion that the surface of Mars is too cold 
to support extant life [7–10] should be revisited. Given the recent evidence that suitable rock types, 
frost formation, and conditions for stable liquid water all occur on Mars, in equatorial lowlands, the 
possibility of finding living endolithic microorganisms there cannot be eliminated. 

2. Results and Discussion 

2.1. Battleship Promontory: Correlation between Biology and Snow 

On Battleship Promontory (76°55 S, 161°58 E, elevation 1294 m), in the Convoy Range, 
sandstone rocks vary widely in size and shape, from outcrops tens of meters across, to boulders a 
few meters high, and to small stones forming a part of the rubble field (Figure 1). An opportunity to 
observe the effective snow condition presented itself during a field trip in late January, 2005. 
Following a significant snowfall, the snow covering the rocks was drastically re-arranged by wind. 

Direct contact with snow is not always necessary for a rock to be colonized, and the presence of 
moisture is not the sole criterion for colonization. For instance, the feet of boulders and stones in 
loose rubble fields—kept moist by contact with damp soil—are uniformly colonized. Endolithic 
organisms can also exist within the lower surface of a thin overhang, apparently sustained by 
downward movement of moisture penetrating the upper surface. In the Dry Valleys, where winds 
frequently gust up to 15 meters per second, mostly from the southeast [1], some sandstone surfaces 
are heavily abraded and undergo grain-by-grain disintegration [7]. Under these conditions,  
slow-growing endolithic organisms are unable to establish a foothold. 

These special situations aside, contact with snow is essential for colonization. Hence, vertical 
cliffs, which cannot trap snow, are devoid of organisms. This is true for both north- and  
south-facing cliffs (Figure 1). These “abiotic” surfaces are covered by a relatively uniform dark red 
coating [7]. This coating is the consequence, not the cause, of the rock s abiotic condition. Where 
such surfaces have access to moisture, for example, if they lie next to a colonized corner, the 
coating is destroyed by biological activity and recedes (Figure 1). 
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Figure 1. Relationship between rock slope, orientation, and biological activity on 
Battleship Promontory, Convoy Range, Antarctica. North is to the lower left corner of 
the photograph (note shadow on the ground). Vertical surfaces are devoid of organisms, 
as is evident from their dark red coloration, because they cannot trap snow. Sloped 
surfaces are colonized and show exfoliation, regardless of orientation (boulders in 
foreground), because they trap some snow, but excess snow is removed by gravity and 
wind. Heavily-scoured surfaces are devoid of colonization. The rate of scouring is such 
that the organisms are unable to establish a foothold. 

 

Moderately-sloped surfaces at the tops of boulders have the ideal effective snow condition. They 
can trap some snow, but excess snow either falls off or is blown away by strong winds. As a result, 
snow covers on these surfaces are thin, especially around the edges (Figure 2). North- and  
south-facing slopes are equally well colonized, suggesting that snow, not temperature, controls 
where the organisms can or cannot exist. The presence of microorganisms under these surfaces was 
confirmed both in the field (Figure 3) and by examining returned samples using scanning  
electron microscopy (Figure 4). These relatively dry surfaces are colonized primarily by the  
lichen-dominated community, while the permanently moist rocks on the ground generally  
harbor cyanobacteria. 
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Figure 2. Snow melting on a moderately-sloped boulder top on Battleship Promontory. 
Melting occurs in summer around noon, when insolation is maximal. (Scale 10 cm). 

 

Figure 3. Fractured sandstone showing the presence of microorganisms just below the 
surface. The leaching of iron from the surrounding sandstone improves photosynthetic 
access to sunlight. (Scale 5 cm). 
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Figure 4. Scanning electron micrograph showing endolithic lichens in sandstone, with 
soredia, characteristic reproductive structures consisting of small groups of algal cells 
surrounded by fungal cells (arrows). (Scale 10 m). 

 

Figure 5. Evidence that persistent thick snow covers are detrimental. (a) Partially-covered 
sandstone surface in the lee of a boulder (red arrow) on Battleship Promontory after 
winds cleared the snow off the area around the edge. (b) View of the exposed area from 
above, showing that it is heavily colonized. (c) View after the snow was deliberately 
removed, showing that the covered area (below the added black line) is largely devoid 
of biological activity. (Scale 20 cm). 
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Perhaps the strongest evidence that snow, not temperature, controls colonization on Battleship 
Promontory comes from flat, horizontal surfaces. Despite uniform insolation, these surfaces are not 
always uniformly colonized. Where the colonization is not uniform, it is correlated with the 
distribution of snow. It seems that the organisms prefer less, not more snow. An example of this 
observation is shown in Figure 5. This sandstone slab, situated in the lee of a boulder, was partially 
covered by 8–10 cm of snow (Figure 5a). The photographs in Figure 5b and 5c show a bird’s-eye 
view of the slab before and after the snow was deliberately removed for observation. The snow-free 
outer edge is actively colonized, but the snow-covered area shows little evidence of  
biological activity. 

The colonized sandstone rocks on Battleship Promontory can be divided into two categories. 
First, there are surfaces elevated above the ground. Due to gravity- and wind-assisted snow 
removal, the effective snow condition of these rocks stays relatively constant and optimal 
regardless of snowfall volume. These communities appear to be all viable. Second, there are 
surfaces at ground level and surfaces in a topographic low (e.g., gullies), where snow removal 
cannot occur and drift snow accumulates. On these surfaces, the effective snow condition can vary 
considerably and change through time. A surface that is favorable in a climate with low annual 
precipitation may become unfavorable in a climate with high annual precipitation, and vice versa. 
In an extreme environment, where the organisms grow slowly [11], extinction occurs relatively 
quickly, but re-colonization would be slow. As a result, repeated episodes of colonization, death, and 
re-colonization may occur in these rocks. 

2.2. Cause of Death on Mount Fleming and Horseshoe Mountain: Climate Cooling or Fluctuations  
in Precipitation? 

Mount Fleming and Horseshoe Mountain, in the Asgard Range, are two sites where sandstone 
outcrops contain mostly dead and entirely dead microbial communities, respectively. Relative to 
Battleship Promontory, these sites are located farther south, slightly more inland, and at a higher 
elevation (2200 m). Accordingly, they have a colder climate. The mean January air temperature on 
Battleship Promontory is 16.6 °C. In contrast, the values for Mount Fleming and Horseshoe 
Mountain are 18.7 °C and 22.4 °C, respectively [8]. Based on these data, Friedmann and his 
colleagues concluded that the cold limit separating hostile from life-supporting environments runs 
roughly through the area of Mount Fleming [8]. This conclusion was based on the assumption that, 
at those locations, the communities went extinct because the temperatures no longer rose 
sufficiently to melt whatever snow there was. In light of the effective snow condition, it is possible 
that the Mount Fleming and Horseshoe Mountain communities went extinct from changes in 
annual precipitation, not from low temperature. The landscapes on Mount Fleming and Horseshoe 
Mountain are relatively flat, with little opportunity to trap snow. During periods of relatively high 
precipitation, it is possible that exposed surfaces were covered by a thin film of snow that permitted 
the rocks to warm up to a degree sufficient to produce meltwater. During drier periods with less 
snow, however, whatever snow there was could have been more effectively removed by the wind, 
thereby reducing the overall period of metabolic activity and increasing the probability of the death 
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of the community. In this case, the isolated occurrence of colonies on Mount Fleming could be a 
sign of recovery of the ecosystem during what is now a wetter period. 

2.3. Extraterrestrial Endolithic Microorganisms on Mars? 

The surface of Mars is generally considered uninhabitable because of its low atmospheric 
pressure, somewhat less than 10 mbars. This pressure is below the triple point of water and so does 
not allow for the presence of stable liquid water. Numerical calculations by Lobitz and colleagues 
indicate, however, that this may not be the case across the entire planet [12]. Specifically, in  
low-lying regions between equator and 40°N, temperature and pressure conditions for stable liquid 
water may occur during summer months. In Utopia Planitia, favorable conditions may last for up to 
one third of the year. Frost formation in this region is well-documented by images returned by the 
Viking 2 lander (Figure 6). Furthermore, recent missions indicate that soil sulfate and gypsum, 
which are suitable for colonization by endolithic organisms [13], are widespread on Mars [14]. 
Until we definitively establish the cold limit of life on Earth, the possibility that rocks in Utopia 
Planitia contain live microorganisms cannot be eliminated. 

Figure 6. Possible extraterrestrial endolithic habitat on Utopia Planitia, Mars, where  
water-ice frost formation (arrow), conditions for stable liquid water, and suitable rock 
types exist. 

 
Image credit: NASA/JPL. 
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3. Experimental Section  

Field surveys of biological activity relied on macroscopic biosignatures visible on the rock 
surface. Where possible, observations were documented by photography. The following protocol 
was used to prepare samples for electron microscopy. Specimens were rehydrated in saline 
phosphate buffer and then fixed in 0.5% formaldehyde and 1% glutaraldehyde for 15 minutes. 
Fixed specimens were dehydrated in an ethanol series: 15%, 30%, 50%, 75%, 95%, 100%, each for 
15 minutes. After two additional changes in anhydrous ethanol, the specimens were placed in 
hexamethyldisilazane (HMDS) twice, each time for 30 minutes. After the second wash, the HMDS 
was decanted, and the specimens were air-dried. Specimens were carbon-coated and viewed using a 
scanning electron microscope (JSM-5610). 

4. Conclusions 

On Battleship Promontory, colonization barriers of microbial communities under sandstone 
surfaces are imposed by the uneven distribution of snow, not temperature. The presence of dead 
communities under some rock surfaces may be attributed to fluctuations in annual precipitation. On 
Mount Fleming and Horseshoe Mountain, the communities may have died during a period of 
climatic cooling or during a period when changes in annual precipitation caused the effective snow 
condition to become unfavorable. On Mars, extant endolithic communities may exist in  
equatorial lowlands. 
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Psychrophily and Catalysis 

Charles Gerday 

Abstract: Polar and other low temperature environments are characterized by a low content in 
energy and this factor has a strong incidence on living organisms which populate these rather common 
habitats. Indeed, low temperatures have a negative effect on ectothermic populations since they can 
affect their growth, reaction rates of biochemical reactions, membrane permeability, diffusion rates, 
action potentials, protein folding, nucleic acids dynamics and other temperature-dependent 
biochemical processes. Since the discovery that these ecosystems, contrary to what was initially 
expected, sustain a rather high density and broad diversity of living organisms, increasing efforts 
have been dedicated to the understanding of the molecular mechanisms involved in their successful 
adaptation to apparently unfavorable physical conditions. The first question that comes to mind is: 
How do these organisms compensate for the exponential decrease of reaction rate when 
temperature is lowered? As most of the chemical reactions that occur in living organisms are 
catalyzed by enzymes, the kinetic and thermodynamic properties of cold-adapted enzymes have 
been investigated. Presently, many crystallographic structures of these enzymes have been 
elucidated and allowed for a rather clear view of their adaptation to cold. They are characterized by a 
high specific activity at low and moderate temperatures and a rather low thermal stability, which 
induces a high flexibility that prevents the freezing effect of low temperatures on structure 
dynamics. These enzymes also display a low activation enthalpy that renders them less dependent 
on temperature fluctuations. This is accompanied by a larger negative value of the activation entropy, 
thus giving evidence of a more disordered ground state. Appropriate folding kinetics is apparently 
secured through a large expression of trigger factors and peptidyl–prolyl cis/trans-isomerases. 

Reprinted from Biology. Cite as: Gerday, C. Psychrophily and Catalysis. Biology 2013, 2, 719-741. 

1. Introduction 

Polar ecosystems are characterized by a high diversity and abundance of microorganisms. 
Indeed, cell densities from 0.9 to 14.9 × 105 mL 1 have been recorded in Arctic pack ice with 
similar figures in adjacent seawater. Thirty-three phylotypes were identified in these environments; 
they belong to the - and -proteobacteria with less than 1% being cultivable [1]. In Arctic tundra 
soils, and in winter, the total bacterial cell counts can be as high as 5 × 109 cells per g of soil [2]. 
Even Arctic permafrost, characterized by temperatures below the freezing point of water, is highly 
populated in metabolically active or possibly dormant microorganisms with cell counts of  
3.56 × 107 per g of soil of Canadian permafrost [3]. High cell densities are also present in the 
Antarctic with figures of 5.4 to 7.9 × 107 cells per g of lake sediment [4], whereas in free waters, at 
Terra Nova Bay (Ross Sea) for example, cell counts vary from 0.1 to 15.7 × 105 cells mL 1 [5]. 
These cell densities, both in the Arctic and Antarctic oceans, are similar to those recorded in 
temperate habitats and correspond to microbial diversities much greater than those initially 
expected [6]. Such data testify to successful adaptations of microbial communities to extremely 
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cold environments. Knowing that low temperatures have usually a negative effect on population 
growth, one has to conclude that a complete set of molecular adaptations has taken place to notably 
compensate for the freezing effect of low temperatures on reaction rate, diffusion rate, membrane 
permeability and nucleic acids dynamics, for instance. Reaction rates are clearly crucial for the 
survival of microorganisms at low temperatures, since they vary in an exponential way as a 
function of temperature according to the Arrhenius law, in which the rate constant, k = A. e Ea/RT, 
depends on the pre-exponential factor A, also called frequency factor, which, in the  
reaction rate expression, derived from the transition state theory, takes the form of  
A = kB(T/h)exp(+ S*/R)exp(1); kB is the Boltzmann constant, h, the Planck constant, T, the 
temperature in Kelvin and S* the activation entropy of the reaction [7]. One can see that the 
frequency factor A strongly depends on the activation entropy and is directly dependent on 
temperature. Ea is called the activation energy; it is equal to the term, H* + RT, and the activation 
enthalpy of the reaction can be easily determined from Arrhenius plots in which lnk is expressed as 
a function of 1/T. In enzyme-catalyzed reactions, these Arrhenius plots usually give a straight line 
of slope—Ea/R over a more or less wide range of temperatures provided that the temperature 
conditions do not alter the enzyme structure or the enzyme–substrate complex. In the case of 
psychrophiles, one has also to take into consideration the viscosity of the environment which can 
have a strong effect on reaction rates. In 2004, Garcia-Viloca and coworkers [8] proposed, in the 
case of enzyme-catalyzed reactions, a generalized expression of reaction rate, in which kcat =  
(T)kB(T/h)exp( G*/RT). The factor  is, in the context of viscosity, an extended expression of the 
old transmission factor  that takes into account the probability that some of the activated 
molecules will return to the ground state rather than be transformed into product; in other words, 
they can re-cross the energy barrier. This factor is usually neglected, but at low temperature, it can 
significantly differ from unity. Some works have been devoted to this problem and we can mention 
that of Demchenko et al. [9] who studied the influence of the viscosity of the medium on the 
catalytic properties of lactate dehydrogenase. They, for example, demonstrated that the Vmax, for 
lactate oxidation in the presence of NAD+, decreases from 8.5 units in low-viscosity buffer to 1.5 in 
a 44% sucrose solution equivalent to a viscosity of about 6cP. It is worth noting that at 20 °C the 
average viscosity of the intracellular space is 2.5cP, whereas at 0 °C, this viscosity raises to 5cP [10]. 
Also, if at 20 °C the viscosity of pure water is close to 1, it subsequently raises to 1.787 at 0 °C. 
Thus, clearly the high viscosity of aqueous media at low temperatures should also have a 
depressive effect on reaction rates. This problem has been also addressed by Siddiqui  
and coworkers [11]. 

2. General Properties of Cold-Adapted Enzymes 

Many cold-adapted enzymes have now been fully characterized in terms of catalytic properties 
and the main characteristic of these enzymes is that the thermo-dependent activity curve is always 
displaced towards low temperatures as illustrated in Figure 1. The left curve corresponds to the 
evolution of the activity as a function of temperature of a cold-adapted -amylase from the 
Antarctic strain Pseudoalteromonas haloplanktis. The right curve illustrates a similar curve 
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recorded for the homologous -amylase from a thermophilic microorganism, Bacillus 
amyloliquefaciens [12]. Three main differences can be observed: 

(1). The apparent optimum temperature of the cold-adapted enzyme is displaced towards low 
temperatures by as much as 30 C. 

(2). The cold-adapted enzyme displays a much higher catalytic efficiency than the thermophilic 
enzyme up to approximately its apparent optimum. 

(3). The cold-adapted enzyme is, in contrast with the thermophilic one, rapidly inactivated at 
temperatures above 25 C. 

Figure 1. Specific activity as a function of temperature of the -amylase from the 
Antarctic strain Pseudoalteromonas haloplanktis (black dots) and of the thermophilic 
counterpart from Bacillus amyloliquefaciens (open circles). Worth noting is the 
important shift of the apparent optimum towards low temperature. Adapted from [12]. 

 

Some additional commentaries are necessary to fully appreciate the significance of these curves. 
First, one has to consider that the so-called “optimum temperature” still reported as such in many 
papers, is only an apparent optimum since, at this temperature, the enzyme is already under severe 
thermal stress and cannot be exposed at this temperature for a long time. A more appropriate term 
would be “critical temperature,” to indicate that a partial inactivation has already taken place. 
Second, as far as the shift towards low temperature is concerned, it is worth mentioning that its 
amplitude strongly depends on the enzyme investigated. Third, in the case of many cold-adapted 
enzymes, the activity that corresponds to the apparent optimum is somewhat lower than that 
recorded for homologous mesophilic or thermophilic enzymes, and this can possibly reflect an 
incomplete adaptation to low temperatures. Also, in the same context, the higher activity, observed 
at low and moderate temperatures, considerably varies with the enzyme under investigation. In the 
present cases, at 10 °C, the specific activity of the cold -amylase is about 10 times as high as that 
of the thermophilic enzyme. 

The first significant report on the properties of cold-adapted enzymes was made in 1984 and 
concerned a heat labile alkaline phosphatase isolated from Antarctic seawater bacteria [13]. Not 
only the three main properties of cold-adapted enzymes were correctly described, but the authors 
also suggested that these enzymes could present significant advantages over mesophilic 
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counterparts for biotechnological purposes. Recent investigations devoted to the study of new  
cold-adapted enzymes have strictly confirmed the properties of these enzymes. We can mention the 
hormone-sensitive lipase isolated from the Antarctic strain Psychrobacter sp. TA144 [14], the 
periplasmic nitrate reductase from the Antarctic bacterium Shewanella gelidimarina [15], and the 
serine hydroxymethyltransferase from a cold-adapted Psychromonas ingramii isolated from Arctic 
polar sea ice [16]. Another parameter which can be influenced by temperature is the Km which, in 
general, is related to the affinity of the enzyme for the substrate, provided that the rate constants 
that could interfere with the constants directly involved in the true dissociation constant of the 
enzyme–susbtrate complex could be neglected. The comparison of the Km values of enzymes from 
orthologous species, differently adapted to temperature (Table 1), reveals three main features: 

Table 1. Km values of some psychrophilic, mesophilic and thermophilic enzymes. 

Enzyme-organism T (°C) Km Ref 
Alpha-amylase 
P: Pseudoalteromonas haloplanktis 25 234.00 uM 

[17] 
M: Pig pancreatic 25 65.00 
Aspartate aminotransferase 

P: P. haloplanktis 
07 5.82 mM 

[18] 
25 8.34 

M: E.coli 
25 7.31 
35 21.04 

Aspartate transcarbamylase 
P: Gram-TAD1 11 20.00 mM 

[19] 
M: E.coli 30 0.014 
Citrate synthase 
P: Antarctic bacterium DS2-3R 

23 
230 uM 

[20] 
M: mesophiles <50 uM 
DNA ligase 
P: Pseudoalteromonas haloplanktis 04 0.165 uM 

[21] 
M: E.coli 18 0.179 

T: Thermus scotoductus 
18 0.179 
30 0.702 

T: Thermus scotoductus 45 0.236 
Elongation factor TU 
P: Moraxella TAC II 25 15 0.36 uM 

[22] 
M: E.coli 15 0.13 
Endonuclease I 
P: Vibrio salmonicido 05 246.00 mM 

[23] 
M: Vibrio cholerae 05 118.00 
Isocitrate dehydrogenase 
P: Colwellia maris 15 62.00 mM 

[24] 
M: E. coli 15 3.30 
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Table 1. Cont. 

Enzyme-organism T (°C) Km Ref 
Lactate dehydrogenase 
P: Champsocephalus gunnarii 00 0.16 mM 

[25] M: Deinococcus radiodurans 48 0.21 
T: Thermus thermophilus 90 0.16 
Ornithine transcarbamylase 
P: Moritella abyssi 05 1.78 mM 

[26] M: E. coli 37 2.40 
T: Thermus thermophilus 55 0.10 
RNA-dependent ATPase 

P: Pseudoalteromonas haloplanktis 
10 0.60 mM 

[27] 
25 0.9 

M: E.coli 
10 0.02 
25 0.06 

Subtilisin 

P: Bacillus (Antarctic) 
05 26.00 uM 

[28] 
25 37.00 

M: Bacillus licheniformis 
05 6.00 
25 17.00 

Triose phosphate isomerase 
P: Vibrio marinus 10 1.90 mM 

[29] 
M: E. coli 25 1.09 

First, an increase in the temperature over a threshold value causes an increase in Km; in other 
words, a lower affinity of the enzyme for the substrate; second, the lowest Km values are observed 
in the temperature range usually experimented by the organism [30] third, with two exceptions, 
aspartate aminotransferase and DNA ligase, the Km values of cold-adapted enzymes are usually 
higher than those of mesophilic counterparts but are closer to each other at the respective 
temperature of their environment. These data suggest that enzymes from species adapted to different 
temperatures have evolved molecular adaptations in order to maintain a conformation enabling an 
appropriate interaction between enzymes and substrates at the usual temperature of the environment. 
In certain cases, these adaptations are not likely to be complete, as previously mentioned. 

3. Activity and Stability 

Various techniques have been used to evaluate the thermal stability of proteins. The thermal 
unfolding of a protein is accompanied by a positive modification of the enthalpy and the heat 
absorption can be followed in a microcalorimeter that directly provides the Tm values of the 
respective domains of a protein or, if the unfolding is highly cooperative, the Tm value of the 
whole molecular edifice. Fluorescence signals can also be used because the exposure to the solvent 
of tryptophane residues, usually buried into the protein, is associated with a red shift of the 
emission wavelength, which is easily followed as a function of temperature. Circular dichroism 
signals are also altered as a function of unfolding; in some cases, the far U-V region has been used, 
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but in this range of wavelength, around 220 nm, only the secondary structure is concerned and the 
ellipticity values are related to the percentage of helical and beta-structures. This does not allow the 
detection of the modifications of the tertiary structure, which can be evaluated only if the circular 
dichroïsm measurements are carried out in the near U-V region, in the absorption bands of 
aromatic residues. The signals are, however, rather weak, and the ellipticity changes can be 
positive or negative upon unfolding. In many cases, also the thermal unfolding has been 
determined using the measurement of the residual activity of the enzyme after exposure for  
a certain time at a given temperature followed by cooling. This technique is not suitable due to the 
possible refolding on cooling. To validate this technique, one has first to demonstrate that the 
thermal unfolding is truly irreversible at all temperatures tested. In this context, it is worth knowing 
that psychrophilic enzymes are particularly prone to rapid spontaneous refolding. One of the 
characteristic features of cold-adapted enzymes is that, often, the thermal inactivation of the 
enzyme precedes any detectable changes in tertiary structure by the techniques mentioned above. 
This is clearly illustrated in Figure 2. This figure shows the profiles of the thermal inactivation and 
structural transition curves of orthologous -amylases (Figure 2A,C) and glycoside hydrolases, 
xylanases and cellulase, (Figure 2B,D) adapted to different temperatures. In the case of -amylases, 
the thermal unfolding has been followed by fluorescence spectroscopy at an emission wavelength 
of 350 nm, and one can see that for the cold-adapted enzyme (AHA) a significant inactivation is 
reached before any detectable changes in the three-dimensional structure of the protein. On the 
contrary, in the case of mesophilic and thermophilic enzymes, the inactivation strictly corresponds 
to detectable changes in the three-dimensional structure. Similar data are observed in the case of 
psychrophilic, mesophilic and thermophilic glycoside hydrolases (Figure 2B,D). It is worth 
mentioning that thermograms in panel 2D have been obtained by differential scanning calorimetry. 
They correspond to the measure of the heat absorbed during the thermal unfolding of the proteins. 
These data suggest either that the active site of these psychrophilic enzymes are more heat-labile 
than the protein structure or that the substrate-enzyme complex becomes highly unstable and that 
its thermal dissociation precedes any change in the structure of the protein. This hypothesis is 
supported by the fact that the Km values of cold-adapted enzymes are, in general, higher than that 
of their mesophilic or thermophilic counterparts. For these latter, the loss of activity is concomitant 
with unfolding. The higher specific activity of cold-adapted enzymes, at low and moderate 
temperatures, can be attributed to activation energies lower than those of their mesophilic and 
thermophilic counterparts, as shown in Table 2. This lower activation energy is the result of a 
drastic reduction of the activation enthalpy. This corresponds to a lower temperature dependence of 
the activity and suggests that less enthalpy-driven bonds have to be broken to secure an appropriate 
interaction between the enzyme and the substrate which, in general, is an induced process. The 
Eyring equation, kcat= . kBT/h. e- G*/RT which is another form of the Arrhenius equation, and in 
which  is the transmission coefficient; kB, the Boltzmann constant; h, the Planck constant and 

G*, the free energy of activation, indicates that the catalytic constant is not only exponentially 
dependent on temperature, but also on the free activation energy. Table 2 shows that this free 
energy of activation is, as expected from the values of the activation enthalpies, lower than that of 
the mesophilic counterparts, with two exceptions: arginine kinase and chitinase. The small 
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amplitude of the differences between the respective activation energies is the result of larger 
negative values of the activation entropies in the case of cold-adapted enzymes that act as a 
compensating factor. Indeed, the differences observed in the catalytic constants would have been 
much larger if similar values had been recorded for the activation entropies of psychrophilic and 
mesophilic enzymes. The more negative values of the activation entropies of cold-adapted enzymes 
also suggest that the ground state of these enzymes displays a larger disorder than their mesophilic 
homologues. As mentioned earlier, there are two exceptions to these observations: arginine kinase 
and chitinase, in these cases, the activation energy is apparently higher than those of the mesophilic 
counterpart, despite the fact that both the activation enthalpy and activation entropy strictly follow 
the usual trend of psychrophilic enzymes. As G* derives from the difference between the 
enthalpic and entropic terms, it is probable that the higher activation energy of the cold-adapted 
arginine kinase is due to experimental errors on these terms. In the case of chitinase, the situation is 
possibly different since it has been argued that the lower specific activity of this psychrophilic 
enzyme at 15 °C originates from the fact that a soluble preparation of chitin from crabs was used as 
substrate and this may not be a good substrate for the cold-adapted enzyme, since chitins from 
different origins can be structurally very different [31]. The analysis of Table 2 also shows that, in 
some cases, the activation entropy is positive, meaning that the activated state displays a higher 
disorder than the ground state. This is only recorded in the case of mesophilic enzymes and can be 
either attributed to a particularly high rigidity of these mesophilic enzymes or, alternatively, to a 
difference in the redistribution of water molecules associated with the enzyme. Although the 
differences observed in the free energy of activation could seem rather weak, they are however 
high enough to explain the higher specific activity of cold-adapted enzymes. Indeed, and as an 
example, the difference in the activation energy of mesophilic and psychrophilic -amylases is only 
of 0.8kJ/mole at 10 °C but this is enough to secure a threefold increase of the kcat for the cold-
adapted enzyme. 

Table 2. Catalytic constants and activation parameters of a few cold-adapted enzymes 
as compared with mesophilic counterparts. 

Enzyme Type T (°C) kcat(s 1) 
G* H* T S* 

Reference 
kJ/mole 

Amylase 
Psy 10 294.0 57.7 34.7 23.0 

[32] 
Mes  97.0 58.5 46.4 12.1 

Arginine kinase 
Psy 25 3.3 69.4 18.8 50.6 

[33] 
Mes  13.4 66.6 41.9 4.7 

Cellulase 
Psy 4 0.18 71.6 46.2 25.4 

[34] 
Mes  0.01 78.2 65.8 12.4 

Chitinase 
Psy 15 1.7 69.2 60.2 9.0 

[31] 
Mes  3.9 67.2 74.3 +7.1 

Chitobiase 
Psy 15 3.8 59.5 44.7 14.8 

[35] 
Mes  0.9 63.5 71.5 +8.0 
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Table 2. Cont. 

Enzyme Type T (°C) kcat(s 1) 
G* H* T S* 

Reference 
kJ/mole 

Citrate synthase 
Psy    7.4 S* = 22.7 

[20] 
Mes    11.5 S* = 9.7 

Endonuclease 
Psy 5 9.41 62.8 33.4 29.4 

[23] 
Mes  1.03 67.9 74.0 +6.1 

LDH 
Psy 0 250.0 75.0 22.0 53.0 

[25] 
Mes  72.0 75.0 45.0 30.0 

Lysozyme 
Psy   45.1 31.9 13.2 

[36] 
Mes   46.2 49.4 +3.2 

Subtilisin 
Psy 15 25.4 62.0 36.0 26.5 

[37] 
Mes  5.4 66.0 46.0 20.2 

Xylanase (bact) 
Psy 10 515.5 54.0 21.0 33.0 

[38] 
Mes  59.5 60.0 58.0 2.0 

Xylanase (yeast) 
Psy 5 14.8 52.3 45.3 7.0 

[39] 
Mes  4.9 54.6 49.9 4.7 

Figure 2. (A) Percentages of specific activities of psychrophilic (AHA), mesophilic 
(PPA) and thermophilic (BAA) -amylases as a function of temperature and (C) concomitant 
thermal transitions as observed by fluorescence spectroscopy. (B). Percentages of specific 
activities as a function of temperature of psychrophilic xylanase from the Antarctic strain 
Pseudoalteromonas haloplanktis (pXyl), mesophilic xylanase from Streptomyces sp. 
S38 (Xyl 1), and thermophilic endoglucanase from Clostridium thermocellum (Cel A) 
and their (D) concomitant thermal unfolding as recorded by differential scanning 
calorimetry. Reproduced with permission from [40]. 
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4. Thermodynamic Stability 

The thermodynamic stability of a protein can be easily evaluated at a given temperature by 
differential scanning calorimetry provided that the unfolded form is in a two-state reversible 
thermodynamic equilibrium with the folded structure according to the equation: N  U, defined by 
a thermodynamic equilibrium constant K. Then, the Gibbs free energy of unfolding, also known as 
thermodynamic stability, can be calculated from the Gibbs–Helmholtz equation: GN-U = HN-U  
T SN-U = RTln K. This equation can be rewritten as a function of the information derived from a 
differential scanning calorimetry profile, as shown in Figure 2, panel D. 

GN-U(T) = Hcal (1  T/Tm) + Cp(T  Tm)  T Cpln(T/Tm) 

Hcal, is the heat absorbed on unfolding; it is given by the area limited by the curve; T is the 
temperature investigated; Tm is the temperature of half-unfolding for GN-U = 0 when U/N = 1; 

Cp, is the heat capacity change from the native to the unfolded state and is mainly due to the 
exposure of hydrophobic groups followed by their hydration [41,42]. It corresponds to the amount 
of surface exposed to the solvent upon unfolding, in other words, to the accessible surface area 
(ASA). This factor can also be determined experimentally using a microcalorimeter or can be 
calculated if the three-dimensional structure is known; it is a positive value. A typical 
thermodynamic stability curve is shown in Figure 3, in which are also described the 
thermodynamic components of the above mentioned equation. One can see that the maximum 
thermodynamic stability is obtained around 20 °C, the enthalpic and entropic terms vary with the 
temperature and one can predict an unfolding induced by cold around 10 °C. Experimentally, 
such stability curves have been obtained in the case of psychrophilic, mesophilic and thermophilic 

-amylases, as shown in Figure 4. Several interesting features can be deduced from the analysis of 
these curves. First of all, the maximum stability, which corresponds to the highest value of GN-U, 
is for the three orthologous enzymes recorded around 25 °C, even so, the melting temperatures are 
very different, around 42 °C for AHA, 62 °C for the mesophilic enzyme, and 85 °C in the case of 
the thermophilic -amylase. This has been attributed to the hydrophobic effect that plays a crucial 
role in the folding and stability of proteins [43]. Second, in the case of mesophilic (PPA) and 
thermophilic enzymes (BAA), the usual environmental temperature of these organisms lies on the 
right limb of the stability curve and therefore does not correspond to the maximum stability of 
these enzymes. This low stability at the environmental temperature is in fact required to secure an 
appropriate flexibility of the molecular edifice that allows a good interaction of these enzymes with 
the substrates. This flexibility is secured through the increase of temperature of the unfavorable 
stabilization entropy, SN-U. At the maximum stability, SN-U = 0, this term becomes negative at 
low temperatures due to the propensity of hydrophobic groups to favor hydration rather than 
association with similar groups. 

Therefore, on the right side of the curve, mesophilic and thermophilic enzymes are stabilized by 
the enthalpic term. Conversely, in the case of the cold-adapted enzyme, the environmental 
temperature lies on the left side of the curve; this part of the curve is characterized by a negative 
value of the entropic term, which is therefore the stabilizing factor. The negative value of the 
stabilization enthalpy, chiefly the result of a weakening of hydrophobic and electrostatic 
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interactions induced by the hydration of these groups, appears, on the other hand, to be essential in 
conferring the appropriate flexibility of the psychrophilic enzyme at low temperatures. 

Figure 3. A conformational stability curve displaying the change in stabilization 
energy, G, as a function of temperature. It also shows the concomitant change of the 
enthalpic, H, and entropic, S, contributions. It is worth noting that the relatively 
small values of G result from the difference between rather large figures of H and 
T S. Reproduced with permission from [44]. 

 

Figure 4. Stabilization energy, G, of psychrophilic (AHA), mesophilic (PPA) and 
thermophilic (BAA) -amylases as a function of temperature. Note that the maximum 
stability is for the three enzymes close to each other, around 25 °C, despite the large 
difference in the melting temperatures of these enzymes. AHA (Pseudoalteromonas 
haloplanktis -amylase); PPA (Pig pancreatic -amylase); BAA (Bacillus 
amyloliquefaciens -amylase). Adapted from [32]. 

 

Ultimately, the hydration of these groups leads to cold denaturation and, paradoxically, the  
cold-adapted enzyme is more sensitive to low temperatures than the homologous mesophilic and 
thermophilic enzymes. It will be shown that this is due to the fact that the structure of the  
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cold-adapted enzyme is stabilized by a lower number of interactions. In the case of the orthologous 
-amylases, one can see that the higher stability of the mesophilic and thermophilic enzymes, 

leading to higher melting points, is obtained by lifting the stability curve, that is, by increasing the 
amplitude of the enthalpic contribution to the stability [32]. This is mainly achieved through 
reinforcing hydrophobic interactions and increasing the number of hydrogen and ionic interactions 
next to a non-systematic decrease of the entropic contribution. This latter factor can result from an 
increase in the number of proline residues and a decrease in the number of glycine residues that 
both decrease the entropy of the denatured form. As a consequence, notably of the decrease of 
hydrophobic interactions in cold-adapted enzymes, many of them show a reversible thermal 
unfolding due to their lower propensity to form aggregates when the hydrophobic core is exposed 
to the solvent. 

5. Engineering Cold-Adapted Enzymes 

About thirty-three dimensional structures of cold-adapted enzymes have been solved by X-ray 
crystallography at high resolution (Table 3) and the analysis of these structures has largely 
contributed to defining the structural determinants of the lower stability of these enzymes. As 
already stated, these factors include: a lowering of the strength and/or number of the usual weak 
interactions; the hydrophobic, ionic and hydrogen bonds; a higher proportion of glycine residues, 
providing an increase of the mobility of certain regions; a decrease in the number of proline 
residues, also acting in this direction (there is, indeed, a tendency toward an increase in proline 
residues from psychrophiles to thermophiles); the weakening of the hydrophobic clusters that 
contributes to reduce the compactness of the protein; an increase in the number of hydrophobic 
residues at the surface of the molecule (this process induces a clustering of water molecules around 
these groups and induces a decrease in the entropy and a concomitant increase in free energy); the 
increase of the number of charged groups at the surface that favors the interaction with the solvent 
and the solubility at low temperatures; the substitution of the N- and C-caps of -helices by 
uncharged residues that reduce the interactions between these residues and the dipoles formed by 
the helices that indeed carry a net positive charge at the N-terminal part and a net negative charge 
near the C-terminal end [45]; the increase of the length of the loops connecting the secondary 
structures; a decrease in the metal-binding affinity in metalloproteins; and, finally, psychrophilic 
proteins can exhibit loose protein extremities, which are preferentially tightly bound or buried in 
thermophilic proteins. Each protein adapted to cold uses a few of these factors in various 
combinations for the adaptation, and this seriously complicates the identification of the factors that 
are truly involved, even when the three-dimensional structure is known. A first approach to shed 
some light on the molecular characteristics of cold adaptation is site-directed mutagenesis. Amino 
acids substitutions can be introduced on the basis of hypotheses resulting from the analysis of 
crystallographic or of model structures of these enzymes. This rational approach is rendered 
hazardous by the fact that, in the absence of thermal selective pressure, some genetic drift probably 
occurs that tends to give rise to structural modifications not really implicated in the adaptation to 
cold. In one of the pioneering studies [17], numerous single mutations were introduced in the cold-
adapted -amylase isolated from the Antarctic strain Pseudoalteromonas haloplanktis. This 
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enzyme displays a severe reduction of stability when compared to mesophilic and thermophilic 
counterparts (Figure 4). The effect of the mutations, supposed to restore structural specificities 
found in mesophilic and thermophilic counterparts, were evaluated both at the level of thermal 
stability and specific activity. Fourteen mutations, including double mutants, were introduced to 
reproduce weak bonds found in the highly similar structure of the homologous mesophilic enzyme 
from pig which displays eight additional ion pairs, fifteen additional arginine residues, and ten 
additional aromatic interactions. The introduced mutations aimed to restore hydrogen bonds, salt 
bridges, helix dipole stabilization, and various hydrophobic interactions. All these mutations were 
located far from the catalytic site. Some interesting conclusions were drawn: the additional selected 
electrostatic interactions provided the highest contribution to stability, increasing both the Tm and 

Hcal, the latter by values as high as 4.4 kcal/mol at 20 °C; a double mutant, consisting in an 
additional salt bridge and double aromatic interactions, increased the stabilization energy of the 
cold-adapted enzyme by a factor of two at 10 °C; and, the reinforcement of the hydrophobic core 
structure induced the appearance of multiple calorimetric domains absent in the cold-adapted 
enzyme characterized by a two-state unfolding process. Stabilized mutants were also found to 
refold with less efficiency, and most of the mutations that provided a mesophilic character by 
increasing the stability of the cold-adapted enzyme also led to a decrease in both kcat and Km .This 
can be explained by the reduction of the conformational entropy of the binding species. It was also 
concluded that the cold-adapted enzyme has reached a limit in thermal stability precluding any 
further improvement of the specific activity through a decrease in stability. In another similar work 
carried out on this enzyme, an additional disulfide bond was also introduced to mimic the situation 
occurring not only in pig pancreatic -amylase, but also in all chloride-dependent -amylases from 
mammals and birds [46]. In these organisms, this disulfide bridge connects domains A and B and is 
located near the active site. As expected from the previous study, the introduction of this disulfide 
bridge decreases the specific activity by a factor higher than two, as well as the Km both at 5 °C and 
20 °C. The mutant also shows a higher compactness as demonstrated by fluorescence-quenching 
experiments, whereas its microcalorimetric characterization displays, contrarily to the wild  
cold-adapted enzyme, a profile typical of the pig pancreatic enzyme with multiple transitions. 
However, the Tm of the first transition was lower than that of the cold-adapted enzyme. This is 
indicative of an unfavorable constraint created by the introduction of the disulfide bridge. 
Stabilizing effects are, however, recorded in other parts of the enzyme since the overall 
calorimetric enthalpy increases from 214 kcal mol 1 for the cold-adapted enzyme to 241 kcal mol 1 
for the mutant CC. These values have to be compared to 295 kcal mol 1 found for the pig 
pancreatic -amylase. In a recent work, two multiple mutants of this cold-adapted - amylase, 
derived from the data recorded from single mutations, were also investigated [47]. The first, Mut5, 
bears five mutations, previously described, that correspond, as stated above, to structural 
peculiarities existing in the mesophilic pig pancreatic -amylase: N150D introduces a salt bridge, 
V196F restores an aromatic interaction, K300R provides a bidentate interaction with the chloride 
ion, and T232V reinforces a hydrophobic cluster, as well as Q164I. The second mutant, Mut5CC, 
is identical to Mut5 with the addition of the disulfide bridge Q58C/A99C found in chloride 
dependent -amylases from mammals and birds. First of all, the specificity of the two multiple 
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mutants, towards various natural and chromogenic substrates, was strictly similar to that of the 
parent cold-adapted enzyme. By contrast, the mutants showed a specific activity similar to that of 
the mesophilic enzyme and a very significant increase of the thermal stability as recorded by 
fluorescence spectroscopy and differential scanning calorimetry. Contrarily again to the mesophilic 
enzyme, the thermal inactivation above 35 C occurs without any detectable structural changes 
supporting the idea that the active site remains the most thermal sensitive structural element. 
Fluorescence quenching, using acrylamide as quencher of the tryptophane residues, shows that 
Mut5 and Mut5CC display a reduced structural permeability. The reversibility of the unfolding was 
also strongly affected and the rate constants for irreversible unfolding differed by several order of 
magnitude at 43 C. Reversible unfolding was only possible in the presence of non-detergent 
sulfobetaine, 3-(1-pyridinio)-1-propane-sulfonate. It was concluded that these two mutants, as well 
as the single mutants from which they derive, can be considered as structural intermediates 
between the psychrophilic and the mesophilic enzymes. These data also strongly supports the 
prevailing hypothesis that the reduction of the force of the weak interactions that stabilize the  
cold-adapted enzyme induces an increase in the flexibility of the enzyme. This provides an 
appropriate accessibility of the substrate at low temperature that leads to a higher specific activity 
of cold-adapted enzymes at low and moderate temperatures to the expense of thermal stability. This 
view was further supported by a recent and independent work related to the molecular dynamics of 
these mutants. The aim of this study was to identify in atomic details the effect of these mutations, 
especially the long-distance effects, and to identify the structural determinants that led to the 
incomplete conversion of the cold-adapted enzyme into a mesophilic-like edifice [48]. Multiple 
MD simulations were applied to the seven mutants (single and multiple) and it was shown that 
these mutants display a reduced flexibility in various regions of the protein, especially near the 
active site and substrate-binding groove. They also elicit, in some cases, unexpected long-range 
effects that even affect the flexibility of domain C that did not carry any mutation. This confirms 
the ability of these mutations to modulate the dynamic properties of AHA in conferring to it a 
mesophilic-like behavior, both in terms of activity and substrate binding. The current view of the 
relationship between enzyme dynamics, flexibility, and catalytic properties was contested in  
a study that submitted a cold-adapted protease to directed evolution [49]. After several cycles,  
a multiple mutant of the cold-adapted subtilisin S41 [28] was generated associating a high 
thermostability to a high specific activity at low temperatures. The selection of the mutants was 
made on the basis of a higher stability coupled with a specific activity higher or equal to that of the 
wild-type enzyme towards a synthetic substrate, s-AAPF-pNa. It was concluded that, at least in vitro, it 
was quite possible to simultaneously increase the stability of an enzyme concomitantly with its 
specific activity. The fact that, in nature, these two parameters seem to evolve in opposite 
directions could be due to the absence of selective pressure on thermal stability in low temperature 
environments. Later, however, it was reported that the mutant was poorly active towards 
macromolecular substrates. The importance of the choice of the substrate in this type of experiment 
making use of multi-substrates enzymes was underlined in similar experiments tending to confer to 
a mesophilic subtilisin BPN’ a cold-adapted character. Indeed, mutants associating a reduced 
stability to a higher specific activity were obtained only when synthetic substrates were used but 
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not when casein, a natural substrate, was used [50]. Other attempts to confer a higher activity at 
low temperature were carried out on a thermophilic protease, WF146, showing a high proportion 
(>60%) of identical amino acids with the aforementioned cold-adapted protease [51]. Here again, a 
combination of random and site-directed mutagenesis was used using casein as substrate. The 
selected mutants were found to be more active than the wild-type enzyme and were all less stable, 
especially the mutant R29 that includes four single mutations. It had a specific activity at 25 °C, 
three times as high as that of the wild-type enzyme and showed a half-life of 4.5 min at 80 °C to be 
compared to 60 min for the wild-type enzyme. In this experiment, it was also shown that this 
multiple mutant and the other mutants were found to be less active than the wild-type enzyme over 
the synthetic substrate s-AAPF-pNA and displayed higher Km. This confirms that, generally, the 
high specific activity of cold-adapted enzymes is gained to the detriment of the thermal stability. 
This is necessary to confer an appropriate flexibility of crucial parts of the molecular structure at 
low temperature that facilitates the accommodation of the substrate and probably also the release of 
products. The difference in the catalytic properties of the afore-mentioned mutants towards low and 
high molecular weight substrates reflects this trend. A mutant well adapted to small-sized 
substrates will be too rigid to properly interact with larger substrates and, conversely, mutants well 
adapted to large-sized substrates will be relatively less efficient in the case of small-sized substrates 
due to an excess of flexibility reflected in a Km increase, as observed previously. That does not 
necessarily mean that, in vitro, it is not possible to both increase, to a certain extent, the thermal 
stability and specific activity of a cold-adapted enzyme. Nature has not probably tested all the 
possibilities and has evolved enzymes up to the point where, in a specific environment,  
an appropriate compromise between stability–flexibility and activity was reached [44]. 

Table 3. Crystallographic structures of cold-adapted enzymes obtained at high resolution. 

Cold-Adapted Enzyme Host Organism Reference 
Adenylate kinase Bacillus globisporus [52] 
Adenylate kinase Marinibacillus marinus [53] 
Alkaline metalloprotease Pseudomonas sp. [54] 
Alkaline phosphatase Pandalus borealis [55] 
Alkaline phosphatase Bacterial strain TAB5 [56] 
Anionic trypsin Salmo salar [57] 
Alpha-amylase Pseudoalteromonas haloplanktis [58] 
Aspartate carbamoyltransferase Moritella profunda [59] 
Beta-galactosidase Arthrobacter sp. C2-2 [60] 
Catalase Vibrio salmonicida [61] 
Cellulase Pseudoalteromonas haloplanktis [62] 
Citrate synthase Arthrobacter sp. strain DS2-3R [63] 
Elastase Salmo salar [64] 
Endonuclease I Vibrio salmonicida [23] 
Esterase Pseudoalteromonas sp. 643A [65] 
Lactate dehydrogenase Champsocephalus gunnari [25] 
Lipase B Candida antarctica [66] 
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Table 3. Cont. 

Cold-Adapted Enzyme Host Organism Reference 
Malate dehydrogenase Aquaspirillium articum [67] 
Pepsin Gadus morhua [68] 
Phenylalanine hydroxylase Colwellia psychrerythtaea [69] 
Proteinase K-like Serratia sp. [70] 
Protein-tyrosinephosphatase Shewanella sp. [71] 
S-formylglutathione hydrolase Pseudoalteromonas haloplanktis [72] 
Subtilisin-like protease Vibrio sp. PA-44 [73] 
Subtilisin S41 Bacillus sp. [74] 
Superoxide dismutase Aliivibrio salmonicida [75] 
Triose phosphate isomerase Vibrio marinus [29] 
Trypsin Oncorhynchus ketav [76] 
Uracil-DNA N-glycosylase Gadus morhua [77] 
Xylanase Pseudoalteromonas sp. [78] 

6. Folding at Low Temperature 

Protein synthesis consists in the production, at the ribosome level, of unfolded polypeptide 
chainsthat should either properly fold in the complex environment of the intracellular space or be 
conditioned in order to safely reach their final destination, in organites, cellular envelopes, or 
extracellular space. Although some proteins fold spontaneously without problem, others need 
assistance by proteins known as chaperones. These, indeed, help the protein to adopt a favorable 
equilibrium between the unfolded and folded state; they assist the protein up to their specific 
localization, prevent misfolding, aggregation, and actively participate in the appropriate turnover 
by controlling the hydrolysis of non-functional proteins. They also play an active role in the 
assembly of multimeric proteins [79,80]. Psychrophilic, mesophilic and thermophilic proteins presumably 
fold according to similar but very complex processes that involve the nucleation-condensation 
mechanism and/or parallel routes. The first mechanism occurs through the production of native-like 
secondary structures, involving residues separated by short sequences, stabilized by hydrogen 
bonds that induce a condensation of the structure around this nucleus and the formation of 
intermediate tertiary structures stabilized by other bonds and characterized by various transition 
state barriers [81]. The second mechanism, known as parallel routes, involves different folding 
channels in which misfolding is a natural consequence of hierarchical folding and that productive 
folding intermediates are also stabilized by non-native interactions [82]. The folding process can be 
viewed as a folding funnel populated by various and transient energy-distinct intermediates 
converging in a more or less defined native form characterized by a lower free energy level. 
Psychrophilic and mesophilic–thermophilic proteins, however, display distinct folding funnels as 
proposed by D’Amico et al. [32] in the case of cold-adapted -amylases. This is illustrated in 
Figure 5. As cold-adapted enzymes are less stable than their mesophilic counterparts, the average 
energy level of the native state is higher than that of the mesophilic counterpart, whereas the 
difference in dynamical properties is reflected by the number of local minima and in their possible 
inter-conversion between each other on the free energy landscape. In this context, one can see that 
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the native state of the cold-adapted enzyme is characterized by a large population of conformations 
differing by a low energy level, phenomenon that allows the rapid conversion of one conformation 
into another. This can explain the high structural flexibility of psychrophilic enzymes. By contrast, 
in the mesophilic counterpart, the number of local free energy minima is limited. They display 
quite distinct energy levels that limit the conversion between the conformations represented on the 
conformational coordinates. That explains the lower flexibility of mesophilic enzymes at a given 
temperature. This model was found to be consistent with a cold-adapted zinc metalloprotease 
studied by molecular dynamics [83] and by similar comparative studies on the molecular dynamics 
of cold-adapted and mesophilic elastases and uracil DNA glycosylases [84]. It was concluded that 
psychrophilic enzymes present a greater number of metastable states at relevant temperatures and 
can explore several conformational basins that favor the activity at low temperatures, whereas 
mesophilic enzymes tend to be trapped into the main conformational basin. The lower energy level 
of the unfolded form of psychrophilic enzymes reflects an increase in the entropy of the unfolded 
form of some psychrophilic enzymes when compared to their mesophilic counterparts due to their 
higher proportion of glycine residues and to the reduction of their number of proline residues. It has 
already been mentioned that low temperatures, in favoring the hydration of individual groups, 
weaken some intra-molecular interactions, such as hydrophobic and ionic interactions, and also 
counteract the proper conversion of the trans configuration of proline residues into a cis 
configuration, a process which is a crucial rate-limiting step in the folding of proteins .These facts 
can be detrimental to the correct folding of proteins at low temperature, and it is essential to 
understand how folding is regulated in psychrophiles. From the limited number of studies devoted 
to this problem that make use of the differential expression of proteins at various growth 
temperatures, one can conclude that psychrophiles, although they are able to express all the 
chaperones discovered in mesophilic counterparts, fail to adopt a generalized strategy. 
Furthermore, depending on the species, even contrasting data were recorded. For example, in 
Oleispira antarctica, it was shown that the main chaperones GroEL and GroES had an optimum 
refolding activity at low temperature and were also found, by contrast to those of E. coli, to confer 
to the mesophilic bacterium the ability to grow at low temperatures [85,86]. However, in 
Methanococcus burtonii [87], as well as in the Antarctic bacterium Pseudoalteromonas 
haloplanktis [88], the expression of GroEL was strongly repressed and, by contrast, overexpressed 
in Sphingopyxis alaskensis [89] and Acidithiobacillus ferrooxidans [90]. For those microorganisms 
that repress, at low temperatures, the expression of the main chaperone GroEL, it has been 
hypothesized that, in psychrophiles, the hydrophobic core is often weaker than in mesophilic 
counterparts and, therefore, the risk of aggregation and misfolding is rather limited and the 
expression of GroEL is not generally required. This is supported by the fact that many cold-adapted 
proteins display a reversible thermal unfolding [44]. Also, in E. coli, the overexpression of the 
trigger factor at low temperature represses the expression of other chaperones [91]. The 
discrepancy observed in these data can possibly originate from the choice of the cardinal 
temperatures selected for comparison. Some of them correspond to the so-called optimum growth 
temperature based on the shortest doubling time, and it is well known that these temperatures 
induce a severe thermal stress in bacteria. This can significantly modify the data. There is, 
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however, a common phenomenon observed at low temperatures; it is the systematic overexpression 
of the peptidyl–prolyl cis/trans isomerase and of the trigger factor which was found to embark a 
PPIase domain [92]. This clearly indicates that the cis-trans isomerization of prolyl residues is a 
particularly significant limiting step of the folding process of proteins at low temperatures. 

Figure 5. Schematic representation of funnel-shaped folding energy landscapes of 
mesophilic (left diagram) and psychrophilic (right diagram) enzymes. Adapted  
from [32]. 

 

7. Conclusions 

Life at low temperature requires the expression of enzymes that can compensate for the freezing 
effect of these temperatures on molecular structures. Indeed, cold can prevent the appropriate 
interaction with the substrate and is exponentially detrimental to the rate of the chemical reactions 
occurring in living organisms. Psychrophiles, during the course of evolution, have slightly altered 
the amino acid sequence of their enzymes in order to produce molecular structures characterized by 
a higher flexibility than their mesophilic counterparts at low temperatures. This was achieved 
through a decrease of the strength and number of classical weak interactions such as hydrogen and 
ionic bonds, as well as hydrophobic interactions, but also by an increase of the entropy of the 
unfolded state through a decrease in proline residues and an increase in glycine residues. 
Depending on the enzyme and on its capacity to tolerate some structural modifications, only a few 
of these destabilizing factors are mobilized so that the strategy in the adaptation appears specific to 
each enzyme. This has led to a spectacular increase of the specific activity of these enzymes at low 
and moderate temperatures that reaches more or less that of their mesophilic counterparts at their 
usual environmental temperatures. This strategy has been, however, generally detrimental to their 
thermal stability, which is drastically depressed with no consequence for these organisms as no 
selective pressure on thermal stability is exerted in their low temperature environments. Depending 
on their specific evolution history and on the physico–chemical characteristics of their permanent 
habitats each psychrophile has developed on this basis a specific strategy that led to a sort of 
continuum in the adaptation to cold of these enzymes. Indeed, some of these organisms are able to 
tolerate temperatures around 40 °C, while others display more accentuated characteristics with  

E
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a limit of survival below 15 °C. The folding process of proteins is strongly dependent on 
temperature, and the production of cold-adapted enzymes necessitates some adjustments at this 
level. In this case also, the strategy adopted by cold-adapted organisms seems to be specific with a 
modulated expression of the various chaperones that assist folding. However, one consistency 
seems to be the overexpression of factors that facilitate the conversion of cis form of proline 
residues into their trans conformers, such as the enzyme peptidyl–prolyl cis/trans isomerase and 
the related trigger factor. 
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Biotechnology of Cold-Active Proteases 

Swati Joshi and Tulasi Satyanarayana 

Abstract: The bulk of Earth’s biosphere is cold (<5 °C) and inhabited by psychrophiles. 
Biocatalysts from psychrophilic organisms (psychrozymes) have attracted attention because of their 
application in the ongoing efforts to decrease energy consumption. Proteinases as a class represent 
the largest category of industrial enzymes. There has been an emphasis on employing cold-active 
proteases in detergents because this allows laundry operations at ambient temperatures. Proteases 
have been used in environmental bioremediation, food industry and molecular biology. In view of 
the present limited understanding and availability of cold-active proteases with diverse 
characteristics, it is essential to explore Earth’s surface more in search of an ideal cold-active 
protease. The understanding of molecular and mechanistic details of these proteases will open up 
new avenues to tailor proteases with the desired properties. A detailed account of the developments 
in the production and applications of cold-active proteases is presented in this review. 

Reprinted from Biology. Cite as: Joshi, S.; Satyanarayana, T. Biotechnology of Cold-Active 
Proteases. Biology 2013, 2, 755-783. 

1. Introduction 

Life exists at temperatures as low as 20 °C in the permafrost soil and as high as 122 °C in 
thermal environments [1,2]. Almost 70% of our planet’s surface is covered by oceans, and thus, is a 
major environment where the temperature is around 4 °C. Polar regions constitute 15% of the Earth’s 
surface and 20% of the terrestrial region of Earth is permafrost. Thus 80% of earth’s surface is 
permanently cold with the temperatures below 5 °C [3]. All the cold geographical regions of the 
Earth harbor cold-adapted microorganisms, which are known as psychrophiles [4]. Modern biotech 
industry requires macromolecules that can function under extreme conditions. Psychrophilic and 
psychrotolerant microorganisms and their cold-adapted proteins and enzymes have a host of 
biotechnological applications [5]. Microorganisms get adapted to different niches, and thus, lead to 
evolution in their molecular machinery. The cold-adapted microbes are known to produce  
cold-active enzymes [6]. Among cold-active enzymes ( -amylase [7,8], lipase [9,10], aspartate 
transcarbamylase [11], Ca+Zn+2 protease, [12], citrate synthetase, [13], -lactamase [14], malate 
dehydrogenase [15], triose-phosphate isomerase [16], DNA ligase [17], xylanase [18], citrate 
synthase [19], metalloprotease [12], polygalacturonase [20], cellulases and xylanase [21],  
chitinase [22], endo-arabinanase [23], and pectinase [24]), proteases constitute an important group 
which have high catalytic efficiencies at lower temperatures. Proteases constitute an important 
class of hydrolytic enzymes that are found in all life forms as they are essential in physiological, 
metabolic and regulatory functions [25]. Nowadays, approximately 60% of the total enzyme market 
is shared by proteases in various industries, and according to a recent report from Business 
Communications Company (BCC 2008), the global market for industrial enzymes had been 
estimated to reach US $ 4.9 billion by 2013 [26,27]. Proteases have found applications in diverse 
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fields such as detergent industry, leather processing, silk degumming, food and dairy, baking, 
pharmaceutical industries, silver recovery from x-ray films, waste management and others.  
Cold-active proteases have been reported from various microorganisms, but detailed investigations 
on their adaptation to cold environments and structure and bioenergetics are scarce. Their 
application potential has not yet been exploited fully for the benefit of mankind. Microbes with 
high potential are still waiting in the cold and harsh niches. This review attempts to summarize the 
developments in cold-active proteases, and strategies that can be adapted to search for more potent 
and versatile cold-active proteases to suit industrial requirements. 

2. Microbes Producing Cold-Active Proteases 

Cold-active proteases are mainly sourced from microorganisms from cold habitats such as arctic 
regions, polar regions, deep sea and glacier soils, glacier ice, permafrost, cold desert soil, sub-
Antarctic sediments, sub-glacial water, alpine regions and other cold regions on earth. The potential 
of psychrophiles and enzymes produced by them have been reviewed from time to time [17,28–31].  
Morita [32] defined psychrophiles based on their optimal growth temperature. Organisms growing 
optimally at about 15 °C or below with a maximum temperature of growth at about 20 °C and the 
ability to survive at 0 °C are known as psychrophiles. In contrast, psychrotolerant microbes generally 
have optimum and maximum temperatures of growth at 20 °C or above. Psychrotolerant microbes 
have an optimum growth temperature between 20 and 40 °C, but are also capable of growth at  
0 °C [33]. 

Oceans cover more than 70% of Earth’s surface and it is a major ecosystem with an  
average temperature of around 5 °C, and hence, this is one of the habitats for psychrophiles.  
A diverse range of psychrophilic microorganism have been isolated from sea belonging to different 
microbial groups such as gram-negative (e.g., Pseudoalteromonas, Moraxella, Psychrobacter, 
Polaromonas, Psychroflexus, etc.) and gram-positive (e.g., Arthrobacter, Bacillus, Micrococcus] 
bacteria, archaea [e.g., Methanogenium, Halorubrum), yeasts (e.g., Candida, Cryptococcus) and 
fungi (e.g., Penicillium, Cladosporium). 

Cold-active protease producing microorganisms have been isolated from different geographical 
regions such as Azospirillum sp. from mountain soil [34], Bacillus licheniformis from glacier  
soil [35] Clostridium sp. from Antarctic region [36], Colwellia sp. from sea ice [37] and  
sub-antarctic sediments [38], Curtobacterium luteum from glacier soil [39], Exiguobacterium sp. 
from cold desert soil [40], Pedobacter cryoconitis from glacier ice [41], Penicillium chrysogenum 
from cold marine environment [42], Pseudomonas sp. from deap sea [43], Psychrobacter proteolyticus 
from Antarctic krill Euphasia superba Dana [44], Serratia sp. from coastal water [45], Vibrio sp. 
from marine water [46] and Xanthomonas maltophilia from alpine environment [47]. Yu et al. [48] 
screened organisms from the sandy sediment of Nella Fjord, Eastern Antarctica [69°22 6  S, 
76°21 45  E] for the cold-active hydrolytic enzymes. Out of 33 isolates screened, Sulfitobacter sp 
NF1-26, Photobacterium NF1-15, Pseudomonas NF1-39-1, Shewanella NF1-3, Bizionia NF1-21, 
Flavobacterim NF1-9, Salinibacterium NF2-5 were found to secrete proteolytic enzymes. While 
Kuddus et al. [49] isolated cold-active alkaline protease producing Stenotrophomonas sp. from the 
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soil of Gangotri glacier (western Himalaya, India). Some microorganisms that are known to 
produce cold-active alkaline proteases are listed in Table 1. 

Table 1. Microorganisms producing cold-active alkaline protease.  

S. No. Organisms 
Properties of the proteases 

Reference Mol. weight 
(kDa) 

TOpt (°C) pHOpt. 

1 Alcaligenes faecalis - 30 8.8 [50] 
2 Alkaliphilus transvaalensis 30 40 12.6 [51] 
3 Alteromonas haloplanktis 74–76 20 8–9 [52] 
4 Aspergillus ustus 45 32 9 [53] 
5 Azospirillum sp. 48.6 40 8.5 [34] 
6 Bacillus sp. - 30 9.6 [54] 
7 Bacillus spp. - 40 10.5–11 [55] 
8 Bacillus amyloliquefaciens S94 45 - 10 [56] 
9 Bacillus cereus - 20 9 [57] 

10 Bacillus licheniformis RKK-04 31 50 10 [58] 
11 Bacillus pumilus - 30 11.5 [59] 
12 Beauveria bassiana - 37 10 [60] 
13 Candida humicola - 37 10 [61] 
14 Clostridium sp. 46 37 7 [36] 
15 Colwellia sp. 60 35 8–9 [62] 
16 Colwellia psychrerythraea strain 34H 71 19 6–8.5 [63] 
17 Curtobacterium luteum 115 20 7 [39] 
18 Engyodontium album - 25 11 [64] 
19 Escherichia freundii 55 25 10 [65] 
20 Exiguobacterium sp.SKPB5 36 40 8 [40] 
21 Flavobacterium YS-80 49 30 8–11 [66] 
22 Flavobacterium balustinum P104 70 40 7–9 [67] 
23 Leucosporidium antarcticum 171 34.4 30 8 [68] 
24 Pedobacter cryoconitis, 27 40 8 [41] 
25 Penicillium chrysogenum FS010 41 35 9 [42] 
26 Planomicrobium sp. 547 - 35 9 [69] 
27 Pseudoalteromonas sp. D12-004 34 35 7–8 [70] 
28 Pseudoalteromonas sp. NJ276 28 30 8 [37] 
29 Pseudoalteromonas sp. P96-47 - 20 8 [71] 
30 Pseudoalteromonas sp. SM9913 65.84 25 9 [72] 
31 Pseudomonas sp Ele-2 45 40 - [73] 
32 Pseudomonas sp. - 20  [74] 
33 Pseudomonas strain DY-A - 40 10 [43] 

34 
Pseudomonas aerugenosa MTCC 
7926 

- 40 9 [75] 

35 Pseudomonas lundensis 48 30 10.5 [76] 
36 Pseudomonas fluorescens - 35 5 [77] 
37 Pseudomonas fluorescens 114. 47 35-40 8 [78] 
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Table 1. Cont. 

S. No. Organisms 
Properties of the Proteases 

Reference Mol. Weight 
(kDa) 

TOpt (°C) pHOpt. 

38 Pycnoporus cinnabarinus ss3 - 30 4 [79] 
39 Roseobacter sp. [MMD040] - 37-40 8–9 [80] 
40 Serratia marcescens AP3801 58 40 6.5–8.0 [81] 
41 Serratia marcescens TS1 56 40 8 [82] 
42 Serratia proteamaculans 94 50 4-30 8 [83] 
43 Shewanella strain Ac10 44 5-15 9 [84] 
44 Stenotrophomonas sp. 55 15 10 [85] 

45 
Stenotrophomonas maltophilia 
MTCC 7528 

75 20 10 [49] 

46 Streptomyces sp. - 30 10 [86] 
47 Streptomyces alboniger - 37 9–11 [87] 
48 Teredinobacter turnirae - 25 7 [88] 
49 Trichoderma atroviride 24 25 6.2 [89] 
50 Vibrio sp. 35 40 8.5–9.0 [90] 
51 Vibrio sp. PA-44 47 25 8.6 [46] 

3. Classification of Proteases 

According to the Enzyme Commission [EC] classification, proteases are members of the  
group 3 [Hydrolases], and sub-group 4 [hydrolyzing peptide bonds]. Proteases have been divided 
into two broad groups on the basis of their ability to hydrolyze N- or C- terminal peptide bonds 
[exopeptidases] or internal peptide bonds [endopeptidases]. Although exopeptidases are used in 
some commercial applications, endopeptidases are industrially more important than the former. 
Exopeptidases are subdivided as aminopeptidases that cleave the N-terminal peptide linkage and 
carboxypeptidases that cleave the C-terminal peptide bond.Several other features have also been 
used in classifying proteases into different groups such as occurrence of charged moieties at sites 
relative to susceptible bond [91], their pH optima [as acidic, neutral or alkaline], substrate 
specificity [collagenase, keratinase, elastase], or their homology to previously characterized 
proteases such as trypsin, pepsin and others [trypsin-like, pepsin-like]. Morihara [92] classified 
serine proteases as trypsin-like proteinases, alkaline proteinases, Myxobacter -lytic proteinases 
and staphylococcal proteinases. Hartley et al. [93] classified endoproteases into four groups on the 
basis of their active site and sensitivity to various inhibitors. The properties of the enzymes are 
summarized in Table 2. 

4. Optimization of Fermentation Conditions for Production of Cold-Active Proteases 

Proteases produced by microorganisms are predominantly extracellular in nature and are greatly 
affected by nutritional and physicochemical factors. Optimization of different media components 
can greatly affect the production cost and can lead either to profit or loss in an industry based on 
production of bioactive compounds by microorganisms. Proper balance of various media 
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components determines the utilization of each component. In order to have a cost effective method 
of enzyme production, optimization of various media components is needed. Importance of this 
step is revealed by the fact that 30%–40% of production cost of industrial enzymes is estimated to 
be the cost of the growth medium [94]. No single medium can be used for production of protease 
from different psychrotrophic microbes. Each microorganism has its own specific idiosyncratic, 
physicochemical and nutritional requirements for the production of maximum enzyme titer. 
Therefore, it is necessary to optimize the production conditions for the strain of interest. Protease 
production by psychrotrophic microorganisms is affected by media components such as changes in 
C/N ratio, presence or absence of some easily metabolizable sugars such as glucose and sucrose in 
the production medium. Casein was the best nitrogen source, but the presence of carbohydrates like 
glucose, sucrose and lactose led to catabolic repression of protease production in Colwellia sp. [37]. 
Metal ions in the surrounding environment affect the growth of the organisms. Some having 
positive effect and some inhibits the growth of the organism. It is critical to find out which metal 
ion supports both the growth of the organism under study and the protease production. In 
Stenotrophomona sp., the enzyme production was enhanced by Cu2+ [126.8%] and Cr2+ [134.6%], 
but Co2+ reduced it [43.5%]. The other heavy metals such as Hg2+, Cd2+ and Zn2+ had no significant 
effect [49]. Vazquez et al. [95] reported that increasing concentrations of calcium chloride [0 to  
0.3 g l 1] in culture media enhanced protease production in Stenotrophomonas maltophilia; the 
highest titre was attained after 36 h of growth. 

Most of the proteolytic enzymes are produced and secreted in late exponential growth phase [96]. 
Stenotrophomona sp. has been reported to secrete maximum enzyme at 120 h [49]. While the 
enzyme production by Pedobacter cryoconitis attained a peak in 72 h, and thereafter, there was 
plateau in enzyme production [41]. Pseudomonas sp. strain DY-A produced maximum protease 
after 30 h incubation [43]. In case of Pseudomonas sp. strain DY-A protease, 10 °C was found 
optimum both for growth and protease production. Temperature change to 25 °C reduced both the 
growth and protease production [43]. In Stenotrophomona sp., a high protease titre [56.2 U/ml] was 
attained at 20 °C. This observation suggested that high enzyme titers could be produced in the 
temperature range between 15 and 25 °C [49]. Pedobacter cryoconitis produced maximum enzyme 
at 15 °C, although 44% of the maximum enzyme titer was also attained at 1 °C [41]. 
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5. Purification of Cold-Active Proteases 

Proteases have been screened and purified from different sources. Different strategies have been 
employed for purifying cold-active proteases from diverse sources. The purification strategies used 
for purifying cold-active proteases from different sources are presented in Table 3. Proteases 
secreted into the medium are first concentrated by using methods such as ultrafiltration [96–98], 
ammonium sulphate [36,39,42,43] or acetone precipitation [68,81]. A few methods involve use of 
PEG [72] and lyophilization [69]. After concentrating protein, further purification is achieved 
either by single technique or by combining two different methods. Ion exchange chromatography is 
a method of choice in maximum cases. DEAE [diethyl amino ethyl] and CM [carboxy methyl] 
group containing matrices are mainly used to which protein molecules get adsorbed and can be 
eluted either by pH change or change in ionic strength of the eluent buffer. 

Affinity chromatography technique is also a successful method of purification but labile nature 
of affinity ligands and higher cost are limiting factors. Hydrophobic interaction chromatography 
[HIC] and gel filtration chromatography have also been used extensively for protease purification 
either at an early to middle stage or in the final stage. Sephacyl, Superdex, Superose and Topopearl 
gels are most commonly used for filtration purpose. Zambare et al. [99] used various 
chromatographic techniques to purify protease from P. aeruginosa MCM B-327 and determined its 
molecular weight (Figure 1). 

Figure 1. Native-PAGE of crude and purified protease from P. aeruginosa MCM B-
327. (A) silver stained gel; (B) zymogram of protease with casein; (C) plot of Rf values 
versus standard molecular weights [99].  
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6. Properties of Cold-Active Proteases 

6.1. Temperature 

Protease produced from Stenotrophomonas maltophilia MTCC 7528 is optimally active at  
20 °C and the activity of the enzyme is retained even after repeated freez-thaw cycles [49]. M1 
aminopeptidase (designated ColAP) produced by the marine psychrophilic bacterium Colwellia 
psychrerythraea strain 34H exhibited optimum activity at 19 °C [63]. Zhu et al. [42] reported 
optimal temperature for protease produced by Penicillium chrysogenum FS010 was 35 °C, about 
10–15 °C lower than normally used industrial protease. The enzyme showed relatively high activity 
between15 and 35 °C. It retained 41% of proteolytic activity at 0 °C. Protease produced by 
Pedobacter cryoconitis showed optimum temperature for activity was 40 °C. Activity was 
significantly reduced at 50 °C, and total inactivation occurred at 60 °C. High activity (28%–79% of 
the maximum activity) was detected at 20–35 °C [41].  

6.2. pH 

The activity of any enzyme is greatly affected by the pH of the reaction mixture. Each enzyme 
has its own optimum pH at which is shows maximum activity. Protease fall into different classes 
based on their pH optima. An alkaline protease isolated from Stenotrophomonas maltophilia 
MTCC 7528 has been shown to be optimally active at pH10 [49]. Protease produced by 
Pseudoalteromonas sp. NJ276 has optimum enzyme activity at pH 8.0. About 31 and 38% of its 
optimum activity is detectable at pH 5.0 and 11.0, respectively [35]. Protease of Pseudomonas sp. 
strain DY-A showed a broad pH profile (pH 6.0–12.0) for casein hydrolysis and highest activity 
between pH 8.0 and 10.0. The highest stability of this protease was recorded at pH 10.0 [43]. 

6.3. Metal Ions 

Cold-active protease from Pseudoalteromonas sp. NJ276 was partially inhibited by metals such 
as Mg2+, Ca2+, Cu2+, Zn2+, Ba2+, Fe2+, Pb2+ and Mn2+. The enzyme was stable after incubation for 1 h 
in the presence of 2M NaCl, moreover, 56.5% of the maximum activity was detected in the 
presence of high-salt concentrations (up to 3M NaCl) [37]. Zeng et al. [43] reported that total 
activity of protease from Pseudomonas sp. strain DY-A production medium was increased by 30% 
in the presence of Ca2+ and Mg2+ (10 mM). These metal ions enhanced the enzymatic activity 
slightly (8%) and had an important role in enzyme stability. Among the cations tested, Co2+, Cu2+ 
and Zn2+ inhibited the enzymatic activity, while Fe3+, Mn2+, K+, Li+, Hg+, Ag+ had no observable 
effect on enzymatic activity [43]. Penicillium chrysogenum FS010 protease activity was increased 
by the addition of Ca2+, Na+, Mg2+, K+, NH4 +, while Cu2+, Co2+, Fe3+ and EDTA inhibited the 
enzyme activity. The inhibitory effects of Fe3+ and EDTA were the strongest [43]. Cu2+ and Fe3+ 
showed strong inhibitory effect on Ps5 metalloprotease of Pseudomonas lundensis, while Co2+, 
Fe2+, Mn2+, Al3+ reduced enzyme activity to 32%–14% [76]. Yang et al. [76] suggested that there 
could be a new catalytic pathway for reaction mechanism of Ps5 protease as contrary to other 
metalloproteases it showed inhibition by Zn2+. The activity of ColAP was strongly inhibited by 
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Zn2+ and Mn2+, while Ca2+was slightly inhibitory, Mg2+ stimulated activity at 10 mM or higher, 
which is almost equivalent to the concentration found in seawater [63]. 

6.4. Effect of Inhibitors and Other Reagents 

Cold-active protease of Pseudoalteromonas sp. NJ276 was inhibited by 
phenylmethylsulfonylfluoride [PMSF], sodium dodecyl sulfate [SDS], urea, thiourea, dithiothreitol 
[DTT], ethylenediaminetetraacetic acid [EDTA] and ethylene glycol tetraacetic acid [EGTA] but 
cystein protease inhibitor E-64 had no effect on the activity [37]. Pseudomonas sp. strain DY-A 
protease was completely inhibited by 1 mM of diisopropyl fluorophosphate (DFP), PMSF and  
4-(2-Aminoethyl) benzenesulfonyl fluoride hydrochloride [AEBSF] which indicates that it was a 
serine protease. The enzyme was found resistant to thiol reducing agents such as DTT (10 mM) and 

-mercaptoethanol [ -ME] (5%), suggesting that disulfide bonds were not involved in preserving 
proteolytic activity. The enzyme was found sensitive to urea (4 M), SDS (1%) and guanidine-HCl 
(1 M), indicating that hydrogen bonds played an important role in preserving the enzyme  
activity [43]. Seventy percent activity of cold-active metalloprotease Ps5 of Pseudomonas 
lundensis HW08 was inhibited by 10mM PMSF [76], indicating that it was a serine protease. Only 
40% of the maximum activity was left after treatment with 1mM EDTA while EGTA had no 
significant effect on activity of Ps5 protease. Ps5 protease exhibited an interesting property of 
stimulation of activity 124% at 1.0% of H2O2, and retained 73% activity on increasing H2O2 
concentration to 10%. Moreover 10% urea stimulated enzyme activity, but it lost the activity 
completely in the presence of anionic detergent SDS even at 1%. Hustan et al. [63] reported that 
the activity of ColAP was not affected significantly by PMSF, but inhibited by 10 mM DTT  
(a reducing agent) and EDTA (a metal-chelating agent).  

6.5. Catalytic Efficiencies 

Although the environmental and physiological effects on microorganisms dwelling in cold 
environments have been understood fairly well, the mechanistic details that allow enzymatic 
reactions in the cold niches have not been understood adequately. Cold temperatures lead to 
exponential decreases in rates of chemical reactions, as clear by the Arrhenius equation, and also 
lead to increase in the compact folding of proteins, and thus restricting the conformational ease 
needed for catalysis [102]. Despite these setbacks, cold-active enzymes have evolved in nature. In 
contrast to mesophilic enzymes, these enzymes exhibit three general distinguishing features:  
a higher specific activity [kcat] or catalytic efficiency [i.e., kcat/Km] at temperatures between 0 and  
30 °C, a lower optimal temperature for activity, and reduced stability due to temperature rise and 
denaturating agents [103]. Kinetic parameters like Km and kcat have been studied in several 
psychrophilic enzymes and compared with their mesophilic and thermophilic counterparts [14,103]. 
Enzymes usually buried in huge amount of substrate tend to optimize their kcat rather than Km [14] 
for efficient functioning at low temperatures. Cold-active protease from Clostridium species 
isolated from Schirmacher oasis, Antarctica showed an increase in Km with decrease in temperature 
which appears to be a characteristic that indicates a weak substrate binding which in turn lowers the 
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activation energy [36]. This strategy to improve catalytic efficiency at low temperature has been 
adopted by many cold-active enzymes from Antarctic bacteria including alpha amylase from 
Alteromonas haloplanctis [104] and -lactamase from Psychrobacter immobilis [14]. The 
Clostridium protease also exhibited a Q10 value (1.91) which is much lower than that observed for 
most mesophilic enzymes, which are in the order of 2 to 3 [14]. True psychrophilic enzymes are 
more flexible in structure and are invariably thermolabile. Despite displaying adaptational features 
of a cold-active enzyme like low Q10 value and increased Km at low temperatures, protease from 
Clostridium has been moderately thermostable [36]. 

The Michaelis-Menten constant [Km] and catalytic efficiency [kcat/Km] values for protease  
from Pseudoalteromonas sp. NJ276 were 0.41 mM and 45 s 1mM 1, respectively at 35 °C.  
The enzyme retained 54% of kcat and kcat/Km at 0 °C. The activation energy of the protease was  
34.8 kJ mol 1 [37]. 

Huston el al. [63] reported the highest specific activity [kcat] for Colwellia psychrerythraea 
strain 34H cold-active protease (ColAP) at 19 °C. The highest kcat/Km value for ColAP was also 
recorded at 19 °C (5.0 s 1mM 1), and 44% of this was retained at 9 °C which is the optimum 
growth temperature for the strain 34H. 

6.6. Substrate Spectrum 

Proteases generally exhibit broad substrate specificity and are found active against both 
synthetic substrates and native proteins. Zeng et al. [43] reported Pseudomonas sp. strain DY-A 
protease displayed high activity towards N-succinyl-Ala-Ala-Pro-Phe-p-nitroanilide and  
N-succinyl-Ala-Ala-Pro-Leu-p-nitroanilide , which are well-known substrates for chymotrypsin but 
showed no activity towards N-Succinyl-Ala-Ala-Pro-Asp-p-nitroanilide, N-Succinyl-Ala-Ala-Ala-
p-nitroanilide, N-Succinyl-Gly-Phe-p-nitroanilide. MCP-3 protease from Pseudoalteromonas sp. 
SM9913 displayed a broad substrate specificity and hydrolysed AAPF [N-Succinyl-Ala-Ala-Pro-
Phe-p-nitroanilide] and partially hydrolyzed AAPL[N-Succinyl-Ala-Ala-Pro-Leu-p-nitroanilide], 
AAPK [N-Succinyl-Ala-Ala-Pro-Lys-p-nitroanilide], AAPR [N-Succinyl-Ala-Ala-Pro-Arg-p-
nitroanilide], FAAF [N-Succinyl-Phe-Ala-Ala-Phe-p-nitroanilide]and FVR [N-Benzoyl-Phe-Val-
Arg-p-nitroanilide] [105]. The protease from Pseudomonas fluorescens hydrolyzed various proteins 
with preference for milk proteins, caseins, as substrates [106]. Urea-Hb (urea-denatured haemoglobin) 
is the preferred substrate of the Antarctic yeast Leucosporidium antarcticum 171 proteinase lap2. 
The activity against native Hb and casein was found 60%–70% lower. The subtilase showed poor 
activity on elastin [68]. Psychrotrops have been reported to preferentially use synthetic substrates 
with proline at position P2 and an aromatic residue rather than an aliphatic residue at position  
P1 [63,102,107]. Protease from Shewanella strain PA- 43 displayed high activity towards  
N-succinyl AAPF p-nitroanilide. N-succinyl AAPL p-nitroanilide was also a relatively good 
substrate but showed reduced activity for N-succinyl AAVA p-nitroanilide. N-succinyl GGF  
p-nitroanilide, N-succinyl AAA p-nitroanilide and N-succinyl AAPD p-nitroanilide were poor 
substrates, and there was no activity with N-succinyl AAV p-nitroanilide, N-succinyl GFG  
p-nitroanilide, N-succinyl L-Phe p-nitroanilide, or N-benzoyl DL-Arg p-nitroanilide [102].  
Acidic protease from psychrotrophic yeast Candida humicola hydrolyzed poly-L-Ala, poly-L-Ser, 
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poly-L-Phe, and poly-L-Glu but was more active on native proteins such as BSA, casein, gelatin,  
and melittin [61]. Flavobacterium balustinum protease displayed endoprotease activity with  
N Suc- AAPL-p-nitroanilides, whereas, there was no exoprotease activity of protease when  
L-Ala-pNA and L-Phe-pNA was used as substrate [50]. As proteases from psychrotrophs have 
been found to exhibit wide range of substrate specificity, they can be utilized for bioremediation of 
industrial and domestic waste at ambient temperature. 

7. Cloning and Expression of Cold-Active Proteases 

Recombinant DNA technology has revolutionized the enzyme industry by providing a means for 
making the enzyme production process very economical. Till date very few attempts have been 
made in cloning of cold-active proteases and expression in heterologous or homologous hosts.  
Ni et al. [108] reported cloning of a 1248 bp long alkaline protease gene ORF (encoding a 42.9 kDa 
protein) from marine yeast Aureobasidium pullulans HN2-3 into surface display vector  
pINA1317-YlCWP110. This gene (ALP2) was heterologously expressed in cells of Yarrowia 
lipolytica. The recombinant Y. lipolytica cells displayed protease on its surface and were able to 
produce bioactive peptides from different sources of proteins. Khairullin et al. [98] sequenced and 
cloned a 78kDa novel trypsin like protease (PSP) from Serratia proteamaculans. The protease was 
cloned in E. coli expression vector pET23b (+) and trsansformed into E. coli BL21 [DE3] 
expression strain. Recombinant protein was purified using Ni2+-NTA agarose column. The yield of 
expressed His6-PSP was 150 mg from 100 g of biomass. Yan et al. [105] cloned cold-adapted 
halophilic proteases from deep-sea psychrotolerant bacterium Pseudoalteromonas sp. SM9913. 
Yan et al. cloned the protease gene into pET22b (+) and expressed the gene as active protein in  
E. coli BL21 [DE3] cells. The recombinant protein was purified from fermentation broth as  
a multidomain protein containing one catalytic domain and two PPC domains which were further 
characterized using purified recombinant protein. Wintrode et al. [109] used cloning and 
expression technique to study the reversal of the properties of a mesophilic subtilisin like protease 
from Bacillus sphaericus to a protease resembling more to a psychrophilic protease. Directed 
laboratory evolution approach used by Wintrode resulted in generation of a protease which showed 
rate constant [kcat] at 10 °C 6.6 times and a catalytic efficiency [kcat/Km] 9.6 times that of wild type. 
Its half-life at 70 °C is 3.3 times less than wild type. Wintrode et al. (109) used E. coli- Bacillus 
shuttle vector pSPH2R and a protease deficient Bacillus strain DB 428 for their study. DNA library 
was prepared in E. coli HB101 cells and then transformation of Bacillus competent cells was 
performed. Taguchi et al. [110] also took assistance of cloning and expression technology to 
improve psychrophilic features of a cold-active protease. The mutant subtilisin m-63 showed 
kcat/Km value 100% higher than that of the wild type at 10 °C when N-succinyl-L-Ala- L-Ala-L-
Pro-L-Phe-p-nitroanilide was used as a substrate. This cold adaptation resulted due to three 
mutations, Val to Ile at position 72 [V72I], Ala to Thr at position 92 [A92T], and Gly to Asp at 
position 131 [G131D], and it was observed that an enhancement in substrate affinity was mostly 
responsible for the increased activity. Taguchi et al. [110] used pUC18 and pHY300PLK 
expression vectors for E. coli and Bacillus respectively and E. coli JM 109 and Bacillus subtilis 
UOT0999 as expression hosts. Kulakova et al. [84] prepared genomic library using genomic DNA 
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of Shewanella sp. strain Ac10 in pUC118 and then selected positive clones expressing serine 
alkaline protease [SapSh]. Positive clones were used for subsequent retrieval of protease ORF from 
the pUC118 clone and then sub-cloning in pET21a for cloning the SapSh under T7 lac promoter. 
Recombinant protein was functionally active but shorter in size (44 kDa) than expected (85 kDa) 
which indicated removal of some protein sequence during protein processing. Sheng et al. [69] also 
reported cloning of alkaline protease gene from psychrophilic Planomicrobium sp. 547 into pTA2 
vector. It has been felt since long that a different expression host should be developed for 
expressing cold-active proteins, since this will assist the proteins is several ways like proper folding 
and thus retaining activity. Parrilli et al. [111] developed Pseudoalteromonas haloplanktis TAC125 
as a versatile psychrophilic host for recombinant protein production by disrupting its gspE gene. 
Other psychrophilic hosts should be generated so that a diverse array of cold-active proteins along 
with industrially important protease can be heterologously expressed. 

8. Crystal Structure of Cold-Active Proteases 

X-ray crystallography has revolutionized the study of proteins. So far structure-function 
relationship of many enzymes has been deduced using this technique. Understanding of tertiary 
structure of enzymes and spatial arrangement of catalytically important functional groups must be 
known in order to get information about possible changes in enzyme structure resulting from 
binding of substrate, products, stabilizers, inhibitors or effector molecules. 3D structure of 
proteases can provide an insight into the mechanism of the enzymatic action and also provide a 
template for the design of novel drugs if the studied protease is involved in pathogenesis, e.g., viral 
ptoreases. Crystallographic studies of proteins can also assist in understanding molecular basis of  
structure-environment adaptation relationships. Thus proteins in cold environments can be 
understood in further detail by this technique. Comparative investigations of numerous protein 
models and crystal structures revealed that cold-adapted enzymes tend to exhibit an attenuation of 
the strength and number of structural factors known to stabilize protein molecules [112]. 

Recently Almog et al. [113] reported that the calcium-loaded state is not responsible for the cold 
adaptation of psychrophilic cold-adapted subtilisin S41 from Antarctic Bacilllus sp. TA41. This 
conclusion was reached based on comparison of crystal structure of S41 with a mesophilic 
subtilisin Sph from Bacillus sphaericus 22973. These two subtilisins were highly similar in their 
calcium binding mode but differed in cold adaptability. 

 Many cold-active enzymes have been studied so far using crystallographic technique. Some of 
them include Arthrobacter -galactosidase [114], Lipase [115] of Moraxella TA144 a strain from 
Antarctica, Lipase from Psychrobactor immobilis [116]. Dong et al. [117] solved crystal structure 
of subtilisin like and psychrophilic protease Apa1 from Antarctic Pseudoalteromonas sp. strain 
AS11. An aminopeptidase from Aeromonas proteolytica was solved at 1.8 Å by Chevrier et al. [118]. 
Zhang et al. [119] solved the crystal structure of psychrophilic protease from Flavobacterium  
YS-80 at 2 Å. The marine protease from Flavobacterium acquires a two domain structure.  
N-terminal domain includes amino acid residues 37–264 and C-terminal comprise of residues from 
265 to 480. Zhang et al. (66) compared the structural feature of the marine protease MP of 
Flavobacterium YS-80 with another psychrophilic protease PAP from Antarctic Pseudomonas 
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species and mesophilic counterpart AP from Pseudomonas aerugenosa and SMP from  
S. marcescens (Figure 2). It was found that the Zn2+-Tyr-OH bond in PAP is more flexible in order 
to facilitate substrate accessibility and to maintain its activity in very low temperatures. Marine 
protease MP contains seven glycine residues which are not present in AP. Glycine is responsible 
for flexibility to the protein thus indicating that MP is more flexible in nature than AP [19]. Eight 
Ca2+ ions and one Zn2+ ions have been positioned in the electron density map. The MP has a 
comparable overall structure to PAP, AP and SMP with as it has a two domain structure as 
described earlier. After overlapping the overall structure of MP with PAP, AP and SMP using all 
the Ca atoms, the main-chain RMSDs were 0.87 Å [with PAP form1], 1.08 Å [with PAP form2], 
1.03 Å [with PAP form3], 1.00 Å [with AP] and 1.28 Å [with SMP] [66]. 

Figure 2. (a) superimposed image of MP [in yellow] with PAP forms 2 [in magenta 
color] and AP [in cyan] and SMP [in pale green]. Zn and Ca ions shown in figure are 
from the structure of MP. (b) additional N-terminal Ca2+ binding site is shown in 
superimposed image of MP [in cornflower blue] with PAP form 1 [in purple] and AP 
[in cyan] demonstrating a stabilized loop formation shaped in MP. Amino acids of MP 
which are coordinating to the Ca ions are depicted as sticks [66]. 

  

Papaleo et al. [119] studied seven mutant enzyme structures generated by digital effects to know 
whether substitution of few chosen amino acid residue confer a change in overall shift in optimum 
temperature or thermal stability of cold-adapted -amylase. The mutation of a few residues alone 
would not change the thermal behavior of the particular enzyme, and other features also must be 
addressed to alter the thermal stability of the protein. Such a study can also be carried out for 
protease also to deduce if thermal stability of the enzyme can be altered. The limited knowledge of 

(a) (b) 
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the protein structure is quite inadequate to reach the any thumb rule for deciding temperature range 
of enzymes. 

However a general model proposed to explain higher activity at low temperature is that the 
enzyme possesses a more flexible conformation, metaphorically like an open hand, than their 
mesophilic and thermophilic counterparts. As a result of this increased flexibility, protein would be 
thermolabile often observed with cold-active enzymes [120]. In contrast, thermostable enzymes 
have more rigid and compact conformation more like a fist protecting them against destabilizing 
forces occurring at higher temperatures. A goal in comparing proteins from extremophiles is to test 
this and other proposed models for confirming whether such changes result in flexibility. Directed 
evolution studies have recently indicated that there is not a direct correlation between increased 
activity at low temperature and decreased thermostability [121]. In order to understand structural 
basis of cold adaptation, more crystal structures of similar mesophilic and thermophilic counterparts, 
along with the rationalized mutation studies are required. The most frequently reported structural 
differences between cold-adapted psychrozymes and their thermophilic and mesophilic counterparts 
involve interactions like fewer intra- or inter- subunit salt-bridges, loosely held hydrophobic 
packing in the protein core, longer surface loops and fewer prolines in such loops, increased 
number of glycine clusters, reduced number of arginines, improved solvent interactions through 
additional surface (mostly negative) charges, increased solvent exposure of apolar surface and a 
better accessibility of the active site [122]. 

9. Cold Environment Metagenomics: Tapping Biodiversity 

Geographical regions with low temperature harbor psychrophiles and psychrotolerants. Diverse 
environments form extremely diverse niches, and the microorganisms are exposed to various 
extremes like pressure, temperature, nutrient availability and light. These organisms are a treasure 
of potentially unique biochemical and molecular profiles that might have the enzyme or molecule 
of enormous biotechnological interest and industrial application. The microbial enzymes from such 
environments are expected to have quite diverse biochemical and molecular properties. Isolation of 
both the microbe of interest and the molecule or enzyme of interest from these niches encounters 
obstacles mainly due to two reasons: first, despite the recent advances in the development of new 
culturing methodologies, most extremophiles could not be cultured using available technologies, 
and second, the problem of very low amount of biomass and thus the yield of DNA is very low for 
molecular analysis. Environmental genomics provides an answer for exploitation of the wealth 
offered by nature in extreme environments. Basic steps in this approach involve sample collection 
from the niche of interest such as cold environment and then this sample is processed for isolation 
of total environmental DNA. This environmental DNA is used either for cloning into suitable 
vector for genomic library construction or directly for sequencing or amplification using universal 
primers. These libraries are screened for the presence of enzymes of interest or for biomolecules of 
interest. The use of high throughput screening techniques and robotic systems make the screening 
process much faster and useful as large number of clones and libraries can be screened in relatively 
shorter time. 
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Environmental genomics approach has been used for isolating many cold-adapted enzymes like 
lipases [123,124], cellulases [125], amylases [126], xylanases [127] from the microflora existing in 
the cold environments. The isolation and characterization of various novel cold-adapted enzymes 
highlights and supports the potential of the cold environment metagenomics in future for the 
discovery of psychrophilic proteases too. Berlemont et al. [128] isolated three proteases along with 
other commercially important enzymes from Antarctic soil metagenome. This approach will 
accelerate the biotechnological exploitation of microbial diversity present in cold environments. 

10. Enhancing Thermo-Stability of Cold-Active Proteases 

The cold-active proteases from different microorganisms vary in their thermostability and 
alkalistability [41,43,73,65,63,101,105,129–131]. High proteolytic activity at lower temperatures 
shown by cold-active proteases is important in the commercial usage of proteases, but their low 
thermal stability is a common drawback that hinders their use in industries. To overcome this 
problem, various strategies have been used, among which reinforcement of the overall rigidity of 
the enzyme structure by increasing the number of disulfide bridges, intra-molecular salt bridges and 
shortening the length of loop regions are most commonly used [132,133]. Several ideas have been 
put forward for explaining the thermostability of proteins. In addition to providing insight into 
structural modifications, protein fluctuations can provide a mechanism of thermal stability too [134]. 
Experimental techniques such as nuclear magnetic resonance (NMR) [135,136], neutron diffraction 
methods [137] and theoretical approaches based on computer simulations on protein dynamics in 
solution [138,139] have supported the proposed idea. Molecular dynamics simulation has also been 
used to provide detailed atomic models of the protein stability and dynamics [140,141]. Attempts 
have been made to tailor the psychrophilic enzymes to have properties of industrial interest such as 
increased thermostability, tolerance to bleaches and detergents and to different organic solvents so 
that the proteins can become process friendly. The protein engineering has been used to alter the 
properties of the proteins by making changes in their primary structures. Mainly two engineering 
techniques have been used in attempts to create thermostable proteases: one is random mutagenesis 
and second is site-directed mutagenesis [SDM]. Pantoliano et al. [142] reported the improved 
thermostability and extreme alkalinity of subtilisin BPN by substitution of six individual amino 
acids [N218S, G169A, Y217K, M50F, Q206C, N76D]. The inactivation rate decreased several 
times as compared to the wild type BPN subtilisin. Strausberg et al. [143] reported 1000 times 
increase in t1/2 of subtilisin BPN of B. subtilis by loop removal, cassette mutagenesis and screening 
procedure. Shao et al. [144] reported 8-fold increase in t1/2 of subtilisin E by random priming and 
screening methods. 

A mutant subtilisin E with enhanced thermostability at 60 °C was generated using SDM [145]. 
The thermostability and activity of subtilisin-like serine proteinase [VPR] had been improved by 
SDM approach [146]. Such studies clearly indicate that it is possible to improve one character 
[activity/stability] without affecting the other. Narinx et al. [147] performed SDM for introduction 
of an additional salt bridge, disulfide bonds, and increasing the affinity of the enzyme for calcium, 
and found that stability of the molecular structure was achieved by a modification of a calcium 
ligand T85D. The mutated enzyme was thermostable like mesophilic subtilisin. 
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Directed evolution of proteins involves recombinant DNA techniques such as DNA shuffling, 
random priming recombination and the staggered extension process [StEP]. Zhao and Arnold [148] 
reported increase in thermostability of subtilisin E by converting it to thermitase using directed evolution. 

While studying the effect of trimethylamine N-oxide (TMAO) on the structure, activity, and 
stability of a psychrophilic protease (deseasin MCP-01), He et al. [149] suggested the possibility of 
using TMAO as an effective stabilizer to enhance the thermostability of a cold-adapted enzyme 
without compromising with its psychrophilic characters such as its overall structural flexibility and 
high catalytic efficiency at low temperature. The isolation temperature plays an important role in 
determining the cold adaptability of the enzyme of interest, as isolation temperatures is found to 
affect the enzyme properties. Vazquez and Mac Cormack [150] reported that the lower the strain 
isolation temperatures better the cold-adapted proteases in terms of optimal temperature and 
activation energy. Thus by using the recombineering and classical methods, thermostability of 
cold-active proteases can be improved. 

11. Applications of Cold-Active Proteases 

Economic benefits can be achieved by using cold-active proteases as they allow working at low 
temperatures even in an industrial scale. For example instead of heating and bringing the 
temperature during the industrial peeling process of leather by conventional protease from 
mesophilic or thermophilic microbes, the process can be performed at the temperature of tap water 
by using cold-active proteases. With the use of cold-active protease, energy saving is possible. 

Proteases as a group found application in various fields such as baking, brewing, cheese making, 
in preparation of protein concentrates, leather industry, silk degumming, detergent industry, 
pharmaceutical industry, bioremediation, silver recovery from X-ray film and photographic 
industry are few to name the areas. The cold-active proteases find application in household 
processes, where they can be used for removal of macromolecular stains from fabrics along with 
other detergent components. As the whole process would be done at low temperature, the colors of 
the clothes will remain protected exposure to higher temperature. The treatment of wool and silk by 
protease can bring new and unique finishing to the surface of wool and silk fibers. Nowadays in 
textile industry, the synthetic fiber is being used. Some of the synthetic fibers cannot tolerate 
temperatures above 50–60 °C, and hence, require varied washing procedures [151]. During the past 
few years, a trend of lower washing temperature has gained popularity. Cold-active protease from 
B. subtilis showed stability in the presence of SDS and exhibited enhanced activity in Tween  
80 and Wheel detergent, pH and detergent compatibility at low temperature, and thus, suits 
application in detergent formulation [35]. Protease from Bacillus sp.158 has found application in 
contact lens cleaning, thus increasing the transmittance of the lenses [152]. The protease of  
P. aeruginosa MCM B-327 was found to be useful in dehairing hides (Figure 3) [99]. 
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Figure 3. Buffalo hide dehairing by PA02 protease of P. aeruginosa MCM B-327.  
(a) chemical treatment, (b) crude enzyme treatment, (c) control-water treatment [99]. 

 

In the food industry, the property of having high catalytic activity at low-temperature allows 
transformation of heat labile products. They can be used in processes such as fermentation of fish 
or soy sauce with no spoilage and alterations in flavor and nutritional value. Cold-active proteases 
along with lipases can be used as rennet substitutes to accelerate the ripening of slow-ripening 
cheeses. Additionally cold-active proteases can find utility in softening and taste development of 
frozen or refrigerated meat products. Apart from this, thermal lability of such proteases can result 
in rapid inactivation by mild heat treatment [30]. This feature will prove beneficial in preserving 
the quality in the food industry. 

Cold-adapted or low temperature tolerant enzymes suit well in waste management in cold 
environments, where the degradation capabilities of endogenous microflora are reduced due to low 
temperatures. Cold-adapted proteases thus can be used to optimize present day industrial processes 
and for developing future technologies with less energy inputs and process cost by removing the 
cost of heat inactivation step [28,30]. 

12. Conclusions and Future Perspectives 

A wide range of microorganisms from diverse habitats, permanently cold as well as those 
exposed to cold during a part of the year, are known to produce cold-active proteases. Metagenomic 
culture-independent approaches have also been initiated for obtaining novel cold-active 
biocatalysts including proteases. A few attempts have been made to engineer and manipulate the 
cold-active proteases, but much success has not yet been achieved. Cloning of genes encoding 
cold-active protease from the wild strains and their over expression in suitable hosts is another area 
of research for cost effective production of these enzymes. The field of cold-active protease 
research is still wide open and expected to achieve spectacular success in the nearest future. 
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Antarctic Epilithic Lichens as Niches for Black  
Meristematic Fungi 

Laura Selbmann, Martin Grube, Silvano Onofri, Daniela Isola and Laura Zucconi 

Abstract: Sixteen epilithic lichen samples (13 species), collected from seven locations in Northern 
and Southern Victoria Land in Antarctica, were investigated for the presence of black fungi. 
Thirteen fungal strains isolated were studied by both morphological and molecular methods. 
Nuclear ribosomal 18S gene sequences were used together with the most similar published and 
unpublished sequences of fungi from other sources, to reconstruct an ML tree. Most of the studied 
fungi could be grouped together with described or still unnamed rock-inhabiting species in lichen 
dominated Antarctic cryptoendolithic communities. At the edge of life, epilithic lichens withdraw 
inside the airspaces of rocks to find conditions still compatible with life; this study provides 
evidence, for the first time, that the same microbes associated to epilithic thalli also have the same 
fate and chose endolithic life. These results support the concept of lichens being complex symbiotic 
systems, which offer attractive and sheltered habitats for other microbes. 

Reprinted from Biology. Cite as: Selbmann, L.; Grube, M.; Onofri, S.; Isola, D.; Zucconi, L. 
Antarctic Epilithic Lichens as Niches for Black Meristematic Fungi. Biology 2013, 2, 784-797. 

1. Introduction 

Black meristematic fungi are known to be tolerant to extreme environmental conditions. The 
term black fungi embraces a polyphyletic group of fungi that share some phenotypic characters 
such as melanized cell walls and meristematic development, which seem to support survival and 
persistence in hostile environmental conditions. They are commonly isolated from environments 
that are almost devoid of other eukaryotic life-forms, including saltpans [1], acidic and contaminated 
sites [2–4], exposed rocks in dry and extremely hot or cold climates, ranging from hot deserts [5], 
the Mediterranean [6] to the Antarctic [7] and on monuments [8–12]. Owing to the stress pressure 
of the sites where they normally occur, black meristematic fungi are rarely found in complex 
microbial populations, rather they occur alone or in association with similar stress resistant 
organisms such as lichens [13,14] and cyanobacteria [15]. In the Antarctic, black meristematic 
fungi are recurrent members of endolithic microbial communities of ice free areas, including the 
lichen-dominated cryptoendolithic communities of the McMurdo Dry Valleys, one of the most 
inhospitable environments on Earth [16,17]. In these sites the limits for life are reached; since the 
conditions are too harsh to sustain epilithic settlement, mosses almost completely disappear and 
lichens grow protected in cracks and fissures or move inside the rocks, giving rise to well structured 
communities [16]. Together with lichens, other organisms can participate in these communities, in 
particular bacteria, cyanobacteria and non-lichenized fungi [18–20], but their biodiversity, their role 
and interactions are still scarcely investigated. Among these, the rock black fungi represent  
a peculiar group of colonizers [7,17]. 
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Lichens are commonly described as a mutualistic symbiosis between fungi and “algae” 
(Chlorophyta or Cyanobacteria); however, recent studies revealed that they host a number of other 
microbes. Several culture-dependent and -independent studies have deepened our understanding of 
diverse populations of bacteria associated with lichens and their potential functional roles within 
the symbiosis [21–25]. Lichens also host numerous fungal species. The mycobiont is the dominant 
fungal species but other fungi may be present. These include lichenicolous fungi, which expresses 
symptoms [26,27] and endolichenic fungi, which grow without symptoms in the interior of  
lichens [28–31]. These studies have fueled the concept that, in addition to being symbiotic systems, 
where symbiotic partners may interact, lichens can also be considered miniature ecosystems [22,32]. 
However, despite a growing body of literature on organisms associated with lichens, we still have 
limited knowledge of the extent of eukaryotic diversity that may be associated with individual 
lichen thalli [31]. 

In this study we focused on extremotolerant black fungi associated with cold-loving lichens 
from the Antarctic, including the endemic species Lecanora fuscobrunnea Dodge & Baker. 
Antarctic lichens are still an unexplored niche for these organisms and we aimed to compare the 
black fungi diversity among different lichen species distributed in diverse ecosystems. 

2. Experimental Section 

Sampling sites and lichen identification: lichen thalli were collected using a sterile chisel and 
preserved in sterile plastic bags at 20 °C until processed for isolation of associated fungi. Lichens 
were identified using the key by Castello [33]. All data concerning the sampling sites and the 
identifications are reported in Table 1. 

Isolation: in order to remove any potential contaminant before isolation, lichens were treated 
with H2O2 (8%) for 5 min; H2O2 was removed by washing with distilled sterile water for 5 min. 
The solution was filtered using 500 m porosity filters. All fragments were collected and seeded on 
MEA (Malt Extract Agar, Oxoid, Ltd. Basingstoke, Hampshire, UK) in Petri Dishes and incubated 
at 5 °C and 15 °C. Plates were inspected weekly and as soon as new black colonies appeared they 
were transferred on fresh agar slant. Pure cultures were deposited in the CCFEE (Culture 
Collection of Fungi from Extreme Environments, DEB, Università degli Studi della Tuscia, 
Viterbo, Italy). 

Morphology and temperature preferences: hyphal maturation was studied using light microscope. 
Slide cultures were seeded onto MEA, incubated for 10 w and mounted in lactic acid. Temperature 
preferences were performed in triplicate on MEA, in Petri dishes in the range 0–30 °C ± 1, with  
5 °C intervals. Colony diameters were recorded monthly. 

Molecular analysis: DNA was extracted from 6-months-old mycelium grown on MEA at 10 °C, 
using Nucleospin Plant kit (Macherey-Nagel, Düren, Germany) following the protocol optimized 
for fungi. Target gene for our analysis was the nuclear ribosomal 18S and ITS genes. PCR reactions 
were performed using BioMix (BioLine, Luckenwalde, Germany) and primers NS1-NS24 and 
ITS1-ITS4 to amplify 18S and ITS respectively [34]. Reaction mixtures were prepared by adding  
5 pmol of each primer and 40 ng of template DNA in a final volume of 25 L. For amplification,  
a MyCycler™ Thermal Cycler (Bio-Rad Laboratories, Munich, Germany) was used. The protocol 
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used for amplification of the nuclear ribosomal 18S was as follows: 3 min at 95 °C for a first 
denaturation step, a denaturation step at 95 °C for 45 s, annealing at 52 °C for 30 s. Cycles were 
repeated 35 times, with a last extension at 72 °C for 5 min. ITS portion was amplified as previously 
described [7]. Products were purified using Nucleospin Extract kit (Macherey-Nagel, Düren, 
Germany). Sequencing reactions were performed according to the dideoxynucleotide method using 
the TF BigDye Terminator 1,1 RR kit (Applied Biosystems). Fragments were analyzed by 
Macrogen Inc. (Seoul, Korea). Sequence assembly was done using the software ChromasPro 
(version 1.32, Technelysium, Conor McCarthy School of Health Science, Griffith University, 
Southport, Queensland, Australia). 

Table 1. Lichen species analyzed collection data and fungal strains isolated. 

Lichen species Location Coordinates Sampling 
date 

Fungal strains (CCFEE) 

Acarospora sp. Ford Peak, NVL 75°41'26.3''S 
160°26'25.3''E 

28/01/2004 - 

Acarospora flavocordia 
Castello & Nimis 

Kay Island, NVL 75°04'13.7''S 
165°19'02.0''E 

30/01/2004 5324 

Buellia frigida Darb. Inexpressible Island, 
NVL 

75°52'23.2''S 
163°42'16.5''E 

17/01/2004 - 

Lecanora fuscobrunnea 
Dodge & Baker 

Edmonson Point, NVL 74°19'43.7''S 
165°08'00.7''E 

29/01/2004 5320 * 

Lecanora fuscobrunnea 
Dodge & Baker 

Convoy Range, Terra 
SVL 

76°54'33.0''S 
160°50'00.0''E 

25/01/2004 5303 

Lecanora sp. Inexpressible Island, 
NVL 

75°52'23.2''S 
163°42'16.5''E 

17/01/2004 5319 *, 5323 

Lecidea sp.  Starr Nunatak, NVL 75°53'55.7''S 
162°35'31.3''E 

15/02/2004 5318 

Lecidea sp.  Starr Nunatak, Terra 
Vittoria del Nord 

75°53'55.7''S 
162°35'31.3''E 

15/02/2004 5326 

Lecidea cancriformis 
Dodge & Baker 

Widowmaker Pass, NVL 74°55'23.5''S 
162°24'17.0''E 

12/02/2004 5321 ** 

Rhizocarpon sp. Vegetation Island, NVL 74°47'05.2''S 
163°38'40.3''E 

16/01/2004 5312 

Umbilicaria aprina 
Nyl. 

Kay Island, NVL 75°04'13.7''S 
165°19'02.0''E 

30/01/2004 - 

Umbilicaria decussata 
(Vill.) Zahlbr. 

Kay Island, NVL 75°04'13.7''S 
165°19'02.0''E 

02/02/2004 - 

Umbilicaria decussata 
(Vill.) Zahlbr. 

Vegetation Island, NVL 74°47'05.2''S 
163°38'40.3''E 

16/01/2004 5317 

Usnea antarctica Du 
Rietz 

Kay Island, NVL 75°04'13.7''S 
165°19'02.0''E 

30/01/2004 - 

Usnea antarctica Du 
Rietz 

Vegetation Island, NVL 74°47'05.2''S 
163°38'40.3''E 

16/01/2004 5313 * 

Xanthoria elegans 
(Link) th. Fr. 

Kay Island, NVL 75°04'13.7''S 
165°19'02.0''E 

30/01/2004 5314, 5322 

CCFEE—Culture Collection of fungi From Extreme Environments; NVL—Northern Victoria Land;  
SVL—Southern Victoria Land. Identified strains: * Elasticomyces elasticus; ** Friedmanniomyces endolithicus. 
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The alignment based on nuclear ribosomal 18S included 79 sequences of strains belonging to 
the class Dothideomycetes and Eurotiomycetes in the public domain chosen on the base of the 
Blastn results. Additional sequences of black fungi deposited in the database of the CCFEE (Culture 
Collection of Fungi from Extreme Environments, Università degli Studi della Tuscia, Viterbo, 
Italy) were analyzed (Table 2). Sequences were aligned iteratively with ClustalX [35], exported in 
Mega5 [36] for a manual improvement. The best-fit substitution model and Maximum Likelihood 
phylogenetic tree reconstruction was performed as previously described [17]. The robustness of the 
phylogenetic inference was estimated using the bootstrap method [37] with 1000 pseudoreplicates. 

Table 2. List of strains and sequences analyzed. 

Species Strains no. Source Location SSU 

Acidomyces acidophilum C2 acid mine drainage CA, USA AY374300 

Acidomyces acidophilum A3-7 acid mine drainage CA, USA AY374299 

Acidomyces acidophilum B1 acid mine drainage CA, USA AY374298 

Aureobasidium pullulans  28v1 - - AY137505 

Aureobasidium pullulans  30v4 - - AY137507 

Botryosphaeria ribis CBS 121.26 Ribes rubrum - U42477 

Botryosphaeria ribis CBS 115475 Ribes - DQ678000 

Capnobotryella renispora CBS 214.90 Abies Japan EF137360 

Capnobotryella renispora CBS 215.90 Sphagnum Japan AY220613 

Capnobotryella renispora CBS 572.89 Roof tile Sweeden AY220614 

Capnobotryella renispora UAMH 9870 Sphagnum - AY220611 

Capronia coronata CBS 617.96 Decorticated wood New Zealand AJ232939 

Capronia semiimmersa  CBS 840.69 Decaying timber Finland AY554291 

Catenulostroma abietis CBS 459.93 Abies Germany DQ678040 

Cladophialophora carrionii  CBS 260.83 Skin lesion - AY554285 

Cladophialophora sp.  CBS 985.96 Brain USA AJ232953 

Coccodinium bartschii UME30232 - - U77668 

Coniosporium sp.  MA 4597 Marble Turkey AJ972863 

Cyphellophora laciniata MUCL 9569 - - AY342010 

Cryomyces antarcticus CCFEE 514 Rock Antarctica GU250319 

Cryomyces antarcticus CCFEE 515 Rock Antarctica GU250320 

Cryomyces antarcticus CBS 116301T; CCFEE 534 Sandstone Antarctica DQ028269 

Cryomyces minteri CBS 116302; CCFEE 5187 Sandstone Antarctica DQ028270 

Discosphaerina fagi CBS 171.93 Populus leaf UK AY016342 

Elasticomyces elasticus CBS 122538; CCFEE 5313 Lichen Antarctica FJ415474 

Elasticomyces elasticus CBS 122539; CCFEE 5319 Lichen Antarctica GU250332 

Elasticomyces elasticus CBS 122540; CCFEE 5320 Lichen Antarctica GU250333 

Elsinoe centrolobii  CBS 222.50 Centrolobium robustum Brazil DQ678041 

Exophiala salmonis  CBS 157.67 Salmo clarkii  Canada JN856020 

Exophiala salmonis  AFTOL-ID 671 - - EF413608 

Friedmanniomyces endolithicus CCFEE 670 Rock Antarctica GU250322 

Friedmanniomyces endolithicus CCFEE 5208 Rock Antarctica Unpublished 
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Table 2. Cont. 

Species Strains no. Source Location SSU 

Friedmanniomyces endolithicus CCFEE 5321 Lichen  Antarctic Unpublished 

Fonsecaea pedrosoi CBS 272.37 - - AY554290 

Guignardia mangiferae IFO 33119 Rhododendron pulchrum - AB041247 

Guignardia mangiferae CBS 226.77 Paphiopedilum callosum - AB041248 

Guignardia mangiferae CBS 398.80 Orchid - AB041249 

Hobsonia santessonii - - - AF289658 

Hortaea werneckii dH10921 Marble - Y18700 

Hortaea werneckii CBS 107.67 human Tinea nigra - Y18693 

Knufia chersonesos CBS 600.93; dH16058 Marble Greece Y18702 

Knufia chersonesos CBS 726.95 Marble Italy Unpublished 

Knufia perforans CBS 885.95 Marble Delos, Greece Y11714 

Knufia perforans CBS 665.80 Marble Delos, Greece Y11712 

Mycocalicium victoriae CBS 109863 Soil Italy Unpublished 

Myriangium duriaei  CBS 260.36 Chrysomphalus  Argentina NG_013129 

Pseudotaeniolina globosa  CBS 109889 Rock Italy GU214576 

Saxomyces alpinus CCFEE 5466 Rock  Alps, Italy GU250350 

Saxomyces alpinus CCFEE 5469 Rock  Alps, Italy KC315860 

Saxomyces alpinus CCFEE 5470 Rock Alps, Italy KC315861 

Saxomyces penninicus CCFEE 5495 Rock  Alps, Italy KC315864 

Recurvomyces mirabilis CBS 119434; CCFEE 5264 Rock Antarctica GU250329 

Rhinocladiella atrovirens CBS 688.76 Pinus Australia AJ232937 

Rock black fungus CCFEE 451 Rock  Antarctic GU250314 

Rock black fungus CCFEE 457 Rock  Antarctic GU250317 

Rock black fungus CCFEE 507 Rock  Antarctic Unpublished 

Rock black fungus CCFEE 5176 Rock  Antarctic GU250325 

Rock black fungus CCFEE 5177 Rock  Antarctic Unpublished 

Rock black fungus CCFEE 5205 Rock  Antarctic GU250327 

Rock black fungus CCFEE 5207 Rock  Antarctic Unpublished 

Rock black fungus CCFEE 5267 Rock  Antarctic Unpublished 

Rock black fungus CCFEE 5284 Rock  Antarctic GU250330 

Rock black fungus CCFEE 5303 Rock Antarctic GU250331 

Rock black fungus CCFEE 5329 Rock  Antarctic Unpublished 

Teratosphaeria microspora CBS 101951; STE-U 1960 Leaf South Africa EU167572 

Teratosphaeria molleriana  CPC 1214 Eucalyptus globulus Portugal GU214606 

Teratosphaeria molleriana  CPC 4577 Eucalyptus  Australia GU214582 

Teratosphaeria molleriana  CPC 10397 Eucalyptus globulus Spain GU214607 

Teratosphaeria nubilosa  CPC 933 Eucalyptus nitens South Africa GU214608 

Teratosphaeria nubilosa  CPC 937 Eucalyptus globulus Australia GU214609 
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Table 2. Cont. 

Species Strains no. Source Location SSU 

Unknown black fungus CCFEE 5304 Lichen  Antarctic Unpublished 

Unknown black fungus CCFEE 5312 Lichen Antarctic Unpublished 

Unknown black fungus CCFEE 5314 Lichen Antarctic Unpublished 

Unknown black fungus CCFEE 5317 Lichen  Antarctic Unpublished 

Unknown black fungus CCFEE 5318 Lichen Antarctic Unpublished 

Unknown black fungus CCFEE 5322 Lichen  Antarctic GU250334 

Unknown black fungus CCFEE 5323 Lichen Antarctic Unpublished 

Unknown black fungus CCFEE 5324 Lichen Antarctic Unpublished 

Unknown black fungus CCFEE 5326 Lichen  Antarctic Unpublished 

AFTOL—Assembling Fungal Tree Of Life project; CBS—Centraalbureau voor Schimmelcultures; CCFEE—

Culture Collection of Fungi From Extreme Environments; CPC—Culture collection of P Crous, housed at the CBS; 

dH—de Hoog private collection housed at the CBS; IFO—Institute for Fermentation Culture Collection, Japan; 

MUCL—Belgian Co-ordinated Collections of micro-organisms; STE-U—University of Stellenbosch fungal culture 

collection, Stellenbosch, South Africa; UAMH—The University of Alberta Microfungus Collection and Herbarium, 

Edmonton, AB, Canada; UME—Herbarium Department of Ecology and Environmental Sciences (EMG) University 

of Umeå, Sweden. Strains isolated in this study are reported in bold. 

3. Results and Discussion 

Data concerning lichen sample (Figure 1), collection sites and black fungi isolated are reported 
in Table 1. The epilithic vegetation is rather rare in the Dry Valleys, it is therefore not surprising 
that only one lichen sample, Lecanora fuscobrunnea, out of 16 studied, was collected in Southern 
Victoria Land. Black fungi (Figure 2) were recovered from 11 out of 16 lichens examined. 

Temperature relations are given in Table 3. All the strains tested were able to grow at 0 °C and 
none of the strains grew at 30 °C. Strains 5303, 5314, 5317, 5321, 5324, 5326 had their optimal 
growth temperature at 15 °C and did not show any growth above that temperature. All these strains 
can therefore be classified as psychrophilic, as defined for yeasts and other eukaryotic 
microorganisms [38]. Strain 5323, with optimal temperature and upper limit for growth at 20 °C, 
also may be defined as psychrophilic. Peculiar temperature relations, highlighting a more 
eurythermic behavior, were observed for strains 5313, 5319, 5320 with optimum at 15 °C but 25 °C 
as upper limit, too high for a true psychrophilic fungus. A similar profile was observed for strain 
CCFEE 5318 but with an optimal temperature at 20 °C. 
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Figure 1. Some of the lichen thalli examined for black fungi. 

 

Figure 2. Some of the black fungi isolated from the lichens examined. This is a 
selection made based on morphological and phylogenetic characteristics. 
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Table 3. Temperature relations. 

 Temperature (°C)  
Isolates 0 5 10 15 20 25 30 

CCFEE 5303 6.8 ± 1.8 4.3 ± 2.5 11.3 ± 0.4 13.8 ± 1.8 - - - 
CCFEE 5312 6.9 ± 1.3 7.8 ± 1.1 11.8 ± 0.4 18.2 ± 1.9 5.2 ± 1.6 - - 
CCFEE 5313 16.4 ± 0.8 12.9 ± 0.6 25.8 ± 0.4 31.9 ± 3.7 30.8 ± 1.1 19.5 ± 3.5 - 
CCFEE 5314 4.4 ± 0.6 5.2 ± 1.6 7 ± 0 12.3 ± 2.5 - - - 
CCFEE 5317 4.8 ± 0.4 3.3 ± 0.4 8 ± 1.4 12 ± 0 - - - 
CCFEE 5318 7.3 ± 0.4 4.1 ± 1.8 13.3 ± 0.4 13 ± 0.4 13.5 ± 0.7 11.3 ± 3.2 - 
CCFEE 5319 15.5 ± 0.7 11.9 ± 0.1 22 ± 0 30 ± 0.7 24 ± 0.7 11.8 ± 1.1 - 
CCFEE 5320 14 ± 0.7 10.8 ± 1.1 23 ± 1.4 27.7 ± 0.9 22.5 ± 0.7 16.8 ± 1.8 - 
CCFEE 5321 3.5 ± 0.7 4.7 ± 0.9 8.8 ± 0 10.3 ± 1.8 - - - 
CCFEE 5322 10.3 ± 1.8 9.8 ± 1.1 14 ± 1.4 18.4 ± 2.3 4 ± 0 - - 
CCFEE 5323 7 ± 0.7 4.7 ± 0.9 7 ± 2.1 18 ± 0.7 20.5 ± 0.7 - - 
CCFEE 5324 3.5 ± 0.7 4.1 ± 1.8 5.3 ± 0.4 8.8 ± 0 - - - 
CCFEE 5326 2.5 ± 0 3.5 ± 0.7 4.1 ± 1.8 7 ± 0.7 - - - 

Growth are reported as diameter of the colonies (mm) after 3 months of incubation. Highest growth 
values are reported in bold. 

Most of the ITS sequences obtained showed too low identities in the GenBank and were not 
used for the phylogenetic inference. Figure 3 shows the ML phylogenetic tree, generated using a 
GTR+IG model, which was selected using the Akaike’s information criterion with a Maximum 
likelihood approach. The alignment was based on 79 nuclear ribosomal 18S gene sequences and 
1707 positions, including gaps, belonging to strains of both plant pathogenic and rock fungi, some 
of which were still unidentified. The tree includes two classes within the Ascomycota: 
Dothideomycetes (Orders Capnodiales, Dothideales, Myriangiales and Botryosphaeriales) and 
Eurotiomycetes (Order Chaetothyriales). The tree was rooted with Debaryomyces hansenii  
MUCL 29826. 

The backbone remains uncertain, but orders in the class Dothideomycetes, are resolved although 
the 18S gene only was compared. The tree is in agreement with the most recent phylogenetic 
analyses with the Order Botryosphaeriales separated from Capnodiales [39,40]. Two sister clades 
are segregated in the Order Chaetothyriales: the group comprising most of the human opportunists 
of the family Herpotrichiellaceae as Cladophialophora carrionii (Trejos) de Hoog, Kwon-Chung & 
McGinnis, and the clade composed of mostly rock fungi, including the genus Knufia [41]. 

Seven of the strains here studied were grouped in the order Capnodiales placed in lineages 
purely constituted of fungi from rocks. Strains CCFEE 5312 and 5318 are included in a wide clade 
of rock fungi [40]; here only a selection of strains from the Antarctic is included, but the clade 
comprises rock fungi from the Mediterranean and Alps too, as well as the melanised  
micro-filamentous lichen Cystocoleus ebeneus (Dillwyn) Thwaites [42]. The strain CCFEE 5322 
groups with rock black fungi exclusively from the Antarctic. The remaining strains in the 
Capnodiales belong to the rock fungal species Elasticomyces elasticus Zucconi & Selbmann and 
Friedmanniomyces endolithicus Onofri [43], the last one exclusively from the Antarctic  
continent [7,17]. The strain CCFEE 5304 as included in a well separated and supported clade of 
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rock fungi from Antarctic rocks collected both in Northern and Southern Victoria land colonized 
with endolithic communities. This group remains without a clear assignment at any known fungal 
order. The remaining five strains were in the order Chaetothyriales (class Eurotiomycetes). Strains 
CCFEE 5326 and 5317 grouped together in a separated position with high bootstrap value and do 
not show clear relations with any described or undescribed species in the tree the ITS sequences 
were only 88% similar with the closest deposited in GenBank: this is not uncommon for black 
fungi from locations where genetic and geographic isolation, coupled with environmental pressure, 
promoted adaptive radiation [7]. Yet, their long branches indicate that these strains are distantly 
related to each other. Strains CCFEE 5314, 5323 and 5324 cluster with a rock Antarctic fungus, 
CCFEE 457, isolated from sandstone collected in the Dry Valleys; this group of Antarctic black 
fungi is sister of a clade represented by the recently formalized genus Knufia [41], including 
species mainly isolated from monuments. 

All the strains examined here are not related to groups that contain known lichenicolous species. 
Rather, they show strict phylogenetic relations with fungi occurring on and in Antarctic rocks. 
Likewise, the rock black fungi included in this study were found to belong to two classes of 
Ascomycota: Dothideomycetes and Eurotiomycetes, in this last case specifically in the order 
Chaetothyriales (Figure 3). Dothideomycetous rock black fungi prefer natural, non-contaminated 
environments, while chaetotyriomycetous rock black fungi are recurrent particularly in areas 
influenced by human activities, rich in pollutants [44] probably as consequence of their ability to 
metabolize aromatic compounds [45]. 

Lichens can host a wide range of associated fungi with varied ecologies, specificities, and 
biological traits [26]. Some fast-growing lichenicolous species (e.g., Athelia, Marchandiomyces), 
with often low host specificity, can rapidly eradicate lichen vegetation, whereas many others grow 
slowly without expressing any or only local pathogenic symptoms on their specific hosts, 
apparently as a long-term result of evolutionary adaptation [46]. These lichenicolous fungi are not 
found to express their phenotypes without their hosts. Some groups of black fungi have also been 
observed to colonize a wide range of lichens, as lichenicolous fungi. Some species in the genus 
Lichenothelia, a cosmopolitan genus of rock-inhabiting melanised fungi in the superclass 
dothideomyceta [47] have been found in association with algae or with lichen thalli, where they 
produce fertile structures with asci and ascospores. However, species reported in this study were 
not related to Lichenothelia nor with any of the groups comprising known lichenicolous fungi. 
Moreover, they do not produce visible symptoms on thalli. Several melanized fungi were isolated 
from lichens from Armenia and the Alps with obscure discolourations [14] belonging to the genera 
Mycosphaerella, Rhinocladiella, Capnobotryella (class Dothideomycetes) and Coniosporium, in 
this last case related to Knufia perforans (Sterflinger) Tsuneda (class Eurotiomycetes). The strains 
CCFEE 5314, 5323, 5324 isolated during this study may be related to this last species, but the 
above mentioned isolates were not included in our tree since the SSU sequences are not available. 
Comparing the ITS sequences of our isolates we found that they were 10% distant from the 
sequences FJ265756 (Coniosporium sp. h6) and FJ265754 (Coniosporium sp. c-SH-2009a) isolated 
form Caloplaca saxicola (Hoffm.) Nordin and Protoparmeliopsis muralis (Scherb.) M. Choisy 
respectively, both from Armenia. 
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Figure 3. SSU ML tree indicating the phylogenetic position of the black meristematic 
fungi isolated from lichens (reported in bold in the tree). The strains reported as Rock 
black fungus are still unidentified rock fungi deposited in the Culture Collection of Fungi 
From Extreme Environments. Bootstrap values are the results of 1,000 pseudoreplicates. 
Values below 70 are not shown. 
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Exophiala salmonis CBS 157.67
Cladophialophora carrionii CBS 260.83
Capronia semiimmersa CBS 840.69

Fonsecaea pedrosoi CBS 272.37
Black fungus CCFEE 5326

Black fungus CCFEE 5317
0.01

Dothideom
ycetes

Eurotiom
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Capnodiales

Botryosphaeriales
Dothideales

Myriangiales

Chaetothyriales

Incertae sedis

Incertae sedis

Outgroup

100
100

9977.6

100

97.6
90.4

97

97.1

87

99

97.3

100

78
99

97

100

98

100

98.8

84

100

97.4

100
73

97

 

Association of black fungi with primary producers could be interpreted from a nutrition-ecological 
point of view. Oligotrophy is important adaptation for life on rocks and these fungi may often rely 
only on the sparse, airborne nutrients available, as pollutants in urban environments [45]. In natural 
environments, with low anthropogenic impact and scarce nutrient availability, they could more 
conveniently obtain nutrients, by living in association with lichens and other microbial primary 
producers, such as algae and cyanobacteria, which reside in the endolithic microbial communities 
of the highest mountain peaks and Antarctica [7,17,48]. 
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Interestingly, some rock-inhabiting species were previously observed to develop lichen-like 
structures in axenic cultures with phototrophic algae [49,50]. This ability to develop symbiotic 
interactions with unicellular free-living algae might have allowed some rock-inhabiting fungal 
lineages to evolve lichenisation and a common link between rock-inhabiting meristematic and 
lichen-forming lifestyles of ascomycetous fungi has been recently hypothesized [47]. Some studies 
suggest that some rock-inhabiting fungi constitute early diverging lineages for lichenized fungal 
groups as Verrucariales and Arthoniomycetes [51]. 

4. Conclusions 

This study represents the first contribution regarding black fungi associated with lichen thalli in 
the Antarctic. All strains isolated were either closely related or conspecific with black fungi 
previously found associated with Antarctic endolithic microbial communities. These are mostly 
cryptoendolithic lichen dominated communities, on the borderlines of what life can tolerate [16]. 
Even from cosmopolitan lichen species, we isolated endemic Antarctic fungi as F. endolithicus. 
Data obtained in this study give new insights into the biology of lichens: they are particularly well 
adapted to survive in extreme conditions and the ability to vary microbial communities associated 
according with the location may give further advantage in adaptation and survival of the  
whole community.  

It is still unclear whether or not black fungi may supply benefits to epilithic lichens as well. It 
was suggested previously [7] that black fungi may play a role in in hydration or protection of 
photobionts by dissipating excessive sunlight. Cryptoendolitic lichens are melanized fungi that 
form a black barrier just above the photobionts stratification [14] making this a plausible scenario. 
The presence of black fungi may therefore play a crucial role to allow survival in these highly 
stressful conditions.  

Apparently, at the cold edge of life, lichens, together with their associated microbes could find a 
solution to survive inside the rock by taking advantage of the suite of traits from each microbial 
partner in order to improve stress resistance and allow the whole community to survive in  
new conditions. 

Acknowledgements 

This work was carried out in the framework of the PNRA (Italian National Program for 
Antarctic Research). The Italian National Antarctic Museum “Felice Ippolito” for funding CCFEE 
(Culture Collection of Fungi from Extreme Environments). 

References 

1. Plemenitaš, A.; Gunde-Cimerman, N. Cellular responses in the halophilic black yeast Hortaea 
werneckii to high environmental salinity. In Adaptation to Life at High Salt Concentrations in 
Archaea, Bacteria, and Eukarya; Gunde-Cimerman, N., Oren, A., Plemenitaš, A., Eds.; 
Springer: Dordrecht, The Netherlands, 2005; pp. 455–470. 



344 
 

 

2. Baker, B.J.; Lutz, M.A.; Dawson, S.C.; Bond, P.L.; Banfield, J.F. Metabolically active 
eukaryotic communities in extremely acidic mine drainage. Appl. Environ. Microbiol. 2004, 
70, 6264–6271. 

3. Selbmann, L.; Egidi, E.; Isola, D.; Onofri, S.; Zucconi, Z.; de Hoog, G.S.; Chinaglia, S.; Testa, L.; 
Tosi, S.; Balestrazzi, A.; et al. Biodiversity, evolution and adaptation of fungi in extreme 
environments. Plant Biosyst. 2012, 147, doi:10.1080/11263504.2012.753134. 

4. Isola, D.; Selbmann, L.; de Hoog, G.S.; Fenice, M.; Onofri, S.; Prenafeta-Boldú, F.X.; 
Zucconi, L. Isolation and screening of black fungi as degraders of volatile aromatic 
hydrocarbons. Mycopathologia 2013, doi:10.1007/s11046-013-9635-2. 

5. Staley, J.T.; Palmer, F.; Adams, J.B. Microcolonial fungi: Common inhabitants on desert 
rocks? Science 1982, 215, 1093–1095. 

6. Ruibal, C.; Gonzalo, P.; Bills, G.F. Isolation and characterization of melanized fungi from 
limestone formations in Mallorca. Mycol. Progress 2005, 4, 23–38. 

7. Selbmann, L.; de Hoog, G.S.; Mazzaglia, A.; Friedmann, E.I.; Onofri, S. Fungi at the edge of 
life: Cryptoendolithic black fungi from Antarctic desert. Stud. Mycol. 2005, 51, 1–32. 

8. Sert, H.B.; Sümbül, H.; Sterflinger, K. Microcolonial fungi from antique marbles in 
Perge/Side/Termessos (Antalya/Turkey). Antonie Leeuwenhoek 2007, 91, 217–227. 

9. Sert, H.B.; Sümbül, H.; Sterflinger, K. Sarcinomyces sideticae, a new black yeast from 
historical marble monuments in Side (Antalya, Turkey). Bot. J. Linnean Soc. 2007, 154,  
373–380. 

10. Sert, H.B.; Sümbül, H.; Sterflinger, K. A new species of Capnobotryella from monument 
surfaces. Mycol. Res. 2007, 111, 1235–1241. 

11. Marvasi, M.; Donnarumma, F.; Frandi, A.; Mastromei, G.; Sterflinger, K.; Tiano, P.; Perito, B. 
Black microcolonial fungi as deteriogens of two famous marble statues in Florence, Italy.  
Int. Biodeterior. Biodegrad. 2012, 68, 36–44. 

12. Zucconi, L.; Gagliardi, M.; Isola, D.; Onofri, S.; Andaloro, M.C.; Pelosi, C.; Pogliani, P.; 
Selbmann, L. Biodeteriorigenous agents dwelling the wall paintings of the Holy Saviour’s 
Cave (Vallerano, Italy). Int. Biodeterior. Biodegrad. 2012, 70, 40–46. 

13. Onofri, S.; Selbmann, L.; Zucconi, L.; de Hoog, G.S.; de los Rios, A.; Ruisi, S.; Grube, M. 
Fungal associations at the cold edge of life. In Algae and Cyanobacteria in Extreme 
Environments; Seckbach, J., Ed.; Springer: Dordrecht, The Netherlands, 2007; pp. 735–757. 

14. Harutyunyan, S.; Muggia, L.; Grube, M. Black fungi in lichens from seasonally arid habitats. 
Stud. Mycol. 2008, 61, 83–90. 

15. Sterflinger, K. Black Yeast and Meristematic Fungi: Ecology, Diversity and Identification. In 
The Yeast Handbook. Biodiversity and Ecophysiology of Yeasts; Péter, G., Rosa, C., Eds.; 
Springer: Berlin, Germany, 2006; pp. 501–514. 

16. Nienow, J.A.; Friedmann, E.I. Terrestrial Litophytic (Rock) Communities. In Antarctic 
Microbiology; Friedmann, E.I., Ed.; Wiley-Liss: New York, NY, USA, 1993; pp. 343–412. 

17. Selbmann, L.; de Hoog, G.S.; Gerrits van den Ende, A.H.G.; Ruibal, C.; de Leo, F.; Zucconi, L.; 
Isola, D.; Ruisi, S.; Onofri, S. Drought meets acid: Three new genera in a Dothidealean clade 
of extremotolerant fungi. Stud. Mycol. 2008, 61, 1–20. 



345 
 

 

18. Friedmann, E.I. Endolithic microorganisms in the Antarctic Cold Desert. Science 1982, 215, 
1045–1053. 

19. De la Torre, J.R.; Goebel, B.M.; Friedmann, E.I.; Pace, N.R. Microbial diversity of 
cryptoendolithic communities from the McMurdo Dry Valleys, Antarctica. Appl. Environ. 
Microbiol. 2003, 215, 3858–3867. 

20. Selbmann, L.; Zucconi, L.; Ruisi, S.; Grube, M.; Cardinale, M.; Onofri, S. Culturable bacteria 
associated with Antarctic lichens: Affiliation and psychrotolerance. Polar Biol. 2010, 33,  
71–83. 

21. Cardinale, M.; Vieira de Castro, J., Jr.; Müller, H.; Berg, G.; Grube, M. In situ analysis of the 
bacterial community associated with the reindeer lichen Cladonia arbuscula reveals 
predominance of Alphaproteobacteria. FEMS Microbiol. Ecol. 2008, 66, 63–71. 

22. Grube, M.; Cardinale, M.; Vieira de Castro, J.; Müller, H.; Berg, G. Species-specificstructural 
and functional diversity of bacterial communitiesin lichen symbioses. ISME J. 2009, 3,  
1105–1115. 

23. Hodkinson, B.; Lutzoni, F. A microbiotic survey of lichen-associated bacteria reveals a new 
lineage from the Rhizobiales. Symbiosis 2009, 49, 163–180. 

24. Bates, S.T.; Cropsey, G.W.G.; Caporaso, J.G.; Knight, R.; Fierer, N. Bacterial communities 
associated with the lichen symbiosis. Appl. Environ. Microbiol. 2011, 77, 1309–1314. 

25. Grube, M.; Berg, G. Microbial consortia of bacteria and fungi with focus on the lichen 
symbiosis. Fungal Biol. Rev. 2009, 23, 72–85. 

26. Lawrey, J.D.; Diederich, P. Lichenicolous fungi: Interactions, evolution, and biodiversity. 
Bryologist 2003, 106, 80–120. 

27. Lawrey, J.D.; Binder, M.; Diederich, P.; Molina, M.C.; Sikaroodi, M.; Ertz, D. Phylogenetic 
diversity of lichen-associated homobasidiomycetes. Mol. Phylogenetics Evol. 2007, 44,  
778–789. 

28. Girlanda, M.; Isocrono, D.; Bianco, C.; Luppi-Mosca, A.M. Two foliose lichens as 
microfungal ecological niches. Mycologia 1997, 89, 531–536. 

29. Suryanarayanan, T.S.; Thirunavukkarasu, N.; Hariharan, G.N.; Balaji, P. Occurrence of  
non-obligate microfungi inside lichen thalli. Sydowia 2005, 57, 120–130. 

30. U’Ren, J.; Lutzoni, F.; Miadlikowska, J.; Arnold, A.E. Community analysis reveals close 
affinities between endophytic and endolichenic fungi in mosses and lichens. Microb. Ecol. 
2010, 60, 340–353. 

31. Bates, S.T.; Berg-Lyons, D.; Lauber, C.L.; Walters, W.A.; Knight, R.; Fierer, N. A 
preliminary survey of lichen associated eukaryotes using Pyrosequencing. Lichenologist 2012, 
44, 137–146. 

32. Farrar, J.F. The Lichen as an Ecosystem: Observation and Experiment. In Lichenology: 
Progress and Problems; Brown, D.H., Hawksworth, D.L., Bailey, R.H., Eds.; Academic 
Press: London, UK, 1976; pp. 385–406.  

33. Castello, M. Lichens of the Terra Nova Bay area, Northern Victoria Land (Continental 
Antactica). Stud. Geobot. 2003, 22, 3–54. 



346 
 

 

34. White, T.J.; Bruns, T.; Lee, S.B.; Taylor, J.W. Amplification and Direct Sequencing of Fungal 
Ribosomal RNA Genes for Phylogenetics. In PCR Protocols, a Guide to Methods and 
Applications; Innis, M.A., Gelfand, D.H., Sninsky, J.J., White, T.J., Eds.; Academic Press:  
San Diego, CA, USA, 1990; pp. 315–322. 

35. Thompson, J.D.; Gibson, T.J.; Plewniak, F.; Jeanmougin, F.; Higgins, D.G. The ClustalX 
windows interface: Flexible strategies for multiple sequence alignment aided by quality 
analysis tools. Nucleic Acids Res. 1997, 24, 4876–4882. 

36. Tamura, K.; Peterson, D.; Peterson, N.; Stecher, G.; Nei, M.; Kumar, S. MEGA5: Molecular 
evolutionary genetics analysis using maximum likelihood, evolutionary distance, and 
maximum parsimony methods. Mol. Biol. Evol. 2011, 28, 2731–2739. 

37. Felsenstein, J. Confidence limits on phylogenies: An approach using the bootstrap. Evolution 
1985, 40, 783–791. 

38. Van Uden, N. Temperature profiles of yeasts. Adv. Microbiol. Physiol. 1984, 25, 195–251. 
39. Schoch, C.L.; Shoemaker, R.A.; Seifert, K.A.; Hambleton, S.; Spatafora, J.W.; Crous, P.W.  

A multigene phylogeny of the Dothideomycetes using four nuclear loci. Mycologia 2006, 98, 
1041–1052. 

40. Ruibal, C.; Gueidan, C.; Selbmann, L.; Gorbushina, A.A.; Crous, P.W.; Groenewald, J.Z.; 
Muggia, L.; Grube, M.; Isola, D.; Schoch, C.L.; et al. Phylogeny of rock-inhabiting fungi 
related to Dothideomycetes. Stud. Mycol. 2009, 64, 123–133. 

41. Tsuneda, A.; Hambleton, S.; Currah, R.S. The anamorph genus Knufia and its 
phylogenetically allied species in Coniosporium, Sarcinomyces, and Phaeococcomyces. 
Botany 2011, 89, 523–536. 

42. Muggia, L.; Hafellner, J.; Wirtz, N.; Hawksworth, D.L.; Grube, M. The sterile 
microfilamentous lichenized fungi Cystocoleus ebeneus and Racodium rupestre are relatives 
of plant pathogens and clinically important dothidealean fungi. Mycol. Res. 2008, 112, 50–56. 

43. Onofri, S.; Pagano, S.; Zucconi, L.; Tosi, S. Friedmanniomyces endolithicus (Fungi, 
Hyphomycetes), anam.-gen. and sp.nov., from continental Antarctica. Nova Hedwig. 1999, 68, 
175–181. 

44. Onofri, S.; Anastasi, A.; Del Frate, G.; di Piazza, S.; Garnero, N.; Guglielminetti, M.; Isola, 
D.; Panno, L.; Ripa, C.; Selbmann, L.; et al. Biodiversity of rock, beach and water fungi in 
Italy. Plant Biosyst. 2011, 45, 978–987. 

45. Prenafeta-Boldú, F.X.; Summerbell, R.C.; de Hoog, G.S. Fungi growing on aromatic 
hydrocarbons: Biotechnology’s unexpected encounter with biohazard. FEMS Microbiol. Rev. 
2006, 30, 109–130. 

46. Diederich, P.; Lawrey, J.D. New lichenicolous, muscicolous, corticolous and lignicolous  
taxa of Burgoa s. l. and Marchandiomyces s. l. (anamorphic Basidiomycota), a new genus for 
Omphalina foliacea, and a catalogue and a key to the non-lichenized, bulbilliferous 
basidiomycetes, Mycol. Progress 2007, 6, 61–80. 

47. Muggia, L.; Gueidan, C.; Knudsen, K.; Perlmutter, G.; Grube, M. The lichen connections of 
black fungi. Mycopathologia 2012, doi:10.1007/s11046-012-9598-8. 



347 
 

 

48. Selbmann, L.; Isola, D.; Egidi, E.; Zucconi, L.; Gueidan, C.; de Hoog, G.S.; Onofri, S.  
Rock inhabiting fungi: Saxomyces gen. nov. and four new species from the Alps. Fungal Diver. 
2013, in press. 

49. Gorbushina, A.A.; Beck, A.; Shulte, A. Microcolonial rock inhabiting fungi and lichen 
photobionts: Evidence for mutualistic interactions. Mycol. Res. 2005, 109, 1288–1296. 

50. Brunauer, G.; Blaha, J.; Hager, A.; Turk, R.; Stocker-Worgotter, E.; Grube, M. An isolated 
lichenicolous fungus forms lichenoid structures when co-cultured with various coccoid algae. 
Symbiosis 2007, 44, 127–136. 

51. Gueidan, C.; Ruibal, C.; de Hoog, G.S.; Gorbushina, A.; Untereiner, W.A.; Lutzoni, F.  
A rock-inhabiting ancestor for mutualistic and pathogen-rich fungal lineages. Stud. Mycol. 
2008, 61, 111–119. 



348 
 

 

Fungal Diversity in a Dark Oligotrophic Volcanic Ecosystem 
(DOVE) on Mount Erebus, Antarctica 

Laurie Connell and Hubert Staudigel 

Abstract: Fumarolic Ice caves on Antarctica’s Mt. Erebus contain a dark oligotrophic volcanic 
ecosystem (DOVE) and represent a deep biosphere habitat that can provide insight into microbial 
communities that utilize energy sources other than photosynthesis. The community assembly and 
role of fungi in these environments remains largely unknown. However, these habitats could be 
relatively easily contaminated during human visits. Sixty-one species of fungi were identified from 
soil clone libraries originating from Warren Cave, a DOVE on Mt. Erebus. The species diversity 
was greater than has been found in the nearby McMurdo Dry Valleys oligotrophic soil. A relatively 
large proportion of the clones represented Malassezia species (37% of Basidomycota identified). 
These fungi are associated with skin surfaces of animals and require high lipid content for growth, 
indicating that contamination may have occurred through the few and episodic human visits in this 
particular cave. These findings highlight the importance of fungi to DOVE environments as well as 
their potential use for identifying contamination by humans. The latter offers compelling evidence 
suggesting more strict management of these valuable research areas. 

Reprinted from Biology. Cite as: Connell, L.; Staudigel, H. Fungal Diversity in a Dark Oligotrophic 
Volcanic Ecosystem (DOVE) on Mount Erebus, Antarctica. Biology 2013, 2, 798-809. 

1. Introduction 

The subsurface biosphere has been among the most exciting, and rapidly evolving research 
ecosystem types in biogeosciences of the past 20 years [1]. Trace fossils of microbial dissolution in 
seafloor volcanic rocks suggest the presence of a Dark Oligotrophic Volcanic Ecosystem (DOVE) 
at least for the upper 500 m and extending back to first appearance of life on Planet Earth [2]. 
DOVEs take a special role in the study of the subsurface biosphere. They are volumetrically very 
significant and they contain abundant energy donors from the earth’s interior, in the form of 
minerals and glasses that are highly reactive in low temperature hydrous environments. DOVEs 
commonly have active hydrothermal systems that readily circulate surface water and atmospheric 
gases through the interior of these volcanoes. The combination of surface-derived fluids and 
volcanic rocks from the interior of the earth providing abundant and effective combinations of 
electron acceptors and donors that can facilitate chemolithoautotrophic conditions for microbial 
communities to thrive without photosynthesis. Conditions of (near-) atmospheric oxygenation exist 
in very large fractions of DOVEs where water or air circulates relatively freely and recharges 
hydrothermal systems in active systems. These factors combine to make DOVEs a significant 
component of the subsurface biosphere and open up the possibility that DOVEs might provide 
biomass to the earth’s surface offering a “rock bottom” for the food web. 

The southernmost active volcano in the world, Mt. Erebus (3,795 m), has been the focus of 
research for decades [3]. Recently, ice caves and fumarolic ice towers near the summit have been 
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recognized as a unique environment devoid of light and/or having a moist warm environment [4]. 
These sub-glacial fumaroles issue gases that are dominated by air with 80–100% humidity and up 
to 2% CO2 [3,4]. CO2 is one of the few sources of carbon available to these microbial communities, 
although small amounts of organic carbon may enter the cave through melt water from the surface 
during the summer months that can contain algae or wind delivered carbon sources. 

Some of the Mt. Erebus DOVEs are now visited more frequently yet others still remain pristine 
environments and there is a need to determine which caves are best suited for future 
microbiological research through a microbial community survey to determine if there has been 
anthropogenic intrusion on these communities. Since the earliest days of Mt. Erebus cave research, 
ice caves were thought of as naturally protected environments to be used for the placement of 
experiments, storing gear and even food. There is even the possibly that members of Antarctic 
Heroic Age explorers from either the Nimrod Expedition (1907–1909) with the first ascent in 1908 
or the Terra Nova Expedition (1910–1913) with the highest camp up to that time, left food or 
materials near the caves. Establishment of McMurdo Station in 1956 by the US Navy helped 
increase the access to Mt. Erebus and continuous research began in the early 1970’s. One 
prominent Mt. Erebus cave, Warren Cave, is located in a logistically particularly strategic location, 
on a straight line between a recently discovered location of a camp by the Terra Nova Expedition 
(December 1912) and the summit of Mt. Erebus. This site is very close to Lower Erebus Hut, the 
operational base for the bulk of current research on Mt. Erebus. 

The role of fungi in the DOVE communities is a new field of research and this is the first report 
of a fungal community associated with an Antarctic fumarole DOVE habitat. 

2. Experimental Section 

Sample site: Warren Cave on Mt. Erebus, Antarctica (77° 31.003 S; 167° 09.884 E) (Figure 1) 
has been visited by researchers annually over the past decade for the study of volcanic CO2 
emissions and temperature fluctuations by the Mount Erebus Volcano Observatory (MEVO) [4]. 
Warren Cave maintains a remarkably constant temperature. Temperatures in the fumarole studied 
were 18.5 °C inside the soil and 14.5 °C above the soil. 

Sample collection: Soil substrate collected in 2010 from Warren Cave was taken from within  
a fumarolic vent issuing warm gas from beneath a protruding rock consisting of a patch of soil 
made up largely from coarse sand and fine gravel sized rock fragments (location labeled “GV 1”  
in [4]). The sample (Identification number: 10G439-WC) consisted of several pooled 10–15 g 
scoops collected aseptically in a sterile 50 mL tube. The sample was transported to the US at  

20 °C. Soil temperature at the time of collection was 18.5 °C, the air temperature was 14.6 °C and 
soil pH was 5.2. 

Soil analysis: Both soil moisture and carbon analyses were conducted by the University of Maine 
Analytical and Soil Testing Laboratory (Orono, ME, USA). Soil moisture was determined by 
gravimetric method at the time of soil drying for carbon analysis. Both total carbon and organic 
carbon were determined using the dry combustion method [5] with an Leco CN-2000 
Carbon/Nitrogen analyzer. 
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Figure 1. Warren Cave near Mt. Erebus Summit. The map shows the upper section of 
Mt. Erebus and the location of Warren Cave. The insert photo shows the site where the 
sample was taken. 

 

Nucleic acid extraction and analysis: DNA from 1.62 g of the soil pellet was extracted using a 
ZR Soil Microbe Midi kit (Zymo Research, Irvine, CA, USA). The soil pellet was extracted 2× and 
the DNA was pooled. Three pellets were extracted for each clone library. Specific ITS region 
amplicons were produced by PCR (100 ng/reaction) in 25 L reactions using Illustra PuReTaq 
Ready-To-Go™ PCR Beads (GE Lifesciences, Piscataway, NJ, USA). PCR primer set ITS5/ITS4 [6] 
was used to target the ITS region for clone library construction. Initial denaturation was for 2 min 
at 95 °C and 35 cycles with a PTC-200 thermal cycler (MJ Research, Watertown, MA, USA) under 
the following conditions: 30 s at 95 °C, 30 s at 52.3 °C, 1 min at 72 °C with a final 72 °C 10 min 
extension. The resulting PCR products were cleaned prior to cloning using Promega SV Gel and 
PCR Clean-up System (Promega, Madison, WI, USA). Three PCR reactions were produced from 
each soil pellet DNA aliquot and pooled prior to library construction. Two ITS clone libraries 
ligations were produced. PCR products from multiple (4–8) clean PCR reactions (i.e., showing 
only bands within expected ITS size ranges) were pooled, and purified using a PCR purification kit 
(QIAGEN, Valencia, CA, USA). Libraries were generated using a TOPO TA cloning kit and 
chemically competent Escherichia coli TOP10F cells (Invitrogen, Carlsbad, CA, USA). The High 
Throughput Genomic Unit (HTGU—University of Washington, Seattle, WA, USA) preformed the 
transformations, clone selection and sequencing using the vector T7 primer. The resulting data 
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were screened for (1) poor quality sequence (below 80% quality) and (2) short sequences (shorter 
than 400 bp) using Sequencher v 5.0.1 (Gene Codes Corp.) and these sequences were eliminated 
from further analysis. Sequences that passed the first two steps were then screened for chimeric 
sequences using Chimera Checker [7] and chimeric sequences were eliminated from further 
analysis. Each remaining sequence was reviewed by hand and compared with NCIB database 
(BLAST and Tree Builder) for taxonomic assignments. Based on suggestion of Fell and coworkers [8] 
sequence homology of >98% were considered to be the same species. GenBank accession numbers 
are shown in Table 1 and can be accessed through GenBank. The closest match isolates selected for 
Table 1 are comprised only of fungi that have been cultured. 

Table 1. Clones identified from Warren Cave with GenBank accession numbers  
and closest matches. Asterisks identify clones that fall below the 98% species 
identification threshold. 

Warren Cave Clone Species 
GenBank 
Accession 
Number 

GenBank 
Closest 
Match 

% 
match 

GenBank Closest Match Species 

Acremonium implicatum KC785536 JQ692168 99% Acremonium implicatum 
*Acremonium sp.  KC785537 AB540571 94% Acremonium cereale 

Alternaria alternata KC785538 AF218791 99% Alternaria alternata 
Aspergillus penicillioides KC785539 HQ914939 99% Aspergillus penicillioides 
Aureobasidium pullulans KC785542 FN868454 99% Aureobasidium pullulans 

Aureobasidium sp. KC785543 HQ631013 99% Aureobasidium sp. TMS-2011 
Candida zeylanoides KC785544 EF687774 100% Candida zeylanoides 
Cladosporium sp. 1 KC785545 HQ631003 100% Cladosporium sp. TMS-2011 voucher 

Cladosporium grevilleae KC785546 JF770450 99% Cladosporium grevilleae  
Cladosporium sphaerospermum KC785547 JQ776537 98% Cladosporium sphaerospermum 

Clavispora lusitaniae KC785548 EU149777 99% Clavispora lusitaniae 
Cochliobolus lunatus KC785549 HQ607915 100% Cochliobolus lunatus 

Cyphellophora laciniata KC785550 EU035416 99% Cyphellophora laciniata 
Epicoccum nigrum KC785551 HQ607859 100% Epicoccum nigrum 
Erysiphe polygoni KC785552 AF011308 99% Erysiphe polygoni  

Gibellulopsis nigrescens KC785553 KC156644 99% Gibellulopsis nigrescens 
*Hansfordia sp. KC785554 HQ914948 96% Hansfordia sp.  
Lewia infectoria KC785556 AY154718 99% Lewia infectoria 

Myrothecium verrucaria KC785557 FJ235085 99% Myrothecium verrucaria  
Penicillium oxalicum KC785558 JX231003 99% Penicillium oxalicum 
*Pezizomycotina sp. KC785559 EU167561 96% Pleiochaeta ghindensis  

Phaeococcomyces nigricans KC785560 AY843154 99% Phaeococcomyces nigricans 
Phaeosphaeria sp. KC785561 HQ631018 99% Phaeosphaeria sp. 1 TMS-2011 voucher 
*Phialosimplex sp. KC785562 GQ169326 93% Phialosimplex chlamydosporus  
Pleosporales sp. KC785563 HQ207041 100% Pleosporales sp. 24 PH 

Saccharomyces cerevisiae KC785564 AY939814 99% Saccharomyces cerevisiae 
Tetracladium sp. 1 KC785565 JF911760 98% Tetracladium sp. QH32 
Tetracladium sp. 2 KC785555 AB776690 99% Tetracladium sp. SMU-1 

Toxicocladosporium irritans KC785566 EU040243 99% Toxicocladosporium irritans 
Verticillium dahliae KC785567 HQ839784 99% Verticillium dahliae 

Volutella colletotrichoides KC785568 AJ301962 100% Volutella colletotrichoides 
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Table 1. Cont. 

Warren Cave Clone Species 
GenBank 
Accession 
Number 

GenBank 
Closest 
Match 

% 
match 

GenBank Closest Match Species 

Ceriporiopsis subvermispora KC785569 FJ713106 99% Ceriporiopsis subvermispora 
Cryptococcus wieringae KC785570 FN824493 99% Cryptococcus wieringae 

Cystofilobasidium macerans KC785572 AF444317 100% Cystofilobasidium macerans 
Endophyte sp. KC785573 EU977202 99% Fungal Endophyte sp. P807B 

Exidia glandulosa KC785574 AY509555 99% Exidia glandulosa 
*Exobasidium sp. KC785575 EU784219 92% Exobasidium rhododendri 

Filobasidium floriforme KC785576 AF190007 99% Filobasidium floriforme 
Ganoderma applanatum KC785577 JX501311 99% Ganoderma applanatum  

Glaciozyma watsonii KC785578 AY040660 99% Glaciozyma watsonii 
*Hymenochaete sp. KC785579 JN230420 97% Hymenochaete corrugata 

Hyphodontia rimosissima KC785580 DQ873627 99% Hyphodontia rimosissima 
Irpex lacteus KC785581 EU273517 99% Irpex lacteus 

Malassezia globosa KC785582 KC152884 99% Malassezia globosa 
Malassezia restricta KC785583 EU400587 99% Malassezia restricta 

*Malassezia sp. KC785585 KC141977 82% Malassezia sympodialis 
Mycena sp. KC785587 JQ272379 99% Mycena sp. 1 RB-2011 

Peniophora lycii KC785588 JX046435 99% Peniophora lycii 
*Phanerochaete sp. KC785589 GU934592 96% Phanerochaete sp. 853 

*Polyporus sp. KC785590 AF516599 97% Polyporus tuberaster 
Resinicium bicolor KC785591 DQ826534 99% Resinicium bicolor 

Rhodotorula mucilaginosa KC785592 HQ702343 99% Rhodotorula mucilaginosa 
Sistotrema brinkmanii KC785594 DQ899095 99% Sistotrema brinkmannii 
Skeletocutis chrysella KC785595 FN907916 99% Skeletocutis chrysella 
Sporobolomyces sp. KC785596 EU002899 99% Sporobolomyces sp.  

Stereum sanguinolentum KC785597 AY089730 99% Stereum sanguinolentum 
*Stereum sp. KC785598 FN539049 91% Stereum rugosum 

Trametes cubensis KC785599 JN164923 99% Trametes cubensis 
*Trichaptum sp. KC785600 U63473 95% Trichaptum biforme 

*Ustilago sp. KC785601 AY740170 97% Ustilago drakensbergiana 
Ustilago tritici KC785602 JN114419 99% Ustilago tritici 

Community analysis: The resulting passed sequences were classified into groups based on their 
phyla. Each group of sequences was aligned using MUSCLE web server alignment [9]. The 
alignments were used to create phylogenetic trees through the Seaview software program, version 
4.3.1. A rooted neighbor-joining distance tree was generated, for each phyla separately (Ascomycetes 
and Basidiomycetes), based on nucleotide positions of the ITS region of the 5.8S gene.  
Bootstrap values were based on 100 replicates. GenBank accession numbers were listed for the 
outgroup sequences. 

3. Results and Discussion 

We investigated the fungal diversity in Warren Cave though clone libraries. Soil substrate 
extraction was used to concentrate the fungal portion of the community prior to total DNA 
extraction. The habitat was highly oligotrophic with only 126 g/g organic carbon (151 g/g total 
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carbon) and relatively moist with 50% soil moisture. Overall fungal diversity was moderate [10] 
with 266 fungal ITS clone sequences representing a total of 61 species. All were within the 
Ascomycota (Figure 2) and Basidiomycota (Figure 3) phyla, with no Chytridiomycota or 
Zygomycota represented. Near equal distribution of Ascomycota and Basidomycota taxa were 
represented in the Warren Cave clone libraries (31 Ascomycota/30 Basidomycota) unlike in nearby 
McMurdo Dry Valley habitats where Basidomycota dominate, especially in arid habitats [11–13]. 
The data in Table 1 show that a vast majority of clones found in Warren Cave can be identified to 
the species level (80%). Most of the remainder are relatively close matches with only one, a potential 
Malassezia species, with the closest match below 90% (82% identity with Malassezia sympodialis). 
The clones shown in this work are those that passed the criteria listed in the methods, yet within 
some of the chimeric clones (and not included in this analysis) DNA fragments of other organisms 
were found. These fragments were from organisms associated with humans. The most abundant of 
these were most closely identified as cabbage, soybeans, cereal grains and buckwheat. Interestingly, 
one of the dominant organisms found in the McMurdo Dry Valley soils, nematodes [14] were absent 
from these clone libraries, even in fragments. 

Data on fungal communities in Antarctica still remain quite incomplete, however, it is possible 
to draw comparisons between our data from a Mt. Erebus DOVE to one other extreme environment 
in the McMurdo area, the nearby McMurdo Dry Valleys soils. The McMurdo Dry Valley soils are 
also highly oligotrophic, with some of the lowest organic carbon levels reported [15] and similar to 
those reported here. Their soil communities experience low temperature and rapid temperate 
swings, high UV radiation and desiccation [16], while the Mt. Erebus DOVEs have relatively 
moderate and constant temperature, no light, thus no UV radiation and a moist environment. In 
addition, many of the soils in the McMurdo Dry Valleys are basic with pH ranging up to pH10 [11], 
while this Warren Cave site was slightly acidic (pH 5.2). Therefore it is not surprising that the 
fungal communities are different. The typical number of fungal species found in any one soil 
community isolated from the McMurdo Dry Valleys is low, often below ten [11,12] whereas the 
fungal diversity found in Warren Cave was found to be much higher (61 species). The relative 
higher number of Ascomycota taxa found in Warren Cave compared with other studies in the 
McMurdo Dry Valleys may reflect the more stressful condition found in the latter. Yeast species in 
studies of the McMurdo Dry Valleys were dominated by basidiomycetous species (89%), most 
particularly those from the genus Cryptococcus (33%) [12]. The dominance of Cryptococcus 
species in soil, particularly arid soil, has been ascribed to their ability to produce polysaccharide 
capsules [17]. In contrast, only two Cryptococcus species were found in Warren Cave. Further, 
Glaciozyma watsonii has been isolated numerous times from soil from Continental Antarctic  
soil [12,18,19] and can be an abundant member of the McMurdo Dry Valley soil community, but 
are represented by only six clones (4.9%) in Warren Cave. Rhodotorula mucilaginosa has also been 
cultured from some of the most dry and cold locations in Antarctica, such as Sponsors Peak 
(03SP24) and a peak above Niebelungen Valley, in the Asgard Range (03NB35) [12] yet was 
represented by only 2 clones (1.6%) of the Warren Cave libraries. 
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Figure 2. Phylogenetic tree of Warren Cave species belonging to the phylum 
Ascomycota, obtained by neighbor-joining analysis of the Internal Transcribed Spacer 
(ITS) region of the 5.8S rDNA gene, with 100 full heuristic replications. Bootstrap 
values are as indicated on the tree. Glaciozyma watsonii sequence obtained from GenBank 
was used as the outgroup, with the GenBank accession number listed. Candida 
zeylanoides, Saccharomyces cerevisiae. Clavispora lusitaniae, Cyphellophora laciniata, 
Acremonium implicatum, Aureobasidium pullulans and Erysiphe polygoni sequences 
obtained from GenBank were used as closest relative reference sequences, with 
GenBank accession numbers listed. 
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Figure 3. Phylogenetic tree of Warren Cave species belonging to the phylum 
Basidiomycota, obtained by neighbor-joining analysis of the Internal Transcribed 
Spacer (ITS) region of the 5.8S rDNA gene, with 100 full heuristic replications. 
Bootstrap values are as indicated on the tree. Acremonium sp. sequence obtained from 
GenBank was used as the outgroup, with the GenBank accession numbers listed. 
Ustilago tritici, Glaciozyma watsonii, Rhodotorula mucilaginosa, Ganoderma 
applanatum, Malassezia globosa, Cystofilobasidium macerans and Filobasidium 
floriforme sequences obtained from GenBank were used as closest relative reference 
sequences, with GenBank accession numbers listed. 

 

Aureobasidium pullulans a yeast-like fungus, Aspergillus penicillioides and Alternaria alternata 
were found to be the dominating members of the Ascomycota (Figure 4a) from the Warren Cave 
fungal community. All of these species are cosmopolitan and have been isolated numerous times 
from the Antarctic [20]. The most dominant Basidiomycota taxa found (Figure 4b) were 
Malassezia sp. (37% of the clones), yeasts most typically found associated with animals. Although 
Malassezia has also been identified from a clone library originating from McMurdo Dry Valleys 
desert soils of Taylor Valley, Antarctica (near a highly used pathway) [13] two of the species found 
in this study (M. globosa and M. restricta) are know to require lipids for growth and are common in 
human dandruff and seborrheic dermatitis [21]. This high proportion of human associated yeasts 
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represented in the Warren Cave clone libraries suggests human contamination of the site. The 
second most abundant taxa of the Basidomycota was a Peniophora species, a member of a genus 
most known for wood rot [22]. 

Figure 4. The proportion of the number of fungal clones in this study by class 
belonging to (a) Ascomycota and (b) Basidiomycota. 

Although several fungal species found in Warren Cave are cosmopolitan, some have been 
shown to be capable of efficient colonization on minerals and sterile soil [23], abilities that enhance 
the probability that these organisms are active members of the DOVE community. For example 
Irpex lactecus, a white rot fungus, has been suggested as a potential bioremediation agent precisely 
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because of its ability to utilize minerals and thrive in sterile soil. [24]. Aureobasidium pullulans has 
been isolated often from Antarctica, including McMurdo Dry Valley soil and has been found on the 
inner part of the Chernobyl inner containment system [25]. Both of these species may be early 
colonizers of oligotrophic habitats and potentially native Antarctic DOVE inhabitants. 

4. Conclusions 

The Warren Cave fungal community appears to have been influenced by humans. The cave has 
been visited throughout the years by both researchers and casual visitors. Evidence of human 
involvement in Warren Cave is supported by the findings of several Malassezia species. Finding 
species in a clone library alone does not necessary mean that they are active members of the 
community and more research will have to be carried out to determine their role, if any, in the 
Warren Cave soil community. As a result, it may not be surprising that Warren Cave is somewhat 
biologically compromised, and currently contains items that may impact and alter cave  
microbial communities (e.g., metal or bamboo stakes, instruments such as temperature recorders, 
batteries metal wires, etc.). It is clear that some of these practices profoundly impact the local 
microbial communities. 

Even though Warren Cave has had human impact on its microbial community, other caves 
around the summit of Mt. Erebus remain untouched and therefore are potentially very valuable 
natural research laboratories for the study of DOVEs. The U.S. National Science Foundation has 
begun a procedure to develop a code of conduct for entering ice caves on Mt. Erebus. One of the 
first steps in this effort should be to determine which caves remain pristine and therefore are 
suitable candidates for microbial DOVE research. 

Our data show that microbial communities in Mt. Erebus Ice Cave DOVEs contain diverse and 
specialized fungal communities that are likely to form a complex microbial foodweb that is 
independent from photosynthesis and primarily uses energy from chemolithotrophic metabolic 
processes. Very little is known about their function in these ecosystems, but several species are 
known to grow on mineral substrates in sterile soil supporting an active role. In addition, our study 
shows that a survey of fungi is a very sensitive indicator identifying the potential of human 
disturbance of these environments. 
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Characterizing Microbial Diversity and the Potential for 
Metabolic Function at 15 °C in the Basal Ice of  
Taylor Glacier, Antarctica 

Shawn M. Doyle, Scott N. Montross, Mark L. Skidmore and Brent C. Christner 

Abstract: Measurement of gases entrapped in clean ice from basal portions of the Taylor Glacier, 
Antarctica, revealed that CO2 ranged from 229 to 328 ppmv and O2 was near 20% of the gas 
volume. In contrast, vertically adjacent sections of the sediment laden basal ice contained much 
higher concentrations of CO2 (60,000 to 325,000 ppmv), whereas O2 represented 4 to 18% of the 
total gas volume. The deviation in gas composition from atmospheric values occurred concurrently 
with increased microbial cell concentrations in the basal ice profile, suggesting that in situ 
microbial processes (i.e., aerobic respiration) may have altered the entrapped gas composition. 
Molecular characterization of 16S rRNA genes amplified from samples of the basal ice indicated  
a low diversity of bacteria, and most of the sequences characterized (87%) were affiliated with the 
phylum, Firmicutes. The most abundant phylotypes in libraries from ice horizons with elevated 
CO2 and depleted O2 concentrations were related to the genus Paenisporosarcina, and 28 isolates 
from this genus were obtained by enrichment culturing. Metabolic experiments with 
Paenisporosarcina sp. TG14 revealed its capacity to conduct macromolecular synthesis when 
frozen in water derived from melted basal ice samples and incubated at 15 °C. The results support 
the hypothesis that the basal ice of glaciers and ice sheets are cryospheric habitats harboring bacteria 
with the physiological capacity to remain metabolically active and biogeochemically cycle elements 
within the subglacial environment. 

Reprinted from Biology. Cite as: Doyle, S.M.; Montross, S.N.; Skidmore, M.L.; Christner, B.C. 
Characterizing Microbial Diversity and the Potential for Metabolic Function at 15 °C in the Basal 
Ice of Taylor Glacier, Antarctica. Biology 2013, 2, 1034-1053. 

1. Introduction 

During freezing, soluble and insoluble impurities (solutes, microbes, particles and gases) are 
physically excluded from the ice crystal lattice and concentrated into saline veins of liquid water 
found at the interface between ice crystals [1]. Despite the presence of liquid water, ice veins are 
environments in which microorganisms must endure physiochemical stresses such as low water 
activity, low pH, and ice recrystallization, as well as the biochemical challenges associated with 
low temperatures (e.g., reduced enzymatic activity and decreased membrane fluidity) [2]. There are 
two mechanisms by which microorganisms can be incorporated in glacial ice: aeolian deposition at 
the surface and entrainment of sediments in the basal zone [3,4]. Once entrapped in the ice, the 
long-term survival of a microbial population is constrained by their capability to endure the genetic 
and cellular damage that would accumulate in the absence of a functional metabolism. Damage to 
cellular macromolecules can be caused by a variety of physical and chemical mechanisms, 
including natural background ionizing radiation (e.g., produced from the decay of 40K, 232Th and 
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238U), L-amino acid racemization and spontaneous hydrolysis or oxidation of DNA [2,5]. As such, 
metabolically dormant microbial populations that remain frozen for extended periods of time would 
eventually accumulate a lethal amount of damage [5]. However, microorganisms with the 
capability to maintain a low level of metabolism requisite for mitigating genetic and cellular 
damage could theoretically persist, as long as suitable redox couples and nutrients were available to 
support their metabolic activity. Hence, the discovery of viable microbes persisting in ancient ice 
and permafrost [6–12] gives credence to the hypothesis that certain microorganisms are actively 
maintaining their cellular integrity under these conditions. 

Analysis of gases entrapped in ice cores of glacial and basal ice from Antarctica (Siple Dome, 
Vostok), Greenland (North Greenland Ice Core Project, Greenland Ice Core Project) and South 
America (Sajama ice cap, Bolivia) have found concentrations of N2O, CO2 and CH4 and stable 
isotopic compositions of N2O and CH4 [13–18] that do not correspond to atmospheric values. 
Microbial processes, such as nitrification and methanogenesis, are plausible explanations for the 
low 18O-N2O and 13C-CH4 values, respectively [17,19,20]. In support of this, laboratory studies 
have shown that microorganisms remain metabolically active at subzero temperatures, including 
respiration at temperatures of 33 °C [21] and 39 °C [22] and macromolecular synthesis at  

15 °C [5,23,24]. Nevertheless, there are few data on the nature and constraints of in situ microbial 
activity in natural icy systems, and knowledge of subzero microbial physiology and its role in 
subglacial biogeochemical cycling is limited. Here, we present results from an investigation of 
microbial assemblages within basal ice horizons of Taylor Glacier, Antarctica. Basal ice is found in 
the deepest layers of a glacier and has a chemistry and physical structure that is directly affected by 
its proximity to the glacier bed [25]. Sedimentary debris becomes entrained in the ice at the basal 
zone, together with viable microorganisms and substrates suitable as energy and nutrient sources, 
which may create unique habitats within the ice [12,26–28]. The specific aim of this research was 
to investigate the potential for basal ice to serve as a microbial habitat, with the implication that 
microorganisms are ultimately responsible for the unusual concentration of gasses (e.g., CO2 and 
O2) found entrapped in these icy environments. Our data on active biogeochemical processes in the 
basal zone of Taylor Glacier is discussed in the broader context of polar ice sheets and potential 
habitats for life in icy extraterrestrial frozen environments.  

2. Methods 

2.1. Site Information and Field Sampling 

Taylor Glacier is a 54 km outflow glacier of the East Antarctic Ice Sheet and is located at the 
western end of Taylor Valley in the McMurdo Dry Valleys of Victoria Land, terminating on the 
western shore of Lake Bonney (Figure 1A). During the austral summers of 2007 and 2009, two 
tunnels were excavated into the northern margin of Taylor Glacier to directly access a stratigraphic 
sequence of basal ice that was largely free of folding or distortions found in horizons at the margin. 
The tunnels were initiated on fresh ice aprons and extended 7–9 m in from the ice margin. In 2007, 
a vertical shaft (~5 m) was constructed at the end of the tunnel, and a 4 m vertical profile of basal 
ice was sampled. Three distinct basal ice facies were identified using the nomenclature of  
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Hubbard et al. [29]: (i) clean ice, containing <1 g L 1 debris; (ii) banded dispersed ice, containing 
debris up to 38% w/v; and (iii) solid ice, which is heavily debris laden (up to 60% w/v). The 4 m 
vertical profile collected contained ice from all three facies (Figure 1B), and the top of the sample 
profile (i.e., access tunnel floor) was designated as the zero depth. Sample ice blocks measuring 
approximately 20 × 20 × 10 cm were cut using electric chainsaws with carbide tipped chains. 
During the 2009 season, a new access tunnel was excavated to directly intersect a layer of  
debris-rich banded dispersed ice (Figure 1C), and 27 large (40 × 30 × 15 cm) blocks of banded ice 
were collected. Temperature loggers deployed in the basal ice during the 2007 season indicated an 
ice temperature of 15 °C. All ice samples were shipped frozen to Montana State University and 
Louisiana State University and stored at 20 °C. Gas measurements for the ice samples are 
described in Montross [30] and Montross et al. [31]. 

2.2. Ice Decontamination and Sampling 

The debris-free ice was subsequently cut using a band saw, and samples of the sediment-laden ice 
were cut using a masonry saw equipped with a diamond blade. The ice samples were handled with 
sterile stainless steel forceps and decontaminated in a class 100 laminar flow hood housed within a 

5 °C freezer. The surface contaminated outer portion of the ice was removed based on a method 
developed by Christner et al. [32] for sampling deep ice cores recovered in boreholes containing 
hydrocarbon-based drilling fluids. The outermost surface of the ice sample was washed with 0.22 m 
filtered 95% ethanol that was equilibrated to 5 °C. Samples were then rinsed with ice-cold 0.22 m 
filtered, twice-autoclaved deionized water until an estimated minimum of ten millimeters of the outer 
sample surface had been removed. Sterile forceps were used to hold the samples during washing and 
were exchanged frequently to prevent carryover contamination. All samples were weighed before and 
after decontamination, and the decontamination method reduced the total ice mass of each sample by 
15% to 25%. The cleaned samples were placed in sterile containers and melted at 4 °C (typically 16 h 
to 24 h). 

2.3. Microbial Cell Density 

Sections of both the clean ice and banded dispersed ice from the 2007 sample profile were 
selected for microscopic cell counts. Within a 5 °C freezer, a profile of the clean ice (depth 60–80 cm) 
was cut and sampled at a vertical resolution of 5 cm; the banded dispersed ice (depth 220–240 cm) 
was sampled at a vertical resolution of 2.5 cm. The ice samples were subsequently decontaminated 
and melted as described above (Section 2.2). 
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Figure 1. (A) Map and aerial photograph of Taylor Glacier, located in the McMurdo 
Dry Valleys of Victoria Land, Antarctica. The location of the 2007 and 2009 access 
tunnels are indicated. (B) Schematic of the 4 m deep basal ice profile sampled from 
Taylor Glacier in 2007. The top of the profile (designated 0 cm) was located in  
debris-poor clean ice, which was underlain by several layers of both debris-rich banded 
dispersed and laminated solid ice with a thick layer of basal solid ice as the lowermost 
unit. (C) Schematic of the debris-rich banded dispersed basal ice horizon sampled  
in 2009. 

 

For enumeration, microbial cells attached to sediment particles were liberated from the solid 
phase with a modification of the method described by Trevors and Cook [33]. Nine milliliters of 
the sediment-melt water slurry was amended with 1 mL of a 1% (w/v) solution of Na4P2O7 (pH 7.0), 
shaken at 200 rpm for 1 h at 4 °C and allowed to settle for 30 min. The supernatant was collected, 
and the cells within were fixed with sodium borate-buffered formalin (5% final concentration), 
stained with 2× SYBR Gold (Invitrogen) and filtered onto black polycarbonate 0.22 m pore filters 



364 
 

 

(GE Water & Process Technologies). Identical samples that did not contain the formalin fixative 
were also prepared, stained with Baclight (Invitrogen) and filtered within 6 h after melting. The 
filters were mounted on glass slides with a glass coverslip using two drops of antifade solution and 
stored in the dark at 4 °C until counted. The antifade solution consisted of 90 mM  
p-phenylenediamine and 45% glycerol in phosphate buffered saline and was filtered through  
a 0.45 m filter. Fifty random fields (field of view: 41,500 m2) were counted using an Olympus 
BX51 epifluorescence microscope and a FITC filter cube (excitation from 455 to 500 nm and 
emission from 510 to 560 nm). Cell density estimates were calculated based on the average number 
of cells per field and normalized per gram of ice. The sediment content for each sample was 
determined by measuring the dry weight of sediment per gram of basal ice. 

2.4. Enrichment and Isolate Culturing 

Meltwater from the debris-rich banded dispersed ice in the 2007 sample profile (depth 195 cm to 
200 cm; Figure 1) was vortexed for 1 min, and 100 L of the slurry was spread plated on R2A 
(Difco), 10% R2A, 1% R2A, marine agar 2216 (Difco) and M9 minimal salts media (supplemented 
20 mM glucose, acetate or pyruvate) in triplicate. The plates were incubated at 4, 10, 22 and 37 °C 
in the dark and examined daily for 60, 30, 15 and 7 days, respectively. Blank media controls were 
prepared and incubated in parallel with inoculated samples. Additional isolates from ice samples 
collected from a tunnel constructed at Taylor Glacier in 1999 were made available for this 
investigation; details of the tunnel location and physical and chemical properties of the ice are 
described in Samyn et al. [34]. Growth at 5, 15 and 22 °C was measured via optical density  
(620 nm) in marine broth 2216 (Difco) to determine the approximate optimal growth temperature 
of each isolate. Pasteurization of the melted ice was performed by heating at 80 °C for 10 min, 
followed by spread plating 100 L of the sample on marine agar 2216 (Difco) in triplicate. The 
cultures were incubated aerobically at 22 °C, and the number of colony-forming units (CFU) was 
quantified and compared to control samples. Marine agar 2216 (Difco) consistently yielded the 
highest CFU mL 1 from samples, and therefore, was used for this assay. 

Salt tolerance of select isolates was examined by culturing in marine broth 2216 (Difco) 
supplemented with up to 10% (w/v) of NaCl (intervals of 2% NaCl). Optical density (OD620 nm) of 
the cultures was monitored at 10 °C over two weeks using a NanoDrop spectrophotometer. 

2.5. Molecular Analysis of Bacterial 16S rRNA Genes 

Genomic DNA was extracted from the banded dispersed basal ice facies recovered in 2007 and 
2009. For the sample from the 2007 profile, an entire sample block (20 × 20 × 10 cm, profile depth 
220–240 cm (Figure 2)) was decontaminated and melted at 4 °C. The resulting meltwater was 
vigorously shaken (300 rpm) to achieve a homogenous sediment-meltwater slurry, 15 mL of which 
was centrifuged (4,500 × g; 10 min; 4 °C), and total DNA was extracted from 0.5 g of the sediment 
pellet using a MoBio PowerSoil DNA extraction kit, as per the manufacturer’s instructions. For 
samples collected in 2009, ~132 kg of basal ice was selected for filter concentration prior to 
shipment back to the United States from Antarctica. After decontamination, the ice was placed at  
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4 °C in sterilized polypropylene containers and allowed to melt. Complete melting of this basal ice 
took place over a period of seven days, wherein the meltwater was concentrated onto filters. In 
order to remove larger sediment particles, the sediment-meltwater slurry was filtered consecutively 
through a series of five sterilized nylon monofilament filters of decreasing pore size (100, 75, 50, 
25 and 10 m) and, then, centrifuged at 700 × g (10 min; 4 °C) [35]. The supernatant (~90 L) was 
filtered at 4 °C under a 20 cm Hg vacuum onto eleven 90 mm, 0.22 m Supor-200 filters (Pall 
Corporation). The filters were frozen at 80 °C and shipped to Louisiana State University for 
storage and analysis. DNA was extracted from one of the 90 mm filters through which 5.1 L of 
meltwater had been filtered using a MoBio PowerMax soil DNA extraction kit.  

Figure 2. Analysis of the microbial cell density (A), concentrations of O2 and CO2 (B) 
and sediment content (C) throughout a vertical profile of banded dispersed basal ice 
(D). Error bars represent the standard error of the direct cell counts. 

 

 

A portion of the 16S rRNA gene was amplified from the extracted genomic DNA samples using 
the primers, 27F (5'-AGAGTTTGATCCTGGCTCAG-3') and 1492R (5'-
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GGTTACCTTGTTACGACTT-3') [36]. For the 2009 gDNA extracted from banded dispersed ice, 
the 50 L PCR reaction contained 1.0 unit of Taq DNA polymerase (5PRIME), 1× MasterTaq 
buffer, 1× TaqMaster PCR enhancer, 1.5 mM Mg(C2H3O2)2, 15 pmol of each primer, 200 M 
deoxynucleotide triphosphates (dNTPs), and ~100 pg of template DNA. Thirty cycles of PCR were 
done with a 45 s denaturation step at 94 °C, 60 s annealing step at 50.8 °C and extension at 72 °C 
for 60 s, followed by a final extension at 72 °C for 10 min. The 50 L PCR reaction for the 2007 
gDNA sample contained 5.0 units of AmpliTaq Gold DNA polymerase, LD (Invitrogen), 1× PCR 
Gold buffer, 3.5 mM Mg(C2H3O2)2, 30 pmol of each primer, 200 M dNTPs and ~100 pg of 
template DNA. Forty-three cycles of time-release PCR were done with a 45 s denaturation step at 
94 °C, 60 s annealing step at 50.8 °C and extension at 72 °C for 60 s, followed by a final extension 
at 72 °C for 10 min. 

The PCR products obtained were examined by agarose gel electrophoresis, purified by ethanol 
precipitation and ligated into the pGEM T-Easy plasmid (Promega). Alpha complementation was 
used to identify clones containing inserts, and inserts of the predicted size were confirmed by PCR 
with primers that annealed to the flanking SP6 and T7 regions of the vector. Each clone was 
cultured in Luria Bertani medium amended with 100 g mL 1 of ampicillin, and plasmid DNA was 
purified using the Qiagen MiniPrep kit, quantified on a Nanospec spectrophotometer and 
sequenced using BigDye Terminator (v. 3.1; Invitrogen) on an ABI 3130XL Genetic Analyzer 
(Applied Biosystems). The forward and reverse sequencing reads were manually trimmed to 
remove flanking vector and primer sequences and aligned with BioEdit software. The compiled 
sequences were aligned with SINA (v. 1.2.11) [37] using the SILVA reference database (release 
113) [38]. Phylogenetic classification, diversity estimation and rarefaction were performed in 
MOTHUR [39]. For the diversity estimation, operational taxonomic units (OTUs) were identified 
at a genetic distance of 3%. The UCHIME algorithm [40] was used in MOTHUR to identify 
potential chimeric sequences, which were discarded from the analysis. Maximum likelihood 
phylogenetic trees were constructed in MEGA5 [41]. 

A total of 25 isolates were chosen for 16S rRNA gene sequencing based on differences in 
colony morphology, pigmentation, growth temperature and media of isolation (Table 1). Genomic 
DNA was extracted from each isolate using the UltraClean Microbial DNA isolation kit (MoBio 
Laboratories). Bacterial 16S rRNA genes were amplified from the genomic DNA by PCR using the 
primers, 27F and 1492R [36]. The 50 L PCR reactions contained 1.0 units of MasterTaq DNA 
polymerase (5 PRIME), 1× Taq buffer, 1× TaqMaster PCR enhancer, 1.5 mM Mg (C2H3O2)2, 15 pmol 
of each primer, 200 M dNTPs and ~300 ng of template DNA. Thirty cycles of amplification were 
performed with denaturation for 60 s at 96 °C, annealing at 50.8 °C for 1 min, extension at 72 °C 
for 2 min and a final extension for 10 min at 72 °C. PCR products of the expected length ( 1,500 bp) 
were purified by ethanol precipitation and sequenced as described above. Taxonomic assignments 
were performed using EzTaxon-E [42]. 

The DNA sequences obtained in this study were deposited in the GenBank database under 
accession numbers, KC777190 to KC777289. 
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2.6. DNA and Protein Synthesis of Isolated Bacteria at 15 °C 

Measurement of DNA and protein synthesis by cells frozen at 15 °C was carried out based on 
the procedure described by Christner [23]. Cultures (50 mL) of Paenisporosarcina sp. TG14 were 
grown aerobically (200 rpm) at 15 °C in marine broth 2216 (Difco). Cells were harvested from  
mid-exponential phase cultures by centrifugation (10 min, 4,500 × g). The harvested cells were then 
suspended in 50 mL of Taylor Glacier melt water, centrifuged, and suspended in 50 mL melt water at 
a concentration of 3.1 × 106 CFU mL 1. Experiments were conducted using melt water from 
both debris-poor clean ice and debris-rich banded dispersed ice. The samples used for these 
experiments were taken adjacent to the main vertical sampling profile at sample depths of 
approximately ~100 cm depth for the clean ice and ~300 cm for the banded dispersed ice. Due to 
their opaque nature, sediment particles readily quench luminescence during liquid scintillation 
counting, and thus decrease measurement reliability. To mitigate this effect, coarse particles were 
allowed to settle from the samples for 18 h prior to harvesting melt water for these experiments. 
Aliquots (500 L) of the cell suspension were amended with 1.7 Ci mL 1 of [3H]-leucine  
(L-leucine [4,5-3H], 84 Ci mmol 1 in ethanol:water 2:98; MP Biomedical) or 1.3 Ci mL 1  
[3H]-thymidine (thymidine [Methyl-3H], 64 Ci mmol 1 in sterile water; MP Biomedical) to achieve 
a final concentration of 20 nM. Killed controls were amended with ice-cold 50% trichloroacetic 
acid (TCA) to a final concentration of 7% (w/v) 30 min prior to the addition of [3H]-leucine or  
[3H]-thymidine. All solutions were maintained on ice, and the samples were placed in a 80 °C 
freezer within 30s after the addition of either [3H]-leucine or [3H]-thymidine. After overnight (16 h) 
incubation at 80 °C, samples were transferred to a 15 °C thermally stable freezer (Revco  
ULT350-3-A32), which was designated as time zero. A HOBO U12 (Onset) data logger was used 
to log the temperature in the freezer every 10 min. Over the entire experimental time course, the 
mean temperature was 15.0 ± 0.5 °C. At each experimental time-point, frozen samples were 
removed from the freezer, immediately overlain with 100 L of ice-cold 50% TCA, briefly 
centrifuged (10 s), and incubated at 4 °C to allow melting (final TCA concentration was 7%). After 
at least 30 min, the acid-insoluble macromolecules were pelleted by centrifugation at 17,000 × g 
for 15 min; the pellet was rinsed with 1 mL of ice-cold 5% TCA and centrifuged at 17,000 × g for  
5 min. The residual was rinsed with 1 mL of ice-cold 70% ethanol, centrifuged at 17,000 × g for  
5 min and the supernatant removed. The rinsed pellet was suspended in 1 mL of Cytoscint 
scintillation cocktail (Fisher, cat. no. BP458-4), and the radioactivity present was quantified  
using liquid scintillation spectrometry (Beckman LS6000IC scintillation counter). The number of 
disintegrations per minute (DPM) was calculated by determining counting efficiency using 
acetone-quenched standards of [3H] toluene (American Radiolabeled Chemicals, cat# ARC182) in 
the Cytoscint cocktail. Incorporation rates per CFU were calculated over time and converted to 
molecules of substrate incorporated, per CFU, per day (molecules CFU 1 day 1). Rate measurements 
were converted to grams of substrate carbon incorporated, per gram of cell carbon, per day  
(gC gC 1 day 1) based on 65 fg C cell 1 [5]. A rectangular hyperbole (i.e., one site saturation curve) was 
used as a best fit to model the data. 



369 
 

 

3. Results  

3.1. Cell Concentration and Viability within Horizons of the Basal Ice  

Direct counting using epifluorescent microscopy was used to quantify cell density in sampled 
horizons of the basal ice. The debris-poor clean ice horizons (2007 profile: 60 cm to 80 cm; 
selected as a representative piece of the clean ice) contained the lowest total cell concentrations of 
the entire basal ice profile: SYBR Gold and Baclight staining revealed counts ranging from 2.6 ± 0.2 
to 4.9 ± 0.4 × 102 cells g 1 ice (n = 4). A two-way ANOVA was conducted to test for differences in 
cell concentrations in the clean ice, and the data did not differ significantly between sampling depths 
within the 60–80 cm block [F(3, 196) = 1.23, p = 0.30]. In the debris-rich banded dispersed ice  
(profile depth 220 cm to 240 cm), total cell concentrations were approximately one to two orders  
of magnitude higher than the clean ice. SYBR Gold counts ranged from 1.8 ± 0.1 × 103 cells g 1 to 
1.8 ± 0.4 × 104 cells g 1, while Baclight counts ranged from 2.4 ± 0.1 × 103 cells g 1 to  
1.6 ± 0.3 × 104 cells g 1 (Figure 2A); cell abundance estimates by the two methods were not 
significantly different (  = 0.05). Cell concentration was positively correlated with sediment 
content [r(14) = 0.60, p < 0.05] and the concentration of CO2 [r(14) = 0.35, p < 0.10; Figure 2]. In 
horizons with increased sediment content (profile depth 230–237.5 cm; Figure 2C), sediment 
content was correlated with CO2 [r(6) = 0.72, p < 0.025] and O2 [r(6) = 0.79, p < 0.01], whose 
concentrations were elevated and depleted, respectively, relative to atmospheric values [30,31]. 
Based on Baclight staining, cell viability in the banded dispersed ice was estimated at 73 ± 9%, did 
not vary with sediment content, and was not significantly different (  = 0.05) from the debris-poor 
clean ice (78 ± 5%). 

3.2. Enrichment Culturing from the Basal Ice 

Growth was observed on all media inoculated and incubated at 4, 10 and 22 °C, except M9 
supplemented with acetate as a carbon source. No growth was observed at 37 °C. Enrichment 
culturing of heterotrophic bacteria at 22 °C with marine media (Difco 2216) in triplicate yielded an 
average of 9.7 ± 1.5 × 101 CFU mL 1 in the banded dispersed ice melt-water from 195–200 cm, 
indicating that ca. 0.7% of the cells observed via SYBR Gold and Baclight staining were culturable 
under the conditions used. Pasteurization with duplicate melt-water samples was performed to 
determine if the cells cultured were in a vegetative state (cf., endospores) in the melted ice samples. 
Pasteurization of the meltwater reduced the recovery of viable cells by 96%. All of the isolates had 
an optimal growth temperature between 15 °C and 22 °C; moreover, all isolates were capable of 
growth at 4 °C (the lowest temperature tested). Of the isolates examined for halotolerance, all grew 
optimally in marine broth and had reduced growth rates when the marine broth was amended with 
additional NaCl. For the eleven isolates tested, the maximum salt concentration that supported 
growth was between ~5.9% and ~11.9% (w/v) NaCl (Table 1). 
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3.3. Phylogenetic Analysis of Clone Sequences and Isolates 

Forty-three clones were sequenced from the clone library constructed from the 2009 banded 
dispersed basal ice sample, none of which possessed properties typical of chimeras. The 16S rRNA 
gene sequence clones in this library were phylogenetically related to the Firmicutes (77%) and the 
Gammaproteobacteria (Figure 3). The Firmicute-related clones were related to three genera: 
Bacillus, Paenisporosarcina and Cohnella, with Bacillus-related phylotypes being the most 
abundant (49%) in the library. The Gammaproteobacteria were represented by only two genera, 
Acinetobacter and Psychrobacter. For the 2007 banded dispersed ice gDNA, attempts at 
amplifying the 16S rRNA gene with MasterTaq as described above were not successful. However, 
following the manufacturer’s recommendations for amplification of targets with low template 
concentrations, successful amplification of the 16S rRNA gene sequence was achieved using the 
AmpliTaq Gold DNA polymerase. Forty-one clones were sequenced from the 16S rRNA gene 
clone library constructed using DNA obtained from the 2007 banded dispersed basal ice sample 
(profile depth 220–240 cm), thirteen of which were discarded as potential chimeras or PCR 
artifacts. All the clones sequenced were related to members of four genera within the Firmicutes: 
Paenibacillus, Paenisporosarcina, Bacillus and Jeotgalibacillus. Sequences related to the 
Paenisporosarcina were the most commonly observed phylotype in the clone library, representing 
65% of all the sequences characterized. Four clone sequences could not be classified beyond the 
phylum level and were, thus, listed as unclassified Firmicutes. Shannon diversity indices for both 
clone libraries were similar: 2007 H’ = 1.81 ± 0.42; 2009 H’ = 1.78 ± 0.22. 

Figure 3. Taxonomic classification of partial 16S rRNA gene sequences amplified and 
cloned from the Taylor Glacier banded ice. Phylogenetic assignments were performed 
after 100 iterations using the naive Bayesian classifier [43] in MOTHUR with the 
SILVA database as a reference. 
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The cultured isolates belonged to three genera in the bacterial phylum, Firmicutes: 
Paenisporosarcina, Bacillus and Paraliobacillus (Table 1). Members of the Paenisporosarcina 
were the most abundant taxa cultured, representing 28 out of the 30 unique isolates characterized. 
The 16S rRNA gene sequences from the Paenisporosarcina-related isolates were similar ( 97% 
identity) and clustered with sequences obtained in the clone libraries (Figure 4). Some of the clone 
sequences were 100% identical to those obtained from cultured isolates. Five of the isolates  
(shown in green in Figure 4) were recovered from Taylor Glacier basal ice samples obtained from 
the 1999 tunnel site [34]. 

3.4. Incorporation of Macromolecular Precursors in Melt water at 15 °C 

Isolate Paenisporosarcina sp. TG14 had the fastest growth rate of the three isolates tested (TG14, 
TG19 and TG21) at 15 °C (3.0 h generation 1) and was selected for a series of subzero metabolic 
assays to examine its physiological potential under conditions comparable to those in the basal ice. 
Cells of TG14 incorporated [3H]-leucine and [3H]-thymidine into acid-insoluble macromolecules 
when incubated at 15 °C in frozen melt water from either the clean or sediment-containing ice 
(Figure 5). During frozen incubation for 70 days in the clean ice melt water, TG14 incorporated an 
average of 1.5 ± 0.2 × 104 and 4.0 ± 0.2 × 103 molecules CFU 1 of [3H]-leucine and [3H]-thymidine, 
respectively. TG14 cells frozen in melt water from the sediment containing ice incorporated an 
average of 8.1 ± 1.1 × 103 and 1.6 ± 0.3 × 103 molecules CFU 1 of [3H]-leucine and [3H]-thymidine, 
respectively. For the clean ice samples, incorporation of [3H]-leucine and [3H]-thymidine was 
continuous and hyperbolic (R2 > 0.94; p < 0.0001) over the entire time-course. For the banded 
dispersed ice melt water, incorporation of [3H]-leucine was initially rapid, but high variability in the 
data resulted in a poor fit of the regression model (  = 0.05); however, [3H]-thymidine incorporation 
appeared to be partially hyperbolic (R2 = 0.41; p = 0.0455; Figure 5). The maximum rates of  
[3H]-leucine and [3H]-thymidine incorporation in samples of the clean ice occurred during the first  
90 h at 1.5 ± 0.2 × 103 molecules CFU 1 day 1 and 2.3 ± 0.9 × 102 molecules CFU 1 day 1, 
respectively. For the banded dispersed ice meltwater incubation, the maximum rates of [3H]-leucine 
and [3H]-thymidine incorporation also occurred in the first 90 h at 2.5 ± 0.9 × 103 molecules CFU 1 
day 1 and 2.7 ± 1.0 × 102 molecules cell 1 day 1, respectively. There was not a significant difference 
between the maximum rates of [3H]-leucine (p > 0.38) and [3H]-thymidine (p > 0.79) incorporation 
measured in the clean ice and banded dispersed ice. However, cells in the clean ice incorporated 
significantly more [3H]-leucine (p = 0.049) and [3H]-thymidine (p = 0.003) than incubations 
conducted in the banded dispersed ice over 70 days. 
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Figure 4. Phylogenetic tree of Paenisporosarcina-related clone and isolate 16S rRNA 
gene sequences using a Maximum Likelihood method based on the Jukes-Cantor 
model. The partial 16S rRNA gene sequences, corresponding to nucleotides 108–1407  
(E. coli numbering), were aligned to the SILVA reference database (v. 113). After 
filtering gaps, the final alignment was based on 1,288 nucleotides. Isolate sequences are 
shown in red and cloned sequences are shown in blue. Isolates recovered from the  
1999 samples are shown in green. The bootstrap consensus tree inferred from 1,000 
replicates is taken to represent the evolutionary history of the taxa analyzed [44]. 
Branches corresponding to partitions reproduced in less than 50% bootstrap replicates 
are collapsed. The percentage of replicate trees in which the associated taxa clustered 
together in the bootstrap test is shown next to the branches. The scale bar represents the 
number of changes per nucleotide position. 
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Figure 5. [3H]-Leucine and [3H]-thymidine incorporation into trichloroacetic acid (TCA) 
precipitable material at 15 °C by frozen cell suspensions of Paenisporosarcina sp. 
TG14 in clean ice melt water (white circles) and banded dispersed ice melt water  
(black triangles). The initial cell concentration of the TG14 cell suspensions was  
3.1 × 106 colony-forming units (CFU) mL 1. Error bars are the standard error of triplicate 
samples. Incorporation is reported as molecules of substrate incorporated per CFU on the left 
axis and grams of substrate carbon incorporated per gram of cell carbon on the right-hand 
axis. Where significant (p < 0.05), the best-fit regression curves (hyperbolic) are plotted as 
dashed lines. 

 

4. Discussion 

Glaciers and ice sheets move under their own weight, entraining sediment particles and liquid 
water (i.e., through regelation) from subglacial sources into the basal zone of the ice mass [12]. In 
some regions of East Antarctica, basal ice is estimated to constitute up to 50% of the total ice sheet  
thickness [45], and a globally significant pool of organic carbon (21,000 Pg) is hypothesized to be 
buried beneath the Antarctic Ice Sheet [46]. Although the long-term fate of this material is difficult 
to predict, geomicrobiological investigations of basal ice environments have produced strong lines 
of evidence that suggest microorganisms may be an important and active component of these  
systems [13–17,28]. Understanding the extent and nature of microbial processes in basal ice 
environments is critical for understanding biogeochemical cycling in the cryosphere and relevant to 
discussions regarding microbial life in extraterrestrial frozen environments, e.g., Mars [47]. 

Analysis of banded dispersed basal horizons from Taylor Glacier revealed a simultaneous 
increase of CO2 (up to 325,000 ppmv) with a decrease of O2 (as low as 4% of total gas volume) 
with respect to atmospheric concentrations (r (6) = 0.92, p < 0.005; Figure 2) [30,31,48]. These 
depths were associated with increased cell concentrations (Figure 2A), suggesting that the 
entrapped CO2 and O2 concentrations may have resulted from the aerobic respiration of organic 
matter. Indeed, the phylotypes identified in this study were related to predominantly aerobic 
microorganisms, and only two genera, Bacillus and Paenibacillus, are known to contain 
facultatively anaerobic species. These observations are similar to those in other basal ice 
environments, where similar gas anomalies have been reported. For instance, Souchez et al. [49] 
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reported elevated CO2 (up to 130,000 ppmv) and CH4 (up to 6,000 ppmv) concentrations in basal ice 
from the Greenland ice sheet. Likewise, Campen et al. [17] found excesses of CO2, N2O and CH4  
(32-, 240- and eight-times higher than atmospheric values, respectively) in ice from the Sajama 
glacier (Bolivia) and argued they resulted from microbial activity in the ice. 

Molecular analysis of 16S rRNA genes amplified from Taylor Glacier basal ice revealed a low 
diversity of phylotypes from two bacterial phyla: the Firmicutes and Gammaproteobacteria. 
Although microorganisms attached to sediment particles in the basal ice may have been 
underrepresented in the 2009 samples, due to the sediment extraction procedure used, OTU 
diversity in the 2007 and 2009 was similar (H’ = 1.81 and 1.78, respectively). The diversity of 
OTUs in the banded dispersed basal ice (H’ = ~1.8) was significantly lower than that reported for 
Arctic permafrost (H’ = 3.6; [50]) and similar to values found in Antarctic sea ice (H’ = 1.1; [51]). 
In general, the molecular data are consistent with the low species richness observed in basal ice 
from the Bench Glacier (Alaska), the John Evans Glacier (Nunavut, Canada), and Greenland basal 
ice [26,52,53]. However, the subglacial environments of these glaciers appear to be largely 
dominated by members of the Betaproteobacteria (constituting between 25 to 51% of their clone 
libraries). From a phylogenetic perspective, our results are more similar to studies of permanent 
ground ice and permafrost in the Canadian Arctic, which found that the microbial assemblages 
inhabiting these frozen substrates were largely dominated by members of the Firmicutes (64% and 
59%, respectively; [54,55]). 

The most abundant phylotypes in the debris-rich ice horizons were affiliated with the  
genus, Paenisporosarcina (Figure 4). Enrichment culturing efforts were successful in obtaining  
a variety of psychrotolerant isolates with 16S rRNA gene identities >97% identical to the  
Paenisporosarcina-related phylotypes, as was also the case in previous culturing efforts on the 
Taylor Glacier basal ice [56]. Whether detected using molecular or culture-dependent approaches, 
members of the Paenisporosarcina have been documented in basal ice from three tunnel locations 
(~0.5 km apart) along the north margin of the Taylor Glacier. Some members of the Firmicutes, 
including species of Paenisporosarcina (e.g., Ps. macmurdoensis, Ps. indica and Ps. 
quisquiliarum), have the ability to differentiate into an endospore that is highly resistant to variety 
of environmental stresses. As such, their abundance in the ice could be attributed to selection, 
whereupon cells existing as environmentally durable spores would be more likely to persist in the 
ice after entrainment. However, results from pasteurization experiments indicated that 96% of the 
CFU were sensitive to heating at 80 °C, suggesting that the vast majority of the isolates obtained 
did not originate from heat resistant spores. 

Members of the Paenisporosarcina have been documented in a variety of permanently cold 
environments, including permafrost [50,55], arctic saline springs [57], alpine glaciers [58] and the 
McMurdo Dry Valleys [59], implying this group may have specific adaptations to low temperature 
conditions. Due to the concentration of solutes into the premelt phase during freezing, 
microorganisms found in the unfrozen fraction of ice are subjected to considerable osmotic stress. 
For example, at 15 °C, the molarity of an ice vein environment is estimated to be approximately 
4.5 M [2]. All of the Paenisporosarcina-related isolates from this study exhibited moderate 
halotolerance between 6% and 12% (w/v). These levels of halotolerance do not appear to be 
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sufficient for the estimated salt concentrations occurring inside Taylor Glacier basal ice veins  
(I = 4.6 M; [2]); however, the cells may be able to sustain a low rate of maintenance-oriented 
metabolic activity exclusive of biomass production or grow at rates lower than those measurable 
after 80 days of incubation. 

Experiments were conducted in an effort to examine bacterial metabolism under conditions that 
simulated those within the basal ice. To ensure minimal carry-over of nutrients from the marine 
media, the harvested cells were washed and suspended in Taylor Glacier melt water. Marine broth 
contains 1,800 g L 1 PO4-P, and if it is assumed that as much as 10 L of residual supernatant 
remained in the tube between washes, the final solution would contain 72 pg L 1 PO4-P; a value 
~1,400-fold lower than the lowest concentration measured in Taylor Glacier clean ice [30]. 
Paenisporosarcina sp. TG14 incorporated at a maximum rate of approximately 1,500 to 2,500 
molecules of [3H]-leucine and 20 to 30 molecules of [3H]-thymidine per day. Assuming an average 
protein length of 267 amino acids with 7.3% leucine content per protein [5], the rates observed 
could support the synthesis of approximately four proteins every hour and the replication of the 
Paenisporosarcina sp. TG14 genome (3.83 Mb) once every ~20 years. The annual N and P 
requirement to support this rate of DNA and protein synthesis in the TG14 cell population is 
estimated at approximately 2 ng N y 1 and 50 fg P y 1. In terms of carbon turnover, these metabolic 
rates are extremely slow (0.81 to 2.1 × 10 7 gC gC 1 h 1), but would be sufficient for a maintenance 
metabolism at 15 °C directed towards sustaining vital cellular processes (e.g. osmotic regulation, 
pH regulation, repair and/or turnover of macromolecules) [60].  

From the melted debris-rich basal ice (230–235 cm depth), the highest measured concentrations 
of dissolved organic carbon, dissolved inorganic nitrogen and dissolved inorganic phosphorus were  
63 mg L 1, 0.68 mg L 1 and 5.5 g L 1 respectively. These concentrations are approximately  
102-fold higher than those measured in the debris-poor clean ice [30]. Nutrient concentrations in 
the banded dispersed ice melt water used in the 15 °C incubation experiments were not directly 
measured; however, by inference from other measurements as previously described [30], they 
would have been higher than in the clean ice meltwater. These higher nutrient concentrations in the 
banded dispersed ice melt water did not significantly increase the rate of macromolecular synthesis 
by Paenisporosarcina sp. TG14 at 15 °C, as compared with cells frozen in the clean ice  
(Figure 5). Further, more radiolabeled substrate was incorporated in the clean ice incubations over 
the entire time-course. There are several explanations for these data; first, the TG14 cells may have 
preferentially used substrates in the banded dispersed ice or endogenous sources of leucine or 
thymidine in the samples. Secondly, lower amounts of incorporation in the banded dispersed 
meltwater data could be due to scintillation interference from fine particulates in the clay size 
fraction. Thirdly, higher values of precursor incorporation may have been a result of differences in 
the [3H]-leucine and [3H] thymidine concentrations in the ice veins. Vein diameters, and, therefore, 
unfrozen water volume in ice formed from dilute solutions (i.e., the clean ice) would be smaller 
than those in ice formed from more concentrated solutions (i.e., the banded dispersed ice). The 
unfrozen water volume of the clean ice is significantly smaller than that of the banded dispersed ice 
based on bulk concentration differences (I = 0.1 and 160 mmol L 1, respectively; [30]). As a result, 
20 nmol L 1 of [3H]-leucine or [3H]-thymidine would exist at a higher concentration at 15°C in 
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the liquid vein network in the clean ice. In support of this, micro-Raman spectroscopy of ice veins 
in clean Greenland glacial ice estimate that SO42  and NO3  ions are ~104 more concentrated than 
they appear in the melted bulk phase [61]. Mathematical modeling of the Taylor Glacier basal ice 
chemistry predicts that at 15 °C, ice vein solutes are only ~35 times more concentrated than in the 
melted bulk phase [2]. It should be noted that these values are based on mathematical models of 
ideal solutions, assume thermodynamic equilibrium (i.e., no supercooling), and do not account for 
heterogeneity across a volume of ice. 

In summary, basal horizons of the Taylor Glacier contained elevated concentrations of microbial 
cells, which consisted largely of bacteria in the phylum, Firmicutes. Species from the genus, 
Paenisporosarcina, were a numerically abundant member of this assemblage and appear to have 
characteristics that would promote survival in ice (e.g., psychrotolerance, halotolerance, metabolic 
activity to temperatures as low as 33 °C [21] and a spore-based survival stage). Our data support 
the notion that basal ice environments are active microbial habitats. Moreover, the habitability of 
frozen environments may be more favorable than previously recognized, as very low 
concentrations of nutrients appear capable of supporting metabolism in the unfrozen liquid phase of 
ice. Given a suitable microbial inoculum, the basal ice environment is a potential environment for 
biogeochemical cycling beneath glaciers and ice sheets. Our results supporting the persistence of 
microbial metabolic function at frozen temperatures also suggest that frozen worlds, such as Mars, 
Europa or Enceladus, could harbor cryogenic habitats suitable for microbial life [62]. 
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Contrasting Responses to Nutrient Enrichment of Prokaryotic 
Communities Collected from Deep Sea Sites in the  
Southern Ocean 

David M. McCarthy, David A. Pearce, John W. Patching and Gerard T. A. Fleming 

Abstract: Deep water samples (ca. 4,200 m) were taken from two hydrologically-similar sites 
around the Crozet islands with highly contrasting surface water productivities. Site M5 was 
characteristic of high productivity waters (high chlorophyll) whilst site M6 was subject to a low 
productivity regime (low chlorophyll) in the overlying waters. Samples were incubated for three 
weeks at 4 °C at in-situ and surface pressures, with and without added nutrients. Prokaryotic 
abundance increased by at least two-fold for all nutrient-supplemented incubations of water from 
M5 with little difference in abundance between incubations carried out at atmospheric and in-situ 
pressures. Abundance only increased for incubations of M6 waters (1.6-fold) when they were 
carried out at in-situ pressures and with added nutrients. Changes in community structure as a result 
of incubation and enrichment (as measured by DGGE banding profiles and phylogenetic analysis) 
showed that diversity increased for incubations of M5 waters but decreased for those with M6 
waters. Moritella spp. came to dominate incubations carried out under in-situ pressure whilst the 
Archaeal community was dominated by Crenarchaea in all incubations. Comparisons between 
atmospheric and in situ pressure incubations demonstrated that community composition was 
significantly altered and community structure changes in unsuspplemented incubations at in situ 
pressure was indicative of the loss of functional taxa as a result of depressurisation during 
sampling. The use of enrichment incubations under in-situ conditions has contributed to 
understanding the different roles played by microorganisms in deep sea ecosystems in regions of 
low and high productivity. 

Reprinted from Biology. Cite as: McCarthy, D.M.; Pearce, D.A.; Patching, J.W.; Fleming, G.T.A. 
Contrasting Responses to Nutrient Enrichment of Prokaryotic Communities Collected from Deep 
Sea Sites in the Southern Ocean. Biology 2013, 2, 1165-1188. 

1. Introduction 

Deep-sea prokaryotic communities play an important role in the recycling of organic matter and 
are thought to be responsible for at least 50% of global net mineralisation of organic matter in marine 
ecosystems [1]. Many of the long-standing challenges facing deep-sea studies have been overcome in 
recent years and our knowledge of prokaryotic community structure has been greatly advanced by the 
widespread application of rapid molecular “fingerprinting” techniques [1,2]. Several studies have 
shown a direct link between local organic enrichment and changes in community structure in natural 
and disturbed aquatic environments [3–5] and it has been shown that major shifts in community 
structure can occur over short time scales (days) in response to nutrient input [6,7]. The influence of 
nutrient in promoting changes in patterns of diversity and the distribution of functional and 
taxonomic grouping of prokaryotic assemblages warrants further investigation and in particular, the 
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effects of local episodic nutrient inputs on deep-sea prokaryotic community structure remains poorly 
understood [8]. This is due in part to the difficulty in recovering samples from the deep sea and also 
to the problems associated with maintaining in situ conditions during incubation studies. For these 
and other reasons the effects of pressure on deep-sea microbial communities have also remained 
poorly defined [9]. 

The present study seeks to characterise how the dominant members of the bacterial and archaeal 
communities responded to nutrient amendment when incubated at in situ and atmospheric 
pressures. Furthermore, response to experimental nutrient addition was investigated at two different 
sites subject to contrasting nutrient deposition regimes. In this respect, the authors believe that this 
study represents a unique attempt to understand the dynamics of both bacterial and archaeal 
microbial community structures in deep polar seas. The work presented here was undertaken as part of 
a large multidisciplinary project (CROZEX) whose purpose was to determine whether the nature of 
organics deposited with phytodetritus on the deep-sea floor influences the organisms living there. It 
focused on the bloom that occurs annually north of the Crozet Islands and Plateau (Crozet) which 
were surveyed and compared with a high-nutrient low-chlorophyll (HNLC) region south of Crozet 
(as described in a special issue of Deep Sea Research [10]). The study sites M5 (high chlorophyll) 
and M6 (low chlorophyll) shown in Figure 1 were located in deep water (ca. 4,200 m) close to the 
Crozet islands (46.4°S, 52.0°E), lying within the Antarctic Polar Frontal Zone, east of the 
Southwest Indian Ocean ridge [11]. The surrounding area has been characterised as an oligotrophic 
“High Nutrient Low Chlorophyll” (HNLC) zone [12], a condition arising where phytoplankton 
numbers are low irrespective of high macro-nutrient concentrations. HNLC is considered to be 
caused by the scarcity of certain limiting nutrient, particularly iron and high grazing rates by  
micro-zooplankton [13]. 

Figure 1. Map showing positions of sites M5 and M6 respectively in the vicinity of  
the Crozet islands. Inset shows the location of the Crozet Plateau east of the Southwest 
Indian Ridge. 
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Site M5 was within an area to the northeast and downstream of the islands characterized by high 
chlorophyll concentrations during the Austral spring bloom period. The bloom is believed to result 
from an island-mass effect mediated by iron fertilisation from the islands and associated in-shore 
sediments [14]. The extent and circulation of the annual bloom is constrained by local seafloor 
topography, currents and winds [15,16]. Pollard and co-workers [17] have shown that the blooms 
in this region are seasonal and occur consistently over the same area and with the same  
temporal evolution. 

Site M6 was in an area isolated from the bloom event. Hughes et al. [18] report an export 
productivity to 100 m depth of 40 g C m 2 y 1 at M5, compared to 10 g C m 2 y 1 at M6, and 
estimate the flux to the seafloor at M5 and M6 to be 2.0 g C m 2 y 1 and 0.5 g C m 2 y 1 
respectively based on the export model assumptions of Martin et al., [18,19]. The two sites are in 
close proximity and have almost identical environmental characteristics (Table 1) [18,20]. As such, 
the two sites are distinguished by differences in the primary productivity regime of the overlying 
waters. Whilst near bottom waters maybe strongly influenced by the physics of sheer caused by 
bottom currents, differences in microbial community structure between the two sites may be 
considered to result largely from the observed differences in flux of organic material to the  
deep sea. 

Table 1. Bottom water properties, Austral summer 2004–2005. HC: high-chlorophyll; 
LC: low-chlorophyll. Data reproduced from [18] and [20]. 

 M5 (HC) M6 (LC) 
Depth (m) 4,224 4,212 

Temperature (°C) 0.22 0.21 
Salinity 34.67 34.67 

Oxygen ( mol L 1) 230.9 231.0 
Nitrate + Nitrite ( mol L 1) 31.90 32.32 

Silicate ( mol L 1) 154.4 155.3 
Phosphate ( mol L 1) 2.19 2.19 

C flux to 100 m (g C m 2 y 1) 40 10 
C flux to Seafloor (g C m 2 y 1) 2 0.5 

Waters from sites M5 (high chlorophyll) and M6 (low chlorophyll) represented an excellent 
opportunity to directly compare the dominant microbial community structure arising out of 
different naturally-occurring nutrient regimes. Furthermore, this study focused on free-living 
assemblages in the benthic boundary layer, the extended layer of water directly above the 
sediment-water interface. This zone (along with the sediments) is of considerable interest because it 
represents the ultimate sink of surface-derived material and the site of resuspension of sediment 
material [21], and is therefore particularly important for understanding benthic-pelagic coupling. 

A parallel study by Jamieson and co-workers [22] investigated the relationship between  
surface-derived particulate organic matter (POM) and bacterial abundance, community structure 
and composition in two sediment layers at M5 (high chlorophyll site) and M6 (low chlorophyll 
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site). Results from this study demonstrated that these parameters were remarkably similar despite 
contrasting organic input in overlying waters. 

In the present study, water samples were obtained from the water column approximately 10 m 
above these same sediments. Incubations were carried out at atmospheric and in-situ pressure  
(42 MPa) in order to compare the effects of incubation pressures on prokaryotic community 
responses to nutrient. It is worth noting that with some exceptions (e.g., [7]), investigations using 
waters from depth are usually carried out under conditions of atmospheric pressure [23,24] even 
when bacteria from extreme hadal depths are under study [25]. Deep-sea microorganisms may be 
characterised as belonging to particular groups depending on their growth response to hydrostatic 
pressure. Those that grow optimally at elevated pressures (which are characteristic of the deep sea) 
are defined as barophilic (piezophilic) while mesophiles grow preferentially at atmospheric 
pressures and are likely to be surface-derived. Some of these surface-derived microorganisms can 
survive at pressures that are encountered in the deep sea [26,27]. We hypothesise that deep-sea 
microbial populations undergo changes in community structure as a result of incubation at surface 
pressure. It has been shown elsewhere that incubations of deep-sea communities at surface 
pressures come to be dominated by surface-derived organisms that would not have been favored 
under in-situ conditions [7,28]. 

2. Results and Discussion 

The four incubations were designed to represent a gradient of incubation conditions: with and 
without nutrients at in-situ pressure in order to assess the community response to nutrient, and with 
identical nutrient amendments at atmospheric pressure in order to compare the effects of incubation 
pressure on community structure and response to nutrient. The community response was 
determined for each incubation condition (±added nutrients, surface and in-situ pressure) by 
measuring changes in total cell number (abundance) and the number/differences in DGGE bands 
from communities obtained from the two sites. Denaturing gradient gel electrophoresis [29] has 
been widely used in conjunction with statistical analysis of “fingerprint” patterns [30] to elucidate 
the effects of nutrient enrichments on community structure [7,31], and relate such changes to 
environmental parameters [32,33] and thus appears in the literature as a useful method for 
visualising the major members of a microbial community, but there are certain limitations in this 
regard. The brightest bands in a DGGE profile are often assumed to represent the dominant 
members of the community [27]. However, the biases associated with PCR could cause relative 
under- or over-representation of a given taxon in the DGGE profile. Consequently, quantitative 
inferences about species richness must be confined to general statements about species 
predominance (for example, [34–36]). On the other end of the spectrum of abundance, the limit of 
resolution of this method seems to be about 1% of the community population, that is, only DNA 
from organisms comprising 1% or more of the community sample can be visualised [29,37]. In 
addition, this method can be difficult to apply to extremely complex communities that produce 
hundreds of bands on a DGGE profile, which become difficult to visualise individually [38]. The 
key to the approach taken in the present study is differences (i.e., changes in community structure 
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in response to the environmental change) compared with no difference (i.e., no response). DGGE 
gels are shown in Figure 2. 

Figure 2. Denaturing gradient gels for Bacteria and Archaea. Left panel, Bacteria:  
(1) M5, time zero; (2) M5, no nutrients/42 MPa; (3) M5, nutrients/42 MPa; (4) M5, no 
nutrients/1 atm; (5) M5, nutrients/1 atm; (M) DGGE Marker lane; (6) M6, time zero;  
(7) M6, no nutrients/42 MPa; (8) M6, nutrients/42 MPa; (9) M6, no nutrients/1 atm;  
(10) M6, nutrients/1 atm. Right panel, Archaea: (a) M5, time zero; (b) M5, no 
mutrients/42 MPa; (c) M5, nutrients/42 MPa; (d) M5 no nutrients/1 atm; (e) M5, 
nutrients/1 atm; (f) M6, time zero; (g) M6, no mutrients/42 MPa; (h) M6, nutrients/42 
MPa; (i) M6, no nutrients/1 atm; (j) M6, nutrients/1 atm. 
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Obligate barophiles (piezophiles or hyperpiezophiles) require pressure for optimal growth [26]. 
There is evidence that the growth or metabolic rates of pressure-adapted microorganisms are not 
adversely affected by a reduction in hydrostatic pressure [39]. Decompression of the water sample 
was unavoidable during sample recovery and subsequent transfer to pressure vessels. Ideally 
samples would have been taken and transferred to pressure vessels using a specialised  
pressure-retaining sampling device to maintain conditions of in-situ pressure and temperature. It 
has been shown however that decompression itself does not necessarily cause lethal damage to 
deep-sea adapted bacteria [40,41]. Park & Clark [42] have shown that cell lysis of a deep-sea 
obligate barophile was avoided by ensuring a sufficiently slow rate of decompression (8.6 dbar s 1, 
equivalent to 86 kPa s 1). Seawater samples taken here were decompressed at a far lower rate of 
approximately 1 dbar s 1 (10 kPa s 1). It has been argued that exposure to increases in temperature 
has a greater detrimental effect than changes in hydrostatic pressure [43,44] and may be 
responsible for many of the artifacts thought to be caused by decompression. Isothermal 
decompression at low temperature has been shown to preserve the viability of obligate barophiles 
(piezophiles), with ultrastructural damage only appearing to manifest over the course of several 
days incubation at atmospheric pressure [41]. Furthermore, others have indicated that maintenance 
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of low temperatures can compensate for depressurisation in relation to the activity of barophiles 
(piezophiles) in deep sea sediments [45]. Great care was taken in the present study to ensure that 
sample temperature did not exceed 4 °C and that in-situ pressures were re-established within one 
hour of arriving on deck (except in the case of incubations at atmospheric pressure). The 
temperature of the water column during sampling did not exceed 3 °C until the last 200 m 
approaching the surface, where the temperature increased to between 4 °C and 6 °C. Samples were 
then immediately transferred to a temperature controlled laboratory and maintained at 4 °C. The 
bottom temperature of 0.22 °C could not be replicated aboard ship due to technical constraints. 

2.1. Pre-Incubation Prokaryotic Abundance 

Total (direct) counts and diversity indices for incubations are shown in Table 2. The total count 
for site M5 was three-fold lower than at that obtained for M6 site at the beginning of the incubation 
period (time zero) and this differential remained under all incubation conditions. 

It is believed that prokaryotic biomass in the bathypelagic is regulated primarily by the 
availability of organic carbon, an example of a “bottom up” control. [46]. However, in this case the 
lower counts observed for waters taken from the high chlorophyll site M5 (pre-incubation) are 
inconsistent with such a model. This finding might be explained by increased viral lysis or protistan 
grazing [47,48] in which bacterial growth is initially stimulated by organic material from the 
phytoplankton bloom, but as the bloom evolves the enhanced biomass is diminished by increased 
protistan grazing [49]. Coincidental with the present study, Hughes and co-workers [18] reported 
the elevated abundance of benthic foraminifera at M5 which is reflective of the different nutrient 
regimes. They also suggest that only a few foraminiferal groups responded directly to the deposited 
organics and that non-phytodetritus associated species may still have benefited nutritionally by 
feeding on enhanced bacterial populations. Although these findings refer specifically to benthic 
foraminifera in the sediment, planktonic communities of bacteriovores such as ciliates and 
flagellates are known to respond in a similar fashion and can contribute to a transient reduction in 
bacterial numbers as part of a normal predator-prey interaction. Previous studies have observed 
similar sharp reductions in bacterial abundance immediately following a phytoplankton bloom [50] 
and a temporarily reduced bacterial abundance inside a bloom compared to adjacent waters [49]. In 
other cases, the reduction in bacterial abundance was accompanied by increased protist abundance 
and elevated Chlorophyll-a concentrations [51]. Interactions with protists and viruses are an 
important structuring factor for prokaryotic communities [52]. An evaluation of bacterial mortality 
and other food web interactions was not possible in the present study due to sampling limitations 
associated with incubations under pressure. 
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Table 2. Total counts (N), diversity (H) and dominance (c) for prokaryotic communities. 
Values refer to bacteria and archaea combined. Diversity indices were calculated from 
matrices of DGGE band peak heights. N: Total prokaryotic abundance (n × 104 cells mL 1), 
parenthetical values represent the standard error of the mean; H: Shannon’s index of 
general diversity, c: Simpson’s index of dominance. N+ denotes incubation with added 
nutrients; N  denotes incubation without nutrient addition. 

 M5 (High Chlorophyll site)  M6 (Low Chlorophyll site) 
 N H c  N H c 

Time Zero 1.19 (±0.14) 2.593 0.104  3.95 (±0.08) 3.021 0.064 
Atm, N+ 2.77 (±0 .08) 2.789 0.08  4.52 (±0.13) 1.307 0.368 

42 MPa, N+ 2.64 (±0.10) 2.71 0.088  6.44 (±0.10) 2.118 0.182 
Atm, N  2.05 (±0.10) 2.845 0.082  3.56 (±0.14) 2.674 0.092 

42 MPa, N 1.82 (±0.16) 3.12 0.058  3.85 (±0.15) 2.761 0.087 

2.2. Changes in Abundance and Community Structure after Incubations 

The organic loading used during incubations is highly labile and untypical of organic material 
that usually reaches the deep sea. Similar substrates have been previously used to promote growth 
during the course of incubations of deep sea waters so that changes in community structure could 
be measured as a result of growth and enrichment [7]. Whilst the incubation pressure and nutrient 
additions were conditions applied by us, other potential changes would have been introduced by the 
process of sample recovery and the incubation technique. These are the perturbations acting on the 
enrichment carried out under in situ pressure and in the absence of added nutrients. Under these 
conditions there was a 1.6-fold increase in abundance at M5 (high chlorophyll site) but only  
a negligible change for the low-chlorophyll (M6) waters (Figure 3). Egan and co-authors [7] have 
previously considered that an increase in abundance during unsupplemented incubation might have 
resulted from the release of additional nutrients from cells damaged during recovery. Another 
possible explanation is the “wall effect”, originally proposed by Zobell & Anderson as early as 
1936 [53] in which growth is stimulated by the concentration of nutrients and microorganisms on 
the solid surfaces of an enclosed incubation [54]. 

It is likely that those microorganisms which come to dominance in incubations without added 
nutrients and in situ pressures are the active components of the deep sea microbial community. Of 
particular interest is the decrease in diversity as a result of incubations without added nutrient but 
under in-situ pressure (Table 3). It is probable that this was brought about by the loss of true or 
obligate barophiles as a result of decompression during sample recovery [55,56]. Those surviving 
decompression and subsequent recompression are barophiles which are also “atmospheric pressure 
tolerant”. The increase in abundance for M5 waters (incubations with no added nutrients and at 
atmospheric pressure) was probably brought about by a positive growth response upon 
depressurisation of surface-derived organisms that sedimented on phytodetritus material. 
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Figure 3. Change in total prokaryotic abundance (N-fold increase) relative to time zero. 
Atm: Atmospheric pressure; M5: High chlorophyll (red); M6: Low chlorophyll (blue). 
Error bars represent the standard error of the mean. 

 

Table 3. Bacteria and Archaea: Shannon’s diversity index (H). Separate values are 
presented for bacterial and archaeal populations and were calculated using DGGE band 
peak heights. N+ denotes incubation with added nutrients; N  denotes incubation 
without nutrient addition. 

 HC (M5) LC (M6) 
 Bact Arch Bact Arch 

Time Zero 2.34 1.122 2.459 2.203
Atm, N+ 1.963 2.224 0.446 1.127

42 MPa, N+ 2.127 1.895 1.365 1.595
Atm, N  1.852 2.449 1.99 2.161

42 MPa, N 1.84 2.851 2.276 1.819

The largest increase in abundance was found for M5 water with added nutrients. Incubations of 
M5 waters at atmospheric and in-situ pressures underwent similar increases in abundance (2.3-fold 
and 2.2-fold: Figure 3). Abundance increased with nutrient- supplementation and at in-situ pressure 
(1.6-fold increase) for incubations with M6 waters (low chlorophyll site) but remained relatively 
unchanged (1.1-fold increase) when incubations were carried out at atmospheric pressure. Site M6 
may be dominated by an active community of obligate barophiles (piezophiles) which responded to 
nutrient input at in-situ pressure but did not do so when incubated at atmospheric pressure. 
Sequences from DGGE bands showed that the in-situ pressure incubations were dominated by 
three members of the genus Moritella (HQ731657, HQ731668 and HQ731671) closely affiliated 
with M. abyssi and M. profunda (Figure 4). Conversely, incubations of waters from site M5 (high 
chlorophyll) showed increases in abundance that were greater than those observed for M6 (low 
chlorophyll) waters irrespective of nutrient amendment or not. Post-incubation changes in 
abundance were similar in magnitude at atmospheric and in-situ pressures. This is indicative of  
a more evenly mixed community of piezophilic (barophilic) and piezosensitive types in the water 
column because of the deposition of surface-derived mesophiles associated with sedimenting 
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phytodetritus at the high chlorophyll (M5) site. It is known that surface-derived microorganisms 
can survive in the deep ocean and respond to increased hydrostatic pressure through changes in cell 
shape and structure [28]. The increase in abundance observed for incubations with M5 water 
without added nutrients (Figure 3) may have been due to elevated background levels of organic 
nutrient caused by the arrival of phytodetritus material on the seafloor at M5 [18]. Alternatively,  
a “wall effect” [53,54] may have contributed to the increase in abundance. However, the same 
increase was not evident for M6 incubations (low chlorophyll site) without added nutrients. 

The number of OTUs and their relative abundances were estimated from the number and relative 
intensity of DGGE bands. Shannon’s general diversity index (H’) and Simpson’s index of 
dominance (c) were calculated using peak height values from densitometric scans of DGGE 
profiles. Although we recognise the limitations associated with using such indices for the purposes 
of defining diversity (in particular species richness) in the context of a limited number of  
DGGE-generated OTUs [57], it was beyond the scope of the present investigation to ascertain how 
rare taxa within the microbial community responded to perturbations. Recent advances in assessing 
biodiversity, such as high throughput sequencing, have demonstrated the presence of large numbers 
of rare (low abundance) taxa in natural environments that cannot be detected by cruder methods 
such as DGGE [2,58]. However, it is thought that this “rare biosphere” represents a largely dormant 
seed-bank of biodiversity, not directly involved in ecosystem functions such as nutrient  
cycling [58,59]. This study makes the assumption that taxa found to be abundant are involved in 
ecosystem functions and that rare taxa are not. If a rare and previously undetected taxa increases in 
abundance under incubation conditions to the level of detection afforded by the PCR/DGGE 
method then it can be assumed to be active under the given conditions. In other words this study 
provides a narrow view focused on those organisms that were abundant and therefore active at the 
two study sites and those that came to dominate the incubation experiments. Those organisms that 
remained below the level of detection are assumed to be irrelevant within the context of this study. 

Even though nested PCR-DGGE is a powerful molecular ngerprinting method for detecting 
hierarchical taxonomic groups in microbial communities, it has been criticised for quantitative 
assessments, as the proportionality between initial template amounts and amplicon concentration 
can be lost through ampli cation cycling [60,61]. However, previous work has demonstrated that 
reliable quanti cations can be performed as long as stringent optimisation of the PCR conditions is 
carried out to limit any potential bias associated with nested PCR-DGGE [7,62,63]. 
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Figure 4. Evolutionary relationships of sequenced bacterial DGGE bands. Neighbor-Joining 
consensus tree of 16S rRNA V3 gene sequences obtained from DGGE analyses of 
bacterial communities in enrichment cultures. Bootstrap values were calculated from 
2,000 replicates and only values >50% are shown. Scale bar represents the number of 
base substitutions per site. 
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Diversity and dominance indices are shown in Tables 2 and 3. The Shannon index for the low 
chlorophyll site M6 (H’ = 3.02) was somewhat greater than that of M5 (H’ = 2.59) in the  
pre-incubation (time zero) samples. The Shannon index was higher for the high-chlorophyll site 
(M5) for all post-incubation samples. The changes in total prokaryotic diversity (bacteria and 
archaea combined) associated with each incubation condition (relative to the pre-incubation 
community) are shown in Figure 5. Diversity decreased for all incubations with water from site M6 
(low chlorophyll waters). The extent of the decrease was greater in the presence of nutrients, and 
greatest for incubations with nutrients and at atmospheric pressure. The environmental conditions 
found here (incubation with added nutrients at surface pressure) might be considered to be the most 
different from the in-situ conditions found at M6 and may have favored the selection of a rare  
sub-population. The converse is evident for incubations of M5 waters (high chlorophyll site) which 
underwent minimal increases in diversity. The largest increase was measured for incubations at  
in-situ pressure (42 MPa) without added nutrients (Figure 5). These incubation conditions 
simulated the in-situ environment so changes in community structure were expected to be small. 

Figure 5. Change in total prokaryotic community diversity (Shannon index, H) relative to 
time zero. Atm: Atmospheric pressure; M5: High chlorophyll (red); M6: Low  
chlorophyll (blue). 

 

Those microorganisms that were present in the pre-incubation community at abundances below 
the DGGE detection threshold would have increased in number with the general increase in 
population size. These would have been detectable at the end of the incubation period thus giving 
an apparent increase in diversity. Furthermore, this may also be taken as evidence that the 
community structure was not greatly perturbed by decompression during sample recovery. If this 
had been the case, a greater reduction in diversity would have been expected due to the loss of 
decompression-sensitive members of the population. 
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Changes in abundance as a result of incubation (Figure 3) were analysed by paired two-tailed  
t-tests. There was no significant difference (p = 0.706) between the change in abundance due to 
incubation pressures (atmospheric compared with incubations at 420 MPa) and nutrient treatments 
(without and with added nutrients, p = 0.215). The change in abundance was found however to be 
significantly different between incubations of waters from the high chlorophyll region M5 and the 
low chlorophyll site M6 (p = 0.012). Regarding diversity data, no significant differences were 
found for incubations carried out at atmospheric and in-situ pressures (p = 0.252) or incubations 
without and with added nutrients (p = 0.116), but the overall population diversity for the high 
chlorophyll region (M5) was significantly different from that of the low chlorophyll region  
M6 (p = 0.033). 

Whilst the presence of a functionally significant piezophile community in the deep-sea has been 
well established [26,44,45,64,65], it is still common for estimates of bacterial activity in the  
deep-sea to be carried out at atmospheric pressure [23–25]. Our results suggest that the changes 
that occur in deep sea communities incubated at atmospheric and in-situ pressures are similar in 
terms of population density and diversity indices. Community composition is strongly affected by 
incubation pressure and as such the results of incubations at atmospheric pressure may not provide 
a sufficiently accurate representation of the natural community. This may be particularly relevant 
for a low chlorophyll site like M6 which is more broadly representative of typical deep-sea 
environments than M5 (high chlorophyll site). For example, the bacterial community at the low 
chlorophyll site (M6) underwent a considerable degree of restructuring in response to nutrient 
amendment at atmospheric pressure. Analysis of M6 community structure incorporating sequence 
data (Figure 6) indicate that incubations carried out at atmospheric pressure and with added 
nutrients became dominated by four Moritella species. Two of these represented 50% of the  
post-incubation population and were not detected by DGGE in the pre-incubation community. 

Conversely for the site M5 (high chlorophyll), all the OTUs detected after incubation at 
atmospheric pressure with added nutrients were already present in the pre-incubation community. 
A different community composition however was established when they were incubated at in-situ 
pressure. Again it should be noted that in this regard M5 and M6 communities exhibited different 
patterns of response to enrichments (Figures 6 and 7). Figure 7 shows the composition of the 
Archaeal incubation community at M5 (high chlorophyll site) was almost exclusively dominated 
(82%) by just two Crenarchaeota (accession numbers HQ731672 and HQ731679), but they 
comprised only 14% of the community at M6 (low chlorophyll site). 
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Figure 6. Changes in bacterial community structure in enrichment cultures. The 
percent contribution of sequenced DGGE bands to the total community. Relative 
abundance is derived from individual band intensities relative to the total sum intensity 
of all bands in the relevant lane. The large central pie represents the pre-incubation 
community. P+: 42 MPa with nutrient; P : 42 MPa without nutrient; A+: Atmospheric 
pressure with nutrient; A : Atmospheric pressure without nutrient. 
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Figure 7. Changes in archaeal community structure in enrichment cultures. The percent 
contribution of sequenced DGGE bands to the total community. Relative abundance is 
derived from individual band intensities relative to the total sum intensity of all bands 
in the relevant lane The large central pie represents the pre-incubation community. P+:  
42 MPa with nutrient; P : 42 MPa without nutrient; A+: Atmospheric pressure with 
nutrient; A : Atmospheric pressure without nutrient. No bands were sequenced from the 
M6 A+ incubation. 

 

These two Crenarchaeota were prevalent in almost all incubations except for in-situ pressure 
with nutrients and were phylogenetically related to ammonia-oxidising chemolithoautotrophs 
Nitrosopumilus maritimus and Cenarchaeum symbiosum (Figure 8). Indeed, all the archaeal bands 
that were sequenced in this study were Crenarchaeota, This finding suggests a prevalent 
autotrophic role for the Archaeal assemblages at both sites, which would be in broad general 
agreement with earlier studies that have shown autotrophy to be the dominant archaeal metabolism 
in deep oceanic waters [66,67]. 
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Figure 8. Evolutionary relationships of sequenced archaeal DGGE bands. Neighbour-Joining 
consensus tree of 16S rRNA V3 gene sequences obtained from DGGE analyses of 
archaeal communities in enrichment cultures. Bootstrap values were calculated from 
2,000 replicates and only values >40% are shown. Scale bar represents the number of 
base substitutions per site. 

 

M6 (low chlorophyll site) was subject to a constant low nutrient status typical of deep sea 
habitats while M5 (high chlorophyll site) experienced relatively large episodic inputs of nutrient 
from seasonal surface productivity. The microbial community at M5 was found to be dominated by 
a piezophillic phenotype and was shown to be less capable of adapting to the changed conditions in 
the incubations, perhaps as a result of conditioning to allochtonous inputs. Furthermore, population 
size and diversity in the M5 community changed to a lesser degree (relative to the t0) in response to 
different incubation conditions. This may be due to the persistence of surface-adapted microorganisms 
transported to the deep on sedimenting particles. The growth rates of such piezosensitive 
microorganisms would be retarded by hydrostatic pressures encountered at depth but this does not 
normally result in cell death [68]. 

3. Experimental Section  

3.1. Study Area and Sampling Sites 

Study sites M5 (high-chlorophyll) and M6 (low-chlorophyll) were located 525 km apart in the 
Crozet archipelago region of the Southern Indian Ocean. M5 was situated approximately 350 km 
east (45°54.27'S, 56°24.83'E) of the Crozet Islands in an area influenced by an annual bloom of 
primary production [10]. M6 was located approximately 300 km south (49°04.7'S; 51°13.0'E) of 
the islands in an area considered to be relatively isolated from the bloom event. Sampling was 
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carried out aboard the RRS Discovery (cruise D300) between December 2005 and January 2006, 
following termination of the local spring phytoplankton bloom. 

3.2. Water Sampling 

Water column samples were collected from 12 m (±2 m) above the seafloor using 10 L Niskin 
bottles mounted on a CTD frame. Upon recovery of the CTD, water samples (10 L) were 
transferred to chilled (4 °C) 25 L aseptic plastic containers and immediately removed to a constant 
temperature laboratory (4 °C) aboard ship. 

3.3. Enrichment Incubations 

Water samples (10 L) were shaken before aliquots (100 mL) of seawater were placed in sterile 
polyethylene sample bags (155 mm × 76 mm), with or without the addition of organic loading  
(2.5 mg mL 1 peptone, 0.5 mg mL 1 yeast extract and 1.285 mg mL 1 N-acetyl-d-glucosamine). 
Parallel samples (50 mL) were preserved as Time-zero controls for epifluorescence microscopy by 
the addition of 1% (v/v) particle-free buffered formalin. Bags (100 mL) were sealed aseptically 
with an impulse heat sealer (Packer, Basildon, Essex, UK) taking care to exclude all air. Bags were 
placed in water-filled titanium pressure vessels and incubated in darkness at 42 MPa and at 4 °C 
(±1 °C). Bags were also incubated at ambient atmospheric pressure (1 atm.) in darkness and at 4 °C. 
Samples taken from the high chlorophyll site (M5) site were incubated for 21 days, those from the 
low chlorophyll site (M6) for 18 days. Upon termination of the incubation experiments aliquots  
(10 mL) were preserved for epifluorescence microscopy by the addition of 1% (v/v) formalin, and 
stored at 4 °C. Epifluorescence microscopy was performed in accordance with the method of 
Parkes and co-workers [69] with the exception that Sybr-gold® (Invitrogen, Paisley, UK) was used 
instead of Acridine Orange. Appropriate volumes (1–5 mL) of formalin-fixed samples were filtered 
onto 25 mm (diameter) black Isopore® filter membranes of 0.2 m pore size (Millipore, Cork, 
Ireland). Bacteria were counted on fifteen to thirty microscope fields for each sample, using a 
Nikon Optiphot-2 UV Microscope with B-2A excitation filter. 

3.4. DNA Extraction 

Microbial biomass was collected and concentrated by filtration of 90 mL of the enrichment 
broth through 0.22 m pore Sterivex filter cartridges (Millipore, Cork, Ireland) using a peristaltic 
pump (Watson Marlow, Cornwall UK). Sterivex cartridges were stored at 80 °C until extraction 
of community genomic DNA was carried out using the QIAamp DNA mini kit (Qiagen, Hilden, 
Germany). The kit was used in accordance with the manufacturers protocol for the isolation of 
DNA from bacterial cultures (Qiagen DNA Mini-kit Protocol D, Hilden, Germany) with the 
following modifications aimed at scaling up the volume of reagents for use in a Sterivex cartridge: 

Sterivex filter cartridges were sealed at both ends with Luer-lok caps and incubated with 500 L 
of lysozyme buffer (20 mg mL 1 lysozyme, 20 mM Tris, 2 mM EDTA, 1.2% Triton® X-100) for 
one hour at 37 °C. Qiagen Buffer AL (450 L) and 50 L Proteinase K (Qiagen) were then added 
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and the cartridge was incubated for a further 1–3 h at 56 °C with brief vortexing every  
twenty minutes. 

The lysate was collected in a sterile 2.0 mL microcentrifuge tube, incubated at 90 °C for four 
minutes and flash cooled on ice. Pure Ethanol (500 L) was added and the mixture was vortexed 
for 10 s. The mixture was then passed through the binding membrane of the Qiagen column in two 
750 L volumes by centrifugation at 10,000 rcf in a Sigma model 1–15 microcentrifuge. The 
binding, washing and elution steps were carried out as described in the manufacturers protocol 
without any further modification. DNA was eluted in 200 L of Qiagen buffer AE and stored  
at 20 °C. 

DNA yield and quality was estimated visually on a 1% Agarose gel by comparison to a DNA 
molecular weight marker (GelPilot 100 bp Plus Ladder, QIAGEN, Hilden, Germany). 

3.5. PCR and DGGE 

Community genomic DNA was used as template for PCR (Polymerase Chain Reaction) 
amplification of bacterial and archaeal 16S rRNA genes. Amplification yield and specificity were 
optimised by employing nested PCR primers and a “touchdown” amplification protocol [70]. The 
bacterial domain specific primer pair 27f and 1492r [71], and Archaeal domain specific primers 21f 
and 958r [72] were used to amplify 16S rRNA gene sequences from genomic DNA template. The 
reactions (50 L) were prepared on ice and contained 250 M each of the deoxynucleoside 
triphosphates, 1× PCR buffer, 7.5 picomoles of each oligonucleotide primer, 2.0–2.5 mM MgCl2 
and 1.5 units of Taq DNA polymerase (Bioline, London, UK) in 18 M  analytical grade water 
(Sigma, Dorset, UK). PCR was performed in a G-Storm GS1 thermal cycler (Labtech, East Sussex, 
UK) using the following programs: 

Bacterial 16S rRNA gene: Denaturation for 4 min at 94 °C, 10 cycles of denaturation (30 s at 94 °C), 
annealing (1 min at 58 °C) and extension (1 min at 72 °C), followed by 22 cycles of denaturation 
(30 s at 92 °C), annealing (1 min at 58 °C) and extension (1 min at 72 °C), with a final extension 
for 10 min at 72 °C. 

Archaeal 16S rRNA gene. Denatured for 4 min at 95 °C, 30 cycles of denaturation (1 min at  
94 °C), annealing (1 min at 56 °C) and extension (1 min at 74 °C), with a final extension for 10 min 
at 72 °C. 

Amplicons from this first round of amplification were used as templates for a second PCR in 
order to obtain fragments suitable for DGGE, using primers directed towards the internal V3 region 
of the 16S gene. Bacterial templates were amplified using the primers 341f and 517r [29], Archaeal 
templates were amplified with the primers 340f and 519r [73]. Forward primers were 5'-labelled 
with a 40-mer GC nucleotide “clamp” sequence [74]. The reactions (50 L) contained 250 M of each 
deoxynucleoside triphosphate, 1× PCR buffer, 3.75 picomoles of each oligonucleotide primer,  
2.0 mM MgCl2 and 0.75 units of Taq DNA polymerase. The PCR programs were as follows: 

Bacterial 16S rRNA gene (V3 region): Denaturation for 4 min at 94 °C, a “touchdown” step 
consisting of 10 cycles of denaturation (30 s at 94 °C), annealing (1 min at 67 °C reducing by 1 °C 
each cycle) and extension (1 min at 72°C), followed by 20 cycles of denaturation (30 s at 92 °C), 
annealing (1 min at 57 °C) and extension (1 min at 72 °C), with a final extension for 20 min at 72 °C. 
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Archaeal 16S rRNA gene (V3 region): Denaturation for 4 min at 95 °C, a “touchdown” step 
consisting of 10 cycles of denaturation (1 min at 94 °C), annealing (1 min at 60.5 °C reducing by  
0.5 °C each cycle) and extension (1 min at 72 °C), followed by 25 cycles of denaturation (1 min at 
92 °C), annealing (1 min at 55.5 °C) and extension (1 min at 72 °C), with a final extension for  
20 min at 72 °C. 

PCR product sizes were verified by agarose gel electrophoresis with a molecular weight marker. 
DGGE was performed with a D-Code Mutation Detection System (Bio-Rad Laboratories, 

Philadelphia, PA, USA). An 8% (w/v) polyacrylamide gel was used, incorporating a linear 
concentration gradient of denaturant ranging from 40% to 60% [100% denaturant = 7 M urea, 40% 
(v/v) formamide]. Gels were cast using a Model 475 Gradient Delivery System (Bio-Rad 
Laboratories, Philadelphia, PA, USA) in accordance with the manufacturers protocol except that 
ammonium persulphate (APS) and N,N,N',N'-tetramethylethylenediamine (TEMED) were used at 
0.8% and 0.08% (v/v) respectively, and glycerol was incorporated into the gel at a final 
concentration of 2% (v/v). Electrophoresis was carried out in 1× TAE (40 mM Tris, 0.02 M sodium 
acetate, 1 mM EDTA) buffer at 60 °C for 16.5 h at 60 V. Gels were stained with ethidium bromide 
(% w/v) and photographed under UV illumination (300 nm). 

3.6. Quantitative Analysis of DGGE Fingerprints 

Digital images of DGGE gels were analysed using Total Lab TL120 software (Nonlinear 
Dynamics, Newcastle upon Tyne, UK). A densitometric scan of each lane was created and 
background noise was subtracted using a rolling disc algorithm. For each gel a matrix was 
constructed using the peak height values of bands in each densitometric profile. Principal 
coordinate analysis based on Euclidean distances was carried out using the MVSP Multivariate 
Statistics Package V3.13p [75]. The diversity of bacterial and archaeal communities was examined 
by the Shannon index of general diversity, H’ and Simpsons index of dominance, c [76]. The 
equations used were: 

)N/nlog()N/n('H i
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i  [77] 

2
s
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i )N/n(1c  [39] 

where ni is the height of individual band peaks and N is the sum of all band peak heights. 
Matrices of peak height values derived from densitometric scans of separate archaeal and 

bacterial DGGE gels were combined for calculations of total community diversity. 

3.7. Sequencing of DGGE Bands 

A sterile 1 mL pipette tip was used to remove four small cores of gel across the centre of 
selected bands. The gel cores were collected in 50 L of gel elution buffer (0.3 M NaCl; 3 mM 
EDTA; 30 mM Tris, pH 7.6) and DNA was eluted by incubation at 50 °C for twenty minutes 
followed by a further incubation for 18 h at room temperature. A 1 L aliquot of the eluate was 
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used as template for PCR. Primers (341f/517r for Bacteria and 340f/519r for Archaea) were used to 
re-amplify the recovered DNA and were screened by DGGE to ensure that all were resolved as 
discrete bands. The reactions (50 L) contained 250 M of each deoxynucleoside triphosphate,  
1× PCR buffer, 3.75 picomoles of each oligonucleotide primer, 2.0 mM MgCl2 and 0.75 units of 
Taq DNA polymerase. The PCR programs consisted of an initial denaturation step for 4 min at  
94 °C, followed by 30 cycles of denaturation (30 s at 94 °C), annealing (45 s at 55 °C) and 
extension (40 s at 72 °C), with a final extension for 10 min at 72 °C. 

For DNA sequencing the PCR was performed using primers without GC clamps. PCR products 
were purified using the QIAGEN QIAquick® PCR Purification kit and were submitted to GATC 
Biotech (Konstanz, Germany) for direct single strand sequencing using an ABI 3730 XL Illumina 
Genome Analyzer (Life Technologies, Grand Island, NY, USA). Twenty five sequences were 
recovered and were assigned accession numbers HQ731657 to HQ731679. 

3.8. Phylogenetic Analysis of Sequence Data 

The recovered partial 16S rRNA gene sequences were submitted to the Basic Local Alignment 
Search Tool [78] web portal maintained by the National Centre for Biotechnology Information [79] 
in order to identify database sequences with highest similarity. Sequences were aligned with  
ClustalW2 [80] and evolutionary analyses were conducted in MEGA5 [81]. Phylogenetic position 
was inferred using the Neighbour-Joining method [82]. The bootstrap consensus trees (Figures 4 
and 8) were inferred from 2000 replicates [83] and are taken to represent the evolutionary history 
of the analysed sequences. The percentage of replicate trees in which the associated sequences 
clustered together in the bootstrap test are shown next to the branches [83]. The trees are drawn to 
scale, with branch lengths in the same units as those of the evolutionary distances used to infer the 
phylogenetic tree. The evolutionary distances were computed using the Kimura 2-parameter 
method [84] and are presented in units of the number of base substitutions per site. 

4. Conclusions 

This study demonstrated contrasting ecological responses to nutrient enrichment by the 
prokaryotic communities at the two hydrologically similar deep-sea sites which differed in the 
nutrient regime of the overlying waters. The community from the high chlorophyll site (M5) was 
better able to maintain population size and diversity under incubation conditions. This may be due 
to the persistence of surface-adapted microorganisms transported on sedimenting particles, or to the 
presence of an enhanced reservoir of diversity in the sediments and benthic boundary layer at M5. 
The dominant taxa within the community at M5 were found to belong to groups representing  
a greater range of metabolic diversity (compared to the low chlorophyll site M6), at least partly as  
a result of allochtonous input, and possibly as a result of community structure adaptation to cyclical 
disturbances. Furthermore, a contrasting response to organic nutrient was observed between 
bacterial and archaeal assemblages at the two sites which may suggest different functional roles in 
response to nutrient input. There were also important differences observed in community response 
when samples from either site were incubated under atmospheric and in situ pressures. The identity 
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of the organisms which dominated M5 (high chlorophyll site) incubations at atmospheric pressure 
indicated that they may have been surface-derived. Their absence from pressure incubations would 
suggest that these species were disadvantaged in situ and were therefore not major contributors to 
deep-sea ecosystem functions. Changes in diversity and abundance associated with incubation of 
unsupplemented sea water under pressure would indicate the loss of obligate barophiles as a result 
of decompression during sampling. 

Findings presented here and elsewhere [7,9] supports the tenet that studies which involve 
growing deep-sea microorganisms to examine community responses to perturbations should be 
carried out under conditions of in situ pressure. It is hoped that this study should stimulate further 
research into this area, particularly the effects of pressure on microbial community structure and 
the differences in community structure dynamics that arise as a result of conditioning. Future 
studies need to address the issue of sample depressurisation in order for results to be meaningful. 
Tamburini and co-authors [9] have recently reviewed prokaryotic responses to hydrostatic pressure 
in the ocean and placed some emphasis on the importance for the development of pressure 
retaining sampling systems. These will finally enable us to determine the role played by obligate 
barophiles in the deep ocean. 
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Polar Microalgae: New Approaches towards Understanding 
Adaptations to an Extreme and Changing Environment 

Barbara R. Lyon and Thomas Mock 

Abstract: Polar Regions are unique and highly prolific ecosystems characterized by extreme 
environmental gradients. Photosynthetic autotrophs, the base of the food web, have had to adapt 
physiological mechanisms to maintain growth, reproduction and metabolic activity despite 
environmental conditions that would shut-down cellular processes in most organisms. High 
latitudes are characterized by temperatures below the freezing point, complete darkness in winter 
and continuous light and high UV in the summer. Additionally, sea-ice, an ecological niche 
exploited by microbes during the long winter seasons when the ocean and land freezes over, is 
characterized by large salinity fluctuations, limited gas exchange, and highly oxic conditions. The 
last decade has been an exciting period of insights into the molecular mechanisms behind 
adaptation of microalgae to the cryosphere facilitated by the advancement of new scientific tools, 
particularly “omics” techniques. We review recent insights derived from genomics, transcriptomics, 
and proteomics studies. Genes, proteins and pathways identified from these highly adaptable polar 
microbes have far-reaching biotechnological applications. Furthermore, they may provide insights 
into life outside this planet, as well as glimpses into the past. High latitude regions also have 
disproportionately large inputs into global biogeochemical cycles and are the region most sensitive 
to climate change. 

Reprinted from Biology. Cite as: Lyon, B.R.; Mock, T. Polar Microalgae: New Approaches towards 
Understanding Adaptations to an Extreme and Changing Environment. Biology 2014, 3, 56-80. 

1. Introduction 

Low-temperature environments represent probably the largest untouched biological resource on 
our planet because the largest proportion of the Earth’s biomass exists in low temperate 
environments, largely marine. Polar microalgae, which form the base of a largely bottom-up 
controlled polar food web [1] have successfully adapted to the extreme and oscillating polar 
environmental gradients. In addition to freezing temperatures, these cold environments coincide 
with a host of other environmental challenges including solar, osmotic, oxidative and nutrient stress 
which have been well described in previous reviews [2–4]. The ephemeral nature of one of polar 
microalgae’s major niches, sea-ice, makes it one of the most dynamic of the extreme environments 
on earth. The semi-enclosed sea-ice habitat harbours a very diverse community of organisms 
interacting on a very small scale, continually acclimating and adapting to strong and oscillating 
environmental conditions [5]. This promotes fast evolution through horizontal exchange and 
recombination of genetic material. Thus, these organisms represent a resource for identification of 
new species, new physiological mechanisms of adaptation and new genes. However, global 
warming due to increased atmospheric carbon dioxide concentrations has begun to seriously 
threaten the coldest environments on our planet, polar ecosystems. This could mean a loss of a vast 
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pool of genetic diversity yet to be uncovered. And only through advances in our understanding of 
molecular mechanisms driving metabolism and community structure of polar microalgae will 
scientists be able to better estimate the current and future biogeochemical inputs and niche 
adaptability of polar microalgae.  

The focus of this review is to describe the physiological mechanisms involved in microalgae 
adaptations to cryospheric conditions, emphasizing insights “omics” techniques have recently 
provided. The later section, “Using systems biology to understand a changing world,” highlights 
gaps in knowledge and suggested priorities for future research with particular emphasis on “omics” 
applications. We also refer readers to previous reviews that have given insights into microalgae 
adaptations to polar environments, including several which have gone into great detail on sea-ice 
structure, biodiversity, primary production and niche adaptation [5–7], and those that have  
focused on polar lake microalgae [8,9] and cyanobacteria [10,11], as well as reviews of polar 
macroalgae [12] and bacteria [13–17]. There have also been very informative reviews of the 
metabolic and biogeochemical insights derived from the first two temperate microalgae genomes 
sequenced [18,19]. More general reviews of metagenomic [20], proteomic [21], and  
metabolomic [22] environmental applications are also available.  

2. Polar Significance 

Polar regions are unique, prolific ecosystems despite their inhospitable appearance [23]. The 
Antarctic continent covers an area of 14 million km2 and amidst the world’s largest desert are 
numerous perennial frozen lakes. It is surrounded by the Southern Ocean, a high nutrient low 
chlorophyll (HNLC) region, which is covered by seasonal sea-ice that can extend up to 20 million 
km2, covering ~40% of the Southern Ocean during austral winters [24]. Southern polar glaciation 
arose ~40 million years ago coinciding with the separation of the Antarctic and South American 
continents and formation of the Antarctic Circumpolar Current [25]. In the northern hemisphere, 
regions of North America, Europe and Asia continents all lie within the Arctic Circle (66°33'N) 
and surround a shallow Arctic basin covered by up to 16 million km2 of perennial and seasonal  
sea-ice [26]. However, the most recent northern glaciation event did not occur until  
~3.5 million years ago, making this a much younger cryospheric region [25]. 

Together, these polar regions account for a large proportion of the Earth’s surface area and have 
great impacts on global biogeochemical cycles. Due to increased CO2 solubility at low water 
temperatures, deep water formation in the Southern Ocean sequesters large amounts of carbon  
(i.e., 30% of global uptake despite accounting for only 10% of the surface area;  (i.e., 30% of 
global uptake despite accounting for only 10% of the surface area; [27]). High river inputs and the 
largely refractory nature of the terrestrial dissolved organic matter entering the Arctic basin also 
leads to large CO2 sequestration [28]. However, warming Arctic temperatures are mobilizing 
frozen methane deposits, a greenhouse gas that can further exacerbate climate warming [29]. Polar 
regions have also been shown to produce large biogenic sulfur fluxes to the atmosphere through the 
breakdown of the phytoplankton metabolite dimethylsulfoniopropionate (DMSP) to dimethylsulfide 
(DMS), a volatile gas [30]. Oxidized sulfate particles from DMS, in turn, help seed clouds which 
mitigate climate warming [31]. The qualitative and quantitative inputs polar ecosystems have on 
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the various biogeochemical cycles and food webs are largely dependent on the microbial 
populations that control primary production and remineralization processes. While perennial 
permafrost severely limits terrestrial photoautotrophs, algae and cyanobacteria have successfully 
adapted to polar marine and/or fresh water niches. They form the base of these productive food 
webs, converting light energy and nutrients into chemical energy despite a physiologically 
challenging environment. 

3. Microalgal Mechanisms to Thrive 

3.1. Membrane Fluidity 

Cell membranes control transport of nutrients and metabolic waste products in and out of the 
cells and are integral to the electron transport chains of cellular metabolism. Therefore, maintaining 
their fluidity under freezing temperatures is of utmost importance. Increases in unsaturated  
bonds promote a looser packing of lipids and decreased temperature of solidification. Increased 
concentrations of polyunsaturated fatty acids (PUFAs) is one of the most well-documented cold 
tolerance mechanisms and has been shown in polar diatoms [32], dinoflagellates [33], and 
chlorophytes [34–36]. Polar microalgae not only increase PUFA concentrations in cell membrane 
phospholipids, but perhaps more importantly, in the galactolipids integral to the chloroplast 
membrane [37–40]. The recent publication of the genome of a psychrotolerant green algae, 
Coccomyxa subellipsoidea, found amongst the most enriched gene families FA synthases, 
elongases, lipases, and desaturases [41], highlighting the importance of lipid metabolism under 
polar conditions. Desaturase enzymes are responsible for inserting double bonds into FAs at 
specific carbon locations and differential regulation of desaturases indicates locations of double 
bonds are tightly controlled [42,43]. Upregulation in response to salt stress indicates they are also 
likely involved in more than just temperature acclimation [44,45]. Unlike bacterial desaturases, de 
novo PUFA synthesis by eukaryotic desaturases can function independent of growth, which is 
important for rapid acclimation [9]. However, the sensory and signal pathways involved in PUFA 
synthesis remain to be elucidated in eukaryotic phytoplankton. 

3.2. Enzyme Kinetics 

Microbes are poikilothermic (i.e., they are in thermal equilibrium with their surrounding 
environment). Thus, bioenergetic demands of the cell must overcome the inhibiting effects of a low 
kinetic environment, most notably the freezing of molecules and decreased rates of catalysis. 
Recently, thanks to the sequencing of >30 prokaryotic genomes, specific protein structural changes 
promoting cryospheric enzyme flexibility were identified and statistically validated [14]. They 
include amino acid substitutions which decrease hydrophobic interactions, H-bonds and  
salt-bridges, particularly around the active site, which in turn can increase reaction rates by 
requiring less energy than induced fit mechanisms. A detailed review of enzymes kinetics in polar 
prokaryotes is given by Gerday and colleagues in this issue [15]. While the availability of only two 
polar microalgae genomes does not enable statistical investigations into amino acid substitutions, 
physiological and molecular techniques have shown the temperature hardiness of polar microalgae 
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metabolic enzymes utilizes various mechanisms depending on the enzyme. For example, studies of 
ice diatoms found enzymes involved in nitrate, ammonium and carbon uptake have optimal 
temperature ranges at near freezing temperatures, while other metabolic enzymes such as nitrate 
reductase (NR) have more moderate optimal temperatures but less sensitivity to temperature 
changes [46]. Comparisons between psychrophilic and mesophilic chlorophytes also showed shifts 
to higher and more stable activity of psychrophilic metabolic enzymes at low temperatures [47,48]. 
Interestingly, NR from a psychrophilic chlorophyte was capable of utilizing both NADPH and 
NADH as energetic reductants, whereas the mesophilic chlorophyte could only use NADH [47]. 
Thus, in response to polar conditions which can reduce metabolic production of energy units, 
enzymes from polar microalgae seem to have evolved to be more flexible in their energy source. 
This is supported by the fact that measurements of NR:NADH activity showed maximal activities 
at higher temperatures than in vivo assays; Ferrara and colleagues [49] suggest this can be explained 
by the in vivo presence of enzymes such as glucose 6-phosphate dehydrogenase whose synthesize 
of NADPH improves other enzymes (i.e., NR) cold activity. Another example of polar microalgae 
kinetic adaptations was the elevation of pyrophosphate-dependent phospho-fructo-kinase detected 
in the polar diatom Fragilariopsis cylindrus during salinity acclimation [50]. This ATP-independent 
form of an important glycolysis enzyme saves chemical energy units for other processes, such as 
osmolyte synthesis. A gene encoding a rhodopsin has also been found in F. cylindrus which has 
been suggested to serve as a trace-metal independent method for additional ATP synthesis [51,52]. 
Surprisingly, ribulose-1,6-bisphosphate carboxylase (RUBISCO), which is fundamental to 
phototrophic carbon fixation, shows an opposite trend of greater decreases in activity under cold 
temperatures when psychrophilic chlorophytes where compared to their temperate counterparts [53]. 
However, the cellular concentrations of RUBISCO enzymes in the polar species were twice that 
found in temperate algae [53]. A similar mechanism was observed in molecular studies in 
Chlamydomonas subcaudata which showed increased concentrations of ATP synthase proteins 
within the chloroplast [54]. Elevations in this enzyme’s abundance may partly explain the ability 
for psychrophiles, but not mesophiles, to increase ATP production following cold-shock [55]. Most 
recently ribosomal proteins have also been found to be significantly increased at colder 
temperatures, presumable to maintain adequate translation within a low kinetics environment [56]. 

3.3. Compatible Solutes and Cryoprotectants 

Cellular compatible solutes, typically associated with their role in salinity acclimation, also 
serve as freeze protection molecules and contribute to the high in vivo enzyme activities within 
psychrophilic organisms. These compounds reduce the intracellular freezing point and help 
maintain enzyme hydration spheres to stabilize catalytic activity [57]. There is a wide array of 
compatible solutes including: sugars, polyols, amino acids and their derivatives such as betaine and 
DMSP. The amino acid proline is an abundant compatible solute in many cryophilic microalgae, 
including the model ice diatom F. cylindrus. Genes for proline synthesis were strongly represented 
in F. cylindrus cold and salt stress EST libraries [58]. Proteomics studies further validated the 
importance of proline synthesis within this ice diatom with seven of the 36 proteins that increased 
in relative abundance in response to high salinity involved in the amino acid synthesis pathway of 
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proline ([50]; Figure 1). Two isoforms of a homologue to the bacterial/archaeal glycine betaine 
methyltransferase protein were also elevated. This is an alternate enzyme for synthesis of the 
compatible solute betaine that, in contrast to the more typical eukaryotic choline oxidase pathway, 
produces large betaine concentrations without damaging H2O2 as a by-product [59]. High 
concentrations of DMSP, a compatible solute with important feedbacks in climate and 
biogeochemical cycles, are found in ice-diatom communities [60] in contrast to typically low levels 
in temperate diatoms [61]. This compound has been shown to stabilize enzymes against cold-
induced denaturation [62]. Proteomics following the salinity shift of F. cylindrus identified 
candidate genes for all four steps of the proposed synthesis pathway (from previous radiolabeling 
metabolite studies by [63]) demonstrating the utility of this “omics” technique to identify candidate 
enzymes for poorly characterized metabolic pathways [50]. 

Figure 1. Functional groups for elevated (A) and reduced (B) proteins in F. cylindrus 
following a shift to high salinity. This is an example of the major functional groups 
associated with polar algae acclimation processes. Note that most proteins resolved on 
2DE gels had predicted functions in contrast to the much larger percentage of unknown 
proteins in genomic and transcriptomic datasets, most likely due to gel bias towards 
highly abundant metabolic proteins. 

 

Late embryogenesis abundant (LEA) proteins are also considered multi-faceted cryoprotectants 
believed to work through hydrogen-bond stabilizing effects on enzymes [64]. LEA genes were 
found to be highly expressed in clone libraries from the polar chlorophyte Chlorella vulgaris 
(which was recently reclassified as C. subellipsoidea) and associated with cold-hardiness [65]. 
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Additional novel LEA proteins were later isolated from this species by suppression subtractive 
hybridization and shown to protect lactate dehydrogenase activity from freeze inactivation [66]. 

A category of “cold-shock response” proteins has also been identified and is present across all 
taxa, from microbes to mammals [14]. These encompass a family of highly conserved small 
molecular weight proteins which bind to cold shock domains of single-stranded nucleic acids, as 
well as a number of RNA helicases. Cold-shock proteins are highly abundant in F. cylindrus  
two-dimensional protein gels (equivalent intensity to the highly abundant light harvesting complex 
proteins) and were significantly elevated following shifts from 4 °C to 0 °C  [67]. Furthermore, six 
DNA/RNA helicases were identified within the F. cylindrus cold stress EST library [68]. It is 
believed that they work together to promote replication, transcription and translation under low 
temperature conditions by minimizing cold denaturation which otherwise forms kinks, coils and 
secondary structures that impede such processes. 

3.4. Extracellular Compounds 

Under freezing conditions it is also important for phytoplankton to maintain an aqueous external 
environment. To this end various extracellular modifiers are produced by microalgae within the ice 
such as ice-binding proteins (IBPs) which are excreted from the cells and inhibit ice growth and 
recrystallization and enhance brine retention through changes in ice channel structure [69]. IBPs 
were first identified in ice diatoms simultaneously in the salt shock EST library of F. cylindrus and 
through protein isolation and mass spectrometry from the ice-diatom Navicula glaciei [70]. The 
presence of these genes in all ice-algae tested to date (diatoms, prymnesiophytes, prasinophytes and 
chlorophytes), and complete absence from temperate species, suggests that IBPs play an important 
role in sea-ice adaptation [71]. Furthermore, phylogenetic analysis strongly suggests the genes were 
acquired through horizontal gene transfer (HGT) of bacterial IBPs [71,72]. Exopolymeric 
substances (EPS), composed of polysaccharides, amino acids, and proteins, are also highly 
abundant within the sea-ice [73]. Diatom EPS also helps retain salts, increase liquid brine fraction 
and thus create microhabitats within sea-ice [74]. Polysaccharide and cell wall metabolism gene 
families, which likely includes enzymes for synthesis of EPS and antifreeze glycoproteins, were 
enriched in the polar green algae C. subellipsoidea compared to temperate chlorophytes [41].  
The role of EPS in polar adaptation is nicely reviewed by Ewert and Deming [7] within this  
special issue. 

3.5. Light Acclimation 

Light availability is highly variable in the polar environment and polar microalgae must both 
avoid photodamage under periods of high light and adapt to low light levels. Ice-diatoms are well 
adapted to low light levels. High photosynthetic efficiencies enable them to reach saturated growth 
at 20 E m 2 s 1 and active photosynthesis has been observed at irradiances < 0.5 E m 2 s 1, 
0.01% of incident irradiance [75,76]. Physiological studies revealed steady-state F. cylindrus 
cultures growing at 2 E m 2 s 1 versus those grown at 15 E m 2 s 1 exhibited increases in 
specific chloroplast PUFAs that enhance the fluidity of the thylakoid membrane and thus the flow 
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of electrons, and this was associated with a near doubling of pigment concentrations and 50% 
reduction in carbohydrate concentration [38]. Fucoxanthin-chlorophyll binding proteins (FCPs), 
complex families of proteins that appear to have different specializations (e.g., light harvesting 
versus dissipation of excess energy), were the most redundant genes identified in F. cylindrus and 
C. neogracile EST libraries [68,77] but it has yet to be tested whether elevated FCP concentrations 
are also part of the high shade adaptability of polar diatoms. However, it appears that in ice diatoms 
a dense packaging of pigments and their binding proteins in conjunction with enhanced thylakoid 
fluidity enable high photosynthetic efficiencies at very low light, while carbohydrate utilization and 
alternate energy sources help offset any energetic deficiencies. The chlorophyte Chlamydomonas 
raudensis, which dominates the highly saline bottom layers of permanently ice-covered Antarctic 
lakes, is also highly shade adapted, but utilizes quite unique mechanisms (reviewed in [9]). It has 
lost many conserved short-term and long-term photoacclimation mechanisms such as non-
photochemical quenching (NPQ), light harvesting complex state transitions between PSI and PSII, 
and alterations in pigment concentrations. Instead, C. raudensis has an extremely high PSII to PSI 
stoichiometry to maximize harvesting of low levels of blue light. Furthermore, in response to 
increased irradiance (up to 10-fold higher than natural conditions) C. raudensis increases growth 
rates to dissipate increased energy rather than exhibiting photoinhibition. In contrast, the 
chlorophyte species (Chlorella BI) isolated from an Antarctic pond, with higher and more 
fluctuating light levels, has maintained its ability for state transitions to balance PSI and PSII light 
absorption and thus maintain optimal photosynthetic activity under changing light conditions [78]. 

Despite their adaption to low light levels, ice diatoms are still capable of acclimating to high 
light (>350 E m 2 s 1) at temperatures down to 5 °C [79]. Like diatoms from other habitats, they 
utilize NPQ mechanisms, such as the diatoxanthin - diadinoxanthin xanthophyll cycle, to dissipate 
excess energy and prevent photoinhibition and cellular damage [80]. Xanthophyll cycle pigments 
can bind to the LHCx family of FCPs associated with the dissipation of excess energy [81]. The 
genome of F. cylindrus revealed a large expansion in the LHCx gene family compared to the two 
sequenced temperate diatom species [82]. Microarray studies with the polar diatom Chaetoceros 
neogracile found shifts from 20 to 600 E m 2 s 1 resulted in significant elevations in LHCx 
proteins and antioxidant proteins, while those associated with light harvesting were significantly 
reduced [83]. The fact that growth rate was only 20-35% reduced over a 10 day period at this very 
high light level illustrates the photoacclimation capabilities of this species. Interestingly, work from 
various labs has shown low temperatures to elicit photoacclimation responses similar to high light, 
such as increased NPQ, PSII proteins, and photoprotective pigments [35,79,84]. Presumably these 
changes were a result of increased excitation pressures caused by low temperatures (i.e., decreased 
enzyme kinetics inhibits efficiency of metabolic electron sinks leading to a build-up of reduced 
plastoquinone). The redox status of the plastoquinone pool in turn triggers phosphorylation 
cascades which initiate photoacclimation mechanisms [81,85]. Salinity shifts can also elicit 
photoacclimation mechanisms in polar chlorophytes and diatoms [67,86], again likely through the 
common mechanism of changes in excitation pressures. Thus, multiple environmental pressures 
require robust photoacclimation mechanisms for microalgae to thrive within the cryosphere. 
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3.6. Antioxidants 

Photosynthesis creates an oxic environment intracellularly that can be exacerbated by reactive 
oxygen species (ROS) formation caused by low temperature and other stress induced metabolic 
imbalances. This is further magnified by the increased solubility of oxygen at low temperatures and 
restricted diffusion within sea-ice and permanently ice-covered lakes leading to hyperoxic 
extracellular environments. Thus, robust antioxidant systems are important for polar microalgae to 
cope with ROS. Polar diatoms [87], chlorophytes [88] and dinoflagellates [89] are resistant to UV 
damage, indicating highly effective antioxidant systems. High catalase activity in the sea-ice 
diatom Entomoneis kufferathii following exposure to high light and low temperatures [90] is one of 
many antioxidant systems that can help protect cells from oxidative damage. Studies with the polar 
diatom Chaetoceros brevis showed elevated levels in superoxide dismutase activity, in addition to 
xanthophyll cycling, also to be important for dissipating ROS brought on by irradiance shifts [91]. 
A survey of antioxidant systems showed polar algae also utilize ascorbate peroxidase and 
glutathione reductase as antioxidant systems; however, the activity levels following light stress did 
not show a clear geographic trend between polar and temperate species but rather indicated species 
specific responses that could be due to differences in photoacclimation capabilities and utilization 
of alternate antioxidant systems [92]. In fact a microarray study with the polar diatom Chaetoceros 
neogracile found amongst thermal stress response genes (following shift from 4 °C to 10 °C)  
a spectrum of antioxidant enzymes, including monoascorbate reductase, glutaredoxin, glutathione 
peroxidase, glutathione S-transferase (GST), and alternative oxidase, illustrating the diverse suite 
of ROS defense enzymes this psychrophile can utilize to mitigate oxidative damage [93]. Various 
compatible solutes such as proline and DMSP also have secondary benefits as antioxidants [94,95] 
and their high concentrations in polar microalgae likely contribute to protection from oxidative 
damage. Furthermore, symbiotic relationships between ice-diatom and epiphytic bacteria who 
scavenge ROS have been described [96]. 

Given the importance of PUFAs to cryoprotection and their sensitivity to oxidation, protection 
against ROS damage to these lipids is of utmost importance. GST conjugates reduced glutathione 
to electrophilic centers, particularly abundant within PUFAs, and protects them from more 
damaging oxidation such as lipid peroxidation and other reactions with H2O2. In addition to the 
GST transcript elevations in response to elevated temperatures mentioned above, proteomics 
studies have found significantly elevated GST protein levels to be involved in low temperature 
acclimation of the sea-ice chlorophyte, Chlamydomonas sp. [97] and high salinity acclimation of 
the polar diatom, F. cylindrus [50], further emphasizing its importance in environmental stress 
tolerance across diverse taxa of polar microalgae. Another important enzyme for protecting cellular 
proteins from oxidative damage is methionine sulfoxide reductase (Msr) which reduces methionine 
residues that become oxidized by ROS. MsrB has been shown to be a cold response protein in the 
Arabidopsis plant and knock-down mutants show decreased cold tolerance in the form of increased 
methionine oxidation, H2O2 formation, and electrolyte leakage [98]. Fourteen Msr homologues are 
present in the F. cylindrus genome (versus seven and ten in the temperate diatom genomes of 
Thalassiosira pseudonana and Phaeodactylum tricornutum, respectively) supporting an important 
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role for Msr enzymes in cold and oxidative stress acclimation of polar microalgae. Comparisons 
between the genome of the psychrotolerant chlorophyte C. subellipsoidea and its temperate 
counterpart found enrichment in the polar species of a family of short-chain 
dehydrogenase/reductase enzymes whose substrates vary from alcohols, sugars, and steroids to 
xenobiotics [41]. Most proteins in this family have oxidoreductase activity and enrichment could 
indicate an important role in maintaining a balanced cellular redox state under polar conditions, 
perhaps complementary to aldehyde dehydrogenases mitigation of chemically reactive oxidized 
lipid aldehydes that can accumulate when environmental stress perturbs metabolic balance as 
shown in plants [99]. Interestingly, an aldehyde dehydrogenase protein was found to be 
significantly elevated in F. cylindrus during high salinity acclimation at 0 °C [50]. While there is 
still much work to be done to understand more thoroughly the molecular mechanisms enabling 
oxidative stress tolerance in polar microalgae, studies thus far indicate a diverse suite of 
mechanisms to prevent and mitigate ROS damage. 

3.7. Dark Adaptation 

Survival through winter’s extended periods of darkness is key to photoautotrophic success in  
polar regions. Dark adaptation is also important in controlling microalgae seasonal and spatial 
distributions [100]. Incubation experiments found temperate diatoms to survive 21–35 days of 
darkness [100], while Antarctic species survived 4-9 month periods in the dark [101]. However, 
little is known of physiological mechanisms behind polar overwintering as logistics severely limits 
austral winter field studies. It is known that carbohydrate storage molecules such as glucan in 
diatoms and starch in chlorophytes are accumulated within polar algae and utilized during periods 
of darkness [9,102]. Furthermore, polar microalgae can also uptake dissolved organic material such 
as sugars and starches for energetic breakdown [103]. A recent study of polar pelagic algae also 
described a high plasticity in regards to inorganic carbon uptake in Southern Ocean  
phytoplankton [104]. Comparison of the recent polar chlorophyte genome C. subellipsoidea to its 
temperate counterparts showed gene enrichment in amino acid transporters and permeases which 
would promote enhanced uptake of organic nutrient sources [41]. Additionally, a number of 
carbohydrate metabolism gene families were present in C. subellipsoidea that did not have 
homologs in temperate chlorophyte species but instead appeared to have HGT origins. In diatoms, 
the presence of the urea cycle has been proposed as a means for recovering carbon and nitrogen 
depleted during photorespiration [18], while the FA -oxidation pathway means lipids can be used 
as metabolic intermediates and for ATP synthesis [105]. This metabolic flexibility being revealed 
through diatom genomes is likely fundamental to their ability to thrive within the extreme and 
highly-variable environmental conditions which characterize polar regions. 

Ice-algae cells can go into a winter resting stage during which time minimal changes in carbon 
and chlorophyll concentrations occur [106]. Low temperature shift in F. cylindrus (5 °C to 1.8 °C) 
were associated with reductions in photosynthesis and carbon fixation genes, and this was 
hypothesized to indicate a preparation towards a winter resting stage cued by decreasing 
temperatures [107]. Xanthonema, a class of heterokont snow algae, has been shown to disassemble 
PSII but keep LHC proteins intact in response to extended dark adaptation [108]. Thus, it appears 
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they maintain thylakoid structural proteins primed to quickly reassembly PS in order to utilize the 
first short periods of irradiance in austral spring. Extended dark adaption studies in the chlorophyte 
Koliella antarctica showed similar PS changes, but also detected hallmarks of programmed cell 
death (PCD) in a subpopulation of cells [109]. However, return of cultures to low light after 60 
days of darkness showed rapid recovery of growth and photosynthesis, clearly demonstrating 
viability of cells that did not undergo PCD and raising the question of PCD as an adaptive benefit 
to unicellular communities. There is still much debate to whether shifts to heterotrophic 
metabolism also play a role in adaption to extended periods of darkness. Transformation of  
P. tricornutum with a single gene, a glucose transporter, enabled this diatom to switch from 
photoautotrophic to heterotrophic growth [110], illustrating the ease for such a shift to occur given 
the high degree of HGT believed to occur within the sea-ice environment. Indeed, the chlorophyte 
Chlorella BI is capable of switching between autotrophic growth and heterotrophic growth, with 
highest growth rates achieved during mixotrophic growth in light with a glucose carbon  
source [78]. Many dinoflagellate species are also capable of heterotrophic growth, and shifts to 
mixotrophic sea-ice communities have been detected from late winter ice cores [111]. However, 
more research is needed to understand metabolic shifts occurring within species and through 
changes in community composition during seasonal periods of extended darkness.  

4. Using Systems Biology to Understand a Changing World 

Improving our understanding of the molecular mechanisms behind environmental acclimation 
and adaptation processes is key to predicting ecological and biogeochemical inputs of polar 
primary producers (Figure 2). Our molecular tool box has greatly advanced over the past couple 
decades, and the next hurdle is linking this knowledge to processes on the global scale with ever 
increasing resolution. While some mechanisms may be unique to polar environments, many are 
likely utilized in other environments to overcome similar bioenergetic pressures that may arise 
from common or quite distinct stressors. Temperature, light, nutrients, allelopathic and 
anthropogenic compounds, and chemical-physical processes (e.g., stratification, oxygen minimum 
zones, carbonate saturation depth) collectively control temporal and spatial taxonomic distributions 
depending on the biological potential of organisms (i.e., genetic adaptability). Different 
evolutionary histories (e.g., endosymbiotic events, HGT, gene loss/expansion during niche 
specialization) provide different suites of genes which result in metabolic diversity. Differences in 
metabolism between species, in turn, ultimately result in different impacts on biogeochemical 
cycles. A systems biology approach to understand the complex genomic, transcriptomic, 
proteomic, and metabolomic interactions is required if we are to achieve a holistic understanding of 
feedbacks between organisms and their environment and eventually develop mathematical models 
capable of representing past, current, and predicting future biological inputs on various ecosystem 
parameters, such as climate, biodiversity, and nutrient availability (Figure 2). Measuring the effects 
of various environmental variables, individually and in combinations, on the vast array of 
phytoplankton is a laborious and logistically difficult matrix of experiments. Alternatively, 
environmental “omic” approaches reveals the importance of genes in the natural environment and 
can be correlated with environmental metadata to tease out significant relationships and important 
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drivers of biodiversity, gene expression, and biogeochemical inputs. But in order to move beyond 
the current low resolution, broad taxonomic group models there are some important gaps 
(highlighted in the following paragraphs) that must be addressed, particularly with regard to polar 
primary producers due to their significance in global biogeochemical processes and the sensitivity 
of this region to climate change. 

Figure 2. An array of advanced, high-throughput molecular techniques is enabling a 
global effort to link environmental parameters to biological distributions, physiological 
capabilities, protein expression, metabolic functions, and biogeochemical cycles. The 
ultimate goal is the ability to make high resolution predictions of biogeochemical  
and ecosystem inputs under current and future climates. The light blue bubbles 
represent areas to focus future research to improve our understanding and modeling 
efforts. OMZ–oxygen minimum zone, PTM – post-translational modification,  
TF–transcription factor. 

 

Polar microalgae genomes provide valuable information on their genetic repertoire, as well as 
promoter and intergenic regions whose diverse roles in gene regulation we are still just beginning 
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to understand. Polar microalgae genomes also can provide novel proteins and pathways for 
biotechnological applications and insights into cryosphere bioenergetics that may even help us 
understand possibilities for life outside of this planet [112]. The F. cylindrus genome was the first 
psychrophilic microalgae genome to become publicly available  [113] and insights from its 
annotation should be published in the near future. Recently the genome of a psychrotolerant green 
algae, C. subellipsoidea, was published [41]. Sequencing of a dominant polar haptophyte, P. antarctica, 
has also been started by the U.S. Department of Energy Joint Genome Institute in 2010 and likely 
will become public in 2014 (Arrigo, personal communication). Thanks to the rapid advancement of 
sequencing and annotation techniques, genome sequencing costs and time has been greatly reduced 
and the number of sequencing facilities has increased substantially. Thus science is now capable of 
an important next step to understanding polar microalgae physiology and global biogeochemical 
inputs: expand reference genomes and/or transcriptomes to include multiple species from various 
taxa representing different niche specialists, and importantly environmental isolates rather than 
clones that have been cultured for decades in the laboratory. Comparisons between ecotypes of the 
same species (i.e., cosmopolitan species like C. neogracile and C. raudensis with polar and warm 
water strains) will also be incredibly valuable to understanding genes fundamental to cryospheric 
life. To help fill this gap The Gordon and Betty Moore Foundation has undertaken the Marine 
Microbial Eukaryote Transcriptome Sequencing Project  [114] to sequence the transcriptomes of 
750 samples from a diverse range of habitats, including many more polar species. This will enable 
us to better understand competitive advantages between species and ecotypes and differences in 
their metabolic potentials. Importantly, it will also substantially increase our database of reference 
genomes for identifying the taxonomic source of environmental metatranscriptome and 
metaproteome sequences and prevent misassignment due to limited reference libraries. 
Furthermore, a new technique of single-cell sequencing can now be used to provide genetic 
information on non-cultured environmental samples and detect differences and interactions at the 
individual cell level [115]. 

Determining which species are present and contributing to biogeochemical fluxes is not a simple 
task. Since traditional microscopy methods are laborious, molecular techniques have been gaining 
prominence. Hypervariable regions of the eukaryotic 18s small subunit ribosomal RNA (rRNA) 
sequence have been used to define eukaryotic phytoplankton taxonomic units at the level of species 
supergroups (i.e., division or family level) and this has greatly expanded our appreciation of polar 
microalgae diversity, particularly with regards to the more fragile single-celled organisms [116,117]. 
Using 18s rRNA Charvet and colleagues [118] found the diversity of Antarctic lake flagellates was 
significantly underestimated by traditional microscopy and HPLC pigment methods. Similarly, 18s 
rRNA studies of Antarctic sea-ice communities under different irradiance regimes identified a very 
diverse eukaryotic community and identified three seasonal stages in community structure: mixed, 
dinoflagellate-dominated, and diatom-dominated [119]. However, it is important to note that 18s 
rRNA methods have their own biases towards particular species depending on the primer pairs  
used [120]. Furthermore, 18s rRNA copy number varies substantially between species [121]. And 
many 18s rRNA environmental sequences cannot be assigned to known taxa, as evidenced by 
preliminary analysis of the recent TARA expedition which could not assign 31% of 18s rRNA v9 
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sequences to known supergroups [122]. So while molecular taxonomic techniques increase 
sensitivity to species richness and provide a high-throughput means for gathering phenotypic 
information to link with metatranscriptome and metaproteome data, to apply 18s rRNA 
metagenomic techniques beyond a presence/absence assessment will require a greatly expanded 
reference database and increased efforts to quantify and normalize inherent sequencing biases. 
Furthermore, to truly improve our understanding of who is where and doing what will require the 
development of molecular markers able to define microalgae taxa with ever increasing specificity, 
eventually at the species and ecotype level. 

Genes of unknown function made up six of the 10 most abundant genes in the F. cylindrus EST 
libraries [68] and 45% of the 1700 unique ESTs in C. neogracile [77]. While genes of unknown 
function are a common feature of all genomes, there are great possibilities for metabolic ingenuity 
and novel functions amongst these genes in polar microalgae. Environmental expression and 
functional characterization studies will be key to understanding their effect on an organisms 
biological potential and biogeochemical feedbacks (Figure 2). Even the assignment of genes to 
putative functions (i.e., aldehyde dehydrogenase mentioned earlier) are usually only based on 
sequence similarity and conserved domains that place them in broad enzyme classes with a diverse 
array of cellular functions, which in a eukaryotic cell are also dependent on subcellular localization. 
This is further compounded by redundant enzymes and paralogs within a genome. Thus, while 
comparative “omics” using natural and laboratory controlled conditions provides candidate genes for 
important and novel regulatory and metabolic processes, a true understanding of function and activity 
will require protein characterization studies using over-expression and silencing transformations 
within appropriate host organisms. Such work is easy and well-established in bacterial systems, but 
these hosts lack eukaryotic organelles, chaperones, post-translational systems and the upstream and 
downstream signaling networks native to that gene. Gene overexpression and silencing techniques 
have been developed in temperate diatom species P. tricornutum and T. pseudonana [110,123,124]. 
However, the establishment of methods to transform polar diatoms and other phytoplankton taxa 
would greatly enhance our ability to functionally characterize novel polar genes. New techniques 
such as viral promoters and transcription activator-like effector nucleases are promising approaches 
to expand this technology into polar microalgae host models. 

Various cell organelles and metabolic systems are involved in polar acclimation processes and 
interact through a complex network of sensory, signaling, and regulatory mechanisms. 
Understanding and predicting biogeochemical feedbacks requires untangling and ultimately 
quantifying this collection of synergistic and antagonistic intracellular interactions. In contrast to 
the large proportion of putative genes with unknown functions found in F. cylindrus transcript 
studies, only three of the 56 proteins identified in an F. cylindrus proteomics study were of 
unknown function (Figure 1; [50]). Protein gels are biased towards highly abundant and soluble 
proteins. Perhaps these strongly differentially-regulated gene transcripts of unknown function code 
for unique signaling and transcription factor proteins which do not need to be expressed at the same 
concentrations as metabolic enzymes to have immense physiological effects, hence their limited 
presence in differentially expressed 2D gel proteins. A high priority for understanding gene 
expression on a systems biology level must be deciphering gene networks, transcription factors and 
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promoter binding regions, sensory/signaling pathways and post-translation regulation. Such studies 
have been applied to plants and cyanobacteria but are still in their infancy within temperate 
microalgae and have yet to be applied to polar counterparts. 

The ability of polar microalgae to acclimate to a wide range of environmental gradients and their 
broader range in photosynthetic and metabolic responses compared to temperate counterparts [125] 
has led to the conclusion that they possess a high degree of phenotypic plasticity. Phenotypic 
plasticity is like a “cellular memory” that responds to environment and may be selected for in 
environments with multiple stressors and steep or rapidly changing gradients [19,126]. Epigenetic 
modifications, such as cytosine methylations and histone modifications can serve as “soft” 
heritable changes which effect transcription. Recently, a high level of methylation of transposable 
elements (TEs) and a subset of genes which tended to be involved in important metabolic activities 
of nutrient resource management were identified in the “methylome” of the diatom  
P. tricornutum [127]. Environmental cues, such as nitrate limitation, decreased methylation of 
specific genes and triggered an increase in transcript levels. On the other hand, TEs are mobile 
genetic units and activation by environmental stressors (likely through changes in methylation) can 
lead to genetic rearrangements, another mechanism facilitating evolution and environmental 
adaptation at a rapid rate [128]. Small non-coding (silencing) RNAs are another method for 
controlling phenotypic plasticity in plants and animals [129] and cDNA libraries generated from  
T. pseudonana small RNAs indicate that these are also likely important transcription and 
translation regulators in microalgae [130]. Clearly, there are still many gaps in our understanding of 
the molecular mechanisms behind the high level of phenotypic plasticity within polar microalgae 
which must be addressed if we are to begin quantifying environmental regulation of cellular 
feedbacks into biogeochemical processes. 

Microalgae community structure, genetic mobility, and nutrient availability are all regulated by 
bacteria and viruses [131] which are abundant in polar environments [132]. Recently a study from 
an Antarctic hypersaline lake described a virophage-virus-prasinophyte interaction whereby the 
virophage limited virus-induced mortality and increased phytoplankton blooms [133]. Viruses have 
also been shown to stimulate PCD pathways in phytoplankton [134]. On the other hand, bacteria-derived 
infochemicals may stimulate diatom EPS capsule formation [135] and species-specific interaction 
between a bacterium and diatom may enhance diatom growth, likely through a bacteria produced 
phytohormone [136]. Yet only a few of the potential bioactive secondary metabolites (aka allelopathic 
compounds or infochemicals) responsible for microbial intra/interspecies communication have 
been described so far. These include diatom derived aldehydes shown to trigger nitric oxide 
signalling and PCD in phytoplankton [137] and diatom derived oxylipins, formed from oxygenated 
PUFAs and shown to disrupt zooplankton reproduction and development [138]. Studies specific to 
polar microbial communities are still lacking. The role of intra/interspecies communication and 
predator-prey interactions in polar ecosystems, particularly in regard to viral and bacterial 
regulation of primary production, bioremineralization processes, community structure, and 
biogeochemical cycling, should be a high priority of future research. 

For some time now polar regions have shown an amplified sensitivity to climate change [139]. 
Increased temperatures and winds have increased sea-ice retreat, upper ocean freshening and 
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nutrient upwelling in the relatively shallow Arctic basin; this, in turn, has increased pelagic primary 
production but with a shift from nano to picoplankton populations [140]. Thinning sea-ice, 
allowing for increased light penetration, has also led to large under ice phytoplankton blooms in the 
Arctic [141]. In the Southern Ocean increased stratification, resulting in a shallower mixed layer 
with increased light, has been postulated to favor diatom growth, but at the same time decreases in 
upwelling also due to stratification have been predicted to more negatively impact large diatoms 
compared to small phytoplankton [142]. Meanwhile a region around the Antarctic Peninsula has 
seen overall summer phytoplankton abundance decrease by 12% over the past 30 years [143]. 
Warming temperatures may also alter adaptation to other polar conditions, such as darkness [144]. 

Microalgae play a key role in biogeochemical cycling. Species composition, abundance, cell 
size and life history all determine the drawdown of organic matter and C, N, and P are sequestered 
in different ratios depending on such factors [145]. Furthermore, changes in lipid composition and 
other metabolic shifts associated with adaptations of polar microalgae to altered niches [32,146] 
will have complex effects on food quality, community structure and biogeochemical processes [147]. 
Importantly, polar microalgae are key players in two major climate feedback loops that mitigate 
global warming trends: deep ocean carbon sequestration [27] and cloud condensation sulfate 
particles [148]. Changes in species composition and/or environmental variables significantly affect 
the fluxes within these feedback loops but to what extant is still largely uncertain. Clearly, the need 
to better understand feedbacks between climate, primary production, and biogeochemical loops in 
polar regions is paramount, yet models are ripe with uncertainties inherent in attempts to define 
function based on broad taxonomic classifications, such as nano versus picoplankton or diatom 
versus haptophyte [149]. “Omics” techniques continue to generate a wealth of data towards 
understanding acclimation potentials and metabolic fluxes, as well as elucidating niche separation 
and climate change adaptability. The next major hurdle will be advancing our ability to quantify 
and model different molecular/metabolic strategies to give a finer resolution on functional groups 
and biogeochemical fluxes, particularly in the face of new ecological pressures. This requires close 
collaborations between molecular biologists and modelers in order to develop a holistic approach 
based on genomic and biochemical data. Such an integrative systems ecology approach will provide 
mechanistic insights into how climate change will impact polar phytoplankton communities. 

5. Conclusions 

Only over the past decade have modern molecular genomic, transcriptomic, proteomic, and 
metabolomic tools been applied to polar microalgae. Although still in its infancy, great insights 
have already been made in regards to adaptation and acclimation mechanisms of polar microalgae 
using these new techniques. As we improve our understanding of polar bioenergetics, resource 
management, metabolic fluxes, and community composition, our ability to understand feedbacks of 
polar microalgae on global biogeochemical processes will become clearer. Furthermore, discovery 
of novel genes and pathways could have profound impacts on biotechnological applications. 
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The Distribution and Identity of Edaphic Fungi in the 
McMurdo Dry Valleys 

Lisa L. Dreesens, Charles K. Lee and S. Craig Cary 

Abstract: Contrary to earlier assumptions, molecular evidence has demonstrated the presence of 
diverse and localized soil bacterial communities in the McMurdo Dry Valleys of Antarctica. 
Meanwhile, it remains unclear whether fungal signals so far detected in Dry Valley soils using both 
culture-based and molecular techniques represent adapted and ecologically active biomass or spores 
transported by wind. Through a systematic and quantitative molecular survey, we identified 
significant heterogeneities in soil fungal communities across the Dry Valleys that robustly correlate 
with heterogeneities in soil physicochemical properties. Community fingerprinting analysis and 454 
pyrosequencing of the fungal ribosomal intergenic spacer region revealed different levels of 
heterogeneity in fungal diversity within individual Dry Valleys and a surprising abundance of 
Chytridiomycota species, whereas previous studies suggested that Dry Valley soils were dominated 
by Ascomycota and Basidiomycota. Critically, we identified significant differences in fungal 
community composition and structure of adjacent sites with no obvious barrier to aeolian transport 
between them. These findings suggest that edaphic fungi of the Antarctic Dry Valleys are adapted 
to local environments and represent an ecologically relevant (and possibly important) heterotrophic 
component of the ecosystem. 

Reprinted from Biology. Cite as: Dreesens, L.L.; Lee, C.K.; Cary, S.C. The Distribution and Identity 
of Edaphic Fungi in the McMurdo Dry Valleys. Biology 2014, 3, 466-483. 

1. Introduction 

Located between the Polar Plateau and Ross Sea in Southern Victoria Land, the McMurdo  
Dry Valleys (hereinafter the Dry Valleys) are the largest contiguous ice-free area on the Antarctic 
continent. Dry Valley soils are known as some of the oldest, coldest, driest, and most oligotrophic 
soils on Earth [1]; consequently, the Dry Valley ecosystem is characterized by a lack of nutrients [2], 
low precipitation levels and biologically available water [3–5], high levels of salinity [6–8], large 
temperature fluctuations [5,9,10], steep chemical and biological gradients [11], and high incidence 
of UV-solar radiation [12–14]. Early studies suggested that Dry Valley soils contained very little 
microbial biota [1], but recent molecular evidence has demonstrated the presence of diverse and 
heterogeneous bacterial communities potentially driven by steep physicochemical gradients [1,10,15–19]. 
In contrast, comparatively limited molecular evidence exists on the distribution and drivers of fungal 
communities in Dry Valley soils [20–23]. 

Fungal identification in Dry Valley soils by means of a combination of culturing and molecular 
tools (i.e., denaturing gradient gel electrophoresis and DNA sequencing) has detected primarily 
members of Dikarya (i.e., Ascomycota and Basidiomycota), including both filamentous and  
non-filamentous species [24–27]. A survey of Dry Valley sites including Mt Flemming, Allan 
Hills, New Harbor, and Ross Island revealed the dominant free-living fungal genera in Dry Valley 
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soils as Cadophora (Ascomycota), Cryptococcus (Basidiomycota), Geomyces (Ascomycota), and 
Cladosporium (Ascomycota) [22]. A study of cultivable fungi in Taylor Valley showed that 
filamentous fungi appeared to be associated with high soil pH and moisture, whereas yeasts and 
yeast-like fungi had wider distribution across habitats examined [23]. Basidiomycetous 
Cryptocococcus and Leucosporidium species were the most frequently isolated genera in a regional 
survey of yeasts and yeast-like fungi in the Dry Valleys [20]. The diversity of yeasts and yeast-like 
fungi was positively correlated with soil pH and negatively with conductivity [20]. The same study 
also revealed apparent segregation of Cryptococcus clades found in Taylor Valley and the 
Labyrinths of Wright Valley [20], hinting at the presence of localized communities adapted to 
environmental conditions, as has been reported for soil bacteria in the Dry Valleys [15]. A culture-
based study of soils taken from McKelvey Valley detected no fungal colony-forming units (CFUs) 
in most of the samples [21], and a molecular survey of McKelvey Valley also detected no fungal 
signals in the soils [18]. However, sequences affiliated with genera Dothideomycetes 
(Ascomycota), Sordariomycetes (Ascomycota), and Cystobasidiomycetes (Basidiomycota) were 
found in endolithic and chasmolithic communities in McKelvey Valley [18]. The evidence so far 
suggests that the cultivable components of Dry Valley fungal communities are dominated by 
ascomycetous and basidiomycetous species, although their biogeography and factors that  
shape their distribution in the Dry Valleys remain unclear due to the lack of systematic and  
culture-independent evidence. Furthermore, the ecological relevance of fungi in Dry Valley soils 
remains unknown since neither cultivation nor molecular techniques can effectively distinguish 
active fungal cells from dormant spores. 

For this study, we carried out a molecular survey of Dry Valley soil fungi at six study sites 
(Battleship Promontory, Upper Wright Valley, Beacon Valley, Miers Valley, Alatna Valley, and 
University Valley) using terminal restriction fragment length polymorphism (tRFLP) and 454 
pyrosequencing analyses of the fungal ribosomal intergenic spacer. Soil physicochemical 
properties were also characterized to examine potential environmental drivers of fungal diversity. 

2. Experimental 

2.1. Sample Collection 

Soil was collected at six different sites in the McMurdo Dry Valleys (Table 1 and Figure 1) as 
described previously [15]. Briefly, sampling sites were all located on a south facing, 0–20° slope. 
An intersection was made by two 50 m transects, with the intersection in the middle being the 
central sampling point (X or C). Four sampling points around the central point were marked (A–D 
with A being the southernmost point and the remaining points in an anti-clockwise order, or N, E, 
S, W). Five scoops of the top 2 cm of soil were collected and homogenized at each identified  
(1 m2) sampling point after pavement pebbles were removed. Samples were stored in sterile  
Whirl-Pak (Nasco International, Fort Atkinson, WI, USA) at 20 °C until returned to New 
Zealand, where they were stored at 80 °C until analysis. 
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Table 1. List of sampling sites. 

Valley Coordinates Elevation Sampling Date  
Miers Valley 78°05.486'S, 163°48.539'E 171 m December 2006 

Beacon Valley 77°52.321'S, 160°29.725'E 1376 m December 2006 
Upper Wright Valley 77°31.122'S, 160°45.813'E 947 m January 2008 

Battleship Promontory 76°54.694'S, 160°55.676'E 1028 m January 2008 
Alatna Valley 76°54.816'S, 161°02.213'E 1057 m November 2010 

University Valley 77°51.668'S, 160°42.736'E 1680 m November 2010 

Figure 1. Antarctica is presented in the lower right corner, with the McMurdo Dry 
Valleys marked in a blue rectangle. The locations of the sampling sites within the 
McMurdo Dry Valleys are displayed by red dots. 

 

2.2. Soil Chemistry 

Soil moisture content was determined by drying 6 g of soil at 35 °C until its weight stabilized 
and then at 105 °C until the sample reached constant weight. Soil pH and electrical conductivity 
were determined using the slurry technique, which is based on a 2:5 unground dried soil:de-ionized 
water mixture rehydrated overnight before measurement, using a Thermo Scientific Orion 4 STAR 
pH/Conductivity meter (Thermo Scientific, Beverly, MA, USA). For total and organic carbon and 
nitrogen contents, dried soils were ground to fine powders using an agate mortar and pestle and 
precisely weighed out to 100 mg. Samples were analyzed with an Elementar Isoprime 100 analyzer 
(Elementar Analysensysteme, Hanau, Germany). Sample preparation for elemental analysis was 
adapted from US EPA Analytical Methods 200.2 (Revision 2.8, 1994) and Lee et al. [15], in which 
ground dried soil samples were acid digested and analyzed using an E2 Instruments Inductively 
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Coupled Plasma Mass Spectrometer (ICP-MS) (Perkin-Elmer, Shelton, CT, USA) at the Waikato 
Mass Spectrometry Facility following manufacturer protocols [15]. For soil grain size, 0.3–0.4 g of 
2-mm-sieved dried soil was incubated overnight with 10% hydrogen peroxide. A second excess of 
hydrogen peroxide was then added to the sample and heated on a hotplate. Finally, 10 mL of 10% 
Calgon was added to the sample and left overnight before being placed in an ultrasonic bath for  
5 min. Measurements were taken on a Mastersizer 2000 (Malvern, Taren Point, NSW, Australia). 

2.3. DNA Extraction 

DNA was extracted from soils using a modified version of a previously published cetyl 
trimethylammonium bromide (CTAB) bead beating protocol designed for maximum recovery of 
DNA from low biomass soils [15,28] (Supplementary Material Text). DNA quantification was 
done using the QuBit-IT dsDNA HS Assay Kit (Invitrogen, Carlsbad, CA, USA). 

2.4. Terminal Restriction Fragment Length Polymorphism Analysis 

Terminal restriction fragment length polymorphism analysis (tRFLP) was utilized to identify 
fungal community structure and relative diversity by amplifying the intergenic spacer (ITS) 
between the 18S and the 28S genes of the fungal rrn operon. PCR was performed in triplicate and 
pooled together to reduce stochastic inter-reaction variability. PCR master mix included 1x PCR buffer 
(with 1.5 mM Mg2+) (Invitrogen, Carlsbad, CA, USA), 0.2 mM dNTPs (Roche Applied Science, 
Branford, CT, USA), 0.02 U Platinum Taq (Invitrogen, Carlsbad, CA, USA), 0.25 M of both 
forward and reverse primer (Custom Science, Auckland, New Zealand) (ITS1-F and 3126R; Table S1), 
and 0.02 mg/mL bovine serum albumin (Sigma Aldrich, St. Louis, MO, USA) and was treated with 
ethidium monoazide at a final concentration of 25 pg/ L to inhibit contaminating DNA in the 
reagents [29]. PCR was carried out using the following thermal cycling conditions: 94 °C for 3 min; 
35 cycles of 94 °C for 20 s, 52 °C for 20 s, 72 °C for 1 min 15 s; and 72 °C for 5 min on a DNA 
Engine thermal cycler (Bio-Rad Laboratories, Hercules, CA, USA). Successful PCR was 
confirmed with 1% Tris-acetate-EDTA (TAE) agarose gels, and PCR products were cleaned using 
the Ultraclean 15 DNA Purification kit (MOBIO Laboratories, Carlsbad, CA, USA) according to 
manufacturer instructions. DNA was quantified using the QuBit-IT dsDNA HS Assay Kit. 40 ng of 
DNA was digested with 2 U of MspI and 1× restriction enzyme buffer (Roche Applied Science, 
Branford, CT, USA) according to manufacturer instructions and purified with Ultraclean 15 DNA 
Purification kit. Lengths of fluorescent-labeled PCR amplicons (i.e., tRFLP fragments) were 
determined by capillary electrophoresis at the Waikato DNA Sequencing Facility using an ABI 
3130 Genetic Analyzer (Life Technologies, Carlsbad, CA, USA) at 10 kV, a separation 
temperature of 44 °C for 2 h, and the GeneScan 1200 LIZ dye Size Standard (Life Technologies, 
Carlsbad, CA, USA). 

2.5. 454 Pyrosequencing 

PCR protocol for preparing amplicons for pyrosequencing was identical to that for tRFLP, 
except a different reverse primer (ITS4, Table S1) was used. PCR products were purified using gel 



436 
 

 

extraction and the QuickClean 5M PCR Purification Kit (GenScript, Piscataway, NJ, USA). A 
second round of PCR using fusion primers containing adapters for 454 pyrosequencing was 
performed (Table S1). These products were purified using Agencourt AMPure XP Beads (Beckman 
Coulter, Inc., Brea, CA, USA) for PCR amplicon recovery and removal of unincorporated dNTPs, 
primers, primer dimmers, salts and other contaminants (Beckman Coulter, Beverly, MA, USA) 
according to manufacturer instructions. Quality of PCR amplicon libraries was checked using the 
Agilent High Sensitivity DNA Kit with a BioAnalyzer (Agilent 2100, Agilent Technologies, Santa 
Clara, CA, USA) and the Kapa Library Quantification Kit—454 Titanium (Kapa Biosystems, 
Wilmington, MA, USA). 454 pyrosequensing was performed using a Roche 454 Junior sequencer at 
the Waikato DNA Sequencing Facility following manufacturer protocols. 

2.6. Data Analysis 

Environmental variables were log(x + c) transformed, where c is the 1st percentile value for the 
variable (except [Ag] where c is the mean due to low values), prior to analysis; pH values were not 
transformed. A Euclidean distance matrix was calculated in PRIMER 6 (PRIMER-E Ltd., 
Ivybridge, UK) from the transformed environmental variables and used for downstream analyses. 
tRFLP traces were first processed using PeakScanner 1.0 (Life Technologies, Carlsbad, CA, USA) to 
export all peaks above 5 relative fluorescence units (RFU). The resulting profiles were further 
processed using an in-house collection of python and R scripts (available from authors upon request) 
to identify true signal peaks as well as binning peaks based on their sizes. Briefly, peaks outside the 
size range of 50–1200 bp were excluded from analysis, and only peaks whose heights are greater 
than the 99% confidence threshold (i.e., alpha value of 0.01) within a log-normal distribution were 
considered to be non-noise. Additionally, peaks had to be greater than 50 RFU to be considered 
non-noise, and all peaks above 200 RFU were by default designated as non-noise peaks. Peaks 
were then binned to the nearest 1 bp, and only peaks whose relative abundance was greater than 
0.1% were retained. The resulting matrix of peaks expressed as relative abundances was imported 
into PRIMER 6, and a Bray-Curtis similarity matrix was calculated for downstream analyses. 
Using these distance matrices, PRIMER 6 was used to generate non-metric multidimensional 
scaling (MDS) plots, perform group-average hierarchical clustering, and carry out one-way 
analysis of similarities (ANOSIM) and biota-environmental stepwise (BEST) analyses. 

454 pyrosquencing flowgrams were denoised using AmpliconNoise v1.24 [30], including  
a SeqNoise step to remove PCR errors and a Perseus step to remove PCR chimeras [30]. Denoised  
reads were aligned pair-wise using ESPIRIT [31], which directly generated a distance matrix. 
Mothur 1.26 was used to cluster the sequences at 0.15 distance with nearest neighbor clustering [32], 
and the representative sequences for the resulting operational taxonomic units (OTUs) were 
checked (blastn with word size of 7) against the GenBank nr database to allow manual 
identification of fungal ITS sequences (>250 bp and >80% similarity to known fungal ITS 
sequences). The curated sequences were then re-clustered using average neighbor at 0.05 distance. 
OTUs with fewer than 9 reads were excluded from downstream analysis as an aggressive filter against 
spurious OTUs that arose from non-specific PCR amplification and sequencing errors. 
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3. Results and Discussion 

3.1. Soil Geochemistry 

Soils from six Dry Valleys were characterized as loamy sand or sand due to their low clay 
(<2%) and silt (<13%) contents (Table S2), which is congruent with Antarctica’s known slow and 
primarily physical weathering processes [7]. The coarse soil texture likely resulted from low erosivity 
of cold-based glaciers and salt weathering, which causes comminution of coarse fragments and 
provides a steady supply of sandy grains to the soils [7]. Consequently, these soils lack significant 
aggregation and have poor moisture retention capacity, which is consistent with their low gravimetric 
water content (Table S2). Water availability has been suggested to be a major factor controlling 
biomass and diversity of Antarctic vegetation [33,34]. Among the six study sites, Miers Valley soils 
contained the lowest average moisture content (0.53%, ANOVA p-value = 0.002; Table S2). But 
due to its low elevation (elev. 171 m) and variable wind direction, temperatures in Miers Valley 
can reach above 0 °C in austral summers [35]. This likely leads to increased water availability from 
melt streams of Miers and Adams Glaciers, which can trigger rapid responses from local 
microorganisms [16,34]. Water availability in austral summers is also elevated in Alatna Valley 
and Battleship Promontory, where transient ponds are formed from snow melt. This is in contrast 
with the low moisture content and water availability in higher (elev. >1500 m) and more inland 
valleys (e.g., University Valley). The high altitude of University Valley results in colder air 
temperatures all year round, leading to a lower net ice loss rate when compared to Beacon Valley 
(ca. 450 m below University Valley) [36]. Soil salt content is a proxy for water availability [37], 
and Miers Valley, Alatna Valley, and Battleship Promontory soils showed relatively low 
conductivity. Soil physicochemical properties (Table S2) were significantly different among the 
sampling sites (ANOSIM global R = 0.963, p-value = 0.001) with each valley clearly forming its 
own clade. In a broader view, distinct grouping patterns emerged for Miers Valley in the MDS plot 
(Figure 2), possibly due to its alkaline pH reflective of greater influence from salts of marine  
origin [38] and its higher C/N ratio. Overall, geochemical analysis revealed a wide range of soil 
salinity (107–3920 S), low moisture content (1%–3% w/v), low levels of organic carbon 
(<0.46%) and nitrogen (<0.12%). 

3.2. Community Fingerprinting with tRFLP 

DNA extractions from soils proved difficult, and DNA samples from Beacon, University, and 
Upper Wright Valleys were mostly below the detection limit of 0.05 ng/ L. The highest recovery 
yields were obtained from Miers Valley samples, followed by those from Battleship Promontory 
and Alatna Valley (Table 2). Fungal tRFLP analysis of extracted DNA returned positive signals for 
12 of the 30 soil samples, with no polymorphic fragments (PFs) detected in any of the samples 
from University Valley. A total of 33 PFs were obtained (Table 3), whose lengths varied between 
145 and 781 bp. Samples from Battleship Promontory collectively returned the highest diversity 
(13 PFs), followed by Alatna Valley (11 PFs) and Miers Valley (5 PFs). ANOSIM analysis of  
PF profiles demonstrated statistically significant differences among valleys (ANOSIM global  
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R = 0.731, p-value = 0.001), and there was no robust correlation between diversity (PF count) and 
biomass (averaged DNA yield from 1 gram of soil) (R = 0.35, p-value = 0.06). 

Figure 2. Nonmetric multidimensional scaling (MDS) plot based on Euclidean 
distances between soil physicochemical profiles. Significant correlations (Pearson  
R > 0.25) between plot ordinations and soil physicochemical properties are represented 
as vectors in gray. 

 

Table 2. Average concentrations of DNA extracted from 1 g of soil. 

Valley Average Concentration ± S.D. 
Miers Valley 48.60 ± 27.79 ng/ L 

Beacon Valley 0.48 ± 0.55 ng/ L 
Battleship Promontory 20.87 ± 5.61 ng/ L 
Upper Wright Valley 3.68 ± 7.57 ng/ L 

Alatna Valley 15.84 ± 13.49 ng/ L 
University Valley 0.05 ± 0.09 ng/ L 

Table 3. Summary of terminal restriction fragment length polymorphism (tRFLP) 
polymorphic fragments (PF). 

Valley Total PF Average PF ± S.D. 
Miers Valley 5 1.0 ± 1.2 

Beacon Valley 2 0.4 * 
Battleship Valley 13 2.6 ± 1.5 

Wright Valley 2 0.4 * 
Alatna Valley 11 2.2 ± 3.2 

University Valley 0 0 
* S.D. not calculated. 



439 
 

 

Interestingly, a MDS plot of tRFLP data showed a clear separation of samples from Battleship 
Promontory and Alatna Valley (Figure 3), despite the fact that the two sampling sites are less than 5 km 
apart and within line-of-sight. This suggests that aeolian dispersal between these sites is very 
limited or outweighed by other environmental drivers that shape edaphic fungal diversity at these 
locations. There was only one sample each from Beacon and Upper Wright Valleys, but they were 
>50% similar to each other. Samples from Miers Valley were widely dispersed in the MDS plot, 
making Miers Valley a clear outlier. 

Figure 3. Nonmetric multidimensional scaling (MDS) plot based on Bray-Curtis 
similarities of tRFLP profiles. Samples used for 454 PCR amplicon pyrosequencing are 
labeled by name. Significant correlations (Pearson R > 0.25) between plot ordinations 
and soil physicochemical properties are represented as vectors in gray. 

 

3.3. 454 Pyrosequencing 

To identify the fungal species present, three samples that represented the greatest diversity based 
on results from tRFLP analysis were chosen for 454 PCR amplicon pyrosequencing. DNA 
extracted from Battleship Promontory sample D, referred to as Battleship_D, Alatna Valley sample 
N (Alatna_N), and Miers Valley sample A (Miers_A) appeared to be most representative of each 
major cluster (Figure 3). Fungal signals in Beacon and Upper Wright Valley were considered 
unsequenceable due to very low DNA extraction and amplification yields and therefore excluded 
from pyrosequencing. After filtering, denoising, chimera removal, and quality control, 262 fungal 
OTUs (from 21,101 reads) were obtained, of which 37 contained more than 9 reads (i.e., >0.2% of 
the sample with fewest reads) and were used for downstream analysis. Species richness (Table 4) 
was highest in Miers Valley (31 OTUs from 1771 reads), followed by Battleship Promontory  
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(18 OTUs from 2091 reads), and Alatna Valley (17 OTUs from 5081 reads). A Venn diagram 
illustrates the distribution of OTUs among the three samples (Figure 4). Nine OTUs (representing 
8943 reads) were found in all three Valleys (Figure 4), including the five most abundant OTUs. 

Figure 4. Venn diagram of fungal OTUs. 

 

A significant number of OTUs were annotated as unclassified (Table 4 and Figure 5), which is 
likely reflective of the comparative lack of high quality annotated fungal ITS sequences in the 
GenBank nr database. Therefore, results that rely on classification of fungal sequences must be 
interpreted carefully. However, multiple studies identified Ascomycota and Basidiomycota as the 
dominant fungal phyla in the Dry Valleys [22,25,27,39], whereas our results showed an unexpected 
prominence of Chytridiomycota among all three valleys (Figure 5). It should be noted that 
Chytridiomycota were reported in a molecular survey on west Antarctic sites [40], including Signy 
Island, Mars Oasis, and Coal Nunatak, at significant abundances but not in the Dry Valleys. 
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Figure 5. Phylum-level distribution of fungal OTUs. 

 

Contrary to fungal tRFLP results, PCR amplicon pyrosequencing analysis of the fungal ITS 
region identified Miers Valley as having the highest level of diversity of the three valleys  
(Figure 4), despite the lowest sequencing depth. In particular, Miers Valley appeared to harbor a 
limited presence of Ascomycota compared to the other two valleys, but also the highest number of 
Chytridiomycota OTUs (Figure 5). 

The most abundant OTU (#3) was found in Alatna Valley (1875 reads), Battleship Promontory 
(407 reads), and Miers Valley (1 read) (Table 4). Its best match in GenBank (99% identity) was the 
psychrotolerant species Cryptococcus consortionis (Basidiomycota), which was previously 
observed and commonly found in Dry Valley soils [22,41]. Cryptococcus consortionis is 
characterized by the combination of amylase production and inability to utilize nitrate, cellobiose,  
D-galactose, myo-inositol, and mannitol [41]. The second most abundant OTU (#4) was also found in 
all three Dry Valleys (Table 4). Its best match in GenBank (93% similarity) was Lobulomycetales 
sp. AF017 (Chytridiomycota), which has been reported to occur in barren alpine soil in Peru [42]. 
Two other OTUs (#35 and #54) appeared to be affiliated with this genus as well. 

Other abundant OTUs found in all three valleys (Table 4) were 99% similar to the species 
Herpotrichiellaceae sp. LM500 (Ascomycota) and 99.9% similar to Exophiala equine 
(Ascomycota), which was curiously reported to occur exclusively in waterborne cold-blooded 
animals [43]. Less abundant OTUs show similarity to fungal taxa described as Dry Valley lichen 
Polysporina frigida [44], Meira sp. ANTCW08-165 [45], and Tetracladium sp. ANTCW08-156 [45] 
which were previously detected in Antarctica. The genus Cladosporium has been reported as a 
dominant group by multiple studies [24,46,47] of pristine areas with little biotic influence [24,46], 
likely because of its prolific production of spores and high abundance in the air [24,47]. This is in 
contrast to our study, where Cladosporium species appear to be very rare (21 reads total). Notably, 
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these fungi have been reported to survive repeated inoculations [24] and form spores, which can 
remain dormant for considerable periods of time [26]. It should be stressed that no conclusions  
can be drawn as to whether these fungi are active based on PCR amplicon pyrosequencing,  
as the method only detects the presence of DNA and does not indicate the viability of the  
organism [48,49]. 

3.4. Biogeography and Local Adaptation 

The most important dispersal mechanisms for biomass in Antarctica have been suggested as 
aeolian transport [4,50,51]. If, as hypothesized previously [52], fungal species in the Dry Valleys 
are inactive spores that only respond to cultivation efforts and do not exhibit localized adaptations, 
neighboring valleys would be expected to harbor very similar fungal communities; for example, 
between Battleship Promontory and Alatna Valley and between Beacon and University Valley, 
which are located next to each other (<1 km) without any physical barrier. The tRFLP results 
indicated highly localized community structures, with Battleship Promontory and Alatna Valley 
forming statistically distinct clades (Figure 3). In addition, no fungal signals were detected in 
samples from University Valley while some were detected in Beacon Valley samples. Rao et al. 
previously hypothesized that the biogeography may be important for fungi in the Dry Valleys [52] 
and that fungal tolerance to saline conditions could confer selective advantage in high-elevation 
Dry Valleys [52]. Although the five most abundant OTUs reported here were found in all three 
samples sequenced, the relative abundances of individual OTUs were highly divergent. Since each 
of the sequenced samples can be considered representative of distinct diversity patterns found in 
the three Dry Valleys (Figure 3), the relative abundance patterns suggest that distinct fungal 
communities exist in each of these locations (Table 4). It should be noted that the limited spatial 
coverage in each Dry Valley and lack of replicates for sequencing analysis preclude definitive 
conclusions from being drawn, but these observations could indicate that aeolian transport plays a 
less important role than previous believed, or that Dry Valley fungal communities exhibit adaption 
to local conditions and thus are ecologically relevant. 

3.5. Environmental Drivers of Fungal Distribution 

Whether and how environmental factors shape fungal communities in Dry Valleys soils remains 
largely unexplored, but it has been suggested that both contemporary environmental conditions  
and historical contingencies play important roles in the distribution of fungal taxa in general [53].  
It has been shown that abiotic factors play the most dominant role in extremely simplified food  
webs [5,11,54,55]. This makes the Dry Valleys soil ecosystem, with its extreme environmental 
stress, an excellent model for resolving the influence of abiotic factors on soil microbiota [19,55,56]. 
Miers Valley and Battleship Promontory, whose soils generally have a lower salinity, were 
reported to harbor greater bacterial and cyanobacterial diversity [15]. This study reveals similar 
trends for edaphic fungal diversity in these Dry Valleys as well as Alatna Valley; compared with 
Beacon Valley, University Valley, and Upper Wright Valley, where the lack of amplifiable fungal 
signal in extracted DNA could indicate potential limits of fungal growth and distribution. 
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Importantly, soil C/N ratios are higher in all three coastal and lower elevation valleys, which 
potentially indicate higher levels of primary productivity that can in turn sustain diverse 
populations of heterotrophic fungi [4,16,57]. Rao et al. suggested that substrate availability could 
limit diversity [52], since Dry Valley soils with higher carbon content harbored greater species 
richness [22,52]. Biota-environmental stepwise (BEST) analysis of soil physicochemical properties 
and tRFLP results supported this view, identifying C/N ratio as the most consistent differentiator of 
fungal community structure, followed by As and Ca (Supplementary Table S3). Calcium can be 
considered as a proxy for the mineral composition of underlying soils. The influence of arsenic on 
fungal populations is not clear since its concentrations are very low in our samples (Supplementary 
Table S2). The complete/near absence of detectable fungal signal in samples from University 
Valley and Beacon Valley is intriguing. Compared with other valleys, Beacon Valley and 
University Valley have higher elevations, resulting in lower average temperature and possibly less 
ice melting [36]. Therefore, contrary to an earlier hypothesis [52], lower temperature and water 
availability, combined with lower C/N ratio and higher salinity, may create conditions in these 
inland Dry Valleys that restrict fungal growth while permitting bacterial presence [15]. However, 
given that our samples were taken within comparatively small areas (2500 m2) on south-facing 
slopes, the possibility that our observations are reflective of specific geographic features of the 
sampling sites cannot be ruled out. South-facing slopes of the Dry Valleys are generally colder due 
to the lack of solar radiation input [1] and possibly more oligotrophic (compared with north-facing 
slopes) [16], and as such may restrict the colonization and growth of fungi. 

4. Conclusions 

Soil physicochemical properties among the Dry Valley sites showed distinct grouping patterns, 
with each valley forming its own clade. tRFLP results revealed similar grouping patterns, with 
significant variations in relative abundances of fungal signals between sites. Miers Valley was 
identified as a clear outlier by geochemical and tRFLP analyses, which were corroborated by 
pyrosequencing results, showing that Miers Valley harbored the highest level of fungal diversity 
and an unexpected abundance of Chytridiomycota. This is in contrast with the relatively low 
abundance of Basidiomycota, which was previously reported as the most dominant fungal phyla in 
the Dry Valleys. In total, nine OTUs were found in all three valleys, including the five most 
abundant ones, indicating that a set of core fungal species is present throughout the Dry Valleys. 
However, the relative abundances of these dominant OTUs are notably different among the three 
sites, suggesting that there is significant biogeography for Dry Valley edaphic fungi and that they 
likely respond and adapt to local environmental conditions. This in turn implies that much of the 
fungal biomass in the Dry Valleys is biological active and ecologically relevant, rather than spores 
whose distribution pattern is largely dictated by aeolian transport. The comparative lack of fungal 
signals in the inland high elevation Dry Valleys suggests that environmental conditions at those 
locations may represent limits of fungal growth. 
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