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1. Introduction

The renewable energy penetration rate to the power grid is rapidly increasing these days.
As per the statistics available in 2018 [1], the total renewable power capacity is 1,081 GW, excluding
hydropower. Wind, solar, biomass, tidal and geothermal are considered as the prime renewable
sources in generating electric power, while wind energy is the most attractive one dominating the
energy market. In 2017, 52 GW of wind power was added globally, making a total of 539 GW, which is
more than 50% of the total power generated from various renewable resources. China, the United
States, Germany, India and Spain are the top five countries investing most in the wind energy sector.
Among many wind turbine manufacturers, Vestas, Siemens-Gamesa and GE have captured the majority
of the wind market in 2017, having a market share of 16.7%, 16.6%, and 7.6%, respectively [1].

Because of the growing nature of wind energy penetration, large scale wind turbines are getting
popular, especially in offshore wind farms. In June 2017, MHI Vestas, a joint venture between Vestas
and Mitsubishi Heavy Industries, launched a 9.5 MW offshore turbine, which is currently the world’s
largest wind turbine as of today, and it has been scheduled for 10 MW. Standing 187 meters tall and
with 80-meter blades, this wind turbine is an upgraded version of MHI Vestas’ 8 MW V164 turbine,
which is already in operation at the Burbo Bank Extension and Blyth offshore wind farms in Britain.
Seeing the bright future of the large scale wind turbine, GE has recently introduced the Haliade-X 12
MW, which will be the most powerful offshore wind turbine in the world to date, featuring a 12 MW
capacity, 220-meter rotor, and a 107-meter blade. The Haliade-X will also be the most efficient of wind
turbines in the ocean having a capacity factor of 63%—which of course will be dependent on wind
conditions. This turbine is expected to be commissioned for trial by the middle of 2019 [2].

2. Challenges and Opportunities of Large Wind Turbines

Considering the growing nature of large wind turbines, many technological challenges are to be
resolved. Wind power intermittency is a well-known problem. To address this issue, it is important to
exercise well how to predict the wind speed, and only then can this intermittency problem be handled
precisely. The smoothing of the variable wind power is the next step in which the energy storage system
and other advanced control approaches may play vital roles [3,4]. The intermittency of wind power
may also lead to voltage and frequency instabilities. Many FACTS devices and energy storage systems
can help in augmenting these stabilities. A modern approach to address the frequency dip problem is
to use the synthetic inertial [5]. Grid Interfacing, fault ride through and power electronic converters‘
reliability are other important issues to be addressed [6] in order to get a reliable grid operation.

The wind energy sector is blessed by the contribution from many engineering and science
disciplines in the last few decades, mainly from mechanical, electrical, electronic, computer and
aerospace. The individual and joint efforts from scientists within different disciplines are prime drivers
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for the wind industry to reach maturity. In this special issue, the present and future development
schemes of wind turbine generator systems are depicted based on the contribution from many
renowned scientists and engineers in different disciplines. To make this special issue collection
useful for students and researchers, a wide variety of research outcomes are merged together, putting
focus on the variability, stability and scalability issues of wind energy conversion systems. To address
the challenges mentioned above, 10 different articles are included in this special issue collection,
selected from many submissions, and a brief description for each article is given below.

The first paper [7], authored by Arman Oshnoei, Rahmat Khezri, SM Muyeen and Frede Blaabjerg,
presents a pure technical review on Wind Farm Automatic Generation Control (AGC), focusing on
frequency regulation. In this article, the contribution of wind farms in the supplementary/load
frequency control of AGC is overviewed first. Then the authors proposed a fractional order
proportional-integral-differential (FOPID) controller to regulate the speed of the turbine rotor in the
participating AGC. The second paper [8] provides another review on Fault Current Limiting Devices
to augment the fault ride through the capability of large wind turbines using doubly fed induction
generators, authored by Seyed Behzad Naderi, Pooya Davari, Dao Zhou, Michael Negnevitsky and
Frede Blaabjerg, giving a focus mainly on fault current limiters and series dynamic braking resistors.
This is indeed a timely reporting.

There are three papers addressing wind power variability and intermittency issues. In the first
paper [9], authored by Yanxia Shen, Xu Wang and Jie Chen computed the potential uncertainties
of wind power in constructing prediction intervals (PIs) and prediction models using a wavelet
neural network (WNN). In order to optimize the forecasting model, the authors have proposed a
multi-objective artificial bee colony (MOABC) algorithm combining multi-objective evolutionary
knowledge, called EKMOABC. It appears that in this way, a better short-time wind power forecasting
is very much possible. In the second paper [10], the novel output power smoothing control strategy for
a wind farm based on the allocation of wind turbines is proposed by the Authors Ying Zhu, Haixiang
Zang, Lexiang Cheng and Shengyu Gao. The wind turbines in the wind farm are divided into control
wind turbines (CWT) and power wind turbines (PWT), separately. The rotor inertia based power
smoothing method is adopted in that study for the sake of better performance. This is another timely
reporting in addressing wind power variability problem. In the third paper [11], authored by Andrzej
Tomczewski and Leszek Kasprzyk, the wind power intermittency problem is addressed by using
Flywheel Energy Storage System (FESS).

In paper [12], authored by Abdullah Bubshait and Marcelo G. Simões, is presented a new control
approach for wind turbines in regulating system frequency. The prime focus was to design a control
method to maintain the reserved power of the wind turbine, by simultaneously controlling the
blade pitch angle and rotor speed. The transient stability augmentation method of a wind farm
populated with both fixed and variable speed wind generators is presented in [13], by Md. Rifat Hazari,
Mohammad Abdul Mannan, S. M. Muyeen, Atsushi Umemura, Rion Takahashi and Junji Tamura.
In that work, it has been shown that a fuzzy based control approach works well to stabilize the squirrel
cage induction generators of a wind farm through the use of doubly fed induction generators.

Condition monitoring of equipment and accessories including sensors are very important tasks
for large wind turbines to reduce any downtime. This is critical because the shutdown of a megawatt
class wind turbine causes considerable revenue loss. The current sensor fault diagnosis and isolation
problem for a permanent magnet synchronous generator (PMSG) based wind system is presented
in [14], by Zhimin Yang, Yi Chai, Hongpeng Yin and Songbing Tao. In [15], Bin Li, Junyu Liu, Xin Wang
and Lili Zhao discussed the protection issues of wind turbines using the doubly fed induction generator.
Feasibility and economic studies of wind farm using FACTS devices in a distribution network have
been conducted in [16] by Lina Wang, Kamel Djamel Eddine Kerrouche, Abdelkader Mezouar, Alex
Van Den Bossche, Azzedine Draou and Larbi Boumediene.
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3. Concluding Remarks

It is obvious that although wind energy technology has reached a stage of maturity, more in-depth
research should be carried out in this area to welcome 10+ MW class wind turbines onto the market.
The main problems identified so far are the intermittency, stability and reliability issues of large scale
wind turbines. This requires further improvements in existing control and protection mechanisms
and hence, combined efforts from scientists and researchers from multiple disciplines are very much
essential and most appreciated, in order to drive down the cost of energy.
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Abstract: Wind farms can contribute to ancillary services to the power system, by advancing and
adopting new control techniques in existing, and also in new, wind turbine generator systems.
One of the most important aspects of ancillary service related to wind farms is frequency regulation,
which is partitioned into inertial response, primary control, and supplementary control or automatic
generation control (AGC). The contribution of wind farms for the first two is well addressed in
literature; however, the AGC and its associated controls require more attention. In this paper,
in the first step, the contribution of wind farms in supplementary/load frequency control of AGC is
overviewed. As second step, a fractional order proportional-integral-differential (FOPID) controller
is proposed to control the governor speed of wind turbine to contribute to the AGC. The performance
of FOPID controller is compared with classic proportional-integral-differential (PID) controller,
to demonstrate the efficacy of the proposed control method in the frequency regulation of a two-area
power system. Furthermore, the effect of penetration level of wind farms on the load frequency
control is analyzed.

Keywords: large-scale wind farm; automatic generation control; load frequency control;
fractional order proportional-integral-differential controller

1. Introduction

In the 21st century, electrical energy is needed more than ever, and the harmful effect of using
fossil fuels to generate electrical energy, such as carbon dioxide emission, has become more serious.
Accordingly, the demand on renewable energy sources to produce electricity from clean energies,
such as wind, solar, hydro, biomass and geothermal, have globally increased. Renewable energies are
salient choice to solve the air pollution problem, however the intermittent output power can create
new challenges in the operation of power systems. Impacts of renewable energies on power systems
operation cannot be ignored, and should be analyzed, along with developing effective mitigation
strategies and technologies—especially for higher level of renewable penetrations.

In the territory of renewable energy sources, development of wind turbine as a source to produce
electrical energy from wind is going on swiftly around the world. In 2017, the installed wind energy
worldwide was more than 539 GW [1]. Such a high generation needs more and more attention, in order
to address the intermittency issues produced by wind turbine itself. Wind turbines are divided into
two groups: Fixed speed and variable speed. The first group, fixed speed, generally use an induction

Appl. Sci. 2018, 8, 1848; doi:10.3390/app8101848 www.mdpi.com/journal/applsci4
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generator (IG) that is connected directly to the grid, and are known as fixed speed wind turbine (FSWT).
The second group, variable speed, typically use permanent magnet synchronous generator (PMSG),
or doubly-fed induction generator (DFIG) in their structure, and are known as variable speed wind
turbines (VSWTs). Taking advantage of the power electronic converters, the PMSG is fully decoupled
from the grid. It means that, the stator of PMSG is connected to the back-to-back fully rated power
electronic converters in order to inject the power into the grid. In the other case, DFIGs have both
direct connection and converter-based connection to the grid. The stator of DFIG is connected directly
to the grid while the rotor is connected through partially rated back-to-back converters. The power
electronic converter used in a variable speed wind turbine enables the wind turbine to regulate the
output power over a wide range of wind speeds [2,3]. The variable type is the dominant and promising
type of wind turbines for application in large-scale wind farms. In the domain of wind turbines,
VSWT technology has attracted a lot of attention for integration in power networks, because of its
salient features. The primary advantage of VSWT driven wind generators is that, they allow the
amplitude and frequency of their output voltages to be maintained at a constant value, no matter the
speed of the wind blowing on the wind turbine rotor. Therefore, it can be inferred that they can be
directly connected to the ac power network and remain synchronized at all times with the ac power
network. Other advantages include the ability to control the voltage at point of common coupling and
power factor control (e.g., to maintain the power factor at unity). Furthermore, the VSWT-based wind
generators can produce the maximum power at variable speeds of wind [4].

Penetration level of large scale wind farm is increased in power systems [5]. Since that the
large-scale wind farms have high capacity, they should be investigated like conventional power plants
as they are connected to the electrical power network. In Reference [6], static planning of wind
farms in power networks is reported by optimal load flow. Contribution of wind farms in ancillary
services of power system are investigated in Reference [7]. In this regard, wind farms can contribute to
voltage and reactive power control [8,9], frequency stability and control [10–12], power system stability
enhancement [13,14], harmonic mitigation [15], oscillation damping [16] etc. Since frequency control
is directly related to active power control, and active output power of wind farms has intermittent
characteristic, due to wind uncertainty; this aspect of grid ancillary capability (frequency control)
for wind farms has more significance from the viewpoint of the power system. Frequency control
in wind farms is analyzed in three levels: Inertial control, primary control, and secondary control
or automatic generation control. The inertial and primary control systems are well addressed in the
literature [17,18].

Imbalance between load and generated power by generators in the system are exhibited through
frequency deviations. An indelible off-normal frequency deviation directly affects power system
operation, security, reliability, and efficiency by damaging equipment, degrading load performance,
overloading of the transmission lines, and triggering the protection devices. Frequency performance of
the power system is regulated in three levels; the first two levels by generation units, and in the third
level, by loads through load shedding in severe situations. These three levels are known as primary
control or inertial response [19], secondary or supplementary control [20] and tertiary or emergency
control or load shedding [21].

Automatic generation control (AGC) is the manner of action of participating generation units in
frequency control. Supplementary frequency control, which is known as load-frequency control (LFC),
is a major function of AGC systems as they operate online to control system frequency and power
generation [22]. Frequency control can be directly dependent on the speed control of the turbines in
the generation units, due to the fact that the frequency generated in the electric network is proportional
to the rotational speed and mechanical power of the generator. In conventional generators (non-wind
turbine), the issue is initially sensed by the governor of the generators, which can adjust the valve
position to change the fuel amount and subsequently change the mechanical power for the electrical
part to track the load change and to restore the frequency to be near the nominal value.
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AGC responsibilities can be classified as a significant control process that operates constantly
to balance the generation and load in the power system at a minimum cost, adjust the generation
to minimize frequency deviation and regulate tie-line power flows. Briefly, the AGC system is
responsible for frequency control and power interchange, as well as optimal economic dispatch.
The AGC system realizes generation changes by sending signals to the under-control generation units.
Due to newly advanced technologies in wind turbines and their controllability, the wind farms can
be mentioned as an acceptable choice to contribute to the AGC. The AGC performance is highly
dependent on how those generating units respond to the commands. The generation unit response
characteristics is mainly affected by the control strategy that the unit utilizes, like robust control
methods [23,24], intelligent algorithms [25,26] and optimization approaches [27,28]. This part can
be solved by integrating appropriate and efficient controller in the wind turbine structure, which is
demonstrated in this study. The control strategy that is utilized for wind farm contribution in the AGC
is the main topic for this paper.

This paper firstly reviews the contribution of wind farms in load frequency control as a major
function of AGC. Different aspects of such contribution, like different control strategies (optimization,
model predictive control and intelligent methods) and coordination with other devices, such as
conventional generation units, flexible AC (alternative current) transmission systems (FACTS)
and energy storage systems are reviewed. As the second stage, a new control methodology by
implementing fractional order proportional-integral-differential (FOPID) controller for supplementary
loop of a variable speed wind generator-based wind farms is proposed. The parameters of the proposed
controller are optimized by sine-cosine algorithm (SCA) to attain efficient control performance in
multi-area power systems. The main contributions of this paper are:

(1) Wind farms contribution to frequency regulation of power systems is studied.
(2) Review on application of wind farms in AGC is presented.
(3) The FOPID controller is applied to variable speed wind turbine.
(4) Performance of FOPID controller for variable speed wind turbine-based wind farm is compared

to classical controller.
(5) Frequency variation effect of different penetration levels of wind farms in power systems

is investigated.

2. Wind Farm Contribution in Frequency Regulation

Granted by new technologies and control methods of wind turbines, wind farms are worthy
choice to contribute to the frequency regulation of the power system. In this regard, operation under
maximum power point tracking, connecting to power system with AC/DC (direct current)/AC
converters and coordination with other conventional power plants are the main issues that to be
investigated for wind farms in order to able to contribute to frequency regulation. Figure 1 shows the
frequency regulation process and related strategies for wind farms to contribute in AGC. This section
generally explains the wind farms contribution in primary frequency control, and their inertial response
to support frequency regulation. Wind farms contribution in AGC and its details are provided in the
next section.
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Figure 1. (a) Frequency regulation process; (b) control strategies for wind farms to contribute
to the AGC. AGC, automatic generation control; FACTS, flexible AC transmission systems; MPC,
model predictive control.

Normally, wind turbines operate in maximum power point of tracking (MPPT) mode to extract
maximum possible power from the wind and convert it into electrical power. It is obvious that
such models with MPPT operation mode is not appropriate in AGC studies. In Reference [29],
the performance of wind farms by VSWTs were investigated when they are modeled under the
set-point tracking control strategies for intermittent wind. The superiority of set-point tracking mode
over MPPT mode was proven by the contribution of the wind farms in AGC. To reach high quality
frequency performance, a new method is introduced in Reference [30] to preserve a certain amount of
wind power reserve to contribute in frequency regulation of power system.

Inertial response of wind turbines is the other important issue for frequency regulation. The FSWTs
can provide an inertial response to the frequency deviation, because of its direct coupling; however,
this inertia is small compared to the synchronous generator. On the other hand, the VSWTs are
connected to the grid by back-to-back voltage or current source converters, which decouples the
complete wind turbine in the case of PMSG and the DFIG partially from the grid to support frequency
regulation. In this situation, the wind turbine cannot contribute to the frequency regulation through
inertial response with its original controller, since it is not connected directly to the grid. Therefore, it is
needed to add supplementary controllers to converter part of VSWTs to prepare them for frequency
change tracking and then do efficient control. In this regard, the VSWTs are equipped with efficient
supplementary frequency control loops to support inertial response, primary frequency control and
secondary frequency control [31–33]. A combination of inertial response and a droop active power
support in VSWTs was shown in Reference [34], in which the wind turbine reached efficient frequency
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control for different levels of penetration. A new control strategy to coordinate the inertial control,
rotor speed and pitch angle control in a DFIG are presented in Reference [35]. In Reference [36],
a deloading strategy was proposed alongside with inertial control loop for the PMSGs to contribute to
the frequency control, by increasing their active power production. Efficient damping of frequency
oscillations and improving the frequency regulation capability were the main advantages for the
strategy. In sharp contrast to MPPT, deloaded strategy is a method to limit the generation of wind
turbine through power curve of turbine to make it feasible to contribute to frequency control [37].
In Reference [38] a novel strategy was proposed to strengthen the primary control capability of VSWTs
for frequency control with fast response, which can improve the VSWTs contribution in the AGC.

Coordination between wind farms and conventional power plants in terms of frequency
control is also investigated in order to reach more efficient frequency response through wind farms.
In References [39,40], it is shown that the provided inertial response from DFIG wind farms is only
efficient for low level of penetration. Authors have proposed an inertial coordination strategy between
the wind farms and conventional power plants in a high level of penetration, which has shown
improvement in frequency performance compared to uncoordinated strategy. In Reference [41], it is
shown that the inertial response coordination between conventional power plants and wind farms
can help the system to reach efficient frequency response in terms of smoothing tie-line fluctuations,
reduced peak frequency excursion and settling time.

The literature shows also that the wind farms can contribute in the frequency regulation of the
power systems by different strategies and at different stages of the frequency regulation. Most of the
abovementioned studies covered by the inertial response and primary control of DFIGs to contribute
in primary frequency control of power system. However, the secondary frequency control or LFC as a
part of AGC is not well addressed for the wind farms.

3. Wind Farms Contribution in AGC

The AGC is responsible for minimization of power system cost, due to operation of different
power plants, removing the steady-state and transient frequency deviations and smoothing the tie-line
power between areas. As stated earlier, this study investigates the last items—which are known as
secondary frequency control or LFC.

There is a vast body of literature on control strategies for wind farms to contribute in the LFC.
Because of simplicity in structure and industry application of proportional integral (PI) controller,
most of the studies have used the PI controller in VSWT structure to contribute to the secondary
frequency control. However, a range of other control approaches can be examined for such contribution.
Generally, over and undershoots, settling time, steady-state error and some other control indices are
investigated to evaluate the performance of controllers in the LFC. A simple PI controller tuned by try
and error for wind turbine was proposed for secondary frequency control in Reference [42], which was
able to restore the frequency to its nominal value.

Applied control strategies for wind farms can be classified into optimization methods,
intelligent methods, and model predictive control methods for PI controllers in wind turbine structure.
Furthermore, contribution to the AGC issues through the wind farm by the integration of energy
storage systems and FACTS devices are investigated.

3.1. Applied Control Methods

Optimization of the parameters in a PI controller structure is one of the basic methods to reach
efficient control performance. Simple parameter optimization based-on integral of square error index
was applied to the PI controller in the wind turbine structure to coordinate the wind turbine with
AGC system of an isolated power system, as reported in Reference [43]. The efficiency of DFIG’s
contribution in AGC of isolated power system was demonstrated by a high level of wind farm
penetration. Similar methods were used in Reference [44], to prove the DFIGs contribution to the AGC
of multi-area power systems. Dynamic participation of DFIG-based wind farms in an optimal AGC is
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demonstrated in Reference [45], which is effective to reach higher a stability margin and smooth the
frequency response with a suitable damping. These studies showed the contribution of the DFIGs in
the AGC of power systems; however, the simple method for the optimization process is the deficiency.

A range of metaheuristic optimization methods are utilized in wind turbines to contribute to
the AGC [46–52]. Ant colony optimization (ACO) approach [46], craziness-based particle swarm
optimization (CRPSO) [47], improved particle swarm optimization (IPSO) [48], opposition learning
based gravitational search algorithm (OGSA) [49], genetic algorithm (GA) [50], non-dominated
sorting genetic algorithm-II (NSGAII) [51], and non-dominated Cuckoo search algorithm (NSCS) [52]
are successfully applied to classic PI controller of VSWT wind turbines to contribute in the AGC.
In Reference [53], ant lion optimization (ALO) is proposed to optimize the parameters of a new
controller known as trajectory following controller in the structure of wind turbines. Efficiency of the
proposed controller was shown over optimized PI and PID controllers in minimizing the settling time
and peak overshoot of frequency performance.

Intelligent methods like fuzzy logic and artificial neural network (ANN) are applied to automatic
generation control of wind integrated power systems [54–57]. Simplicity in the design process for
fuzzy logic approach has made it impressive to apply in VSWT wind turbines. In Reference [54],
a fuzzy-based PI controller is designed for DFIG-based wind farms to contribute in AGC of a two-area
power system. It is shown that utilizing fuzzy approach can be more effective compared to a simple
PI controller in the frequency regulation under different load changes and wind penetration levels.
However, the fuzzy logic method is a suitable choice for frequency control of wind integrated power
systems, the expert knowledge base design process of the fuzzy logic may deteriorate its performance.
For this reason, in Reference [55], a combined Jaya algorithm (JA)-fuzzy logic based proportional
integral differential (PID) controller is proposed for the LFC of three area power system integrated
with wind farms. Trained for a wide range of operation conditions and load changes, a non-linear
recurrent ANN is demonstrated in Reference [56] using off-line data for the wind farm contribution
in the AGC of multi-area power system. Better frequency performance in terms of lesser undershoot
and settling time, and faster oscillation damping compared to the conventional PI controller are the
superiority of the proposed controller. As another class of supervised learning-based controller, a
least square support vector machine method is proposed in Reference [57] for the AGC in a wind
integrated multi-area power system. Compared to multi-layer perceptron neural network based AGC,
the proposed controller is efficient for the frequency control purpose.

The model predictive control (MPC) approach has been utilized for an AGC system,
incorporated with wind farms successfully [58–61]. The operation process through MPC is an
optimization process that can be defined at each time instants. The important point of the optimization
process of the MPC is to compute a new control input vector to be fed to the system and taking into
account the system constraints at the same time. Considering the governor and turbine parameters
variation, as well as load changes, an MPC approach is developed for the AGC in a single-area
power system [58], and multi-area power system [59], in the presence of a DFIG-based wind farm.
Robust performance of the proposed MPC, due to parameter variation is the main advantage compared
to the classic controllers. To make the MPC more efficient for AGC studies in the presence of wind
farms, a distributed MPC known as DMPC is employed by [60,61]. The main advantage of the DMPC
application is dividing the whole system into some subsystems and controlling of each subsystem by a
local MPC controller. The DMPC approach shows more robust and efficient performance in the AGC
compared to the central or simple MPC.

3.2. BESS and FACTS Integration with Wind Farm

The intermittent and unpredictable output power of wind farms may cause the use of
supplementary source of energies in the power system to reach a more efficient frequency control
and AGC contribution in the power system. Energy storage system is one of the important sources
of energy that can be installed in wind integrated power systems to absorb and release the energy.
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Integration of a real 34 MW battery storage system in a 51 MW wind farm in Japan is shown in
Reference [62]. Frequency control is one of the important aims in utilizing this battery storage.

As there are many types of energy storage technologies, the redox flow batteries (RFB), flywheels,
capacitive energy storages and superconducting magnetic energy storages (SMES) have the most
contribution for wind farms in the AGC based on the literature. Furthermore, there is high potential
to improve the frequency control of multi-area power systems with FACTS devices, since they can
control the tie-lines power. Regarding the mentioned features, energy storage systems and FACTS
have the most contribution for wind farms to contribute in AGC of power systems.

Integration of flywheel storage systems with wind farms was investigated in Reference [63];
in which the wind-flywheel system reduced the settling time and smoothed the frequency deviations
more effectively. In Reference [64], it was shown that the application of SMES system in addition to
dynamic active power support from wind farm is an impressive solution to improve the transient
performance of the frequency after some disturbances. Coordinated design of AGC and redox flow
batteries to minimize the frequency deviation in the wind integrated multi-area power system was
demonstrated in Reference [65].

The aforementioned studies have investigated the sole integration of energy storage systems
for wind farms in the AGC issue. However, application of energy storages in one area may not
affect the frequency performance of other areas; as well application of energy storage for all areas is
not an economical solution. Therefore, it is rational to use FACTS devices alongside wind-storage
system to better control of tie-line power. The efficiency of such system was proven in Reference [66]
by coordinated design of thyristor-controlled phase shifter (TCPS) and SMES system (in one area)
incorporated with dynamic participation of wind farms in a deregulated two-area power system.
Similar system was investigated in Reference [67] by applying the SMES system to each areas of
the two-area power system. Such applications increase the cost of system, since the electromagnetic
energy storage systems are still expensive. Furthermore, coordinate application of RFB with static
synchronous series compensators (SSSC), and capacitive energy storage (CES) with TCPS, in wind
integrated power systems for better contribution in the AGC were addressed by the studies [68,69].

Furthermore, a detailed review of existing papers in Sections 3.1 and 3.2 is summarized in Table 1.
Type of generation units contributed in the power systems, system configuration (energy storage and
FACTS), control approach, and optimization techniques are addressed in Table 1. As shown, most of
the studies are done in multi-area power system that demonstrates the capability of wind power to
contribute to frequency control of large-scale power system.

Table 1. Review of papers in wind farm contribution in AGC.

Ref.
Generation Unit

System Configuration Control Approach (AGC)
Optimization
Techniques

Wind Thermal Gas Hydro

[43]
√ √

Single area power system Integral controller _

[44]
√ √ √ √

Three area power system Integral controller _

[45]
√ √

Two area power system Integral controller _

[46]
√ √

Two area power system PI controller ACO

[47]
√ √ √

Two area power system Integral controller CRPSO

[48]
√ √

Three area power system PI controller IPSO

[49]
√ √ √ √

Four area power system PID controller OGSA

[50]
√ √ √

Deregulated two area power system PI controller GA

[51]
√ √

Two area power system Integral controller NSGAII

[52]
√ √

Two area power system Integral controller NSCS

[53]
√ √

Two area power system Integral controller ALO

[54]
√ √

Two area power system Fuzzy logic-PI controller _

[55]
√ √

Three area power system Fuzzy logic-PID controller JA

[56]
√ √

Two area power system Non-linear recurrent ANN _

[57]
√ √

Two area power system Least squares vector machines _
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Table 1. Cont.

Ref.
Generation Unit

System Configuration Control Approach (AGC)
Optimization
Techniques

Wind Thermal Gas Hydro

[58]
√ √

Single area power system MPC _

[59]
√ √

Two area power system MPC _

[60]
√ √

Three area power system DMPC _

[61]
√ √

Four area power system DMPC _

[62]
√ √

Two area power system with flywheel PID controller _

[63]
√ √ √ Deregulated two area power system

with SMES Integral controller CRPSO

[64]
√ √ √

Two area power system with RFB PID controller
Grey Wolf
Optimizer

(GWO)

[65]
√ √ √ Deregulated two area power system

with SMES and TCPS Integral controller CRPSO

[66]
√ √ √ Two area power system with SMES

and TCPS
Fuzzy logic-PID with derivative

filter controller

Multi-Verse
Optimizer

(MVO)

[67]
√ √ √ √ Deregulated two area power system

with CES and TCPS Integral controller _

[68]
√ √ √ √ Two area power system with RFB

and SSSC Integral controller GA

4. Proposed Wind Farm Control Technique in AGC

4.1. Wind Turbine Modeling in AGC

DFIG is the most commercially used variable speed wind turbine and therefore it is used in this
research to demonstrate the effect of wind turbine in AGC. The DFIG wind turbine participates in
frequency control through releasing the stored kinetic energy in the turbine blades under sudden load
changes. Extracting the stored kinetic energy and converting it into electric energy depends on the
turbine inertia, and its control system. Figure 2 shows the block diagram of DFIG-based wind turbine
used in this paper for the AGC issue.
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Figure 2. Block diagram of doubly-fed induction generator (DFIG) based wind turbine model.
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In this model, the extra signal ΔP∗
f tries to adapt the set point power as a function of frequency

deviation rate Δ f . Another signal, ΔP∗
ω, attempts to maintain the speed of wind turbine at a desired

value for producing the maximum output. In the considered model, e is error signal in speed of the
wind turbine, Δω∗ and Δω are the reference and actual deviations of wind turbine speed, respectively.
In order to obtain Δω, a mechanical equation can be stated as follows [37]:

dΔω

dt
= 1/2H(Tm − Te), (1)

where Tm is the mechanical torque and Te is the electrical torque. Equation (1) represents the swing
equation, which shows that the change in generator speed result from a difference in the electrical
torque and the mechanical torque. The equation can be rewritten based on the active power as follows:

2H × dΔω

dt
= ΔPNC,re f − ΔPNC, (2)

where H and ΔPNC,re f are the inertia constant of the generator and the desired wind source output
obtained using power versus wind speed characteristics with the wind speed as its input. A description
of the related calculations of Δω is indicated in Figure 1. The wind turbine is specified by a time
constant (Ta) as follows:

1
1 + sTa

, (3)

The effect of the conventional generators frequency changes on DFIG is determined by a filter with
time constant Tr. A governor droop (R) is added, which is the rate of change of frequency with respect
to generator power change. It shows a load sharing pattern of a particular generator. The activation of
inertial and droop control loop determines the support to frequency regulation problem. The frequency
change is an input to droop control loop and it provides additional active power support to the system.
A washout filter with time constant Tw is added in the model to provide non-zero output during the
transient periods only and is able to reject the steady-state frequency deviations. The power change of
generator ΔP∗

f can be shown as follows:

ΔP∗
f =

1
R

Δx2, (4)

where, R and Δx2 are the parameter of speed regulation and sensed frequency changes, respectively.
Equation (4) shows the droop control of the governor of the wind turbine as the primary frequency
control [37]. Finally, the total injected power ΔPNC into the power system can be written as:

ΔPNC = ΔP∗
f + ΔP∗

ω. (5)

It should be noted that an FOPID controller for supplementary loop of DFIGs is applied, which is
known as speed controller. To tune the parameters of FOPID controller, the SCA method is employed
in this study. Figure 3 illustrates the considered power system integrated with DFIG-based wind
farms in each area. Detailed data about the system parameters and their description are accessible in
Reference [26].
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Figure 3. Two-area power system in the presence of wind farms.

4.2. Design Procedure of SCA-Based FOPID Controller

4.2.1. Fractional Order PID Controller

Benefit from a high degree of freedom (by selecting suitable values for λ and μ), fractional order
controllers are regularly more adequate than usually used integer order models like PI and PID
controllers. The general form of FOPID controller is depicted in Figure 3 and it is mathematically
represented as:

PIλDμ = KP +
KI

Sλ
+ KDSμ. (6)

Herein, λ and μ represent the fractional order operators often adjustable in the range of (0, 1) and
KP, KI and KD are the proportional, integral and differential gains of FOPID controller respectively.
It can be seen from Figure 4 that, the FOPID controller can operate like simple classic controllers
(P, I, PI, PID) by selecting 0 and 1 for λ and μ [70].
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Figure 4. The general structure of the proposed fractional order proportional-integral-differential
(FOPID) controller.

There are 5 parameters for the FOPID controller, which should be optimized by optimization
algorithms. In this study, the SCA approach is utilized for optimization of FOPID controller. For this
purpose and at the first step, the objective function and adjustable parameters of the controllers should
be determined.

4.2.2. Objective Function Formulation and Employed Optimization Algorithm

In order to damp the frequency deviations and tie-line power oscillations effectively, considering a
suitable objective function is essential. The considered objective function should be defined such that
the output properties in the time domain, such as peak overshoot, peak time and settling time of the
considered variables are minimized. In this paper, the integral of time multiplied squared error (ITSE)
performance index is considered as the objective function.

ITSE =

Tsim∫
0

t [Δ f 2
1 + Δ f 2

2 + ΔP2
12] dt, (7)

where Tsim denotes the simulation time. Δ f1 and Δ f2 are the frequency deviations of area 1 and area
2, respectively. ΔP12 is the tie-line power deviation. The ITSE index uses advantages of both ISE and
ITAE indices. The ITSE utilizes squared error and time multiplication to diminish large oscillations
and decrease long settling time. The SCA optimization algorithm is employed here to minimize the
ITSE index and optimize all the adjustable parameters subject to constraints. The constraints for a
FOPID controller are as follows:

Kmin
P ≤ KP ≤ Kmax

P , Kmin
I ≤ KI ≤ Kmax

I
Kmin

D ≤ KD ≤ Kmax
D , 0 ≤ λ ≤ 1, 0 ≤ μ ≤ 1

. (8)

4.2.3. Sine-Cosine Algorithm

Sine-cosine Algorithm (SCA) is a new population-based optimization approach for solving
optimization problems [71]. The optimization process in SCA is based-on a set of random solutions
that applies a sine and cosine functions based-on a mathematical model to fluctuate outwards or
towards the best solution. The SCA has two phases known as exploration and exploitation in the
optimization process. To establish exploration and exploitation of the search space to rapid achieve the
optimal solution, this algorithm uses many random and adaptive variables. The position updating
equation related to any search agent Xi can be written as follows:

Xt+1
i =

{
Xt

i + r1 × sin (r2)× |r3 Pt
i − Xt

i | r4 < 0.5
Xt

i + r1 × cos (r2)× |r3 Pt
i − Xt

i | r4 ≥ 0.5
r1 = c − t

c
T

, (9)
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r1 = c − t
c
T

, (10)

where Xt
i and Pt

i are the position of the current solution and the position of the best solution in j-th
dimension at the t-th iteration, respectively. Furthermore, T is the maximum number of iterations,
and c is a constant value. r1, r2, r3 and r4 are random numbers. r1 is a control parameter that states
the next position, which could be either in the space between the solution and destination or outside;
r2 expresses how far the movement should be towards or outwards the destination. r3 is a random
weighting parameter for emphasizing (r3 > 1) or deemphasizing (r3 < 1) the effect of destination to
define the distance; and, r4 is a switching parameter, which switches between the sine and cosine
components, equally.

5. Simulation Results

To validate the performance of the DFIGs equipped with the SCA optimized FOPID controllers,
fourth scenarios are considered and evaluated in the considered two-area power system. Simulations
are accomplished in the MATLAB/Simulink environment. The scenarios show the performance
of proposed controller for a step load change, sinusoidal load change, effects of different level of
wind penetration on AGC, and sensitivity analysis for 25% deviation in the loading condition and
the synchronizing coefficient (T12). The optimal gains of the FOPID and PID controllers, which are
optimized by the SCA method are given in Table 2.

Table 2. Optimal parameters of controllers obtained by the sine-cosine algorithm (SCA).

Controller Type Areas KP KI KD λ μ

FOPID-DFIG Area 1 0.2104 −0.2002 0.7112 0.4704 0.6387
PID-DFIG Area 1 0.1509 −0.1807 0.7409 - -
PID-AGC Area 1 0.8544 0.2979 0.5840 - -

FOPID-DFIG Area 2 0.2194 −0.2233 0.2901 0.4418 0.5794
PID-DFIG Area 2 0.1644 −0.1907 0.6987 - -
PID-AGC Area 2 0.4811 0.2977 0.5133 - -

5.1. First Scenario: Step Load Change

As the first scenario, performance of the DFIGs equipped with the SCA optimized FOPID
controllers is investigated under a 0.01 p.u. step load change in area 1. The area frequency and tie-line
power deviations are illustrated in Figure 5. As shown in this figure, the performance of the SCA-based
FOPID controller with 10% wind penetration is compared with the SCA-based PID controller, with 10%
wind penetration and the condition that there is no DFIGs in any areas. Area frequency and tie-line
power oscillations are remarkably damped by the proposed SCA-based FOPID controller compared
with two other controllers. The ITSE performance index, peak overshoot, peak time and settling
time are shown in Table 3. The SCA-based FOPID controller has the lowest value of the ITSE index
compared to the other controllers for the first scenario. Therefore, it can be concluded that the
proposed controller improves the dynamic responses for the studied power system more efficiently.
Furthermore, the settling time and peak overshoot are reduced by the proposed controller. Note that
the peak overshoot unit for the frequency deviation is Hz; and for the tie-line power deviations is pu.
In this study, settling time is the time required for an output to reach and remain within a ±5% error
band following some input stimulus. Furthermore, minimum damping ratio provides a mathematical
means of expressing the level of damping in a system relative to critical damping.
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Figure 5. Frequency deviation and tie-line active power change in the first scenario, (a) frequency
deviation in area 1; (b) frequency deviation in area 2; and (c) tie-line power deviation.
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Table 3. Frequency deviation and tie-line power characteristics of FOPID, PID and just AGC.

Controller Type Signal MDR PO PT ST ITSE

FOPID-based DFIG & AGC
Δ f1

0.1910
0.0208 0.6997 14.1210

0.0026Δ f2 0.0131 1.5054 14.8400
ΔP12 0.0036 1.1957 21.0161

PID-based DFIG & AGC
Δ f1

0.0658
0.0301 0.7311 17.0812

0.0041Δ f2 0.0194 1.5536 18.3103
ΔP12 0.0053 1.2089 23.4412

Without DFIG (Just AGC)
Δ f1

0.0498
0.0389 0.9309 28.1927

0.0333Δ f2 0.0449 2.0776 27.1289
ΔP12 0.0073 1.3934 32.5925

MDR, minimum damping ratio; PO, peak overshoot; PT, peak time; ST, settling time.

5.2. Second Scenario: Comparison of Results in Different Level of Wind Penetration

In this scenario, the performance of the DFIGs equipped with the SCA optimized FOPID controller
is investigated under different levels of wind power penetration. Herein, 10%, 15% and 20% penetration
levels are considered for the wind power. The penetration level of wind power is increased through
reducing the existing generator units by x%, i.e., an x% reduction in system inertia constant. In the
other words, an x% increase in wind power is fulfilled through decreasing the inertia by x% [72].
In Figure 6, the system dynamic responses of 10%, 15% and 20% penetration levels of wind power are
demonstrated. As can be seen, by increasing the wind power penetration level, although the inertia of
wind system decreases, the proposed FOPID controller provides better frequency performance in high
penetration level.

5.3. Third Scenario: Sinusoidal Load Change

The third scenario verifies the performance of the DFIGs equipped with the SCA optimized
FOPID controllers in a sinusoidal load perturbation, which is applied in area 1. This sinusoidal load
perturbation is formulated as follows:

ΔPd = −0.002 sin(4t) + 0.002 sin(4.7t) + 0.003 sin(4.7t). (11)

Under the supposed sinusoidal load perturbation, the area frequency and tie-line power
oscillations are exhibited in Figure 7. The results illustrate that the oscillations are effectively damped
by employing the FOPID controllers.

5.4. Fourth Scenario: Sensitivity Analysis

In the Fourth scenario, a sensitivity analysis is done to examine the robustness of the proposed
controller under a wide variation in governor time constant of steam turbine (Tsg) and the
synchronizing coefficient (T12) separately. To do so, the T12 (as an indicator of active tie-line power
between the areas) and Tsg are changed by ±25% of nominal value regarding the first scenario condition.
The dynamic responses for the case of DFIGs equipped with the SCA optimized FOPID controllers
after applying uncertainties in T12 and Tsg are depicted in Figures 8 and 9, respectively. Furthermore,
the system damping characteristics for both changes are listed in Table 3.
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Figure 6. Frequency deviation and tie-line active power change in second scenario, (a) frequency
deviation in area 1; (b) frequency deviation in area 2; and (c) tie-line power deviation.
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Figure 7. Frequency deviation and tie-line active power change in second scenario, (a) frequency
deviation in area 1; (b) frequency deviation in area 2; and (c) tie-line power deviation.
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Figure 8. Simulation results for ±25% of synchronizing coefficient, (a) frequency deviation in area 1;
(b) frequency deviation in area 2; and (c) tie-line power deviation.
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Figure 9. Simulation results for ±25% of time constant of steam turbine, (a) frequency deviation in area
1; (b) frequency deviation in area 2; and (c) tie-line power deviation.
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It can be seen from the Figures 8 and 9, and in Table 4 that in comparison with the nominal
responses demonstrated in Table 2 and Figure 5, the considered severe variations have negligible
impacts on the system dynamic performance, since the damping ratios, performance indices and
damping control measures deviate slightly from the nominal values so that the power system is still
stable as before. Therefore, the adjustable parameters of the controllers are tuned for the nominal
condition and it is not necessary to tune the parameters for the ±25% change in the T12 and Tsg again.

Table 4. Frequency deviation and tie-line power characteristics of FOPID controllers for ±25%
variations in the time constant of steam turbine and synchronizing coefficient.

FOPID-based DFIG & AGC Signal MDR PO PT (s) ST (s) ITSE

T12 + 25%
Δ f1

0.0537
0.0201 0.6765 19.2995

0.0053Δ f2 0.0146 1.4438 19.0713
ΔP12 0.0040 1.1106 21.2130

−25%
Δ f1

0.1096
0.0217 0.7285 14.9600

0.0023Δ f2 0.0112 1.5874 13.8402
ΔP12 0.0031 1.3164 20.9504

Tsg + 25%
Δ f1

0.0745
0.0209 0.6997 15.0300

0.0027Δ f2 0.0132 1.5054 14.9200
ΔP12 0.0036 1.1957 21.0041

−25%
Δ f1

0.0815
0.0208 0.6997 14.5210

0.0026Δ f2 0.0131 1.5054 14.4467
ΔP12 0.0036 1.1957 20.2161

MDR, minim damping ratio; PO, peak overshoot; PT peak time; ST, settling time.

6. Conclusions and Future Directions

This paper presented a review on wind farms contribution to the automatic generation control of
power systems. The applied control strategies and other alternatives for wind farms were investigated.
Fractional order PID controller was deployed for DFIG wind turbines for more efficient contribution in
the load frequency control of multi-area power systems. Four scenarios, including step and sinusoidal
load changes, sensitivity analysis, and the effect of different levels of DFIG penetration, demonstrated
that the proposed controller is efficient for the wind farms in the load frequency control. Minimizing
the overshoot and settling time, and better oscillation damping were highlighted as the salient features
for the SCA-based FOPID controller in the structure of DFIGs.

The role of wind farms to contribute in automatic generation control is still an active field of study
for future research. The literature of control strategies in wind farm is limited to model predictive
control, optimization and intelligent methods. On the other hand, application of lithium-ion battery
energy storages, which nowadays are utilized in wind farms and other types of energy storage systems
can be investigated in this area of research. Coordination between wind farms and photovoltaic
farms as the frontier renewable energies to contribute in the automatic generation control can also be
extended in the future.
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Abstract: The doubly-fed induction generator has significant features compared to the fixed
speed wind turbine, which has popularised its application in power systems. Due to partial
rated back-to-back converters in the doubly-fed induction generator, fault ride-through capability
improvement is one of the important subjects in relation to new grid code requirements. To enhance
the fault ride-through capability of the doubly-fed induction generator, many studies have been
carried out. Fault current limiting devices are one of the techniques utilised to limit the current level
and protect the switches, of the back-to-back converter, from over-current damage. In this paper,
a review is carried out based on the fault current limiting characteristic of fault current limiting
devices, utilised in the doubly-fed induction generator. Accordingly, fault current limiters and
series dynamic braking resistors are mainly considered. Operation of all configurations, including
their advantages and disadvantages, is explained. Impedance type and the location of the fault
current limiting devices are two important factors, which significantly affect the behaviour of the
doubly-fed induction generator in the fault condition. These two factors are studied by way of
simulation, basically, and their effects on the key parameters of the doubly-fed induction generator
are investigated. Finally, future works, in respect to the application of the fault current limiter for
the improvement of the fault ride-through of the doubly-fed induction generator, have also been
discussed in the conclusion section.

Keywords: fault current limiters; doubly-fed induction generator; fault ride-through; superconductor;
series dynamic braking resistor

1. Introduction

With the high penetration level of wind energy conversion systems in the grid, power system
operators encounter new challenging issues, which could affect the stability of the power system.
Therefore, keeping the wind turbines connected to the grid during faults with high wind power
penetration is important, which is known as fault ride-through (FRT) capability [1].

Due to many significant characteristics of doubly-fed induction generator (DFIG) based wind
turbines, they are widely employed in the power system, especially for the multi-megawatt
applications [2]. In the configuration of the DFIG, the stator of the DFIG is directly connected to
the grid, and the rotor circuit is linked to the network by partial-scale back-to-back voltage source
converters. During the fault condition, a transient over-current goes through the rotor circuit towards
the rotor side converter (RSC). The rotor over-current can either trip out the DFIG or damage the
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power electronic devices [3]. Therefore, keeping the DFIG based wind turbine connected to the utility
and preventing the equipment from damage are important during the fault. For secure power system
operation, the wind turbines should meet the grid requirements. The FRT requirement varies from
country to country, following characteristics of the power system as shown in Figure 1 [4]. Among
the different grid codes, which are regulated by the various operators, the E.ON grid code has the
most severe FRT requirements [1,5]. With regard to E.ON grid code, even if the point of the common
coupling (PCC) voltage drops to zero for 150 ms after the fault occurrence, the wind turbine must not
be disconnected from the grid.

Figure 1. The grid code requirement for the fault ride-through of the wind turbine in the different
countries [4]. Adapted with permission from [4], Copyright Publisher, 2015.

In the literature, different methods have been studied to enhance the FRT capability of the DFIG [6].
The previous introduced approaches can be classified as crowbar (active and passive) [7,8], DC braking
chopper [9], new configurations for the DFIG [10,11], the advanced control techniques in back-to-back
voltage source converters [12], and adding new hardware into the DFIG.

When adding new hardware into the DFIG, one of the common techniques is to employ fault
current limiting devices to improve the FRT capability of the DFIG. Fault current limiters (FCLs) and
series dynamic braking resistors (SDBRs) are placed in series connection, in different locations, in
the DFIG (the stator side, the terminal, the DC link between the RSC and the DC-link capacitor, and
the rotor side). In this paper, a review of most of the existing literature, which investigates the fault
current limitation in the DFIG, is carried out. To improve the FRT capability of the DFIG, different
configurations of the FCLs have been employed. Figure 2 shows the diagram of all employed FCLs to
enhance the FRT capability of the DFIG. The operational behaviour of each configuration is briefly
discussed in normal and fault conditions. The FCL structures can be categorized with respect to their
impedance type during the fault condition. In the simulation section, the impedance type and the
FCL’s location will be discussed, which have various impacts on the key parameters of the DFIG. In
this review, the detailed operation of the configurations is not considered, only the functionality is
considered. Moreover, the steady state of the fault condition is discussed, which essentially depends
on the type and size of the impedance in the fault current limiting devices.
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Figure 2. Diagram of the fault ride-through (FRT) capability enhancement by fault current limiting
devices in the doubly-fed induction generator. FCL: Fault current limiter.

In the following, the operation of the DFIG is briefly expressed with the RSC’s and grid side
converter (GSC)’s control circuits. In Section 3, other approaches are mentioned with their pros and
cons. In Section 4, an overview of almost all fault current limiting devices is studied, with their
configuration and behaviour in normal condition and in the fault condition. Section 5 shows how the
impedance and the location of the fault current limiting devices affect the operation of the DFIG in
the steady state of the fault condition. Furthermore, a discussion is raised on the simulation results.
Finally, a conclusion is given.

2. Doubly-Fed Induction Generator

The configuration of the DFIG is shown in Figure 3A. During the fault condition, a very high
electromotive force (EMF) is induced in the rotor due to the electromagnetic interaction with the
stator and the rotor of the DFIG, which leads to over-voltage and over-current in the rotor side.
The over-voltage and the over-current could damage the RSC components if the semiconductor
switches are continuously trigged in the fault condition. In this situation, the rotor high-transient
over-current passes through the switches.

Meanwhile, the excess active power, which is not able to be delivered to the power system in
the fault condition, charges the DC-link capacitor and rapidly increases the DC-link voltage. So,
with regard to Figure 3A, the DC braking chopper typically operates to dissipate the excess energy and
keep the DC-link voltage (VDC) in a constant value. It should be noted that, because of the operation of
the DC braking chopper and the time-varying characteristics of the electromagnetic interaction with the
stator and the rotor, the response of the DFIG is very non-linear. However, during the fault, the DC-link
voltage is almost kept constant when the DC braking chopper operates. In a static stator-oriented

reference frame, the rotor and the stator fluxes,
→
ψr,

→
ψ s, and the rotor and the stator voltages,

→
v r,

→
v s,

are expressed as follows with respect to the Park model of the DFIG [13]:

→
v s = Rs

→
i s +

d
→
ψ s
dt

(1)

→
v r = Rr

→
i r +

d
→
ψr
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− jωr
→
ψr (2)

→
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→
i s + Lm

→
i r (3)
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→
ψr = Lm

→
i s + Lr

→
i r (4)

whereby
→
i , ω, R, and L represent current, angular frequency, resistance, and inductance, respectively.

Additionally, stator, mutual, and rotor parameters are mentioned by subscripts of s, m, and r,

respectively. By means of (3) and (4),
→
ψr is computed with respect to

→
i r and

→
ψ s. (5) expresses

→
ψr as follows: ⎧⎨

⎩
→
ψr =

Lm
→
ψ s

Ls
+ σLr

→
i r

σ = 1 − L2
m

Ls Lr

(5)

whereby the leakage coefficient is represented by σ. To calculate the rotor voltage with respect to (2)
and (5), the following expression is deduced:

→
v r =

→
v ro︷ ︸︸ ︷

Lm

Ls

(
d
dt

− jωr

)→
ψ s +

(
Rr + σLr(

d
dt

− jωr)

)→
i r (6)

whereby
→
v ro denotes the rotor voltage when the rotor is in an open circuit condition and the rotor

current is zero. If the reference frame is changed from a static stator-oriented reference frame to a
rotor-oriented reference frame, the rotor voltage is expressed in (7):

→
v

r
r =
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r
ro +
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dt
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i

r
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whereby
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r
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→
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r
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→
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r

r are the rotor voltage, the open circuit rotor voltage, and the rotor current in
the rotor-oriented reference frame, respectively. With regard to (7), the rotor side electrical circuit is
modelled by a three-phase voltage source of

→
v

r
ro, the rotor resistance (Rr), and the transient inductance

(σLr) during the fault condition. The level of rotor transient over-current will be changed with regard
to the fault instant, the type of fault, and the voltage sag depth [14]. For instance, during a symmetrical
grid fault, the open circuit rotor voltage (

→
v

r
ro) includes two expressions as follows:

→
v

r
ro = (1 − p)Vs

Lm

Ls
sejsωst − Lm

Ls

(
1
τs

+ jωr

)
pVs

jωs
e−jωrte

−t
τs (8)

whereby the pre-fault stator voltage magnitude, the voltage sag depth, and the slip are represented by
Vs, p, and s during the symmetrical grid fault, respectively. Also, τs decaying time constant is equal to
Ls/Rs.

The schematic of control circuits for the rotor side converter and the grid side converter are
presented in Figure 3B [15]. In both control systems, proportional–integral (PI) controllers are employed
for regulation. In the rotor side converter, the reference active power (Pref) is computed in respect to
maximum power point tracking and then the extracted active power (Pextract), which depends on the
wind speed, is compared to Pref. Consequently, the d-axis reference current of the rotor is achieved.
Meanwhile, the reference value for the reactive power of the stator (Qs-ref) is considered zero. Therefore,
during the normal operation, the absorbed reactive power (Qs) from the stator side of the DFIG will
be equal to the reference value, and the required reactive power for the DFIG will be covered by the
back-to-back converters. To maintain the DC-link voltage in constant value, the grid side converter
provides the active power to the rotor side. Therefore, the d-axis reference current is obtained by
comparing the DC-link voltage with the reference value (VDC-ref). Meanwhile, the reactive power (Q)
in the GSC and the RSC is adjusted by the reference value of Qref.
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(A) 

 
(B) 

Figure 3. (A) The doubly-fed induction generator (DFIG) configuration, with all possible highlighted
locations for the fault current limiters and series dynamic braking resistors, in the fault ride-through
capability improvement. RSC: Rotor side converter; GSC: Grid side converter; PCC: Point of the
common coupling. (B) The schematic of control circuits for: (a) The rotor side converter; and (b) the
grid side converter [15]. Adapted with permission from [15], Copyright Publisher, 2017.

3. Fault Ride-Through

As mentioned in the introduction, there are different methods to improve the FRT capability of the
DFIG. Advanced control methods are discussed mostly in the research papers. These methods control
active and reactive power injections, of the DFIG, to restore the PCC voltage during the fault. Most of
these methods are complicated and thus they are not so interesting for the industry [16]. Furthermore,
during the zero-voltage sag in the PCC, the terminal voltage, as a reference, will be lost and the control
method might be inapplicable [17].

Another method is to change the configuration of the DFIG. In this situation, the changes happen
in the back-to-back converters. A fault-tolerant DFIG-based wind turbine has been proposed to
enhance the FRT capability [10,18]. The configuration of the proposed DFIG is shown in Figure 4.
Instead of utilising a general, six-semiconductor-switch converter, a nine-switch GSC has been used.
In normal operation, three lower switches are in the on state. When a fault occurs, three lower switches
operate to compensate the voltage on the neutral side of the winding in the stator. Another change
in the configuration of the conventional DFIG has been studied in [11,19]. The proposed scheme is
shown in Figure 4, in grey. Similar to the conventional DFIG, the stator is directly linked to the grid
through the terminal. However, an extra converter, which is connected to the star point of the stator
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winding, is employed to provide an effective active power transfer to the grid, and a better power
system disturbance ride-through during the low voltage. As it is clear from Figure 4, these changes in
the configuration of the conventional DFIG are probably not of interest to industry. However, to be
practically implemented, they should have economical justification.

Figure 4. The doubly-fed induction generator (DFIG) configuration with the most well-known fault
ride-through (FRT) enhancement approaches. DVR: Dynamic voltage restorers; STATCOM: Static
synchronous compensator.

Adding extra hardware is another scheme to improve the FRT capability of the DFIG. Crowbar
protection, DC braking chopper, voltage sag compensation devices, and fault current limiting devices
are employed as extra hardware in the DFIG to enhance the ride-through capability during the fault
condition. The crowbar protection is the most well-known scheme, which is practically employed and
utilised in the FRT improvement of the DFIG. The configuration of the crowbar is shown in Figure 4.
The crowbar includes a three-phase diode bridge rectifier, a bypass resistance, and a switch (either a
semiconductor switch, such as an isolated gate bipolar transistor in the active crowbar, or a switch
such as a thyristor in the conventional crowbar). The active crowbar has been introduced to overcome
the continuous absorption of the reactive power by the squirrel-cage induction generator in the
conventional crowbar [7]. To operate the active crowbar by a semiconductor switch and cease the RSC
switching, a threshold current or a threshold voltage is defined regarding the transient over-current
in the rotor side or the over-voltage in the DC link, respectively. Whenever the measured current
voltage is less than the threshold current voltage, the DFIG converters resume to normal operation [8].
The RSC stop and the reactive power absorption by the active crowbar are the main disadvantages of
this method.

DC braking chopper is another scheme to keep the DC-link voltage value in the safe area of
operation during the fault condition. The schematic of the DC chopper is depicted in Figure 4.
The parallel connected configuration of the DC chopper consists of a resistor in series with a
semiconductor switch. An anti-parallel diode is also utilised to protect the chopper switch from
voltage spike when the semiconductor switch goes to the off state. However, the DC braking chopper
does not effectively restrict the rotor transient over-current. Therefore, high-rated anti-parallel diodes
should be employed in the RSC [9]. Similar to the crowbar scheme, when the DC chopper is activated,
the RSC switching is ceased.

A static synchronous compensator (STATCOM), as the voltage sag compensation device, has
been discussed in [20]. Figure 4 shows the location and simple configuration of the STATCOM.
Due to the low capacity of back-to-back converters, in case of the fault in the weak utility, there is
a possibility of a voltage instability. Accordingly, voltage sag compensation devices, such as the
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STATCOM, have been proposed to support the voltage profile during the fault condition. There are
coordinated and independent reactive power controls between the STATCOM and the DFIG [20,21].
In the independent control method, the voltage control is only done by the STATCOM. The STATCOM
should be incorporated with a fault current limiting method because it is not solely able to restrict
the fault current level in the RSC. Also, the dynamic voltage restorer (DVR) is another voltage sag
compensation device, which have been utilised to overcome voltage sag during the fault. In Figure 4,
the simple configuration of the DVR is presented. Similar to the STATCOM, auxiliary methods should
be incorporated with the DVR, such as changing the control method of the back-to-back converters
or the pitch angle control [22]. It should be noted that these mentioned devices require large storage
capacity and a high number of semiconductor switches.

From a fault current limiting point of view, the FCLs and the SDBRs are employed to restrict
the fault current level in the DFIG. Up until now, many configurations of FCLs have been proposed
and studied. The FCL structures can be divided into two categories, with regard to impedance type
and components. Considering the impedance type, they are resistive, inductive, resistive-inductive,
and resonance type FCLs. Meanwhile, whether a superconductor is utilised or not, there is another
category [23]. Recently, a new approach of applying the FCLs has been proposed that has the capability
of producing variable resistance [24]. Considering the component type, the FCLs are either a solid
state or saturated core transformer [14]. Despite the current limiting characteristics of the FCLs, they
have been employed for different applications. From a transient stability point of view, the application
of variable and controllable resistance FCLs has been proved [24]. Regarding the location of the FCLs,
they are also employed to compensate the voltage sag in the PCC [25].

In order to improve the FRT capability of the DFIG, the FCLs are placed in different locations
of the DFIG. Figure 3A shows the studied locations in the literature. In each location, with respect
to the FCL impedance type, the impacts on the key parameters of the DFIG are different during the
fault condition. From the FCL’s location point of view, the FCLs are mostly located at the terminal
side and the stator side of the DFIG. Some of the FCLs are placed in the rotor side and a few of the
configurations are in the DC link. Meanwhile, from an impedance point of view, the FCLs are mostly
the resistive type, as it is clear from Figure 2. In the following section, it will be discussed how the
impedance type and the FCL’s location could affect the FRT capability of the DFIG based wind turbine.
The potential best choice of location and impedance type, in order to obtain the most favourable FRT
capability of the DFIG, will be mentioned. In the following section, the FCLs’ structures are categorized
based on the impedance type.

4. Fault Current Limiting Devices

As mentioned, the FCLs and the SDBRs are employed as the fault current limiting devices to
enhance the FRT capability of the DFIGs. At first, different structures of the FCLs and SDBRs are studied
regarding the impedance type of each configuration, and then a comparison will be finally done.

4.1. Non-Superconducting FCL

4.1.1. Inductive Type FCL: Non-Controlled FCL

In [26], a cost-effective topology of a non-controlled FCL, to improve the FRT capability of the
DFIG, has been studied. The non-controlled FCL is placed in the rotor side, which is shown in
Figure 5a. Its configuration is similar to a three-phase bridge type FCL. The limiting inductance is a
non-superconductor (NSC), which is cost-effective from an industrial point of view. Regarding the
location of the FCL, inserting the NSC either in the stator side or in the rotor side has different impacts.
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When the non-controlled FCL is located in the stator side, regarding (9) and (10), the value of back-EMF
voltage and the transient inductance of the rotor are changed as follows:

→
V0r =

Lm

Ls + a2LFCL

d
→
ψ s
dt

(9)

σL1−FCL = 1 − L2
m

(Ls + a2LFCL)Lr
(10)

Figure 5b shows the variation of the leakage coefficient by changing the FCL’s impedance. As it is
clear by (9), by increasing the inductance of the FCL in the stator side, the value of rotor back-EMF
voltage decreases. Therefore, the RSC has a good controllability in order to counteract the stator flux
oscillations. However, the absolute value of the leakage coefficient significantly decreases and damps
by increasing the FCL’s inductive impedance. In fact, there is the possibility that the rotor transient
over-current is not restricted to an acceptable range. It should be mentioned that, by locating the FCL
in the stator side, the stator voltage is resumed to some extent. By placing the FCL in the rotor side, the
leakage coefficient is expressed as follows:

σL4−FCL = 1 − L2
m − a2LFCLLs

LsLr
(11)

 
(a) 

(b) 

Figure 5. (a) The non-controlled inductive fault current limiter [26]; and (b) the leakage coefficient
variation, with the FCL inductance variation in the stator and the rotor sides.
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When the inductive FCL is located in the rotor side, the variation of the leakage coefficient is also
shown in Figure 5b. In order to find out the variation of the leakage coefficient, some points should be
considered. For the inductive FCL located in the rotor side, any impedance value lower or higher than
the intersection point of curves could result in good rotor transient over-current limitation. Otherwise,
the FCL could have an inverse impact on limiting the rotor transient over-current. As a result, if the
inductive FCL is going to be in the rotor side, its impedance should be lower or higher and far away
than from the intersection point of the curves in order to achieve a good current limitation capability.
However, it should be noted that, from limiting the rotor transient over-current perspective, the
inductive FCL in the rotor side is more effective than placing the FCL in the stator side. Furthermore,
it should be noted that the rotor back-EMF voltage remains unchanged and, consequently, a rather
high electromagnetic torque oscillation might occur due to the weak controllability of the RSC on the
stator flux linkage. In addition, there is no possibility to restore the stator voltage.

4.1.2. Inductive-Resistive Type FCL: Optimized Located FCL

An optimized located FCL has been proposed in [27], and it is shown in Figure 6. The proposed
FCL has been placed in the DC link of the DFIG. However, the RSC switches are turned off during the
fault condition, and high-level fault currents pass through the high-rated anti-parallel diodes. The FCL
is resistive and is capable of limiting the fault current only in one direction. The FCLs’ resistance is
bypassed by a semiconductor switch during normal condition. To protect the semiconductor switches
in the FCL from over-voltage, a surge arrestor is connected in parallel with each switch of the FCL.
It should be noted that the optimized located FCLs can cause over-voltage on the RSC switches during
the switching in normal operation. To avoid this destructive voltage, auxiliary circuits should be
applied, which result in a high cost and large size.

Figure 6. The optimized located FCL [27].

4.1.3. Resistive Type FCL: Thyristor Bridge Type FCL

A thyristor bridge type FCL with bypass resistor (BTFCL-BR) has been presented in [28]. Figure 7a
shows the BTFCL-BR. In [28], the stator side location has only been studied. The main advantage of
the BFCL-BR is the use of the NSC. Because of employing the NSC, there are high voltage spikes on
it, which affect the stator voltage and, consequently, generate severe stator flux and electromagnetic
torque oscillations during normal operation. Therefore, the bypass resistor (BR) has been proposed,
not only to restrict the high voltage spikes but also to eliminate the current harmonics in normal
operation of the power system. During the fault condition, after fault detection, the signal triggering of
the thyristors will go to the off state. So, before turning off the thyristors in the zero-current crossing,
the bypass resistor and the NSC restrict the stator fault current in the first instances of the fault.
After turning off all thyristors, the bypass resistance solely limits the stator fault current. Increasing
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the resistance in the stator side decreases the time constant of the stator current and, in the meantime,
restricts the stator fault current in a good manner. The number of thyristor switches employed can be
a disadvantage for this configuration.

 
(a) 

(b) 

Figure 7. (a) The thyristor bridge type fault current limiter with bypass resistor (BTFCL-BR) [28]; and
(b) the switch type fault current limiter (STFCL) with a snubber circuit [14].

4.1.4. Resistive Type FCL: Switch Type FCL (STFCL)

An STFCL has been proposed in [14], and it is shown in Figure 7b. The STFCL, compared to
the BTFCL, uses an inductor as a fault-current-limiting impedance instead of the BR. Furthermore,
instead of using a thyristor bridge, a diode bridge has been employed in the STFCL, which decreases
the installation cost. A snubber circuit has been used in order to utilize the inductor to suppress
the transient over-voltage on the semiconductor switch, when it goes to the off state after the fault
detection. After suppressing the first spikes by Cf, which is smaller than Ca, Ca absorbs the excess
energy in the stator until its voltage reaches a steady state. Afterwards, the current pass, in the DC
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side of the diode bridge, is blocked and the inductor does its limiting operation. The STFCL’s impact
on the DFIG is the same as has been discussed for the non-controlled FCL located in the stator side.

4.1.5. Resistive Type FCL: Variable Resistive Type FCL

In [29], a variable resistive type FCL (VR-FCL) has been placed in the PCC to improve the transient
stability of a hybrid power system, including the DFIG, a Photovoltaic (PV) plant, and a synchronous
generator. The configuration of the VR-FCL is similar to [30] and is shown in Figure 8a. However, to
make better transient stability improvement, the pre-fault conditions, including the pre-fault active
power of the hybrid generation units and fault location, have been taken into account. Regarding
the pre-fault conditions, to control the VR, three nonlinear controller schemes, including fuzzy logic
controller (FLC), static nonlinear controller (SNC), and an adaptive-network-based fuzzy inference
system (ANFIS) have been discussed. The operation of the ANFIS-based VR-FCL is better than the
FLC, and the FLC is better than the SNC. The factors to evaluate the operation of each controller are
the rotor speed deviation of the DFIG, the DC-link voltage deviation of the PV generator, and the load
angle deviation of the synchronous generator. The concept of the pre-fault conditions to achieve the
maximum transient stability has been previously proposed in [30]. However, it should be noted that
the dynamic behaviour of the DFIG is completely different than that of the other generation units [13].
As soon as the fault happens, especially the three-phase fault, the voltage drop on the FCL cannot be
enough due to the exponential current variation in the stator of the DFIG, particularly after damping
the stator current in the first cycles of the power system frequency.

(a) 

 
(b) 

Figure 8. (a) The variable resistive type fault current limiter (VR-FCL) [29]; and (b) the parallel
resonance type fault current limiter [31].
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4.1.6. Resonance Type FCL: Parallel Resonance Type FCL

In [31], as shown in Figure 8b, a parallel resonance type FCL has been investigated and compared
to the bridge type FCL with parallel resistive-inductive shunt impedance. The idea of parallel resonance
type FCL has been proposed in [32]. In normal operation, the semiconductor switch is in the on state
and the parallel resonance is bypassed. After a fault occurrence, the semiconductor switch goes to the
off state. So, the fault current passes through the parallel impedance and is limited by the resonance
type FCL, which helps to enhance the FRT capability of the DFIG. Considering the assessment factors,
including the deviation of the wind farm terminal voltage, the active power of the wind farm, and the
rotor speed of the DFIG, the parallel resonance type FCL has better operation in comparison with the
bridge type FCL with parallel resistive-inductive shunt impedance.

4.2. Superconducting FCL

4.2.1. Inductive Type FCL: Superconducting Fault Current Limiter–Magnetic Energy Storage System
(SFCL-MES)

Although, the superconducting FCLs are not of interest for industry from an economical point of
view [28], many configurations have been proposed to employ the superconductor for the improvement
of the FRT capability of the DFIG. An SFCL-MES has been presented in [33,34]. Its configuration is
shown in Figure 9a. In addition to limiting the fault current, the SFCL-MES can smooth the active
power fluctuations and stabilize the DC-link voltage. The SFCL has been studied at both the rotor side
and the stator side. The SFCL-MES is able to control the superconductor (SC) stored energy and the
output power of the DFIG. As previously discussed, placing the inductive FCL either at the stator side
or at the rotor side has different impacts. By placing the inductive FCL at the stator side, the stator flux
oscillations are limited by decreasing the rotor back-EMF. However, as mentioned before, the rotor
transient over-current is not restricted well with the inductive FCL in the stator side, compared to the
inductive type FCL placed in the rotor side. In fact, locating the inductive type FCL in the rotor side
increases the leakage coefficient more than the inductive type FCL placed in the stator side. However,
it may decrease the RSC controllability due to the unchanged rotor back-EMF voltage.

 
(a) 

Figure 9. Cont.
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(b)

Figure 9. (a) The superconducting fault current limiter–magnetic energy storage system
(SFCL-MES) [33,34]; and (b) the active superconducting fault current limiter [35].

4.2.2. Inductive Type FCL: Active SFCL with Reactive Power Injection

An active SFCL, to compensate the voltage sag in the PCC and restrict the fault current level, has
been studied in [35], and is shown in Figure 9b. An air-core superconductive transformer is placed in a
series connection in the terminal of the DFIG. A three-phase converter with split DC-link capacitors
has been connected to the secondary side of the transformer. The converter injects a controlled value of
the current to compensate for the voltage drop on the PCC during the fault condition, and to surpass
the current level. However, in this configuration, the cost of the superconductor and converter should
be taken into account.

4.2.3. Resistive Type FCL: DC-Resistive SFCL

In [36,37], a DC-resistive SFCL, shown in Figure 10a, is placed in the PCC to limit the fault current
level. There is no novelty, both in the configuration and in the control of the FCL. Furthermore,
as mentioned, using the SC increases the installation cost of the structure. In fact, the commercial
application of the SFCL might be unavailable due to its high cost.

4.2.4. Resistive Type FCL: Resistive-Flux-Coupling Type SFCL

A resistive-flux-coupling type SFCL has been proposed in [38], and is shown in Figure 10b.
The SFCL consists of a coupling transformer, an SC, and a semiconductor switch (S1). Furthermore,
an arrestor is employed to overcome the overvoltage in switching instances. In normal operation, S1 is
closed and if the coupling coefficient is supposed to be one, then the FCL’s impedance is almost zero.
When a fault happens, S1 goes to the off state and the overvoltage is restricted by the arrestor. The SC
enters into the fault current pass to limit the current level. It should be noted that placing a resistive
impedance in the stator side can be much more effective than in the rotor side, due to the voltage sag
compensation and the greater active power absorption. The resistive type FCL in the stator side limits
both the stator and rotor currents effectively.
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(a) 

(b)

Figure 10. (a) The DC-resistive superconducting fault current limiter [36]; and (b) the
resistive-flux-coupling type superconducting fault current limiter (SFCL) [38].

4.2.5. Resistive Type FCL: Resistive Type SFCL with Transient Voltage Control (TVC)

Different configurations of the resistive type SFCL have been placed at the terminal of the DFIG.
A resistive type SFCL, cooperated with TVC in the DFIG converters, has been studied in [39]. It has
been mentioned that the voltage sag compensation by TVC or the fault current limiting characteristics
of the SFCL cannot solely improve the PCC voltage during the fault condition. Post-fault voltage sag
compensation in the PCC, by employing the SFCL as a passive voltage compensator, results in a much
more reactive power injection by the converters, which act as an active voltage compensator.

4.2.6. Resistive Type FCL: Superconducting Magnetic Energy Storage (SMES) with the SFCL

In [40], instead of employing the TVC in the converters, an SMES has been applied together with
the SFCL, as shown in Figure 11a. The main application of the SMES is to smooth the active power
fluctuation after the fault current limiting by the SFCL. However, in [39], it has been noted that the
SFCL is not solely able to effectively improve the PCC voltage.

In [41], the authors modified the configuration of the SFCL-SMES studied in [40]. Instead of
utilising two separate SCs (one in the SFCL and another in the SMES), one common SC has been
employed in two DC choppers, as shown in Figure 11b. During fault condition, the DC chopper of the
FCL enters into the fault current path. After fault removal, the DC chopper of the SMES operates, and
the remaining active power fluctuations are restricted as discussed in [40].
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(a) 

 

(b)

Figure 11. (a) The superconducting magnetic energy storage (SMES) together the SFCL [40]; and (b) the
superconducting fault current limiter with superconducting magnetic energy storage, with common
superconductor [41].

4.2.7. Resistive Type FCL: Resistive Type SFCL in the Rotor Side

In addition to placing the resistive type SFCL in the terminal of the DFIG, different configurations
have been located in the rotor side. In [42,43], the proposed resistive type SFCL in the rotor side operates
effectively to limit the rotor transient over-current. Meanwhile, due to active power consumption in
the rotor side, the DC-link over-voltage is avoided. However, the RSC controllability gets worse in
practice, as mentioned before. Although, the voltage dip in the PCC has been improved by the SFCL
in the rotor side, the SFCL in the stator side, either inductive or resistive, has a better performance for
voltage sag compensation compared to the rotor side.

In [44], a resistive solid state FCL has been studied in the rotor side. The FCL is composed of
antiparallel semiconductor switches, which are employed to bypass or insert the resistance. The FCL
operates as a passive compensator to aid the converters to act as an active compensator, as previously
discussed in [40].
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4.3. Series Dynamic Braking Resistor

An SDBR can be used to improve the FRT capability of the DFIG. The SDBR is placed in different
locations and its impact evaluated. In [45], the SDBR is connected in series with the rotor. The rotor
currents have been employed to trigger the SDBR and the active crowbar. The important advantage of
the SDBR is to decrease the number of switching operations of the crowbar, which avoids the DFIG
operating as a squirrel-cage induction generator during the fault condition. Furthermore, due to
limiting the rotor over-current, the frequent performance of the DC braking chopper decreases. This
means that the charging current of the DC-link capacitor is reduced by the operation of the SDBR. It
should be mentioned that the RSC switching stopped with the SDBR operation. Meanwhile, the SDBR
in the rotor side reduces the rotor controllability.

In [46,47], the SDBR is placed at the stator side of the DFIG. Its operation has been compared
to the DC braking chopper. As discussed, the current control limiting devices in the stator side are
effective for the voltage sag compensation. A summary of advantages and disadvantages of the fault
current limiting devices are presented in Table 1.
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5. Simulation Results

In this section, the impact of the different locations and the type of impedance for the FCLs are
studied. From the FCL’s operation point of view, they should have a very low impedance during
normal condition, fast response after fault detection, high impedance value during the fault, and
also fast recovery time after fault removal. However, various configurations of the FCLs are slightly
different in the characteristics mentioned above. For instance, regarding the configuration of the FCLs,
some types of FCLs are superconductive, but then have almost zero impedance in normal operation.
Whilst for the other types, there is a small impedance. Meanwhile, the FCLs may have different
response and recovery times considering their configurations.

However, it should be mentioned that after fault occurrence and during the fault steady state,
all FCLs should have a high impedance value and the only difference should be related to the
impedance type. Therefore, the type of impedance and its impact on the operation of the DFIG
and the FRT enhancement were considered at three different locations, including the stator side,
the rotor side, and the terminal side. The DC-link location has the same effect as the rotor side location.
So, in order to avoid proliferation, location three was not mentioned. The DFIG was connected to the
grid through a three-phase transformer and a transmission line. The parameters of the simulation are
presented in Table 2. To have a reasonable comparison, the impedance values for the resistive and
inductive type FCLs were the same. Meanwhile, to demonstrate how the FCL’s impedance, either as
an inductive or a resistive, could affect the RSC controllability, the impedance value was chosen in
regards to the FCL impact on the stator side. As discussed, the resistive type FCL in the stator side
has a very effective operation because of voltage sag compensation, excess active power consumption,
and also increasing the RSC controllability. Therefore, the resistive type FCL in the stator side was
selected as a reference to calculate the impedance value.

Table 2. Simulated DFIG Specifications.

The DFIG and Transformer

Rated power 2 MW
Three-phase transformer 0.69/34.5 kV, 60Hz, 5MVA

Rated stator voltage 690 V
Rated frequency 60 Hz

Stator leakage inductance 0.12 p.u.
Rotor leakage inductance 0.12 p.u.
Magnetising inductance 3.45 p.u.
Stator to rotor turns ratio 0.35

Stator resistance 0.011 p.u.
Stator inductance 0.012 p.u.

Nominal wind speed 13 m/s

The DC Chopper

Rated DC-link voltage 1200 V
DC chopper resistor 0.5 Ω

DC bus capacitor 50 mF
DC-link activation threshold voltage 1.1 p.u.

Transmission Lines

Length 30 km
Line impedance 0.01 + j0.1 Ω/km

Resistance of grid side filter 0.3 p.u.
Reactance of grid side filter 0.003 p.u.

As mentioned, the different locations have different impacts on the FRT improvement of the DFIG.
In this section, the rotor and stator currents are shown in Figure 12.
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Inductive Type Fault Limiter 

Location 1: Stator Side Location 2: Terminal Side Location 4: Rotor Side 

 

(L1-a) 

 
(L2-a) 

 
(L4-a) 

 
(L1-b) 

 
(L2-b) (L4-b) 

Figure 12. With the inductive type fault current limiter in the stator side (L1), in the terminal side (L2),
and in the rotor side (L4) during a three-phase fault: (a) The stator currents; and (b) the rotor currents.

At first, the inductive type FCL was placed at three locations in the DFIG. The results are presented
in Figure 12. The value of the inductance was less than the intersection point inductance value of the
leakage coefficient curves presented in Figure 5b. Therefore, it can be concluded that the absolute value
of the leakage coefficient for the inductive FCL in the rotor side was higher than for the inductive FCL
in the stator side. As a result, considering Figure 12 and the discussion in Section 4.1, it is expected that
the inductive FCL in the stator side, the rotor side, or the terminal side has almost the same impact on
the stator current. Regarding the rotor current shown in Figure 12, for the inductive FCL placed in
the rotor side, the rotor fault current level in the steady state of the fault was less than the other FCL
locations, due to the high leakage coefficient value shown in Figure 5b. This point has been discussed
in Section 4.1.

The impacts of the resistive type FCL for the three locations are shown in Figure 13. As mentioned,
the operation of the FCL with resistive impedance in the stator side was the most effective one in
limiting both the stator and rotor currents level. The resistive impedance in the stator side was capable
of compensating for the voltage sag in the DFIG terminal, and was also able to absorb excess active
power during the fault condition. For the FCL at the terminal side, its impact was almost the same
as the FCL placed at the stator side. Regarding Figure 12, due to decreasing the RSC controllability
by employing the FCL at the rotor side, there was a high current level in both the stator and rotor
sides. However, in order to achieve a good fault current limitation in the rotor side by the FCL, a high
impedance value should be employed in the FCL, either in the inductive type FCL or the resistive
type FCL.

Considering the results provided for the rotor and the stator currents, the inductive FCL almost
had the same impact on the stator current and the rotor current regardless of its location. However,
it should be noted that the FCL located in either the stator side or the terminal side had the capability
of compensating for the voltage sag in the terminal of the DFIG as well as increasing the RSC
controllability. The resistive FCL was most effective in enhancing the FRT capability of the DFIG if it
was located in the stator side or the terminal side. Like the inductive FCL, located in the stator or the
terminal sides, the resistive FCL could compensate the voltage sag in the terminal and increase the RSC
controllability. But, the resistive FCL, located in the stator side or the terminal side, compared to the
inductive FCL, located in the stator side or the terminal side, was able to consume excess active power
during the fault condition. In fact, from the FRT capability enhancement point of view, the resistive
FCL placed in the stator or the terminal sides had the best operation.
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Resistive Type Fault Limiter 

Location 1: Stator Side Location 2: Terminal Side Location 4: Rotor Side 

 
(L1-a) 

 
(L2-a) (L4-a) 

 
(L1-b) 

 
(L2-b) (L4-b) 

Figure 13. With the resistive type fault current limiter in the stator side (L1), in the terminal side (L2),
and in the rotor side (L4) during a three-phase fault: (a) The stator currents; and (b) the rotor currents.

6. Conclusions

In this paper, a review was carried out on the improvement of the fault ride-through capability of
the doubly-fed induction generator by use of fault current limiting devices. Almost all of the types
of fault current limiters, employed in the fault ride-through of the doubly-fed induction generator,
have been discussed. For all prototypes, their cost and the impact of their operation on rotor transient
over-current limitation, stator current limitation, excess active power evacuation, and terminal voltage
sag compensation have been analysed and provided in Table 1. With respect to the comparison, the best
operation is granted to the resistive type fault current limiter located in the stator side, due to the
voltage sag compensation capability in the doubly-fed induction generator terminal, the excess active
power consumption, and the increase in controllability of the rotor side converter. As all fault current
limiters have the same performance after fault detection, the operation of the fault current limiters was
simulated in regards to their location in the doubly-fed induction generator and the impedance types.
Three main locations, including the stator side, the rotor side, and the terminal side, were taken into
account. Furthermore, for all three locations, the inductive and resistive type fault current limiters
were placed, and their impacts on the rotor and stator current limitations were discussed. Regarding
the simulation, it was demonstrated that the resistive type fault current limiter placed in the stator
side was the most effective fault current limiter in enhancement of the doubly-fed induction generator.
For future works, in order to achieve a good fault current limitation with the fault current limiter at the
rotor side, the fault current limiter should utilise a high impedance value compared to the fault current
limiter located in the stator side. In addition, for fault current limiters in the stator side, a resistive type
FCL should be utilised in order to achieve a good fault ride-through capability enhancement in the
doubly-fed induction generator.
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Abbreviations

The list of abbreviations used in the paper is provided as follows:
FRT Fault Ride-Through
DFIG Doubly-Fed Induction Generator
RSC Rotor Side Converter
PCC Point of the Common Coupling
FCLs Fault Current Limiters
SDBRs Series Dynamic Braking Resistors
GSC Grid Side Converter
EMF Electromotive Force
SFCL-MES Superconducting Fault Current Limiter–Magnetic Energy Storage System
TVC Transient Voltage Control
SMES Superconducting Magnetic Energy Storage
STATCOM Static Synchronous Compensator
DVR Dynamic Voltage Restorers
BTFCL-BR Thyristor Bridge Type FCL with Bypass Resistor
NSC Non-Superconductor
STFCL Switch Type FCL
VR-FCL Variable Resistive Type FCL
FLC Fuzzy Logic Controller
SNC Static Nonlinear Controller
ANFIS Adaptive-Network-Based Fuzzy Inference System
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Abstract: The intermittency of renewable energy will increase the uncertainty of the power system,
so it is necessary to predict the short-term wind power, after which the electrical power system can
operate reliably and safely. Unlike the traditional point forecasting, the purpose of this study is to
quantify the potential uncertainties of wind power and to construct prediction intervals (PIs) and
prediction models using wavelet neural network (WNN). Lower upper bound estimation (LUBE)
of the PIs is achieved by minimizing a multi-objective function covering both interval width and
coverage probabilities. Considering the influence of the points out of the PIs to shorten the width
of PIs without compromising coverage probability, a new, improved, multi-objective artificial bee
colony (MOABC) algorithm combining multi-objective evolutionary knowledge, called EKMOABC,
is proposed for the optimization of the forecasting model. In this paper, some comparative simulations
are carried out and the results show that the proposed model and algorithm can achieve higher
quality PIs for wind power forecasting. Taking into account the intermittency of renewable energy,
such a type of wind power forecast can actually provide a more reliable reference for dispatching of
the power system.

Keywords: wind power forecasting; wavelet neural network; multi-objective artificial bee colony
algorithm; prediction intervals

1. Introduction

In recent years, wind power has grown rapidly in many countries as a type of clean and renewable
energy source. However, the uncertainty and intermittency of wind power have brought great
challenges to large-scale electrical power systems. Accurate short-term wind power forecasting is a
necessary condition to dispatch the electrical power resources in time, reduce the operating costs, and
then ensure the electrical power systems operate reliably and safely [1,2].

Many studies on wind power forecasting have been reported which can be mainly divided into
two categories: one is based on statistical models, including regression models [3,4], the Kalman
filter [5,6], and time series [7,8]. The other is based on artificial intelligence models, such as fuzzy
systems [9], neural networks (NN) [10,11], and so on. Compared with the statistical model, artificial
intelligence models are more flexible. More and more commercial prediction software used by utility
companies have been developed based on artificial intelligent models [12], especially the NN model.
These forecasting models are often called point prediction, mainly aiming to forecast values in the
future, with less care about the prediction reliability, which is of limited value for uncertainties in the
data or variability in the underlying system [13].

Recently there have been some reports about prediction intervals (PIs), which are considered as an
excellent tool for the quantification of the wind power uncertainties that have never been considered in
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point predictions. Typical PIs are composed of a lower bound, an upper bound, and a confidence level
indicating prediction reliability. PIs provide not only an interval covering the target value, but also a
coverage probability indicating the prediction accuracy. In the literature, several models have been
proposed for the construction of PIs and assessments of the uncertainties of prediction results. The PIs’
models [14,15], based on neural networks, require special assumptions about the data distribution and
the computational complexity is massive. Then, a model called the lower upper bound estimation
(LUBE) model was proposed in [16] with more reliability and simplicity.

From the perspective of making decisions, the larger the coverage probability and smaller width
of PIs, the more accurate the wind power forecasting is. However, in fact, in order to achieve a
larger coverage probability, the width of the intervals will increase simultaneously, and vice versa.
Thus, this is a typical multi-objective optimization problem. Previously, the literature solved this
problem by translating the multi-objective problem into a single-objective problem with penalty
parameters [13,16,17], such as [13]; the coverage probability is transformed to a hard constraint and
then the problem becomes to the minimization of the width of the PIs.

In this paper, this two-objective optimization problem is directly considered to use the
multi-objective artificial bee colony algorithm with no penalty parameters for optimization. Then,
a new formulation to calculate the width of the PIs is proposed. In this formulation, the prediction
value of the PIs is considered as a misleading result, especially when the deviation is large, so the width
can be closer to that of the primary without any negative effects of the value out of PIs. Considering
that the wind power data is nonlinear, highly dimensional, and strongly coupled, the Wavelet Neural
Network (WNN) is a more suitable and flexible neural network that can deal with the data of wind
power efficiently, because it can instigate a superior system model for complex and seismic applications
in comparison to the NN with a sigmoidal activation function [18,19], so it is used to construct the
PI model.

In addition, a new multi-objective artificial bee colony (MOABC) algorithm is proposed to
optimize the parameters of WNN. The basic MOABC algorithm is extended from the artificial bee
colony (ABC) algorithm, inheriting the structure of the multi-objective evolution algorithm (MOEA).
Although the ABC algorithm is simpler and more efficient for parameter optimization, the pure
inheritance of MOEA cannot exploit the advantages of the ABC algorithm. Thus, a new MOABC
based on integrated evolution knowledge (EKMOABC) is proposed. The elite population knowledge
and the other population knowledge are integrated to guide the evolution of the employed bees
and maintain the diversity of the population. A strategy of combining the individual dominance
relationship with the population distribution relationship is introduced into the probability selection
of onlooker bees. Finally, a more strict strategy for updating the archive is put forward to reduce the
cost of the proposed method.

The rest of this paper is organized as follows: Section 2 provides a brief review about the
evaluation indices of the PIs. The multi-objective optimization model for the PIs’ construction is
explained in Section 3. Section 4 introduces a new MOABC based on evolution knowledge and the
main steps of the PIs’ construction. Experimental results and analysis are demonstrated in Section 5.
Finally, Section 6 concludes this paper and discusses the future work.

2. PI Assessments

2.1. PI Coverage Probability

The PI coverage probability (PICP) is the most important characteristic for the reliability, as it
indicates the probability that the targets lie in the constructed PIs. PICP can be calculated as follows:

PICP =
1

Np

Np

∑
i=1

ρi (1)
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where Np is the number of the sample data. ρi is defined as follows:

ρi =

{
0, i f yi /∈ [Li, Ui]

1, i f yi ∈ [Li, Ui]
(2)

where yi is the target value. Li and Ui are, separately, the lower bound and the upper bound of the PIs.
The value of ρi depends on whether the target value is covered by the PIs. Therefore, the more target
values are covered by the PIs, the higher the PICP and the more reliable the PIs are. The ideal value of
the PICP is 100%, which means that all the target values are covered.

2.2. PIs’ Normalized Average Width

If a proper PICP is chosen, a width (the maximum upper bound and minimum lower bound) of
the PIs as large as possible will be the only thing to be decided so that all the target values are covered.
However, too large a width is useless for making the decision in the electrical power system. Thus,
another significant evaluation index of the PIs is defined as the normalized average width (PINAW),
which is calculated as follows:

PINAW =
1

NpR

Np

∑
i=1

(Ui − Li) (3)

where R is the range of the target value. It is the normalized parameter for calculating PINAW in
percentage regardless of the magnitudes of the target values. If the value of PICP is under control
(a fixed value), the PIs are more accurate when PINAW becomes smaller.

PINAW is always used to assess whether the target value is covered by PIs or not. When the
target value is out of the PIs, it will bring a negative effect to the width of the PIs. Thus, inspired by
this, a new evaluation index for the width, called the PIs covered-normalized average width (PICAW),
is developed as follows:

PICAW =
1
R
(

1
Np+

Np+

∑
i=1

(Ui − Li) + λ
1

Np−

Np−

∑
i=1

(Uj − Lj)) (4)

where Np+ and Np− represent the number of target values covered by the PIs or not, separately. λ is
the control parameter which can magnify the difference between the target values and PIs. In practice
λ > 1. When λ = 1, PICAW turns into PINAW. Using both the target values and the PIs, more accuracy
can be obtained for PI construction by PICAW, especially when the target value is far away from
the PIs.

3. Multi-Objective Optimization Model for WNN-Based PI Construction

3.1. PI Multi-Objective Optimization Criteria

PICP or PICAW can evaluate the quality of PIs from different aspects. In order to obtain
the high quality of PIs, a large PICP and small PICAW are both required. Obviously, this is a
multi-objective optimization problem for maximizing the coverage probability and minimizing the
width of PIs simultaneously. The most famous method for this problem is to transform two primary PIs’
assessments into a single one by some hyperparameters. A most common index, called the coverage
width-based criterion (CWC), is defined as follows:

CWC = PINAW(1 + γ(PICP)e−η(PICP−μ)) (5)

where μ is an expected coverage probability, η is a control parameter that magnifies the differences
between PICP and μ when the coverage probability hardly achieves the expected value. γ(PICP) = 0
when PICP ≥ μ and γ(PICP) = 1 when PICP < μ. In CWC, the most critical parameter is η. If η is
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small, it will be insufficient to obtain the expected coverage probability. In contrast, if η is too large,
there will be too much of a penalty to obtain the optimized solution. Thus, for the CWC, how to
choose a suitable η becomes a key problem. η is often set empirically in most of the literature. If an
unreasonable η is chosen, the multi-objective optimization problem cannot be transformed into a single
optimization problem completely and the quality of PIs cannot be guaranteed.

In this paper, the multi-objective optimization problem is solved directly by an improved
MOABC algorithm. A PIs’ multi-objective optimization criteria (PIMOC) is proposed as follows:⎧⎪⎨

⎪⎩
min α = 1 − PICP
min PICAW
s.t. 0 ≤ α ≤ 1, 0 ≤ PICAW ≤ 1

(6)

where α is transformed from the confidence level to satisfy the need of multi-objective
optimization problem. Taking into account the real requirement of the electrical power system,
the range of constraint conditions will be reduced. Thus, the confident level α is restricted in [0, 20%]

and the width of the PIs is restricted in [0, 25%] after normalization.

3.2. WNN-Based PI Construction

WNN is a neural network based on the wavelet transform (WT). It is powerful for frequency
component analysis and suitable for signals which are composed of high-frequency components with
short duration and low-frequency components with long duration [20,21]. A brief review of WT is
described as follows:

Assuming that f (t) is a square integral function, it can be expressed as:

f (t) =
�

W(a, b)ψ(
t − b

a
)dbda (7)

where W(a, b) is the continuous wavelet transformation of f (t) and defined as:

W(a, b) =
∫

f (t)ψ∗
a,b(t)dt (8)

with:
ψ∗

a,b(t) =
1√
a

ψ(
t − b

a
) (9)

where a and b are the scaling parameter and shifting parameter, respectively.
Xi = {x1, · · · , xi, · · · , xN} is the N input sample of WNN, ωis is the input parameter between the

input layer node and the hidden layer node, and βsj is the output parameter that connects the hidden
layer and the output layer. The calculation equation of the output of the hidden layer is as follows:

g(s) = ψ

(
(

N

∑
i=1

ωisxi − bs)/as

)
, s = 1, 2, · · · k (10)

where g(s) is the output of the s node of the hidden layer, ψ is the small wave basis function, and
k is the number of hidden layer nodes of the WNN. The calculation equation of the output layer is
as follows:

Yj =
k

∑
s=1

βsjg(s), s = 1, 2, · · · k (11)

Then, the M output Yj =
{

y1, · · · , yj, · · · , yM
}

of the WNN is designed as:

yj =
k

∑
s=1

βsjψ

(
(

N

∑
i=1

ωisxi − bs)/as

)
(12)
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The upper and lower bounds of the prediction interval of wind power are directly given by the
dual-output WNN, which effectively avoids the complex process of the traditional interval prediction
method for the probability error analysis. Thus, a symbolic WNN-based on PIs’ construction model is
shown in Figure 1.

Input layer

Hidden layer

Output layer

Upper 
bound

Lower
bound

Figure 1. WNN-based on the PI construction model. WNN: wavelet neural network; PI:
prediction interval.

In order to avoid the irrational effect of the number of input and hidden layer nodes on the
prediction results, the C-C phase space reconstruction method is used to determine the number of
input layer nodes N. According to the Kolmogorov theorem, the number of hidden layer nodes K is
determined, and the structure of the PI model for the WNN is N–K–2. The Morlet wavelet with strong
adaptive ability is selected as the wavelet basis function, and the equation is as follows:

ψ(t) = cos(1.75t) · e−t2/2 (13)

By choosing suitable input parameters, output parameters, scaling parameters, and shifting
parameters of the WNN, effective and reliable PIs of wind power will be constructed.

4. Evolution Knowledge MOABC Algorithm (EKMOABC) for WNN-Optimized Construction
of PIs

To choose the parameters of WNN reasonably and solve the multi-objective optimization
problem for PI construction, an improved MOABC algorithm, called Evolution Knowledge MOABC
(EKMOABC), is proposed. The main steps of EKMOABC are summarized as follows:

4.1. Initialization

The input parameters, the output parameters, the scaling parameters and shifting parameters of
WNN are initialized at this step. The wind power data are divided into a training set, a validation set,
and a test set, and then they are normalized to [0, 1]. The parameters of EKMOABC, including
the number of food sources N, the maximum iterations Tm, the maximum number of solutions in
archive Im, the maximum obsolete number of scout bees Dm, the probability parameters η1 and η2,
are also initialized.

4.2. Preliminary Iteration

Preliminary iteration is crucial for the repeatability of the model. Firstly, each food source is
initialized as:

xij = L + rand(0, 1)× (U − L) (14)
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where xij is one of the food sources. i ∈ 1, 2, · · · , N/2, j ∈ 1, 2, · · · , D and D is the number of
parameters to be optimized. L and U are the minimum lower bound and maximum upper bound of
the solutions, respectively. Then the assessment criteria PICP and PICAW are calculated.

4.3. Pareto Dominance

Compared with single-objective optimization, the solution of the multi-objective optimization
problem is a trade-off of the performance, which is called the Pareto optimal set based on
Pareto dominance.

For the decision vector xa, xb ∈ Ω, xa dominates xb (denoted as xa 	 xb) if ∀ fi(xa) ≤ fi(xb) and
∃ fi(xa) < fi(xb). Therefore, a set of decision vectors ν ∈ Ω is called a non-dominate solution
when ¬∃x ∈ Ω : x ≺ v. Furthermore, a Pareto optimal front set is defined as a group of
non-dominate solutions.

In this paper, α and PICAW are the optimization objectives. Thus, when the objectives satisfy the
equation below:

αi ≤ αj, PICAWi ≤ PICAWj (15)

where α and PICAW cannot be met simultaneously, it is said that the solution i dominates solution j,
which can be denoted as i 	 j. When the dominant relationship of different food sources is achieved,
the non-dominate solution is chosen into the archive.

4.4. Employed Bees Evolution Based on Guidance of Elite Population Knowledge

Elite population represents the optimal information of population and it is beneficial for the
population to converge rapidly [20]. Thus, a more effective strategy is adopted to choose an elite
population and guide the employed bees’ evolution. In the first iteration, the crowding distance of
solutions in the archive is calculated and the maximum crowding distance is chosen as the elite solution.
Additionally, objective functions should be ordered first according to Equation (16) when the crowding
distance is calculated. The crowding distance is defined as:

di =

⎧⎪⎨
⎪⎩

√
1
2

m
∑

k=1
(( f k

i − f k−1
i )

2
+ ( f k

i − f k+1
i )

2
), 1 < i < s

inf, else
(16)

where f k
i is the target value (the assessment criteria of PIs). m is the number of the target value. s is the

number of solutions in the archive. At the next iteration, an elite solution will be chosen and compared
with the former one. When the new elite solution dominates the old one, it will be saved and guide the
employed bees’ evolution instead. Otherwise, the old one will be saved. However, when neither elite
solution dominates the other one, the roulette method will be adopted for making the decision.

In this paper, both dominant and non-dominant solutions of employed bees evolve in
different ways. The evolution method is as follows:{

νtj = xtj + r1(xtj − xkj) + r2(xtj − xbj), si = 0
v f = x f + r3(x f − xb), sj = 1

(17)

where si is a flag. si = 0 represents the dominant solution, while sj = 1 represents the
non-dominant solution. xb is the elite solution. xt and x f are the non-dominant solution, and t = f .
r1, r2, r3 ∈ [−1, 1]. This measure is applied in both the dominated front and non-dominated front.
When the non-dominant solutions crossover with the elite solution, it is easier to produce excellent
solutions and keep the elite population alive. On the other hand, when dominant solutions crossover
with both the elite solution and the non-dominant solution, it is beneficial to maintain the diversity of
the population.
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4.5. Probability Choice Equation Combining the Dominance and Distribution Relationships

Probability choice equation is used to choose the solutions to evolve deeply and balance the
capacity between exploit and explore. Different from the single-objective optimization, there may be a
large number of solutions for multi-objective optimization which cannot dominate other solutions at
the same time. The quality of the Pareto optimal set is related to both the dominance relationship and
distribution relationship. If only one of them is considered in the probability choice equation, it will
hardly obtain the high-quality of PIs. Therefore, a typical probability choice equation combining the
dominance and distribution relationships is proposed as follows:

Pi =

⎧⎨
⎩

1
1+(1−si)eη1 li

, si = 0
1

1+sie−η2di
, si = 1

(18)

where Pi is the probability, di is the crowding distance. η1 and η2 are the probability choice parameters
and li is defined as:

li =
s

min
j=1

√
m

∑
k=1

( fik − f jk)
2 (19)

where fi is the dominant solution and f j is the non-dominant solution. s is the number of solutions in
the archive.

From Equations (18) and (19), we can see that the proposed equation of probability choice
combines the dominance relationship and the distribution relationship. When the solution is dominated
by other solutions, it will be punished by the distance from the Pareto optimal set. From Equation (18),
when the solution is dominated, the probability will be limited to [0, 0.5] by the parameter η1. However,
when the solution is non-dominated, the probability will be chosen in the range of [0.5, 1] due to the
superiority of non-dominant solutions. Thus, even though the dominant solution is closer to the Pareto
optimal set, its probability will be never be greater than that of the non-dominant solution, which will
be of great benefit for population evolution both in convergence and distribution.

4.6. Onlooker Bees Evolution

Onlooker bees evolve through the roulette method according to the probability calculated above.
The evolution method of onlooker bees is the same as the employed bees.

4.7. Strategy to Update the Archive

The archive is used to save the best solutions ever found and the final solutions in the archive
are called the Pareto optimal set. Thus, the strategy for updating the archive is crucial for the quality
of the results. Traditionally, the non-dominant solutions are chosen for the archive and weeded out
when it is dominated or the crowding distance is too small. In the preliminary iteration, there are few
non-dominant solutions and it is reasonable to update the archive. However, in the later iterations,
the amount of non-dominant solutions increases quickly, which means some better solutions should
be chosen for the archive and some would be deleted. Then the cost of using the traditional strategy
will increase. Thus, a stricter strategy is chosen to update the archive. When the number of solutions in
the archive reaches the maximum value Im, the solutions with the smallest crowding distance will be
deleted, and the maximum crowding distance of these deleted solutions are calculated and recorded
as dmax

t . When a solution satisfies the condition for being saved into the archive, one stricter step
will be checked. Firstly, the distance between this solution and the other solutions in the archive
is calculated. Then the minimum distance will be recorded as dmin

t and only when dmin
t > dmax

t ,
the solution can be chosen to be saved into the archive. The new strategy for archive updating reduces
the cost of the algorithm and improves the distribution performance of the Pareto optimal set.
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4.8. Scout Bees Evolution

When the evolution of the employed bees and onlooker bees are completed and the solution is
not improved, the number of obsolete scout bees will be added by 1. Once it reaches its maximum
value Dm, the employed bees will be transformed into scout bees to produce a new solution randomly.

4.9. Termination

The condition for finishing the algorithm is that the iterations reach its maximum value Tm.

5. Experiments and Results

To validate the multi-objective optimization model for PI construction, the wind power data
sampled every 10 min from the Alberta interconnected electric system in 2015 are applied. A total of
6000 datasets from 1 January are chosen as the research data with 80% for training and the other 20% for
validating and testing, respectively. Firstly, the datasets are normalized in [0, 1] to adjust the parameters
of WNN and avoid the influence from different magnitudes of the datasets. Then the structure of
WNN using the Morlet wavelet as the basic wavelet is determined. It is necessary to balance the
complexity and the learning capacity of WNN. The C-C phase space reconstruction and Kolmogorov
theorem are adopted to choose the optimal WNN structure as 4-8-2. Finally, the parameters of WNN
and EKMOABC will be set as mentioned in Section 4.

The CWC for PI construction is a single-objective optimization problem, while PIMOC is a
multi-objective optimization problem. To valid the experiment results, the basic ABC algorithm in [21]
is used to optimize the CWC, and the MOABC algorithm in [22] to optimize the WNN for PIMOC.
The food source number of ABC and MOABC are both set to 40, the maximum iteration time is set
to 200, the maximum number of solutions in the archive is 20, and the maximum number of obsolete
scout bees is 50.

5.1. Performance Comparisons between CWC with Different Parameters and PIMOC

To validate the influences of parameters on CWC, the control parameter η in Equation (5) is
chosen as η = 10, 50, 100 and μ is set as 80%, 85%, 90%, 95%, and 99%. Each experiment is repeated
10 times with different η and μ. The average results are shown in Table 1.

Table 1. Comparative results with different η and μ of CWC. CWC: coverage width-based criterion;
PICP: prediction interval coverage probability; PICAW: prediction intervals covered-normalized
average width.

η μ Name μ = 0.80 μ = 0.85 μ = 0.90 μ = 0.95 μ = 0.99

η = 10 PICP 0.785 0.836 0.892 0.944 0.985
PICAW 0.137 0.152 0.203 0.235 0.256

η = 50 PICP 0.822 0.864 0.923 0.963 0.995
PICAW 0.152 0.198 0.232 0.251 0.284

η = 100 PICP 0.844 0.872 0.947 0.981 1.000
PICAW 0.175 0.218 0.259 0.288 0.323

From Table 1, it is obvious that PICP increases with the increase of μ when η is fixed, and PICAW
also becomes larger, which makes the accuracy of the PIs worse. On the other hand, η has a great
effect on the quality of PIs with the fixed μ. A small η is helpful to improve the accuracy of PIs with a
small width of PIs, but it is difficult to ensure that PICP reaches its expected μ and meets the reliability
requirements of the PIs. A large η can enhance the reliability of the PIs, and the PICP is always higher
than its expected value. However, this will lead to a large width of the PIs, which then makes the
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solving process into a local optimum. Thus, the controlling parameter η is an uncertain factor in PI
construction with CWC, which is unfavorable for solving this optimization problem in high quality.

In order to compare the prediction results between CWC (with the ABC-WNN as the prediction
model) and PIMOC (with the MOABC-WNN as the model), the experiments with a group of μ

(from 80–99%) in different η are performed and the results are shown in Figure 2.
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Figure 2. Comparative results between CWC and PIMOC. CWC: coverage width-based criterion;
PIMOC: PIs’ multi-objective optimization criteria; PICP: PI coverage probability.

As is shown in Figure 2, the prediction results of PIMOC are better than CWC both in the criteria
of PICP and PINAW. With different η, the PICP and PICAW of CWC change greatly. During the
optimization of CWC, the solutions that cannot satisfy the given confidence level μ will be penalized
by η and determined whether to be saved or not according to η. Perhaps a large η can ensure that
the requirement of the confidence level μ should be met, but some good solutions which have a PICP
slightly less than its expected value, but a good PI width, will be weeded out. However, if a small η

is chosen and then the solutions with a slightly worse confidence level, but a small width of the PIs
is saved, those solutions dissatisfy the requirement of the confidence level and will not be penalized
sufficiently. As a result, the confidence level of all the solutions will be lowered. Thus, a suitable η

is of great significance to CWC, but it is always chosen empirically. In PIMOC, this multi-objective
optimization problem is solved by adopting a multi-objective evolution algorithm directly instead of
transforming it into a single-objective optimization problem, which avoids the choosing of η and it is a
benefit for improving the quality of PIs both in accuracy and reliability.

For a better explanation, the PIs of CWC are shown in Figures 3–5 with three different η (the value
of η is same as it in Table 1) and the PIs of PIMOC are shown in Figure 6, where Pareto optimal sets are
sorted in ascending order according to PICP and the first, fifth, tenth, fifteenth, and twentieth PIs are
plotted to make a comparison with the PIs of CWC.

As is shown in Figures 3–5, with the control parameter η increasing, the prediction accuracy of
the PIs is improved, while the width is larger and the reliability becomes worse, which is just the same
as in Table 1. An unreasonable choice of η may easily cause some excellent solutions unreserved in
the next iteration. From Equation (5), it can be seen that, in CWC, the quality of the PIs is assessed
impartially only based on a single synthetical criterion. While in PIMOC, some excellent solutions are
reserved by the Pareto dominance strategy avoiding the choice of η, and the assessment is carried out
according to both PIMOC, both in accuracy and reliability. Then we can see that the performances of
PIMOC in Figure 6 are better than all those of CWC in Figures 3–5.
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Figure 3. Prediction intervals with CWC ABC-based when η = 10. CWC: coverage width-based
criterion; ABC: artificial bee colony; PICAW: PIs covered-normalized average width; PICP: PI
coverage probability.
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Figure 4. Prediction intervals with CWC ABC-based when η = 50. CWC: coverage width-based
criterion; ABC: artificial bee colony; PICAW: PIs covered-normalized average width; PICP: PI
coverage probability.
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Figure 5. Prediction intervals with ABC-based CWC when η = 100. CWC: coverage width-based
criterion; ABC: artificial bee colony; PICAW: PIs covered-normalized average width; PICP: PI
coverage probability.
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Figure 6. Prediction intervals with PIMOC based on MOABC. PIMOC: PIs’ multi-objective optimization
criteria; MOABC: multi-objective artificial bee colony; PICAW: PIs covered-normalized average width;
PICP: PI coverage probability.

5.2. Performances of the Multi-Objective Evolution Algorithm in PI Construction

To evaluate the proposed EKMOABC for solving the multi-objective optimization problem
with PIMOC, three classic multi-objective optimization algorithms, including the basic MOABC,
NSGAII (non-dominated sorting genetic algorithm II) [23], and MOPSO (multi-objective particle
swarm optimization) [24], are used to optimize the parameters of WNN for contrast experiments.
The population size, the maximum number of iterations, and the maximum number of solutions in the
archive are set to 40, 200, 20, respectively, for all algorithms. The crossover probability and the mutation
probability of NSGAII are set to 0.8 and 0.2, respectively. The inertia weight and the learning factor of
MOPSO are set to 0.8 and 2, respectively. The probability choices parameter η1 and η2 of EKMOABC
are set to 50 and 10. The maximum obsolete number of scout bees in MOABC and EKMOABC are all
set to 50. The comparative results for PI construction with four different multi-objective evolutionary
optimization algorithms are shown in Figure 7.
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Figure 7. Comparative results with different multi-objective evolutionary algorithms. EKMOABC:
evolutionary knowledge multi-objective artificial bee colony; MOPSO: multi-objective particle swarm
optimization; MOABC: multi-objective artificial bee colony; NSGAII: non-dominated sorting genetic
algorithm II; PICAW: PIs covered-normalized average width; PICP: PI coverage probability.
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As shown in Figure 7, Compared with the other three evolutionary optimization algorithms
(NSGAII, MOPSO, and MOABC) in WNN optimization, the proposed EKMOABC-WNN can ensure a
higher confidence level and narrower width of PIs, especially when the PICP is above 97%, where there
is no suitable width of PIs that can be chosen by the other three algorithms. The Pareto optimal set
with EKMOABC-WNN has not only better convergent performance, but also distributing performance.
One of the reasons is that NSGAII, MOPSO, and MOABC may be easily trapped into a local optimum
and their searching capacities will become so weak that the better solutions cannot be searched
in the constraint range. Another reason is that the distribution of the Pareto set is not considered
sufficiently in the process of iteration in NSGAII, MOPSO, and MOABC, which results in the Pareto
set non-uniform distribution. In addition, the EKMOABC is based on the relationship between Pareto
domination and distribution. The advanced probability choice equation of EKMOABC can avoid
the solutions being trapped into local optimum effectively and it is a benefit for the distribution
of the Pareto optimal set. The strategy of the guidance with elite population knowledge plays an
important role in searching for better solutions and improving the convergent performance of the
Pareto optimal set.

6. Conclusions

Wind power forecasting is of great importance for electrical power systems because of
the uncertainties of climate, especially when the renewable energies are merged into the grid.
Compared with point forecasting, PI forecasting is an effective way for assessing the uncertainty of
wind power. However, the traditional method for prediction interval construction is carried out under
some special assumptions and suffers from computational complexity. In this paper, an improved
MOABC method was proposed to optimize the parameters of WNN for PI construction in wind power.
Instead of transforming into a single-objective optimization problem, the primary multi-objective
optimization problem is solved directly by the improved MOABC, called EKMOABC. In addition,
a new multi-objective criterion, called PIMOC, was proposed, with which the effect of the prediction
value of the PIs is considered. Comparative results between CWC and PIMOC in PI construction
demonstrate that the CWC is affected by the controlling parameter η greatly while the PIMOC can
avoid the choice of this parameter, so the quality of the PIs based on PIMOC is more accurate and
reliable. On the other hand, a multi-objective algorithm, called EKMOABC, was also proposed for the
solutions of PIMOC. Some simulation experiments comparing with NSGAII, MOPSO, and MOABC
showed that the EKMOABC-based WNN for wind power PI forecasting has a narrower width and
higher confidence, which means higher accuracy and reliability.
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Abstract: This paper presents a new output power smoothing control strategy for a wind farm based
on the allocation of wind turbines. The wind turbines in the wind farm are divided into control wind
turbines (CWT) and power wind turbines (PWT), separately. The PWTs are expected to output as
much power as possible and a maximum power point tracking (MPPT) control strategy combining
the rotor inertia based power smoothing method is adopted. The CWTs are in charge of the output
power smoothing for the whole wind farm by giving the calculated appropriate power. The battery
energy storage system (BESS) with small capacity is installed to be the support and its charge and
discharge times are greatly reduced comparing with the traditional ESSs based power smoothing
strategies. The simulation model of the permanent magnet synchronous generators (PMSG) based
wind farm by considering the wake effect is built in Matlab/Simulink to test the proposed power
smoothing method. Three different working modes of the wind farm are given in the simulation and
the simulation results verify the effectiveness of the proposed power smoothing control strategy.

Keywords: power smoothing; wind farm; wind turbine allocation; rotor inertia; power wind turbine;
control wind turbine; battery energy storage system; wake effect

1. Introduction

Wind energy is the most mature and promising renewable energy source in the world at present.
The doubly-fed induction generator (DFIG) based and direct-drive permanent magnet synchronous
generator (PMSG) based systems are the most popular wind energy conversion systems (WECS),
which are widely used in wind farms [1]. Though both of the two WECSs have their own advantages
and disadvantages, the direct-drive PMSG based WECSs are preferred in high power applications
owing to the simple structure, high efficiency, and high reliability due to the absence of gearboxes [1–3].
However, due to the stochastic nature of wind, the output power of the wind farm is fluctuating, which
brings negative influences to the stability and economy of the grid operation. Specifically, the problems
caused by the wind power fluctuations are listed as: frequency deviation, voltage flicker, low power
quality, and harm to sensitive loads [3–5]. To solve these problems, several methods are proposed to
smooth the output power of the wind farm, which can be basically divided into two major categories:
direct power control and indirect power control.

The direct power control usually depends on using the wind turbine (WT) itself without energy
storage devices, such as through the DC bus voltage control, rotor inertia control, and the pitch
angle control [3,6–11]. However, the DC bus voltage control may cause the excessive voltage ripple,
thus affecting normal operation of the WECS [5]. For the rotor inertia control, the rotor speed is
always controlled to exceed the rated value to store the kinetic energy. According to the research [5],
the efficiency of the kinetic energy control relying on the generator inertia is close to the maximum
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power point tracking (MPPT) control. The trade-off between the maximum power tracking and power
smoothing is explored through the optimal control of WTs based on the rotating kinetic energy reserves
in references [7,8]. The pitch angle control has to operate at a fast rate, thus mechanical stress accrues in
the wind turbine blade. Besides, the direct power control methods always focus on the output power
smoothing of a single WT, which may lead to the poor effect for the entire wind farm. In addition,
all the smoothing capability of the direct power control method is constrained by the rated power of
the WTs.

The indirect power control is realized by using energy storage systems (ESS), such as the
battery, the supercapacitor, the superconductor magnetic energy storage (SMES), the flywheel, and so
on [12–19]. But all existing ESSs have certain problems in practical application. The charge-discharge
cycles of the battery are limited, although many types of batteries are quite mature at present [12,13].
The supercapacitor has the much longer life of charge-discharge processing than that of batteries, but it
cost too much to be used on a large scale [14]. SMES is a large superconducting coil that can store
electric energy in the magnetic field produced by the flow of a DC current through it. The effectiveness
of the SMES is demonstrated by many studies, but it is still too costly [15,16]. The flywheel ESS utilizes
the kinetic energy of a rotating disc, which depends on the square of the rotational speed. It has the
advantages of long cycling life, large energy storage capacity, and high reliability [17,18]. However,
the drawbacks of immature technology, large size, and high standing losses cannot be ignored in
practical use at present. Then hybrid ESSs for smoothing out wind power fluctuations are proposed
in literatures to overcome the disadvantages of the single ESS, but the control strategies are more
complicated [19].

As above, all the existing power smoothing control strategies have both advantages and
disadvantages, which result in difficulties for practical application. In order to solve such problems,
a power smoothing method based on the allocation of the wind turbines and the rotor inertia is
proposed in this paper, which is quite different from the above-mentioned power smoothing methods.
In this paper, the direct-drive PMSG based WECS is chosen in the wind farm. The WTs of the wind
farm are divided into two classes: control wind turbines (CWT) and power wind turbines (PWT).
The PWTs are expected to output as much power as possible and then the MPPT control strategies
are adopted by combing the power smoothing strategy using rotor inertia. The increment of wind
power can be stored in the generator as a form of kinetic energy and released when the wind power
decreases. The CWTs are in charge of the output power smoothing for the entire wind farm by giving
the appropriate power according to the output power need of the wind farm. The battery energy
storage system (BESS) with small capacity is installed as the back support of the CWTs to satisfy the
high power demanding of the grid. The simulation model of the wind farm based on the proposed
control strategies is built in Matlab/Simulink and the efficiency of the proposed strategy is verified by
the simulation results.

2. Wind Energy Conversion System Description

2.1. Wind Turbine Model

The mechanical power generated by a wind turbine is [20]:

Pw = ρπR2Cp(λ, β)v3/2, (1)

where ρ is air density, R is turbine blade radius, v is wind speed and Cp is power coefficient which is a
function of the tip speed ratio (TSR) λ and blade pitch angle β. λ is defined as:

λ = ωoR/v, (2)

where ωo indicates the rotational speed in rad/s.
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The output torque of the wind turbine is:

T = ρπR3Cp(λ, β)v2/2λ (3)

According to Equation (2), the rotor speed can be adjusted to keep λ at the optimum value λopt

and then maximize the power coefficient as Cpmax. The wind turbine aerodynamic efficiency Cp (λ, β)
is given by the following Equation [21]:{

Cp(λ, β) = 0.5176( 116
α − 0.4β − 5)e−21/α + 0.0068λ

1
α = 1

λ+0.08β − 0.035
β3+1

(4)

where α is the intermediate variable to obtain the Cp by using λ and β. The curves of the power
coefficient Cp and the TSR λ with different blade pitch angles are shown in Figure 1. It can be seen
that the maximum power coefficient is decreasing by increasing the pitch angle. Therefore, the output
power of the wind turbine can be limited to the rated value through the variable pitch angle control.

C
p

Figure 1. Curve of Cp (λ, β).

According to (1) and (2), the maximum power output of the wind turbine is obtained as:

Pwopt = ρπR5Cpmaxω3/2λ3
opt = koptω

3. (5)

Then the optimum torque is expressed as

Topt = ρπR5Cpmaxω2/2λ3
opt = koptω

2, (6)

where kopt is the coefficient associated with the wind turbine characteristics.

2.2. PMSG Model

The voltage equations of the PMSG in decoupled dq-axes rotating reference frame are expressed
as [21]: {

uds = Rsids + pψds − ωeψqs

uqs = Rsiqs + pψqs + ωeψds
, (7)

where uds, uqs are the stator winding voltages in dq-axes. ids, iqs are the stator winding currents in
dq-axes. ψds, ψqs are the stator winding magnet fluxes in dq-axes. ωe is the rotor speed, Rs is the
resistance of the stator windings.

The magnet flux equations of PMSG in dq-axes rotating reference frame are expressed as
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{
ψds = Ldids + ψ f
ψqs = Lqiqs

, (8)

where ψf is the permanent magnet flux. Ld, Lq are the stator winding inductances in dq-axes.
The electromagnetic torque of PMSG is given as:

Te = np[ψ f iqs + (Ld − Lq)idsiqs], (9)

where np is the pole pairs of the PMSG.
The motion equation of the PMSG is expressed as:

TL − Fω − Te = J
dω

dt
, (10)

where TL is the input load torque, F is friction coefficient, J is the moment of inertia, ω is the mechanical
rotor speed.

2.3. Configuration of the Wind Farm

The layout of the wind farm model built in this paper is shown in Figure 2. The wind farm
comprised nine PMSG based wind turbines arranged in three rows and three columns. The traditional
grid-connection mode of the PMSG based WECS, which was composed of the PMSG and the
back-to-back converter, was not adopted in the wind farm model of this paper. Here, the alternating
voltage generated by the PMSG was converted into the direct voltage by the generator-side converter
and then connected to the DC bus. Apart from the high power transfer capability and cost-effectiveness
in a longer transmission system, HVDC is also considered as an environmentally friendly technology
owing to its low corona losses and ozone generation rates [22]. Thus, the power is delivered and
converged in the cables through the mode of high voltage direct current (HVDC) in this paper.
Afterwards, the direct current power was inverted to the alternating current power and transmitted
into the grid through the shared grid-connected inverter. The number of grid-connected inverters
was decreased, as compared to the traditional grid-connection mode of the PMSG based WECS and
then the cost was reduced. The nine wind turbines were divided into three groups according to the
topographic location, turbines 1–3 is group one, turbines 4–6 is group two and turbines 7–9 is group
three. The BESS was connected to the HVDC DC link to be the support of the CWTs as shown in
Figure 2.

 

Figure 2. The layout of the wind farm model.
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2.4. Wake Effect Model of the Wind Farm

In a wind farm, the wind speed of downstream wind turbines was affected by the upstream
turbines due to the air flow and the power loss that happened is called wake effect. The Jensen
wake model is used commonly in the wind farm simulation due to its simplicity and validity for
the far field [23,24]. In this paper, the Jensen model was adopted to generate the wind speed of the
downstream WTs as shown in Figure 3a. The basic Jensen wake effect model is shown in Figure 3 and
the wind speed of downstream WTs is expressed as [23]:

Vx = Vin

[
1 −

(
1 −

√
1 − Ct

)( d
dx

)2
]

, (11)

where Vx is the downstream wind speed, Vin is the free stream wind speed, d is the diameter of the
WT rotor, x is the distance between the WTs, k is the wake expansion coefficient which represents the
effects of atmospheric stability, and dx = d + 2kx. In general, k is set as 0.075 for onshore wind farms
and 0.05 for offshore wind farms. In this paper, k was set as 0.075. Ct is the thrust coefficient which
is usually given by the wind turbine manufacturer or can be calculated according to the simulation
software by giving the required data. In this paper, Ct was set as 0.8 when the wind speed was between
3 and 12 m/s by consulting the Vestas V80 type [24].

The leeside speed can be obtained according to Equation (11) by assuming the x is zero as:

Vo = Vin
√

1 − Ct (12)

In practical wind farms, free wind speed can be affected by both obstacles and other WTs around
which is called the wind shade effect [23]. Then the Equation (11) can be modified as by considering
this effect:

Vx = Vin

[
1 −

(
1 −

√
1 − Ct

)( d
dx

)2( As

A

)]
, (13)

where As is the shade area caused by the other upstream WTs, and A is area of the downstream WT.
Most wind farms consist of a large number of WTs, thus the cumulative shade effect of each WT should
be considered. Thus, the Equation (13) is modified as

Vx = Vin

[
1 −

n

∑
i

(
1 −

√
1 − Ct

)( d
dxi

)2( Asi
A

)]
: (14)

where n is the number of influencing upstream WTs, Asi is the shade area caused by upstream WT i.
The method for calculating the shade area is introduced in [24].

The height of WTs and the wind direction are also important factors in the consideration of wake
effect and the details can be seen in [23]. In this paper, the height of the nine WTs was the same and
the wind direction was set as from west to east. The layout of the wind turbines was chosen according
to the industry standards, as shown in Figure 3b, while the distance between the WTs in the west-east
direction was 6d and the distance between the WTs in the north-south direction was 5d [24]. The WTs
of the second row was affected by the first row WTs and the wind speed of the third row was affected
by both the first and second row WTs. The wind speed deficit of WTs at the second row and third row
can be calculated by the equations in [25,26]. The Jensen’s wake effect model adopted in this paper
was used to generate the wind speed for all WTs in the wind farm by giving the nature stochastic wind
speed to the first row WTs.
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Figure 3. The wake effect model. (a) Jensen model principle; (b) wind turbine distribution structure.

3. Power Smoothing Control Strategy

3.1. Power Allocation of the PWTs, CWTs and the BESS

The wind turbines of the wind farm were divided into CWTs and PWTs with different control
targets in the proposed power smoothing control strategy of this paper. The PWTs adopted the MPPT
control strategies by combing the rotor inertia based power smoothing strategy. The CWTs were in
charge of the output power smoothing for the wind farm by giving the appropriate power according
to the output power need and the right calculations. The BESS with small capacity was configured as
the back support of the CWTs to satisfy the high power demanding of the grid. This paper focuses
on the wind turbine allocation based power smoothing control strategy itself and then the quantity
configuration of the CWTs and PWTs was not discussed due to the limited space. Here, in the wind
farm shown in Figure 2, the wind turbines 1–6 were chosen to be the PWTs while the turbines 7–9 were
the CWTs.

The power allocation method of the WTs and the BESS for the proposed power smoothing control
strategy is shown in Figure 4. All the WTs of the wind farm were controlled to output the maximum
power if the grid demand power of the wind farm Pgiven exceeded the maximum capability of the WTs
P∑_max. At this time, the demand power cannot be reached and the BESS will work in the discharging
state as shown in the gray box of Figure 4. The discharge power of the BESS was obtained by Pgiven
subtracting the output power of the all WTs. When the maximum output power of the wind farm was
more than the demand power, the judgment will be continued.

Then when the demand power was more than the sum of the maximum output power of the
PWTs and the minimum output power of the CWTs, the BESS will be on the rest as shown in the yellow
box of Figure 4 and the PWTs will be controlled to output the maximum power. The reference power
of the CWTs can be obtained by Pgiven subtracting the output power of PWTs. Otherwise, the CWTs
were controlled to output the minimum power and the process will continue by comparing the state of
charge (SOC) of the BESS with the specified maximum value SOCmax.

The BESS was on the rest when the real-time SOC exceeded the SOCmax, as shown in the yellow
box of Figure 4. At this time the control target of the PWTs should be changed as the reference power of
the PWTs were given by Pgiven subtracting the minimum output power of CWTs. Otherwise, the BESS
will be in the charging state, as shown in the blue box of Figure 4 and the main judgment process will
continue. The calculated charging power should be compared with the maximum charging power
capability of the BESS Pess_max.
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Figure 4. Block diagram of the power allocation.

If the calculated charging power was beyond Pess_max, the reference charging power was set to
the value Pess_max. Then the reference power of PWTs will be obtained according to Pgiven, Pess and
Pcontrol_min. If the calculated charging power was less than Pess_max, the PWTs will be controlled to
output the maximum power and the extra power was stored in the BESS. The red digital markers (1)–(3)
in Figure 4 are referring to the general power allocation of CWTs and PWTs. The detailed reference
power for each CWT and PWT can be obtained according to the wind speed relationship between
each WT. Though the Jensen wake effect model is widely used in engineering due to its simplicity, it is
not accurate enough in prediction over short-term period, as well as for wind farm application. Thus,
the wind speed of each WT needed in the control process was not calculated according to the wake
effect model. It can be achieved through the anemoscope simply. Alternatively, short-term wind speed
forecasting can be utilized to get the wind speed, which will be studied by authors next.

In Figure 4, Ppower_max and Pcontrol_max indicate the maximum output power of the power wind
turbines and control wind turbines, respectively. The maximum output power was based on
the equation Pw = ρπR2Cp(λ, β)v3/2 while Cp is the maximum value (0.48 in the manuscript).
In the practical application, the efficiency of the wind turbine η should be considered and then
Ppower_max = ηρπR2Cpmaxv3

power/2, Pcontrol_max = ηρπR2Cpmaxv3
control/2. In the simulation, many

losses, such as iron loss and mechanical loss, are not considered. Then the efficiency of the wind
turbines were relatively high and the efficiency was set as 0.95 in this paper. The minimum output
power of CWTs Pcontrol_min can be changed according to the wind speed condition and wind farm or
grid demand.

3.2. Control Strategy for the PWTs

The control purpose of the PWTs was to output the relatively smoother maximum power. Then the
power given MPPT control with the rotor inertia based power smoothing control was adopted.
The rotor inertia based power smoothing method can reduce the rotor torque ripple and then reduce
the mechanical stress of the generator. The idea of the rotor inertia control was to use the kinetic energy
in the rotor inertia of the wind turbine to smooth the output power of the system, especially when the
inertia was significant, it can be regarded as an energy storage device [27]. The kinetic energy of the
wind turbine will increase due to the acceleration of the rotor speed when the wind speed increases
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fast. Otherwise, the kinetic energy will release due to the decline of the rotor speed when the wind
speed decreases.

The average value of the maximum wind power in Equation (5) can be calculated as [5]:

Pavg =
1
T

∫ t

t−T
Pwoptdt, (15)

where t is the real time and T is the sampling period. The power difference of the optimum value and
the average value determines the storing and restoring power in inertia of the wind turbine. Then the
integral of the difference power is the redundant kinetic energy. The kinetic energy of the wind turbine
can is calculated as [5]:

E =
1
2

Jω2. (16)

Thus, the reference kinetic energy can be given as:

E∗ = 1
2

Jω2 +
∫

(Pwopt − Pavg). (17)

Then the reference rotor speed is
ω∗ =

√
2E∗/J. (18)

Finally, the output power smoothing by using the kinetic energy can be realized by giving the
reference wind turbine rotor speed shown in Equation (18). The power smoothing effect relies on
parameters, such as the wind turbine rotor inertia J and the sampling period T. The greater the rotor
inertia is, the better the smoothing effect is. However, the big rotor inertia will bring a lot of difficulties
for the system control, such as reducing the control response speed.

As shown in Equation (17), the traditional kinetic energy control compares the optimum power
and the average value of the optimum power in a period to obtain the needed smoothing power.
The principle of taking an average is simple, but the sampling period and system sampling precision
are very important in the process. The low-pass filter is used widely in the wind power smoothing
filed combing with the energy storage devices. In this paper, the low-pass filter is used to replace the
averaging step to simplify the control process and then the Equation (17) will be changed as:

E∗ = 1
2

Jω2 +
∫

(Pwopt − Pf ilter), (19)

where Pfilter is the maximum power after low-pass filtering. The rotor inertial power smoothing based
MPPT control by adopting the low-pass filter is shown in Figure 5. The cut-off frequency of the
low-pass filter is set according to the power smoothing demand of the grid. The lower the cut-off
frequency is, the smoother the output power is. Ts is the sampling time of the kinetic energy.

After calculating the reference rotor speed ω*, the actual speed ω is compared with ω* and the
difference was imported to a Proportional Integral (PI) controller. For realizing the vector control of
the PMSG, the real three phase currents (ia, ib, ic) were transformed into direct axis (d-axis) current
ids and quadrature axis (q-axis) current iqs through the combination of the Clark transformation and
Park transformation (abc/dq) using the rotor position θ. The reference q-axis current i*qs was obtained
from the speed PI loop. id = 0 control was adopted widely due to its simplicity and practicality [28].
Thus, the reference d-axis current i*ds was set to zero to simplify the control. The reference current
was compared with the actual current and the difference is input to the current PI loop, as shown in
Figure 6. Then the reference d-axis voltage U*

ds and q-axis voltage U*
qs were achieved from the current

PI loops. The reference α-axis voltage U*
αs and β-axis voltage U*

βs in the two-phase static frame were
obtained according to the inverse Park transformation. The space vector pulse width modulation
(SVPWM) method [29] was adopted here to generate the PWM signal of the generator-side converter
(Sa, Sb, Sc). The complete control diagram of the PWTs is presented in Figure 6.
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Figure 5. Rotor inertial power smoothing control by adopting the low-pass filter.

 
Figure 6. Control diagram of the power wind turbines.

3.3. Control Strategy for the CWTs

The reference power given control method was adopted for the CWTs and its control diagram is
shown in Figure 6. When the control target of the CWTs was the MPPT control, the reference power
will be set to the maximum power according to Equation (5). When the target is changed to smooth
output power, the reference power will be obtained according to the block diagram shown in Figure 4.
The given power and the actual power were compared and the difference was adjusted by the PI
module to obtain the q-axis current. The reference d-axis current was set to zero to simplify the control.
Similar to the control of PWTs, the SVPWM method was applied in the CWTs control, as shown in
Figure 7.

 
Figure 7. Control diagram of the control wind turbines.

3.4. Control Strategy for the BESS

The BESS adopted in this paper was the backup support of CWTs to satisfy the high power
requirements of the grid. As analyzed in Section 3.1, the charge and discharge times of the BESS
were less than those of the BESS used in the traditional BESS based power smoothing control strategy.
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The BESS was connected to the HVDC DC link with a two-quadrant DC/DC converter, as shown
in Figure 8. The DC/DC converter can work in both buck and boost modes according to the switch
conditions of the two Insulated Gate Bipolar Transistors (IGBTs) S1 and S2. The duty ratios of switches
S1 and S2 were controlled to regulate the power flow between output power of the nine WTs and grid
demand power. The reference power of the BESS was obtained according to Figure 4.

Figure 8. Structure and control of the energy storage system based on DC/DC converter.

When output power of the nine WTs was higher than the grid demand power, the redundant
power will be absorbed in the BESS. Then S1 was controlled to be activated and the BESS was charged,
while the DC/DC converter operated in the buck mode. On the contrary, when the output power of
the nine WTs was lower than the grid demand power, S2 will be in the turn-on operation and the BESS
was discharged while the DC/DC converter operated in the boost mode.

3.5. Evaluation of the Power Efficiency

The efficiency of the power smoothing control method can be evaluated through the power
smoothing function P*

level and maximum energy function P*
max, which are expressed as [5]:

P∗
level =

t∫
0

∣∣∣∣dPo(t)
dt

∣∣∣∣dt; (20)

P∗
max =

t∫
0

Po(t)dt, (21)

where Po(t) is the output power at the time t.
If the power smoothing function P*

level is small, the fluctuation of the output power is small.
In other words, the performance of the power smoothing is great. The output power efficiency is also
an important factor to power smoothing control method. The efficiency cannot be sacrificed too much
for realizing the power smoothing. The larger the maximum energy function P*

max is, the higher the
output power efficiency is. Thus, the two factors will be calculated in the simulation to evaluate the
effectiveness of proposed power smoothing control strategy.

4. Simulation Results

The simulation model of the wind farm was built in the MATLAB/Simulink, which was based
on the above-mentioned models and control strategies. The DC link voltage and the output reactive
power were controlled through the grid-side converter. The variable pitch angle control was also
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applied in the simulation. The detailed control strategies of the grid-side converter and the pitch
angle control were not presented in this paper and the detailed control strategy can be seen in [30,31].
The phase-locked-loop method was used to detect the grid voltage and phase information [32].
The parameters of the wind turbine and the PMSG are listed in Table 1. The size of the grid-side
DC/AC inverter was chosen as 4.16 kV/20 MW which was based on the whole output power capacity
of the wind farm (18 MW) by adding some margin. The reference voltage of the HVDC was set to 3500 V
and the reference reactive power of the grid-connected inverter was set to zero. The minimum output
power of CWTs was set as 200 kW. The size of the BESS was chosen according to the grid demand and
the output power of wind turbines, which can be estimated from the wind speed. The small capacity
BESS with the parameter 4 MW/3 MWh was configured in the simulation.

Table 1. Parameters of the simulation.

Wind Turbine PMSG

Blade radius (m) 35 Stator resistant (Ω) 0.01
Air density (kg/m3) 1.225 Inductance (mH) 0.835

Optimum TSR 8.1 Rotor inertia (kg·m2) 8500
Optimum power coefficient 0.48 PM linkage (Wb) 8.76

Rated wind speed (m/s) 12 Pole pairs 32
Rated power (MW) 2 Rated power (MW) 2

Three working modes of the wind farm were studied in the simulation, which were the MPPT
mode, the power smoothing mode, and the specified power output mode, respectively. The first
working mode of the wind farm was to output the maximum power then the optimum power given
MPPT control was adopted for all the nine WTs, while using the control diagram shown in Figure 7.
The BESS was adopted to smooth the output power of the nine WTs based on the traditional method.
The reference power of the BESS was given as the difference of the output power of WTs and the
output power through a low-pass filter. The simulation results of the WTs under the MPPT control are
shown in Figures 9 and 10.

The stochastic nature of the wind speed generated by the software TurbSim was given in the
simulation. The wind speed waveforms of the nine turbines are shown in Figure 9a–c, while those of
1–3 WTs are given in Figure 9a, 4–6 WTs are given in Figure 9b and 7–9 WTs are given in Figure 9c.
The wind speed of each wind turbine was given different values by considering the wake effect to
close to the real wind farm in the simulation. The wind speeds of three group wind turbines were
totally different, while the wind speed of each wind turbine in one group was decreasing from the
upstream to downstream with the similar shape. Figure 9d–f show the rotor speed of the nine WTs
respectively. It can be seen that the rotor speeds of nine WTs varied with the wind speeds to realize the
MPPT control.

The torque of nine WTs is shown in Figure 10a,c,e and the output power is shown in Figure 10b,d,f,
respectively. The MPPT control was realized while the torque and output power of the WTs varied
with the wind speed. The total output power is shown in Figure 10g and it is clearly observed that
the output power was consistent with the ideal MPPT power by ignoring the system losses in the
simulation. The output power of the wind farm was smoothed by the BESS, as shown in Figure 10g.
The power of the BESS was presented in Figure 10i, where the BESS was charging when the value
was greater than 0 and discharging when the value was less than 0. It can be seen that the BESS was
charging and discharging all the time under the traditional power smoothing control, which would
cause the life of BESS to decrease seriously. Figure 10h demonstrates the DC link voltage of the wind
farm, from which it can be seen that the voltage remained at the reference value 3500 V only, with little
fluctuation which was about 5 V in the steady state, as shown in the extended waveform. Then the
control strategy of the grid-side converter was verified.
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Figure 9. Time histories of the wind speed and rotor speed in the wind farm under the maximum
power point tracking (MPPT) control. (a) Wind speed of the first group WTs (1–3). (b) Wind speed of
the second group WTs (4–6). (c) Wind speed of the third group WTs (7–9). (d) Rotor speed of the first
group WTs (1–3). (e) Rotor speed of the second group WTs (4–6). (f) Rotor speed of the third group
WTs (7–9).
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Figure 10. Cont.
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Figure 10. Time histories of the torque, power of WTs in the wind farm under the maximum power
point tracking (MPPT) operation mode. (a) Torque of the first group WTs (1–3). (b) Torque of the
second group WTs (4–6). (c) Torque of the third group WTs (7–9). (d) Output power of the first group
WTs (1–3). (e) Output power of the second group WTs (4–6). (f) Output power of the third group WTs
(7–9). (g) Total output power. (h) DC link voltage. (i) Power of the BESS.

The second working mode of the wind farm was to output the smoothing power and the
simulation results are shown in Figures 11 and 12. At this time, the proposed power smoothing
control strategy based on the allocation and rotor inertia of wind turbines was adopted. The MPPT
method combing the rotor inertia control was applied to the PWTs 1–6, while the given power control
was adopted for the CWTs 7–9. The sampling period of the kinetic energy based power smoothing
strategy for PWTs was 0.001. The cut off frequency of the low-pass filter was 10 Hz. The simulation
waveforms of the PWTs are shown in Figure 11 including the rotor speed, torque, and output power.
The rotor speed of PWTs shown in Figure 11a,d did not follow the optimum MPPT speed, which
are shown in Figure 9d,e. It can be seen from Figure 11b,e that the torque of the PWTs was almost
straight with very tiny fluctuations. Then, the mechanical stress of WTs was reduced effectively.
By comparing the output power Figure 11c,f with Figure 10d,e, it can be observed that the output
power of PWTs under the proposed rotor inertia based method was smoother than the power under
MPPT control. Thus, the effectiveness of power smoothing method for PWTs based on the rotor inertia
control was verified.
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(a) (d) 

 
(b) (e) 

 
(c) (f) 

Figure 11. Time histories of the PWTs in the wind farm under the power smoothing operation mode.
(a) Rotor speed of PWTs (1–3). (b) Torque of PWTs (1–3). (c) Output power of PWTs (1–3). (d) Rotor
speed of PWTs (4–6). (e) Torque of PWTs (4–6). (f) Output power of PWTs (4–6).

The output power of the three CWTs is shown in Figure 12a–c respectively. The reference power
calculated according to the block diagram in Figure 4 was given to CWTs after 1s, while the maximum
power was given to the PWTs before 1s. The power of each CWT was allocated according to the wind
speed relationship which was obtained by calculating the wake effect. As shown in Figure 12a–c,
the output power of CWTs was different from that under the MPPT control mode which is shown in
Figure 10f and the actual output power of the three CWT can match the reference given power well.
It can be seen from Figure 12e that the output power of WTs was smoothed through the proposed
control strategy by comparing with the MPPT power. However, the output power of WTs could not
be smoothed when the needed smoothing power exceeded the maximum output power of CWTs.
In this case, the BESS was joined in to smooth the rest power and the power of BESS is shown in
Figure 12d. Thus, the output power of the wind farm was smoother than the output power of WTs.
Figure 12d shows that the BESS was not working all the time and then the charge and discharge times
was reduced significantly compared to that using the traditional power smoothing method (shown in
Figure 10i). Thus, the battery lift would be extended greatly. The DC link voltage can remain constant
as shown in Figure 12f with little fluctuation around 5 V in the steady state.

The maximum energy function of the MPPT power, the output power of WTs and output power
of the wind farm is shown in Figure 12g. It reflects that the maximum energy function of the output
power of wind farm was slightly less than the MPPT output power. The energy loss mainly happened
in the PWTs by adopting the kinetic energy based power smoothing control. The power smoothing
function is shown in Figure 12h, from which it can be seen that the value of output power by WTs was
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obviously smaller than that of MPPT control. Then, it can be summarized that the proposed method
can realize the good performance of power smoothing. The power smoothing effect was better when
the BESS is joined in as shown in Figure 12h.

  
(a) (b) 

  
(c) (d) 

  
(e) (f) 

  
(g) (h) 

Figure 12. Time histories of the CWTs and the wind farm under the power smoothing operation mode.
(a) Output power of CWT (WT7). (b) Output power of CWT (WT8). (c) Output power of CWT (WT9).
(d) Power of the BESS. (e) Total output power of the wind farm. (f) DC link voltage. (g) Maximum
energy function. (h) Power smoothing function.

In some situations, the grid needs the wind farm to have the ability to output the specified power
to meet the balance of the grid and loads. Thus, the third working mode of the wind farm was to
output the determined power. The step-changed power demand (6 MW, 4 MW, 8 MW, 6 MW, 7 MW)
for the wind farm was given in the simulation. The reference demand power was given to test the
effectiveness of the proposed method in both cases of power increasing and power decreasing. Besides,
the maximum reference demand power is limited by the sum of the maximum output power of wind
turbines and the BESS. The simulation results of this case are shown in Figure 13. Being the same as
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that in the second working mode, the CWTs were given the reference power calculated according
to block diagram Figure 4 after 1 s. The simulation results of PWTs were the same as that shown in
Figure 11 and not given here. The output power of CWTs is demonstrated in Figure 13a–c, from which
it can be seen that the CWTs outputted constant minimum power 200 kW between 2 s to 4 s due to
the low grid demand power. The power of the BESS is shown in Figure 13, and it can be found that
the BESS was working in the charge, discharge, and rest working modes according to the different
power grid demands. The output power of the wind farm can follow the given step-changed demand
power as shown in Figure 13e. As displayed in Figure 13f, the DC link voltage basically remained at
the reference value, but with acceptable mutation due to the sudden power changes.

The new wind speed condition of CWTs was given in the simulation to increase persuasion of
the proposed power smoothing strategy, while the wind speed of the PWTs was the same as that
in Figure 9. The wind speed of CWTs is shown in Figure 14a, from which it can be seen that the
shape of downstream WT was different from the upstream WT. Then, the rotor torque of each CWT
had different shapes, as demonstrated in Figure 14b. The actual output power of the three CWT can
match the reference given power well as shown in Figure 14c–e. Figure 14f shows the output power of
the wind farm and it can be observed that the output power was smoothed by comparison with the
reference MPPT power.

  
(a) (b) 

  
(c) (d) 

 
(e) (f) 

t

t

Figure 13. Time histories of the wind farm under the specified power given operation mode. (a) Output
power of CWT (WT7). (b) Output power of CWT (WT8). (c) Output power of CWT (WT9). (d) Total
output power of the wind farm. (e) Power of the BESS; (f) DC link voltage.
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t

Figure 14. Time histories of the wind farm when the wind speed condition of CWTs is changed.
(a) wind speed of CWTs. (b) Rotor torque of CWTs. (c) Output power of CWT (WT7). (d) Output
power of CWT (WT8). (e) Output power of CWT (WT9). (f) Total output power of the wind farm.

Thus, the proposed power smoothing control strategy through the reasonable allocation of the
WTs in the wind farm and the rotor inertia was verified by the simulation results. The rotor inertia based
power smoothing method for PWTs can reduce the torque ripple and mechanical stress significantly.
The CWTs can output the appropriate power according to the reference value. The configured BESS
were not working all the time to extend the life. The control for the grid-side converter was also
verified through the constant DC link voltage. The proposed control strategy can respond to different
needs of the grid, which was verified by the simulation results under different working modes.

5. Conclusions

This paper proposed a novel power smoothing control strategy for the wind farm by using the
allocation of wind turbines. The WTs of the wind farm are divided into two classes: CWTs and
PWTs with different control strategies. The PWTs were controlled to output the maximum power by
combining with the rotor inertia based power smoothing method. Power given control was applied
to the CWTs. The CWTs and small capacity BESS worked together to take charge of the total power
output of the wind farm. The BESS was controlled to participate only when the power limit of CWTs
was reached to reduce the charge and discharge times.
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The wind farm model was built based on Matlab/Simulink to verify the proposed power
smoothing control strategy by considering the wake effect. The grid-connected converter control
was also adopted to fulfill the complete functionality of the wind farm. Three working modes of
the wind farm as the MPPT control, power smoothing control, power given control are given in
the simulation. It has been shown that the output power can meet the different needs of the grid.
The effectiveness of the proposed power smoothing strategy was verified by the simulation results.
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Abstract: An important issue in the correct operation of the power system is the reliability of the
electricity supply from generation systems. This particular problem especially concerns renewable
sources, the output power of which is variable over time and additionally has a stochastic character.
The solution used in the work to improve the reliability indicators of wind farm sources is the partial
stabilization of their output power achieved through cooperation with the kinetic energy storage.
Excessive increase in storage capacity is associated with a large increase in investment and operating
costs. It is therefore important to determine the minimum storage capacity required to maintain
the accepted criteria for the reliability of energy supply. In this paper, a population meta-heuristics
algorithm was used for this purpose. The obtained results confirm the possibility of limiting the
energy capacity of the flywheels, they also indicate its non-linear character as a function of selected
parameters of the reliability of energy supplies from wind farms.

Keywords: optimization; kinetic energy storage; wind farm; reliability of electricity supplies

1. Introduction

The prospect of exhausting fuel resources, air pollution, growing environmental awareness and
legal regulations contribute to the increasing popularity of renewable energy sources for the production
of electricity (RES-E). This trend can be observed for both low-power sources, which typically supply
individual facilities (including, in particular, photovoltaic systems) and high-power facilities, such as
water power plantsas well as wind and photovoltaic farms [1,2]. In some countries, the share of
renewable energy sources (RES) in the power grid is greater than the share of conventional sources
(Norway is the leader in this field; 98% of electricity in Norway is generated by renewable power
plants—mainly water power plants) [3–5]. Few EU countries can boast such a high share of renewable
sources in power generation. According to the “Renewable energy in Europe—2017 Update” report,
on average, about 30% of electricity in member-states was generated from renewable sources [3].

One should pay attention to the fact that a dynamic increase in the number of renewable energy
sources has some disadvantages related to a lack of power generation stability, which depends on the
current weather conditions and low operating inertia. The problem applies especially to solar and wind
sources. Heterogeneity can stabilise the operation of a power grid. It involves a high share of prosumer
solutions and integration by means of intelligent systems (e.g., power generation predictions). Another
solution is to use energy storage units, which can buffer the generated power (e.g., power generated
by photovoltaic systems during the day will be released at night). Unfortunately, in the area of
electrical power engineering, the existing energy storage systems are insufficient on a large scale,
except for pumped-storage power stations (and thermal storages in southern countries). Moreover, it is
expensive to build new energy storage systems (ESS) intended to work with RES-E. The cost can reach

Appl. Sci. 2018, 8, 1439; doi:10.3390/app8091439 www.mdpi.com/journal/applsci83



Appl. Sci. 2018, 8, 1439

thousands of Euro/kWh in the case of electrical-chemical and kinetic storage units [6–8]. This is why
scientific centres worldwide carry out research on ESS that can function in conjunction with RES-E,
especially photovoltaic cells and wind turbines. References [9–15] focused on the issue of predicting
the generating capacity of RES-E to adapt in advance with the power generated by other systems.
There are the examples of papers [16–24] concern with the selection of the structure of energy sources
and storages according to location needs and conditions. The assessment of the ESS effectiveness and
profitability of their use is of paramount importance. The issue was mentioned in papers [2,12,22,23].

However, the literature, does not provide exhaustive information on the reliability of electrical
energy generation in the context of the contribution of unstable renewable sources to the power grid.
This is why the authors decided to concentrate on the topic of cooperation between wind farms and
kinetic energy storage. Minimising the volume of ESS fulfils the set criterion including the reduction of
costs related to the RES-E and ESS system installation. Analyses were carried out using historical wind
speed data and, hence, the identified indicators are not probabilities or expected values but specific
values identified for the specific analysis period.

2. Characteristics of a Wind Farm—Kinetic Energy Storage System

2.1. Description of the System, Power Flow Algorithm

A wind farm is an unstable source with random values of the instantaneous power P1(t) in the
range [0, PWFn], where PWFn stands for the total of the rated power values of all turbines. The annual
and multi-annual deterministic components add to the stochastic nature of the wind speed changes,
which means that a period of one year should be taken as the minimum period of analysis for
such systems.

In relation to the above, even high rated power wind farms, where turbines are located at a certain
distance from one another, do not guarantee stable power released to the power grid in either short
(minutes) or long (hours, days) time intervals [16]. The stability and predictability of power generation
by the sources within the power grid are essential in order to guarantee an adequate level of power
supply reliability and determine the energy safety of a country. In the case of wind sources, the best
results of the output power stability (power released to the power grid) are achieved by using energy
storage devices with a capacity suited to the power plant efficiency, its geographical location and
assumed period of continuous operation. The capacity of the storage not only depends on the farm’s
efficiency and the mean annual wind speed vwAvg, but also on the dynamics of wind speed changes
specific for the local conditions, and on the statistical parameters of breaks in power generation: their
mean duration, the number of subsequent intervals between the periods when the energy storage can
be charged, etc. The author has presented detailed results of such studies in Reference [24].

Figure 1 presents a schematic diagram of a wind farm cooperating with a global (common for all
turbines) storage of kinetic type. The power generated in each turbine P1(i)(t) (for i = 1, 2, . . . , NWT,
where NWT is the number of turbines in the farm) is supplied to a node and then—depending on the
instantaneous power of farm P1 and the state of charge (SOC) of the ESS—to storage P2 and/or power
grid P3. The storage can also operate with power P2 when discharged, and then the stored energy is
supplied to the power grid. The (+) sign of power P2 means that the storage is discharged, while (−)
stands for its charged conditions. Power P3 is supplied to the power grid. The power is the sum of the
power of the turbines and the storage, reduced by the ΔP power loss in the transformer and the line
supplying power to the grid:

P3(t) = P1(t) + P2(t, SOC)− ΔP (1)

The CFEM (control flow of energy module) is responsible for controlling the flow of energy between
the wind farm, storage, and power grid.
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Figure 1. Schematic diagram of a wind farm cooperating with a kinetic magazine of a global type
(CS: control system; ECM: Energy Conversion Module; ESM: Energy Storage Module; FESS: flywheel
energy storage system; WF: wind farm).

It is possible to improve the reliability of electrical energy supplies to the power grid from a wind
farm-kinetic energy storage system when an appropriate control algorithm is implemented that stores
the flow of energy between the turbines, storage and power grid.

This assumes that the minimum set power P3min on the system outlet is maintained at all times
with the maximum duration Tmax, even when the wind speed drops below the turbine cut-in speed
vcut-in (then P1 = 0). At an appropriately selected energy storage capacity AFESSn [24], it is possible
to recover power in the periods when the power generated by the farm is lower than the assumed
minimum value P3min. In this way, the system guarantees the maintenance of power supplied to the
power grid regardless of weather conditions in a period not longer than Tmax and with power not
lower than P3min. The implementation of energy storage results in an increase in the predictability of
the source generation related to the partial stabilisation of its output power P3.

From the point of view of the acquired functionalities of the system presented in Figure 1,
the control system is among its most important elements. The control system responds to the
instantaneous values of wind speed vw(t) and the storage charging level SOC(t). Considering the
turbine cut-in speed (vcut-in), reaching the rated power (vn) and the output power of the farm P3min

(v3min), turbine cut-out time (vcut-out) and the generated power values corresponding to them, one can
identify four operating conditions of a wind farm-kinetic energy storage system: independent operation
of the farm, storage charging, independent operation of the storage and simultaneous operation of the
storage and farm. The conditions and system diagrams corresponding to them are presented in Figure 2.
The arrows mark the energy flow directions that depend on the current wind speed, the acquired
power level P3min, the capacity of AFESSn storage and its charging level, as well as the mutual relations
between power P1, P2max, P3, and P3min, where P2max is the maximum power of storage.
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Figure 2. Cont.
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Figure 2. Power flow in the wind turbine (WT)-FESS system for different system operating conditions:
(a,b) independent operation of a wind farm; (c) storage charging; (d) independent operation of the
storage (discharging); (e) simultaneous operation of a wind farm and a storage system (P3′—output
power of the system considering power losses ΔP in the transformer and the line).

2.2. Wind Speed Measurement Data

A simulation of the operation of the system described in Section 2.1, establishing the course
of instantaneous power, generated power, and the impact of a kinetic energy storage system on the
reliability of electrical energy supplies to the power grid, requires the use of data which characterise the
wind conditions. Measurements of the wind speed were used for this paper. Each sample represented
the mean wind speed in the period ΔtM ≈ 47 s, while the number of samples used for one year was to
670,000. The duration of the kth sample is expressed based on the formula tk = k·ΔtM, for k = 1, 2, . . . ,
N, where N stands for the number of samples.

All measurements used in the paper were carried out with an NP-3 (Far Data) anemometer in the
radiation transfer station in Strzyżów near Rzeszów—south-eastern Poland at a height of hM = 10 m
AGL. The reference measurement data were re-calculated for the actual altitude of the turbine nacelle
hWT, for the needs of the study, according to the relationship describing the exponential form of the
vertical profile of wind speed changes [25]:

vWT(tk) = vwM(tk)

(
hWT

hM

)α

(2)

where: k is wind speed sample number, vWT is wind speed at the height of the wind turbine nacelle hWT,
vwM is wind speed at the measurement height hM, and α is coefficient depending on the land roughness.
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3. Mathematical Model of the System

3.1. Turbine and Wind Farm

The identification of a turbine output power by means of an analysis, based on the wind speed
measurement values requires the use of a mathematical and numerical model of the turbine [25].
In order to examine the reliability of power supplies from the wind farm to the power grid, a simplified
model was used for the wind speed sampling period ΔtM. In the simplified model, the wind turbine
plays the role of a functional unit modelling the power characteristics P1 = f (vw(t)). Based on linear
interpolation between two points of the turbine power’s discrete characteristics, the power generated
for the kth sample of the wind speed vw (tk) can be identified based on the following formula:

P1(vw(tk)) =

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

P1 +
P2−P1
v2−v1

(vw(tk)− v1) for vcut−in ≤ vw(tk)<vwn

PWTn for vwn ≤ vw(tk) ≤ vcut−out

0 for other vw(tk)

(3)

where: v1, v2 are wind speed values on the discrete characteristics of the turbine power between which
the speed v1 ≤ vw(tk) ≤ v2 is positioned, P1 and P2 correspond to the wind speed, v1 and v2 are turbine
power values read from discrete power characteristics.

In order to approximate the farm model to its actual operating conditions, differences in the
position and, hence, the actual wind speed on the nacelle level were taken into consideration for
each NWT turbine. To that end, random changes (±5%) in the wind speed (in the moment tk) were
considered for each turbine as compared to measurement samples. Thus, for the ith turbine and kth
sample, the wind speed (in the moment tk) is:

vw(i)(tk) = (1 ± rnd (−0.05, 0.05))vw(tk) (4)

where: rnd (−0.05, 0.05) is a random value (normal deposition) from the [−0.05, 0.05] range. Then,
the power released to the power grid from the reference farm is:

P3(tk) =
NWT

∑
i=1

P1(i)((1 ± rnd (−0.05, 0.05))vw(tk))− ΔP (5)

3.2. Kinetic Energy Storage

Kinetic energy storage systems use an indirect method of electrical energy storing in the form of
flywheel rotational kinetic energy. Its shape, material and maximum rotational speed determine
the storage dimensions, capacity, and weight, and are simultaneously the basic criteria of their
division [9,24,26–28]. Figure 3 presents a general construction diagram of a kinetic energy storage
system using a three-phase AC machine.

ωF

Figure 3. Structure of kinetic energy storage using a three-phase AC machine (AF: flywheel mechanical
energy, G: generator, ωF: rotational speed of the system, JF: moment of inertia of the system (mainly
the flywheel), AC/DC, DC/AC: power electronics converters.
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Analyses carried out to identify the reliability of power supply to the power grid do not require
the consideration of all aspects of kinetic storage modelling and, especially, of dynamic states. A change
in the storage charging level as a function of time (subsequent wind speed measurement samples) is
important for the issue in question. Therefore, storage modelling was limited to the following equation
of the rotational movement dynamics:

JF
dωF

dt
=

P2

ωF
+ ωFK1 + K2 (6)

where: JF is the moment of inertia of the system, P2 is the storage charging/discharge power, ωF is the
rotational speed of the rotor, K1 is the coefficient of friction, K2 is the Coulomb’s friction.

Solving Equation (6), when the storage capacity, dimensions of the rotational mass and scope
of changes in the working speed and efficiency of electrical systems, which are part of the storage,
are known, one can identify the course of changes in the power stored in the storage system when it is
connected to a wind turbine and power grid, and execute the algorithm given in Section 2.1.

3.3. Power Electronics Systems Controlling the Flow of Power

From the point of view of the executed algorithm (point 2.1), power electronics systems related to
DC electrical energy conversion into AC and vice versa (in the kinetic storage structure) and control
of the energy flow between the turbine, storage and power grid according to Equation (1), are all
important elements of the system presented in Figure 1. The efficiency of the abovementioned systems
is a parameter that greatly affects the effectiveness of power conversion. A typical relationship of
a power electronics converter ηINV as a function of load ηINV = f (P/PINVn) is used in the acquired
model, where P is converted power, and PINVn is the rated power of the converter assembly. Figure 4
presents the assumed efficiency characteristics of power electronics systems.

ηΙΝ

Figure 4. Changes in the efficiency of power electronics systems used in the analysed system as
a function of a relative value of converted power (P/PINVn).

4. Indicators of Electrical Energy Supplies from a Wind Farm—Kinetic Energy Storage System to
the Power Grid

An assessment of electrical energy generation reliability for the assumed period involves the
identification of the extent to which power demand Pz(t) is covered by the capacity of subsystem Pw(t).
Information about reliability established for future periods (e.g., following changes in the structure of
the interesting part of the grid) includes load connection, additional unstable sources etc. A model
of power generation reliability, as a difference in the value of stochastic processes Pz(t) and Pw(t),
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is also defined as a stochastic process D(t) which is a power deficit. This is described by the general
relationship [29]:

D(t) =

{
Pz(t)− Pw(t) for Pz(t) > Pw(t)

0 for Pz(t) ≤ Pw(t)
(7)

Indicators related to the duration of power deficit, power not supplied to customers and frequency
and duration of occurrence, loss of energy expectation (LOEE), frequency and duration indices (F&D),
expected capacity deficiency (ECD), probability of capacity deficiency (PCD), expected loss of load
(XLOL) etc.—are used as quantitative parameters describing a stochastic process of a power deficit
D(t) [29–33].

A method based on an analysis of the changes in the level of the output power P3 for a one-year
period was used to compare the reliability of electrical energy supplies to the power grid from a wind
farm—kinetic energy storage system with various structures. The application of an energy storage
system helps to shape the changes in the power supplied to the system as compared to the power
level resulting from changes in the wind energy. The applied indicators are similar to the parameters
defined for a power deficit stochastic process D(t) but they still take into consideration the acquired
power flow control algorithm (Section 2.1). Furthermore, they are identified based on historical data.
The following indicators are used further in this paper:

• total annual time of power generation with a value lower than P3min, covering only the periods
lasting up to Tmax (according to the system operation algorithm, the generated power deficit is
replenished by the energy from the storage) at the storage capacity AFESS:

TsumTmax(AFESS) =
M

∑
i=1

TTmax(i) (8)

where: TTmax(i) is the duration of the ith interval which is shorter than or equal to Tmax in which
the power supplied to the grid P3 is lower than the assumed minimum power P3min, and M is the
number of intervals TTmax in which power deficit occurs,

• percentage coefficient of elimination of periods when the generated power value is lower than
P3min, considering only the periods which last up to Tmax:

ΔTsumTmax% =
TsumTmax(0)− TsumTmax(AFESS)

TsumTmax(0)
× 100% (9)

where: TsumTmax(0) is time TsumTmax identified for a system without storage, TsumTmax(AFESSn) is the
time TsumTmax identified for a system with energy storage with a rated capacity AFESS (the diagram
explaining the difference between Tmax, TsumTmax and TsumTmax(0) was presented in Figure 5),

• power deficit accounting only for periods lasting up to Tmax:

ΔA =
M

∑
i=1

TTmax(i)(P3min − P3avg(i)) (10)

where: P3avg(i) is the mean power supplied to the grid from the wind farm—kinetic energy storage
system in the ith interval shorter than or equal to Tmax, in which the power released to the grid P3

is lower than the assumed minimum power P3min.

Equation (8) identifies the total time composed of periods no longer than Tmax, in which the deficit
of power generated by the system (P3 < P3min) was not completely covered by the energy in the storage.
Efforts are made to minimise the indicator, while its value close to zero means complete elimination of
power outages in the assumed maximum duration Tmax. High values of Equation (9) mean elimination
of the majority of outages with duration up to Tmax. Efforts are then made to keep the value at 100%.
Equation (10) characterises the system operation on the power side and helps to identify the power
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which was not supplied to the power grid in periods lasting up to Tmax. Efforts are made to keep the
value of Equation (10) as low as possible, and ideally at 0.

Figure 5. The diagram presenting the difference between Tmax, TsumTmax and TsumTmax(0): (a) FESS’s
state of charge; (b) process of output power changes P3 with marked periods shorter than Tmax, in which
the system does not provide minimum power P3min; (c) process of changes in output power P3 with
marked periods shorter than Tmax, in which the system does not provide minimum power P3min.

5. Optimisation of a Wind Farm—Kinetic Energy Storage System

5.1. Purpose of Optimisation, Function and Constraints

The purpose of the optimisation task solved in the paper is to identify the structure of a wind
farm—kinetic energy storage system, which for the set rated power of the farm PWTn and its
geographical location minimises the capacity of AFESS storage limiting the annual time of supplies
of power values to the power grid below P3min (considering only the periods which last up to Tmax)
to TsumTmaxY. The vector of decisive variables x includes: wind turbine type NWT (x1), turbine height
hWT (x2), number of turbines nWT (x3), type of kinetic storage NFESS (x4), and the number of connected
energy storage modules nFESS (x5). The minimisation task defined in this way takes the following form:

.
AFESS = min{AFESS(x)} = f (NWT, nWT, hWT, NFESS, nFESS, w) (11)

where:
.
AFESS is the minimum capacity value meeting the requirements for the set operating conditions

of the system, as w is the collection of algorithm parameters of energy flow between the farm, storage,
and power grid.

The type of turbine used (variable x1) determines its power curve and at the same time the power
generated in the moments specified by available wind speed samples. In the case of turbine, several
variants are available differing in the installation height of the rotor (variable x2), which, according to
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Equation (2) to the vertical profile of wind speed variations, also affects the level of power generated by
the turbine. The number of turbines specified by the variable x3 allows obtaining the nominal power
of the PWFn farm assumed in the algorithm. With the assumed minimum power P3min (definition in
Section 2.1), the number and duration of periods of power generation by the farm below the level
P3min depend on the variables x1, x2 and x3 in Figure 5. Individual modules of kinetic magazines are
characterized by different energy capacities, but the most important from the point of view of the
analysed problem are the values of their maximum charging and discharging power (these parameters
are determined by the variable x4). The last of these parameters in various ways adapt the properties
of the energy storage in the field of exchange the energy, to the real dynamics of wind speed changes
at a specific farm location (the course of changes in wind speed). The last variable x5 affects the total
capacity and power of the used kinetic energy storage system.

Equation (11) can be solved only when considering the collection of constraints, i.e.,
the relationships (equality and/or inequality) which identify the size of the acceptable solution
area X. Structural constraints in the analysed task (related directly to the vector of decisive variables)
expressed in a standardised form include:

• True power of the farm PWFr(x):

1 − PWFr(x)
0.9PWFn

≤ 0 ∩ PWFr(x)
1.1PWFn

− 1 ≤ 0 (12)

• Size of turbine database (number of designs and turbine heights) and kinetic storage units (number
of energy storage types).

Constraints in the true power of the farm PWFr(x) are related to the inclusion in the calculation
process of a finite collection of turbine designs whose multiple power values are not always equal to
the assumed rated power of the farm PWFn.

Functional constraints (not related to vector x) cover the parameters which are a result of
a numerical analysis of the system operation (output power P3) and are related to characteristic
indicators of the control algorithm of the energy flow between the farm, storage, and power grid.
In the analysed task, the functional constraints in a standardised form cover:

• time TsumTmax(x) − Equation (6):
TsumTmax(x)

TsumTmax
− 1 ≤ 0 (13)

where: TsumTmaxY is the total annual boundary time of power generation below P3min assumed in
the optimisation task, covering only the periods lasting up to Tmax;

• maximum power of kinetic storage PFESSMax(x):

1 − PFESSMax(x)
P3min

≤ 0 (14)

Interrelations between the parameters of the selected turbine (power characteristic, height)
and a single module of energy storage (rated energy capacity, maximum charging and discharging
power) directly affect, for the given location (wind conditions), the TsumTmax parameter in Figure 5.
Equation (13) of limiting the indicated parameter to the value of TsumTmaxY therefore requires the use of
different storage capacities for various types of turbines and energy storage. Therefore, the parameters
determined in Equation (11) determine the value of the energy storage capacity, and the application of
the optimization algorithm described in the paper allows the determination of the optimal structure
of the wind farm—kinetic energy storage, minimizing the capacity of the storage working in it,
while fulfilling all technical requirements for the cooperation of the farm with power system.
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5.2. Selection of Optimisation Method, Description of Application Developed

The selection of the optimisation method dedicated to the solution defined in Section 5.1 of
the task requires a detailed analysis of several elements, including in particular: the form of the
function of the objective, the number of decisive variables and the size of the acceptable solution
area [25,34–36]. Additionally, one should consider the possibilities of including in the optimisation
complex numerical calculations used for identifying the value of the function of the objective and
constraint control. The experience of the authors in the effective use of the method to solve similar
tasks is very important [37].

The multi-modal nature of the acquired function of Equation (11) requires the use of stochastic
methods or heuristics in order to seek its global extreme. Even though only five variables were defined
in the reference task, the task remains complex and time-consuming, as a result of the multiple
identification of changes in the power value in the analysed system, the integer nature of decisive
variables and the hidden occurrence of variables in the criterion function. In relation to the above,
a genetic algorithm population method is used to optimise the structure of a wind farm-kinetic energy
storage system, which leads to the minimisation of storage capacity AFESS, according to the system
operation algorithm described in Section 2.1. An important advantage of the method is related to
its ability to modify the basic parameters in order to improve its effectiveness when performing
detailed tasks. A disadvantage in the case of tasks with highly complex calculations is the reduced
reproducibility of the results [35,36]. It is also necessary to perform initial tests whose results help to
identify the appropriate AG parameters that would improve the reproducibility of the results and
reduce calculation time.

The effectiveness of the proposed method in solving tasks of global optimisation in the area
of electrical engineering and renewable energy was proven in a number of scientific publications,
e.g., [38,39] and the authors used it successfully to optimise the structure of complex electrical light
systems, the shape and parameters of high-power lines, and to minimise the cost of power generation
in hybrid generation systems [37,40–45].

Based on the mathematical model described in Section 3 and a selected optimisation method in
Matlab (Lincence no: 975466, Version 2014b, Poznan University of Technology, Poznan, Poland, 2014)
and MS Visual Studio environment, an application was developed intended to optimise the structure
of a wind farm—kinetic energy storage system with a view to minimising energy storage capacity.
The application uses proprietary structures and classes related to different types of energy storage,
wind turbines, PV modules, power electronics systems and indicators of the reliability of power
supplies to the power grid mentioned in Section 4, as well as functions from the Global optimisation
toolbox of the Matlab environment to implement the modified genetic algorithm method.

The assessment of the quality of solutions obtained through optimisation required an analysis of
power: generated by farm P1, energy storage P2, and supplied to the power grid P3 in the analysed
system. To that end, measurements of the wind speed in a one-year period and data from wind turbines
and PV modules collected in a database developed for the purpose of the application were used.

The Augmented Lagrangian Genetic Algorithm (ALGA) interior penalty function method [46]
was employed to consider the constraints of the optimisation tasks (Equations (12)–(14)). The ALGA
method was implemented in the Matlab environment.

5.3. Optimisation Calculations

A search for the structure of a wind farm—kinetic energy storage system which minimises
the capacity of energy storage AFESS (Equation (11)) for the assumed output parameters of the
system, was carried out for wind farms with two power values: PWFn(1) = 5 MW and PWFn(2) = 10 MW
(indices expressed as integers stand for a parameter option). Six time values were taken into account
concerning power generation periods with power values below P3min: Tmax(1) = 5 min, Tmax(2) = 10 min,
Tmax(3) = 15 min, Tmax(4) = 20 min, Tmax(5) = 25 min and Tmax(6) = 30 min; two minimum power
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values P3min(1) = 10%PWFn, and P3min(2) = 20%PWFn; and four values of the acceptable total time:
TsumTmax(1) = 75 h, TsumTmax(2) = 100 h, TsumTmax(3) = 125 h, and TsumTmax(4) = 150 h.

The calculations were carried out using the developed optimisation algorithm and application
described in Section 5.2 in order to conduct a preliminary study involving changes in the AG
parameters to solve the test task. The obtained results helped to draw conclusions relating to the
value of the algorithm parameters which contribute to the final solution before the maximum number
of iterations, and reduce computing time to ca. 3 h. Finally, a genetic algorithm was applied using
the remainder selection method, the Gaussian mutation and elite strategy with a transfer of three
best individuals. The number of individuals Np = 50 and the number of generations Ng = 50 were
established experimentally.

Figure 6 presents the changes in the value of the best individual’s (solution) adaptation
as a function of the generation number for five activations of the algorithm (Figure 6b) for
a farm with rated power PWFn(2) = 10 MW, power P3min(2) = 20%PWFn = 2 MW, Tmax(5) = 25 min,
and TsumTmax(1) = 75 h.

 
(a) (b) 

Figure 6. Changes in the value of the function of the best individual’s adaptation as a function
of the generation number for a farm power PWFn(1) = 10 MW, power P3min(2) = 20%PWFn = 2 MW,
Tmax(3) = 25 min and TsumTmax(1) = 75 h: (a) for five activations of the genetic algorithm; (b) mean value
from ten activations of the genetic algorithm.

Figure 7 presents the results of optimisation calculations as changes in the minimum capacity
of a kinetic storagesystem which meets the required parameters of a system controlling the flow of
energy between the farm, storage and power grid as a function of time Tmax for two wind farms
with power PWFn(1) = 5 MW (Figure 7a) and power PWFn(2) = 10 MW (Figure 7b). In each case,
the calculations were made for two minimum power values P3min(1) = 10%PWFn and P3min(2) = 20%PWFn

and TsumTmax(1) = 100 h.
An essential issue for the analysed class of systems is to identify the relationship between the

minimum capacity of the storage AFESSmin and the time of eliminated outages Tmax depending on the
maximum total time TsumTmax. Optimisation calculations representing the aforementioned task were
performed for a farm with power PWFn(2) = 10 MW, two power values P3min(1) = 10%PWFn = 1 MW and
P3min(2) = 20%PWFn = 2 MW and four times TsumTmax:TsumTmax(1) = 75 h, TsumTmax(2) = 100 h, TsumTmax(3)
= 125 h and TsumTmax(4) = 150 h. The results (value of the minimum capacity of energy storage AFESSmin

meeting the assumed algorithm of the system operation as a function of time Tmax) are presented in
Figure 8a (P3min(1) = 10%PWFn = 1 MW) and 8b (P3min(2) = 20%PWFn = 2 MW).
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(a) (b) 

Figure 7. Changes in the optimum (minimum) capacity of a kinetic energy storage system AFESSmin

as a function of time Tmax for two power values P3min(1) = 10%PWFn and P3min(2) = 20%PWFn and time
TsumTmax(x) = 100 h for: (a) a farm with rated power PWFn(1) = 5 MW; (b) a farm with rated power
PWFn(2) = 10 MW.

 
(a) (b) 

Figure 8. Changes in the minimum (optimum) capacity of a kinetic energy storage system AFESSmin

as a function of time Tmax for a farm power PWFn(2) = 10 MW, time: TsumTmax = 75 h, TsumTmax = 100 h,
TsumTmax = 125 h, TsumTmax = 150 h and the optimised system data: (a) P3min(1) = 10%PWFn = 1 MW;
(b) P3min(2) = 20%PWFn = 2 MW.

Figure 9 presents the relationship between the minimum capacity of the storage unit AFESSmin

and the maximum total time TsumTmax for two values of time Tmax(3) = 15 min and Tmax(5) = 25 min.
Details of the optimisation results of the wind farm-kinetic energy storage system for rated power

PWFn(2) = 10 MW and selected parameters P3min, TsumTmax, and time Tmax are presented in Table 1.
Figure 10 presents the changes in the percentage value of the coefficient of elimination of power

generation periods with power values below P3min for solutions optimum as a function of time TsumTmax
for two power values P3min(1) = 10%PWFn and P3min(2) = 20%PWFn, and two time values Tmax(3) = 15 min
(Figure 9a) and Tmax(4) = 20 min (Figure 9b). The data were developed based on information given in
Table 1.
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(a) (b) 

Figure 9. Changes in the minimum (optimum) capacity of the kinetic storage unit AFESSmin in the
function of time TsumTmax for: (a) Tmax(3) = 15 min; (b) Tmax(5) = 25 min.

  
(a) (b) 

 
(c) (d) 

Figure 10. Changes in the percentage value of the coefficient of elimination of power generation
periods with power values below P3min (Equation 9) for a farm with rated power PWFn = 10 MW,
power P3min = 1 MW and P3min = 2 MW and: (a) Tmax(2) = 10 min; (b) Tmax(3) = 15 min;
(c) Tmax(4) = 20 min; (d) Tmax(5) = 25 min.
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Table 1. Results of optimising calculations for selected configurations of a wind farm—kinetic storage
system for a farm with rated power PWFn(2) = 10 MW and different time values Tmax.

No.
P3min
(MW)

Tmax
(min)

TsumTmax
(h)

TsumTmax
(AFESSmin)

(h)

TsumTmax(0)
(h)

ΔTsumTmax
(%)

AFESSmin

(kWh)

Turbine’s
Number/

Power(−)/(MW)

PWFnr

(MW)
ΔA

(MWh)

Tmax(2) = 10 min

1 1 10 75 73.7 214.3 65.6 125 10/0.9 9 21.1
2 1 10 100 96.2 247.1 61.0 72 5/1.8 9 31.6
3 1 10 125 122.5 232.1 47.2 36 4/2.3 9.2 38.5
4 1 10 150 144.8 225.5 37.8 25 6/1.8 10.8 47.6
5 2 10 75 73.4 241.6 69.6 108 10 0.9 9 37.3
6 2 10 100 92.7 198.0 53.2 100 4/2.3 9.2 49.3
7 2 10 125 120.5 231.2 48.1 72 3/3 9 60.4
8 2 10 150 144.2 241.5 40.2 36 6/1.8 10.8 72.0

Tmax(3) = 15 min

9 1 15 75 74.9 329.8 77.3 630 12/0.9 10.8 25.7
10 1 15 100 93.3 312.2 70.1 240 10/0.9 9 30.0
11 1 15 125 118.1 327.6 63.9 125 4/2.3 9.2 36.9
12 1 15 150 142.7 327.6 56.4 72 4/2.3 9.2 42.8
13 2 15 75 74.9 283.9 73.6 1470 4/2.3 9.2 50.9
14 2 15 100 98.2 283.9 65.4 400 4/2.3 9.2 63.4
15 2 15 125 123.6 283.9 56.4 175 4/2.3 9.2 75.6
16 2 15 150 145.2 283.9 48.9 108 4/2.3 9.2 84.5

Tmax(4) = 20 min

17 1 20 75 74.7 384.9 80.6 1800 12/0.9 10.8 37.8
18 1 20 100 99.5 397.7 74.9 684 12/0.9 10.8 34.1
19 1 20 125 123.3 384.9 67.9 350 10/0.9 9 40.3
20 1 20 150 147.9 384.9 61.6 175 10/0.9 9 46.7
21 2 20 75 74.9 302.8 75.3 2670 11/0.9 9.9 52.0
22 2 20 100 98.8 285.6 65.4 840 10/0.9 9 62.9
23 2 20 125 124.9 314.2 60.2 474 12/0.9 10.8 76.5
24 2 20 150 149.5 353.0 57.7 288 4/2.3 9.2 96.7

Tmax(5) = 25 min

25 1 25 75 74.9 447.2 83.3 5400 10/0.9 9 29.3
26 1 25 100 99.3 482.8 79.4 1440 4/2.3 9.2 39.2
27 1 25 125 124.9 447.2 72.1 750 10/0.9 9 44.0
28 1 25 150 148.7 447.2 66.8 390 10/0.9 9 54.6
29 2 25 75 74.9 355.5 78.9 6200 11/0.9 9.9 54.4
30 2 25 100 99.8 355.5 71.9 2340 11/0.9 9.9 70.3
31 2 25 125 124.7 334.1 62.7 1584 10/0.9 9 87.3
32 2 25 150 148.9 334.1 55.5 500 10/0.9 9 95.8

Tmax(6) = 30 min

33 1 30 75 - - - - - - -
34 1 30 100 99.3 552.0 82.1 2100 6/1.8 10.8 54.0
35 1 30 125 124.3 552.0 77.5 1188 6/1.8 10.8 65.0
36 1 30 150 148.9 552.0 73.0 780 6/1.8 10.8 75.9
37 2 30 75 - - - - - - -
38 2 30 100 99.8 426.9 76.6 4050 12/0.9 10.8 70.9
39 2 30 125 124.9 398.8 68.7 2070 11/0.9 9.9 88.3
40 2 30 150 149.7 378.9 60.5 1075 11/0.9 9 103.0

5.4. Discussion

Following a thorough analysis of the results it was concluded that the applied optimisation
methods, the parameters of the control algorithm of the energy flow between a wind farm, energy
storage system and the power grid, and the system model were correct for the characteristics of the
analysed task. Its solution had high reproducibility in minimising the capacity of the kinetic storage
AFESSmin (Figure 6a) and fast computation times (Figure 6b). In the analysed examples, the tasks were
solved between the 30th and 40th generations.

Based on the completed studies, it was established that the relationship between the minimum
capacity of the energy storage system AFESSmin meeting the required criteria of a wind farm—kinetic
energy storage system and time Tmax was non-linear (Figures 7 and 8). It was demonstrated that
the dependence points AFESSmin = f (Tmax) could be approximated by polynomial functions of order
3. The values of the determination coefficients identified for the functions amount to over 0.97,
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confirming the good fit of a polynomial model for the calculation points. A non-linear character
was also observed for changes in the capacity AFESSmin as a function of the optimisation time
constraint TsumTmax − AFESSmin = f (TsumTmax) (Figure 9).

The application of higher constraints (lower values of TsumTmax) amounting to 150, 125, 100,
and 75 h/year contributed to an increase in the required capacity of energy storage AFESSmin.
The increase was diversified for different values of time Tmax and power P3min, but between subsequent
values of TsumTmax it usually ranged from 1.5 to 3.0 times (Figure 8). In the case of optimising calculations
made for time Tmax = 30 minutes and the strongest constraint TsumTmax = 75 h, the task was not solved
(Figure 8) for neitherpower P3min = 10%PWFn nor for P3min = 20%PWFn. Tests were repeated many
times and an additional detailed analysis of the system operation with optimised parameters (type
and number of turbines) was performed with a simultaneous increase in the power storage capacity.
It was demonstrated that TsumTmax could not be limited at the level of 75 h/year by further increasing
storage capacity. This was caused by the characteristics of the annual changes in wind speed for the
reference geographical location (especially for the mean annual wind speed, which amounts to 4.1 m/s
at an altitude of 1 m AGL, and to 6.2 m/s at 100 m AGL), and the nominal parameters of the analysed
turbines and energy storages systems.

Depending on the geographical location of the farm and the parameters of the turbines and
storage systems, it is possible that no solutions can occur for different values of time Tmax. Therefore,
it is important to identify the maximum value of time for the assumed wind farm power PWFn, location
and basic parameters of the system for which elimination of power generation periods with power
values below P3min is possible on the TsumTmax level. Still, the developed algorithm and application
require significant modifications, alongside additional studies. The authors plan to address this in
future works on the cooperation between wind farms and kinetic energy storages.

The level of the guaranteed output power P3min (Figures 7 and 8) in periods lasting up to Tmax

greatly affects the minimum energy storage capacity AFESSmin. Before establishing the parameter value,
one should analyse the actual wind farm operating conditions, especially its mean working power.
Increasing the power P3min above the value results in a significant increment in the required energy
storage capacity and may mean that the storage unit cannot be fully charged. Consequently, the system
is not able to eliminate all assumed energy deficits lasting up to Tmax and does not meet a certain
group of constraints TsumTmax (e.g., Table 1—results for Tmax = 30 min and constraints TsumTmax = 75 h).
A lack of solutions for the cases analysed in Table 1 applies to a farm with low mean annual power of
ca. 1 MW. In cases where solutions were found, the optimum mean annual power values of the wind
farms ranged from about 1.5 MW to 3 MW.

The optimisation of the kinetic energy storage capacity helps to achieve high percentage values
of the coefficient of elimination of power generating periods when the power value is below P3min
(ΔTsumTmax% − Equation (9)) which amount to 40–80% (mean 53%) of the analysed cases depending on
the value of time Tmax and constraint value TsumTmax (Figure 10). The value of the indicator ΔTsumTmax%

increased as the system operation constraints become more stringent (shorter times TsumTmax), entailing
a significant increase in the required storage capacity. When the value of the constraint time is reduced
twice (from TsumTmax = 150 h to TsumTmax = 75 h), the optimised values of the energy storage capacity
were 5 to 14 times higher, depending on time Tmax.

Values of power not supplied to the power grid ΔA (Equation (10)) in the system operation periods
with power below P3min and time up to Tmax, analysed in a one-year period (Table 1), were established
for the optimised structures of a farm with a kinetic energy storage system. The power value increased
as time Tmax and constraint time TsumTmax increase. In the case of the analysed farm with power
PWFn = 10 MW, the values were low (Table 1) compared to the total energy generated in a one-year
period and they did not exceed 0.5%.

It should be emphasised that it was possible to achieve the presented results of a wind farm—
kinetic energy storage system optimisation due to a short (ca. 47 s) period of wind speed averaging.
For a typical value of 10 min, it was not possible to precisely simulate the system cooperation with
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the power grid due to an approximated analysis of the energy storage operation. In such cases,
the results for the minimum energy storage capacity AFESSmin suffered from a much higher error.
Based on the authors’ experience in the modelling of energy storage using RES, they suggest that the
averaging period of wind speed measurements and other parameters related to power generation in
RES—irradiation in particular—should be shorter than the period used currently and should amount
to one or a few seconds.

6. Conclusions

The paper presents a new algorithm for identifying the minimum capacity of a kinetic energy
storage system which helps to improve (on the assumed level) the reliability indicators of electrical
energy supplies from an unstable source (i.e., wind farm) to the power grid. The concept of the
method can be transferred onto different types of energy storage and unstable sources. In such a case,
the relevant mathematical and numerical models of the system elements need to be replaced and
preliminary studies conducted to establish the optimisation algorithm parameters.

The analyses helped to draw an important conclusion concerning changes in the values of
reliability of power supplies from a wind farm to the power grid. It is possible to improve the value
and stabilise the operation of the wind farm at relatively low capacities of energy storage (in cases of
moderate parameters of the analysed system and optimisation constraints). It is still important to take
such measures towards the majority of farms located close to one another, as it will help to predict
the level of power generated from such sources more precisely. Any increase in the requirements
concerning the system operating parameters results in a significant (up to several times) increase in
the required capacity of the storage, and hence means higher investment and operating costs.

The authors of the paper focused on an essential matter related to the relative increase in
the installed power of unstable sources in the generating systems operating in many countries.
The situation causes a stochastic variance of electric power generation. The application of the presented
methods and results can help to stabilise the output power of unstable sources at limited costs
of necessary investments. Local compensation of temporary power deficiencies by storage system
included in the structure of large wind farms helps to limit power transmission losses and to improve
the total energy efficiency of the system.
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Abstract: Participation of a wind turbine (WT) in primary frequency control (PFC) requires reserving
some active power. The reserved power can be used to support the grid frequency. To maintain
the required amount of reserve power, the WT is de-loaded to operate under its maximum power.
The objective of this article is to design a control method for a WT system to maintain the reserved
power of the WT, by controlling both pitch angle and rotor speed simultaneously in order to optimize
the operation of the WT system. The pitch angle is obtained such that the stator current of the
permanent magnet synchronous generator (PMSG) is reduced. Therefore, the resistive losses in the
machine and the conduction losses of the converter are minimized. To avoid an excessive number
of pitch motor operations, the wind forecast is implemented in order to predict consistent pitch
angle valid for longer timeframe. Then, the selected pitch angle and the known curtailed power
are used to find the optimal rotor speed by applying a nonlinear equation solver. To validate
the proposed de-loading approach and control method, a detailed WT system is modeled in
Matlab/Simulink (The Mathworks, Natick, MA, USA, 2017). Then, the proposed control scheme is
validated using hardware-in-the-loop and real time simulation built in Opal-RT (10.4.14, Opal-RT Inc.,
Montreal, PQ, Canada).

Keywords: de-loading; droop curve; hardware-in-the-loop; reserve power; primary frequency
control; optimal control; wind forecast

1. Introduction

In power systems with less conventional generators (mainly synchronous), several functions
must be added to the renewable resources to compensate for the grid requirements, such as frequency
response, negative sequence, harmonics mitigation, and resynchronization and black-start ability [1].

For adjusting the frequency of a grid during frequency deviation, there are different
control strategies and approaches that have been implemented and presented in the literature.
These control methods can be categorized based on duration and capability with certain features
and limitations [2–4].

The participation of wind turbines (WTs) in primary frequency control (PFC) has been discussed
widely in several publications. Controllers based on rotor speed regulation or pitch angle regulation to
de-load WT for PFC have been discussed in [5–11].

In [12,13], a coordination control was proposed between inertial, rotor speed, and pitch angle for
WT, based on a doubly-fed induction generator (DFIG). This approach depends on a new classification
of wind speed to select among the proposed controllers. Storing kinetic energy in the rotor shaft to be
used during the PFC stage has been proposed [14,15]. An adjustable droop controller was proposed to
improve PFC in WT, based on a DFIG in [7].

A design for a discrete linear quadratic Gaussian controller for PFC participation was introduced
in [16,17]. Controlling WT for PFC along with energy storage systems was discussed in [18,19].

Appl. Sci. 2018, 8, 2022; doi:10.3390/app8112022 www.mdpi.com/journal/applsci101
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An optimization algorithm was proposed to provide a stable power reference considering wind speed
prediction in [20]. This approach gives a possible range for the power reserve for a specific timeframe.

In this paper, the aim is to de-load the turbines’ power by controlling both pitch angle and rotor
speed simultaneously, in order to optimize the operation of the wind turbine. The blade’s pitch angle
is obtained such that the rotor speed is increased to reduce the power losses (copper losses) in the
stator of the machine and the conduction losses of the converter. In addition, to avoid blade fluctuation
and an excessive number of pitch operations, a wind forecast will be implemented in order to predict a
consistent pitch angle that is valid for longer period. This can reduce the high wear on the pitch system
by reducing the number of pitch usages over time [21]. Then, the selected pitch angle and the known
curtailed power are used to find the optimal rotor speed by applying a nonlinear solver. With the
variation of wind speed, the control algorithm updates the pitch angle set point adaptively. Therefore,
the reference of the rotor speed must follow the variation in the pitch angle and the wind speed.

The paper is organized as follows. Section 2 presents the model of the wind turbine system and
discusses the understanding of power curve for PFC. Section 3 presents the proposed de-loading
approach. In Section 4, simulation and real time studies are performed to validate the proposed
method. The conclusion is presented in Section 5.

2. Wind Turbine System

The system considered in this paper is direct-drive, based on PMSG. The WT system is decoupled
from the power system using a back-to-back power converter. The model of the WT and PMSG used
for this study are presented in [22–25]. Detailed discussion of the model will be elaborated on in the
following subsections.

2.1. Understanding the Wind Power Curve for Primary Frequency Control

To understand the relationship between pitch angle and rotor speed with the response of the
torque and stator current of the machine, the model of the wind turbine and PMSG should be
presented first.

The wind turbine model is a function of two main variables, the pitch angle (β) and the rotor
speed (ωr), as given by [25]:

PW =
1
2

CP(λ, β)AWρairV3
W (1)

where AW is the swept area of the WT and the power coefficient CP(λ, β) is expressed as

CP(λ, β) = c1

(
c2

γ
− c3β − c4

)
e
−c5

γ + C6λ (2)

The coefficients c1 to c6 were taken from [25] (c1 = 05176, c2 = 116, c3 = 0.4, c4 = 5, c5 =

21, c6 = 0.0068), and the tip speed ratio is defined as

λ =
RWωr

VW
(3)

Here, Rw represents the radius of the wind turbine, and VW represents the wind speed.
From the curve characteristics of the mechanical power Equation (1) and the power coefficient of

Equation (2), the maximum power is achieved at the zero pitch angle and optimum tip speed ratio
for underrated wind speed conditions. Figure 1 shows the characteristics of the wind turbine power
for different pitch angles and different rotor speeds for a specific wind turbine. As the pitch angle
increases, the power produced by the WT decreases. This helps identify the operating point of the WT
system for de-loading purposes. In addition, the rotor speed can be used to reach a specific production
of power. To implement de-loading to a WT system, the power is curtailed by a certain amount, (ΔP),
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using either the pitch angle or rotor speed controller. In Figure 1, the power is curtailed to (Pcurt.),
providing a reserve power of ΔP.

Figure 1. Power curve and output power versus rotor speed and pitch angle.

The power curve can be represented in terms of rotor speed for different pitch angles for several
wind speeds. This will allow us to select an optimal operating point of rotor speed and pitch angle for
the purpose of PFC. Figure 1 represents a three-dimensional plot of the power curve. During regular
operation of WT, the maximum power is tracked. However, for PFC, the sub-optimal operating point
is selected to reserve the required power in the WT system. The output power is plotted using a flat
surface, where the intersections of the two surfaces demonstrate all possible sets of pitch angles and
rotor speed values that can be used.

2.2. Machine Losses and Rotor Speed

The machine considered in this paper is based on PMSG. The detailed model of the machine is
presented in [23]. The equation of the electromechanical torque is given as

Te =
3P
4

{
ψm +

(
Ld − Lq

)
Id
}

Iq (4)

Assuming a round rotor type (i.e., Lq = Ld), the quadrature current can be given as

Iq =
4 Te

3 P ψm
(5)

where P is the number of poles of the machine and ψm is the flux linkage. Lq and Ld represent the
quadrature and direct inductance, respectively, and Iq and Id represent the quadrature and direct
currents of the d–q reference frame of the PMSG.

At constant power production, a higher rotor speed means lower torque. From Equation (5), it is
clear that Iq is proportional to the torque (i.e., lower torque results in lower current). This contributes
to the resistive losses of the PMSG. The resistive (copper) losses in the stator equivalent circuit of the
PMSG can be expressed as

PR,losses =
3
2

Rs

(
I2
q + I2

d

)
(6)
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where RS represents the stator resistance of the PMSG. The copper losses are directly related to the
current of the quadrature axis and the direct axis. Thus, by controlling the quadrature current of the
machine (Id = 0), the resistive losses can be reduced by involving pitch angle control for PFC.

2.3. Conduction Losses of Insulated Gate Bipolar Transistor Switches

The power converter used is based on insulated gate bipolar transistor (IGBT) switches.
Power losses of such switches are conduction losses and switching losses. The conduction losses occur
when the switch is turned on and conducts current.

To evaluate the conduction losses of the IGBT, a voltage drop and a small resistor are added into
the series with an ideal switch. The simple expression of the conduction losses is given as

Pcond. = Von Is + Ron I2
s (7)

where Is is the current crossing the IGBT switch during conducting, and Von and Ron represent the
voltage drop and the resistance of the switch, respectively

The conduction losses of an IGBT depends on the temperature, which causes variation of the
voltage drop across the switch. Also, the loss depends on the current passing through the switch.
Therefore, decreasing the current through the switch will reduce the conduction losses. The conduction
losses of the semiconductor devices can be evaluated using information from the data sheet from the
manufacturer, considering the thermal model of the switch.

2.4. Wind Data and Speed Prediction

Using wind speed sensor provides a reference for the power tracking controller. With the
availability of wind data, a wind forecast can be implemented to predict the wind speed. This allows us
to estimate the behavior of the turbine and select the optimal operating point, ensuring control stability.
Using a Light Detection and Ranging (LIDAR) system improves the accuracy of the measurements
of wind speed. The National Renewable Energy Lab (NREL) investigated the use of LIDAR in
feedforward control in WT systems [26].

Knowledge of future wind speed can be utilized in the algorithm to enhance wind turbine
operation. In the literature, there are several approaches to estimate the average of the wind speed [27].
Here, we implement the auto-regression model (AR) to generate and predict the mean of wind speed as

yt+1 =
n

∑
i=0

Φiyt−i + εt+1 (8)

where yt and yt−i represent the current and previous data (wind speed), respectively, Φi is the
autoregressive parameter of the model, and εt is a Gaussian noise. The predicted wind speed is used
to predict the future set points that required to maintain the reserved power for next timeframe (t + 1),
as will be discussed in the next section.

Maximizing power using a speed controller is preferable during underrated wind speeds.
However, in some cases the pitch controller can be involved to ensure smooth power production near
rated wind speeds. In addition, combining a pitch angle controller with a speed controller can improve
the efficiency of the machine, as will be discussed in the following section.

3. Proposed De-Loading Approach

The WT system considered in this paper is a direct drive configuration, where the power converter
is directly connected to the machine’s stator winding. In such a system, the rotor speed is fully
controlled by the converter, while the blades are controlled by a pitch angle control system.

The reserve power for PFC is achieved by controlling both pitch angle and rotor speed
simultaneously, in order to optimize the operation of the WT system. The goal is to minimize the power
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losses in the PMSG given in (6) and (7). This is accomplished by involving a pitch angle controller
during underrated wind speeds.

Initially, with the prediction of wind speed, the pitch angle is obtained such that the rotor speed
is increased to reduce the power losses in the stator of the PMSG. Predicted wind speed is averaged
to avoid blade fluctuation and an excessive number of pitch motor operations. Therefore, averaged
pitch angle is selected to ensure consistent operation of the WT, while minimizing resistive losses of
the machine.

First, the measured wind speed is averaged and used to calculate the maximum power that can
be achieved by the turbine. The wind forecast is needed to estimate the maximum possible power
in advance (t + k) to help reduce the number of pitch operations. For a given specific reserve power,
the output power is obtained and used to determine the required pitch angle instantaneously.

The optimum operating point of pitch angle and rotor speed is determined using the steps as
follows:

1. Calculate the current and future maximum available power as

PMPPT =
1
2

CP
(
λopt., 0

)
AWρairV3

W (9)

2. Calculate the output power as

Pout = PMPPT − ΔP + PPFC (10)

where PPFC is the output power of the droop curve and ΔP is the reserved power.
3. Set β = 0 and solve the nonlinear power equation for ωr as:

F(ωr) = 0 (11)

F(ωr) =
1
2

AWρairV3
W

{
c1

(
c2

γ
− c3β − c4

)
e
−c5

γ + C6λ

}
− Pout (12)

1
γ
=

1
λ + 0.08 × β

− 0.035
1 + β3 (13)

λ =
RWωr

VW
(14)

4. Increment β and repeat Step 3 until βmax.
5. Select an optimal solution such that:

min
ωr ,β

(PR,losses + Pcond.)

All solutions found by the solver in Step 3 provide the same output power as demonstrated
in Figure 2. However, the optimal solution, S∗ = {β∗, ω∗

r }, is selected such that pitch angle is as
maximum as possible. As a result, the required rotor speed of the WT is increased and obtained by the
nonlinear solver in Step 3. This will minimize the resistive power in the machine as in Equation (6)
and the conduction losses in Equation (7). The algorithm must consider operation limits, such as{

ωr,min ≤ ωr ≤ ωr,MPPT
0 ≤ β ≤ βmax

(15)

Figure 3 summarizes the algorithm used to generate the optimum operating point of pitch angle
and rotor speed. Note that the output of the droop curve can be involved in the equation, in order
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to define the rotor speed for the amount of power necessary to be injected during a frequency drop.
Otherwise, the PFC power is considered to be zero.

Figure 2. Demonstrating all possible operating points.

 

Figure 3. Proposed de-loading approach.

The proposed algorithm with the control loop is shown in Figure 4. The pitch controller is based
on a conventional method, where the pitch angle is controlled considering the pitch servo transfer
function [28]. The rotor speed is controlled using a designed proportional integral (PI) controller with
an inner loop to control the current.

The controller must ensure a smooth and reliable response to frequency drop. Therefore,
the controller is required to adjust the frequency variation by considering the output of a droop curve.
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Figure 4. Wind turbine system with a control loop, including the proposed de-loading method.

4. Simulation and Hardware-in-the-Loop Results

The parameters of the system considered in this study including WT, PMSG are presented in
Table 1. The wind turbine has a nominal rotor speed of 25.88 rpm at a 12 m/s rated wind speed.
The rated power of the machine and WT is 2 MW.

Table 1. Wind turbine and permanent magnet synchronous generator (PMSG) Parameters.

Wind Turbine Values

Nominal wind speed 12 m/s
Nominal output power 2.0 MW

Air density 1.225 kg/m3

Wind turbine radius 35.5 m
Nominal rotor speed 25.88 rpm

Stator resistance of PMSG 0.821 mΩ
Armature inductance of PMSG 1.5731 mH

Flux linkage of PMSG 7.8264 V.s
Machine side switching frequency, fM,s 1.5 kHz

DC link voltage reference, VDC 1450 V

4.1. Simulation Studies

For simulation study, different scenarios were implemented to achieve de-loading. The first
scenario was based on varying the rotor speed only, while keeping pitch angle constant. The second
scenario was performed using the proposed method, but allowing pitch angle variation without wind
speed forecasting. In the last scenario, the proposed de-loading method was implemented to obtain an
optimal pitch angle that is valid for a longer time frame, and updating the rotor speed instantaneously.

The simulation experiment was repeated again to perform de-loading for PFC purposes. In this
scenario, the pitch angle was kept constant (i.e., 0 degrees), while the de-loading was performed using
a rotor speed controller. The maximum power point tracking (MPPT) was modified to track the output
power by subtracting the maximum power by the required power to be reserved. Then, the reference
rotor speed was calculated to provide the required reserve power.

The proposed algorithm was used to de-load the WT, in order to maintain an adequate amount of
power for PFC use. In this scenario, the wind profile was assumed to be predicted by wind forecast.
The averaged estimated wind speed was used to find the optimum pitch angle for a longer period.
Then, the current and future wind speed is used to estimate the optimal possible pitch angle for that
time frame. The rotor speed was extracted using the nonlinear relation, using Equation (10).

4.1.1. Long-Term (One Day) Simulation

First, a simulation of one day of wind profile was performed. In this study, simplified model of
the WT and PMSG were used to expedite the simulation. The wind profile used in this study is shown
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in Figure 5. Figure 6 shows the maximum power available and the de-loaded power. The dotted line
represents the WT power achieved by rotor speed only. The WT power obtained by coordinating
between rotor speed and pitch angle is presented by the dashed line. It is clear that both approaches
provide the same amount of reserve power (ΔP). In this study, the reserve is fixed at 0.3 MW for all
wind profiles.

Figure 5. Wind profile (long-term simulation).

Figure 6. Mechanical power for the maximum power point tracking (MPPT) and de-loaded scenarios.

Although every method gives the same reserve, the rotor speed is different, as shown in Figure 7.
The rotor speed is increased by involving the pitch angle. This is because of the higher pitch angle that
results in lower torque of the WT. Therefore, to maintain the same reserve, the rotor speed is increased.
As a result, the quadrature current of the PMSG (Iq) is reduced, as shown in Figure 8. In this simulation,
we controlled the current of the direct axis to be zero. Therefore, the only current that appears in the
losses is the current of the q-axis. From Figure 8, it is clear that with a 0o pitch angle, the current is
higher for whole period considered in this simulation. Current produced by the proposed approach
reduces the power losses in the stator of the machine and the conduction losses of the switch, as given
in (6) and (7). In Figure 9, the pitch angle is represented using the dashed line.

The proposed strategy has the ability to utilize a wind speed forecast and predict the optimal
solution. In this case, one can combine the optimal operating point of the current and future state in
order to minimize the operation of the pitch angle. For the same wind profile, one model included
the wind forecast and the other model did not consider the wind prediction in the decision. The pitch
angle changed 82 times for the model without a forecast. In contrast, in the case where there was
a wind forecast, the pitch angle changed 64 times, as shown in Figure 10. In both cases, the power
produced by the WT was the same.
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Figure 7. Rotor speed of a wind turbine (WT).

Figure 8. Stator current (Iq).

Figure 9. Pitch angle (β).
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Figure 10. The pitch angle with a wind forecast and without a wind forecast.

4.1.2. Short-Term Simulation

To test the wind system with the designed controller, a study was performed to validate the
proposed method, using a detailed model of the whole system. The proposed WT system and control
scheme shown in Figure 4 was modeled in Matlab/Simulink.

The aim of this short-term simulation was to validate the performance of the proposed algorithm,
and examine its accuracy and response to wind variation. Therefore, the approach should give the
reference for the pitch angle and rotor speed as quickly as possible.

In this simulation study, the wind speed was scaled to be in seconds instead of minutes. The wind
turbine system was tested with the wind profile shown in Figure 11. Like the one-day simulation,
in order to demonstrate the performance of the proposed de-loading algorithm, two different
approaches were performed, with different methods of de-loading. First, the rotor speed only was used
as a tool to maintain the reserved power. Then, the proposed de-loading approach was implemented
using the same wind profile for the purpose of comparison.

Figure 11. Wind profile (short-term simulation).

Initially, the MPPT was implemented to be used as a baseline. Then two scenarios discussed in
the previous section were examined. Figure 12 shows the maximum and de-loaded power for the two
methods. The rotor speed for the different methods are demonstrated in Figure 13. Both approaches
provide the same amount of reserve power (ΔP). As a one-day simulation, the reserve was fixed at
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0.3 MW for all wind speeds. For the rotor speed method, the rotor speed was reduced compared to the
other method. This low speed results in higher stator current, as shown in Figure 14. The participation
of the pitch angle controller is demonstrated in Figure 15.

Figure 12. Mechanical power for the MPPT and de-loaded scenarios (short-term simulation).

Figure 13. Rotor speed (short-term simulation).

Figure 14. Stator current, Iq (short-term simulation).
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Figure 15. Pitch angle (short-term simulation).

The high current on the stator causes an increase in the resistive losses and conduction losses,
as demonstrated in Table 2. The table presents the averaged resistive losses and conduction losses
for the whole period (240 s). The resistive losses are calculated using Equation (6), where the d-axis
current is controlled to be fixed at 0 A. The IGBT characteristics were taken from the ASEA Brown
Boveri (ABB) data sheet that matches the rating of the WT system, (5SNA 3600E170300 HiPak IGBT
module). The conduction losses were calculated using web-based software (SEMIS) developed by
Plexim (Zürich, Switzerland) for ABB data-sheet characteristics, in order to consider the detailed
thermal module of the converter.

Table 2. Power losses for different scenarios.

Losses MPPT Controlling ωr Only Proposed Approach

Resistive losses (kW) 12.577 13.238 7.063
Conduction losses (kW) 12.77 12.87 8.13

4.2. Real-Time and Hardware-in-Loop Results

To validate the response and the performance of the proposed approach with the designed
controllers, hardware-in-the-loop (HIL) was implemented, as shown in Figure 16. The HIL study
provides a real-time benchmark to test the proposed method and the designed controllers. The WT
system is modeled and compiled inside an Opal-RT real time simulator. Then, C-code was generated
for the controller of the machine side converter, and was implemented inside a Texas Instruments (TI)
Digital signal processor (DSP), (TI TMS230F28335).
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Figure 16. Hardware-in-the-loop implementation.

The controller (DSP) receives the rotor speed and the machine’s current as an analog signal
(fixed-sample) from Opal-RT. Then, the controller processes the signals and generates pulse width
modulation (PWM) pulses to control the switches of the converter. The sampling frequency of the
DSP is selected to be 9 kHz. The s-domain PI controllers were discretized using the backward Euler
conversion method. The inner loop (current) controller is ensured to be faster than the outer loop
(speed) controller.

In this study, the controller and proposed method was tested with the wind speed profile shown
in Figure 17. Like the simulation studies, two different approaches for de-loading were implemented,
using the same wind profile for comparison. A baseline of MPPT was tested first, and the maximum
power was achieved. Then, the de-loading was implemented using the proposed method summarized
in Figure 3, using the optimal pitch angle and rotor speed set. Then, de-loading was achieved using
rotor speed only. A fixed reserve power of 0.3 MW was set for both approaches.

 

Figure 17. Wind profile (hardware-in-the-loop).

For consistency, the same wind speed and time frame were used for all scenarios. First,
the controller received the reference to perform the MPPT. Then, the same controller was fed with a
rotor reference to de-load the WT system. Finally, the reference generated by the proposed method
was used to obtain the reference set points (rotor speed and pitch angle).

113



Appl. Sci. 2018, 8, 2022

The results obtained from real time simulator and HIL are demonstrated in Figures 18–20. For the
proposed experimental method, the three-phase current for machine is shown in Figure 18. The rotor
speed (measured and reference) and q-axis current for all cases are shown in Figure 19. It is clear that
the proposed method reduces the q-axis current. As a result, the power loss is decreased. The rotor
speed in the plot is in (rad/s), and the gain is 1. For instant, the rotor speed at the first 5-s time slot was
2.3 (rad/s) for the MPPT case. The rotor speed that resulted from the proposed method is 2.2 (rad/s),
whereas, the rotor speed is 1.6 (rad/s) when the pitch angle is kept at 0.

The gain for the q-axis current is 2000. Therefore, the current at the MPPT case is 3400 A for the
first 5-s time slot. For the proposed and fixed pitch angle methods, the currents are 2600 A and 3600 A,
respectively. Figure 20 shows the power generated from the WT system. Both approaches provide the
required reserve power, as can be seen from the plot. The proposed method involves a pitch angle
controller, as shown in Figure 20b.

 

Figure 18. Three-phase machine current.

 
(a) (b) (c) 

Figure 19. Rotor speed and q-axis current (Iq gain is 2000): (a) maximum power, (b) de-loading using
proposed method, and (c) de-loading by controlling rotor speed only.
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(a) (b) (c) 

Figure 20. Active power (gain is 1 × 106) and pitch angle (gain is 2): (a) maximum power, (b) de-loading
using proposed method, and (c) de-loading by controlling rotor speed only.

5. Conclusions

This paper is aimed to design an optimal control method for a WT system intended to provide PFC
to support power system stability. The proposed method helps maintain reserve power to be used to
support the stability of the power system, while reducing power losses in the WT system. The reserved
power of the WT is achieved by controlling both pitch angle and rotor speed simultaneously. The main
contribution of the proposed method is to reduce the current of the PMSG, and as a result, the copper
losses and conduction losses are reduced. Comprehensive case studies were implemented in simulation,
as well as HIL with a real-time simulator. The results showed good performance of the proposed
algorithm. The method is able to maintain the required reserve power for different wind speeds.
The copper losses were calculated and compared with conventional method to de-load the power of
WT. In addition, the conduction losses were evaluated using web-based software developed for ABB
data sheet characteristics. The copper and conduction losses were reduced significantly compared to
the conventional rotor speed control method. De-loading of a WT system under its maximum capacity
means that some power is not being used. Therefore, implementing this optimal strategy to a large
wind farm can improve the overall power generation by reducing a significant amount of power loss.
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Abstract: Wind farm (WF) grid codes require wind generators to have low voltage ride through
(LVRT) capability, which means that normal power production should be resumed quickly once the
nominal grid voltage has been recovered. However, WFs with fixed-speed wind turbines with squirrel
cage induction generators (FSWT-SCIGs) have failed to fulfill the LVRT requirement, which has a
significant impact on power system stability. On the other hand, variable-speed wind turbines with
doubly fed induction generators (VSWT-DFIGs) have sufficient LVRT augmentation capability and
can control the active and reactive power delivered to the grid. However, the DFIG is more expensive
than the SCIG due to its AC/DC/AC converter. Therefore, the combined use of SCIGs and DFIGs
in a WF could be an effective solution. The design of the rotor-side converter (RSC) controller is
crucial because the RSC controller contributes to the system stability. The cascaded control strategy
based on four conventional PI controllers is widely used to control the RSC of the DFIG, which can
inject only a small amount of reactive power during fault conditions. Therefore, the conventional
strategy can stabilize the lower rating of the SCIG. In the present paper, a new control strategy based
on fuzzy logic is proposed in the RSC controller of the DFIG in order to enhance the LVRT capability
of the SCIG in a WF. The proposed fuzzy logic controller (FLC) is used to control the reactive power
delivered to the grid during fault conditions. Moreover, reactive power injection can be increased in
the proposed control strategy. Extensive simulations executed in the PSCAD/EMTDC environment
for both the proposed and conventional PI controllers of the RSC of the DFIG reveal that the proposed
control strategy can stabilize the higher rating of the SCIG.

Keywords: squirrel cage induction generator (SCIG); doubly fed induction generator (DFIG);
fuzzy logic controller (FLC); PI controller; low voltage ride through (LVRT); power system

1. Introduction

Emerging environmental concerns and attempts to curtail the dependence on fossil fuel resources
are bringing renewable energy resources into the mainstream of the electric power sector. Among the
various renewable resources, wind power is the most promising from both technical and economic
standpoints. The new global total for wind power at the end of 2015 was 432.9 GW, which represents
a cumulative market growth of more than 17% [1]. By 2030, wind power could reach 2110 GW and
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supply up to 20% of the global electricity [2]. This large penetration of wind power into the existing
grid has introduced some vulnerabilities to the power grid. In order to maintain the stability of the
power system and ensure smooth operation, low voltage ride through (LVRT) requirements have been
imposed around the world [3]. In the event of a fault, LVRT mandates that wind farms (WFs) stay
connected to the grid in order to support the grid in the same manner as conventional synchronous
generators (SGs).

Most wind turbines are constructed using fixed-speed wind turbines with squirrel cage induction
generators (FSWT-SCIGs). SCIGs have some advantageous characteristics, such as simplicity, robust
construction, low cost, and operational simplicity [4]. However, FSWT-SCIGs are connected directly to
the grid and have no LVRT capabilities during voltage dips [4]. Moreover, the FSWT-SCIG requires
a large reactive power in order to recover air gap flux when a short circuit fault occurs in the power
system. If sufficient reactive power is not supplied, the electromagnetic torque of the SCIG decreases
significantly. As a result, the rotor speed of the SCIG increases significantly and can make the power
system unstable [4]. Reactive power compensation is a major issue, especially for FSWT-SCIGs.
A capacitor bank is usually used to meet the reactive power compensation requirement of an SCIG.
However, the SCIG requires more reactive power during fault conditions than in the steady state,
and the capacitor bank is not able to supply more reactive power during transient conditions.

A static synchronous compensator (STATCOM) [5], superconducting magnetic energy storage
(SMES) [6], and an energy capacitor system (ECS) [7], for example, are installed in WFs with
FSWT-SCIGs in order to improve the LVRT capability during a fault condition. However, the overall
system cost increases.

On the other hand, variable-speed wind turbines with doubly fed induction generators
(VSWT-DFIGs) have some advantageous characteristics, such as light weight, higher output power
and efficiency, lower cost, variable-speed operation, and smaller size. In addition to the lower power
electronic converter rating required by the DFIG, compared to permanent magnet synchronous
generators (PMSGs) [8], the recent price upsurge of permanent magnet materials has given the DFIG
another advantage over the PMSG [9]. In addition, the DFIG has better system stability characteristics
than the SCIG during fault conditions, because of its capability for independent control of active and
reactive power delivered to the grid [10]. By taking advantage of DFIG reactive power control, it is
possible to stabilize the SCIG in a WF. Thus, reactive power compensation can be implemented at lower
cost. The partial converter is connected to the rotor terminal of the DFIG via slip rings. The converter
consists of a rotor-side converter (RSC) and a grid-side converter (GSC). As reported in previous
studies [10–12], various control strategies can be adopted for both the RSC and the GSC. However,
the design procedure of the RSC is very crucial because it is controlling active and reactive power
delivered to the grid.

Some auxiliary hardware circuits have been used to help the DFIG to improve the LVRT
requirement. For example, the rotor crowbar circuit is used in the rotor terminals to isolate the
RSC from the rotor circuit [13,14]. However, the rotor crowbar circuit converts the DFIG to a simple
induction machine, which absorbs reactive power from the grid. A chopper circuit and parallel
capacitors are used to smooth the DC-link voltage by dissipating the excessive power in the DC-link
circuit [15,16]. Dynamic braking resistors connected to the stator [17] and a bridge type fault current
limiter [18] are used to limit the stator and rotor overcurrents. A series-connected converter [19] and a
dynamic voltage restorer [20] are used to keep the stator voltage constant under grid faults. In previous
studies [21,22], static VAR compensators or STATCOMs were used to supply extra reactive power
to the grid during grid faults. Although the LVRT capability is enhanced through various types of
equipment [13–22], this equipment requires additional converters or equipment, which increases the
complexity and cost of the wind turbine system and decreases its reliability.

The cascaded control system for the RSC described in [23] is also used to improve LVRT capability,
where several PI controllers are used in the inner and outer loops. However, due to changes in the
parameters of the grid during fault conditions, the conventional PI controller with a fixed gain is not
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sufficient to ensure the system stability of a large power system. The setting of the parameters of the
PI controllers used in cascaded control is cumbersome, especially in power system applications that
are difficult to express as a mathematical model or a transfer function. In [23], a Taguchi approach for
optimum design of PI controllers in a cascaded control scheme was presented. However, this cascaded
control strategy with the conventional PI controller in the inner loop cannot provide a large amount of
reactive power. Thus, the strategy can stabilize only lower ratings of the SCIG. Therefore, using an
fuzzy logic controller (FLC) in the inner loop of the rotor-side controller to more efficiently provide
reactive power during fault periods is convenient. The FLC can handle nonlinear systems very
effectively because it offers variable gain during transient conditions. Thus, the DFIG controlled by
the FLC can stabilize a larger amount of SCIG. Moreover, the overall system cost can be decreased
by incorporating a lower rating of the DFIG along with a higher rating of the SCIG. This is one of the
novel features of the present paper.

Therefore, the main contribution of the present paper is the design of a new control strategy based
on fuzzy logic in the inner loop of the rotor-side controller for the DFIG to improve the LVRT capability
and increase the capacity of the SCIG-based WF. Detailed modeling and control strategies of the overall
system are presented. In order to evaluate the effectiveness of the proposed controller, transient and
dynamic analyses are performed. Real wind-speed data measured on Rishiri Island, Hokkaido, Japan
are considered in the dynamic analysis.

The transient performance of the overall system composed of SGs, an FLC-controlled DFIG,
and an SCIG is compared with that composed of a DFIG with the conventional PI-controlled RSC
presented in [23]. Finally, the proposed control strategy is found to be very effective for ensuring the
stability of a large power system. Moreover, the capacity of the installed SCIG can be increased.

The remainder of the present paper is organized as follows. Section 2 presents the wind turbine
model. Section 3 presents the DFIG model, and the design procedure of the proposed FLC is introduced
in Section 4. Section 5 deals with the power system model. Section 6 briefly describes the LVRT
requirements for wind power. The simulation results and a discussion of the performance of the
proposed and conventional methods are presented in Section 7. Finally, Section 8 summarizes the
findings and concludes the paper.

2. Wind Turbine Model

In the wind turbine model, the aerodynamic power output is given as follows [4]:

Pw = 0.5ρπR2Vw
3Cp(λ, β), (1)

where Pw is the captured wind power, ρ is the air density (KG/m3), R is the radius of the rotor blade
(m), Vw is the wind speed (m/s), and Cp is the power coefficient.

The value of Cp can be calculated as follows [10]:

Cp(λ, β) = c1

(
c2

λi
− c3β − c4

)
e
−c5
λi + c6λ (2)

1
λi

=
1

λ − 0.08β
− 0.035

β3 + 1
(3)

λ =
ωrR
Vw

(4)

Tw =
Pw

ωr
, (5)

where Tw is the wind turbine torque, β is the pitch angle, and λ is the tip speed ratio. Moreover,
c1 through c6 are the characteristic coefficients of the wind turbine (c1 = 0.5176, c2 = 116, c3 = 0.4, c4 = 5,
c5 = 21, and c6 = 0.0068) [24], and ωr is the rotational speed of the wind turbine (rad/s).
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The Cp vs λ characteristics shown in Figure 1 are obtained using Equation (2) with different values
of the pitch angle (β). When β is equal to zero degrees, the optimum power coefficient (Cpopt) is 0.48,
and the optimum tip speed ratio (λopt) is 8.1.
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Figure 1. Cp vs λ characteristics of the wind turbine for various pitch angles.

Figures 2 and 3 show the models of the blade pitch control system for FSWT and VSWT [25],
respectively. In FSWT, the pitch control system is used to control the power output of the SCIG so as
not to exceed the rated power. In VSWT, the rotor speed of DFIG is regulate by the pitch controller so
as not to exceed the rated speed. The control loop of the pitch actuator is represented by a first-order
transfer function with a pitch rate limiter. A PI controller is used to manage the tracking error.

Kp = 400
Ti = 0.08PSCIG

1.0 pu
*min

*max

Rate Limiter

PI Controller

Actuator

Figure 2. Pitch controller for fixed-speed wind turbine (FSWT).

Kp = 300
Ti = 10r

1.21 pu
*min

*max

Rate Limiter

PI Controller

Actuator

Figure 3. Pitch controller for variable-speed wind turbine (VSWT).

Figure 4 shows the maximum power point tracking (MPPT) curve for the VSWT-DFIG.
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Figure 4. Wind turbine characteristics for the doubly fed induction generator (DFIG) with maximum
power point tracking (MPPT).

3. DFIG Model

The configuration of the VSWT-DFIG system, along with its control system, is shown in Figure 5.
The model consists of a wind turbine model with aerodynamic characteristics, a pitch controller,
a wound rotor induction generator (WRIG), and an AC/DC/AC converter based on two levels of
insulated gate bipolar transistors (IGBTs), which are controlled by the rotor-side controller and the
grid-side controller, respectively.
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Figure 5. Configuration of the VSWT-DFIG system.

The wind turbine drives the WRIG to convert wind power into electrical power. The rotational
speed (ωr) is obtained from the rotor of the WRIG. A pitch controller is used to control the blade pitch
angle of the wind turbine in order to reduce the output power when the rotational speed exceeds
the rated speed. The WRIG model available in the PSCAD library is used in the present study [26].
The rotor position (θr) is derived from the rotor of the WRIG. As indicated by the configuration of the
VSWT-DFIG system, the stator terminal is directly connected to the grid system. The AC/DC/AC
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converter is installed between the rotor of the WRIG and the grid system. The rating of the converter
is 30% of the WRIG rating. The pulse width modulation (PWM) technique is used to generate
the necessary gate pulses for driving the AC/DC/AC converter. The carrier frequency is taken as
3.0 kHz. The RSC is connected to the rotor winding of the WRIG, which provides variable frequency
excitation depending on the wind-speed condition. The GSC is connected to the grid system through a
transformer. A protection system with a DC chopper is installed in the DC-link circuit. The DC chopper
is controlled by the comparator block, which triggers the DC chopper switch when the DC-link voltage
becomes greater than or equal to the predefined limit (Vdc ≥ 1.15 pu).

3.1. Conventional Rotor-Side Controller

The conventional cascaded controller for the RSC is presented in [23]. This controller consists of
four conventional PI controllers to compensate different error signals. The reference reactive power
(Qdfig*) is set to zero for unity power factor operation. The active power and reactive power delivered
to the grid are controlled using q-axis and d-axis rotor currents, respectively.

3.2. Proposed Rotor-Side Controller

The proposed controller for the RSC is depicted in Figure 6. This controller consists of three PI
controllers and one FLC. The main motivation behind using one FLC in the inner loop of the cascaded
controller is maximization of the reactive power injection. The FLC offers variable gain depending
on the system parameters. Due to the variable gain, the FLC can inject reactive power (Qdfig) more
effectively in the fault condition. Thus, the grid voltage can quickly be retraced back to the nominal
value. Moreover, the FLC can stabilize a higher rating of the SCIG as compared to the conventional
PI-based controller of the RSC in the inner loop.
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Figure 6. Proposed rotor-side controller.

The active power (Pdfig) and reactive power (Qdfig) outputs of the DFIG are controlled by regulating
the rotor winding current. The reference active power (Pref) is calculated by subtracting the losses (Ploss)
from the MPPT output (Pmppt). In the upper loop portion, the grid voltage (Vg) is taken as feedback
to regulate the terminal voltage constant at 1.0 pu. The q-axis current (Irq) controls the active power
delivered to the grid, and the d-axis current (Ird) controls the reactive power delivered to the grid.
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In the normal operating condition (Vg > 0.9 pu), the RSC regulates the active power delivered
to the grid. During a fault condition (Vg < 0.9 pu), a comparator sends a signal so that active power
transfer to the grid becomes zero. By controlling the power in this manner, the reactive power injected
to the grid can be maximized.

The detailed design procedure of the FLC will be discussed in Section 4.

3.3. Grid-Side Controller

The controller for the GSC is depicted in Figure 7. This controller consists of four PI controllers
to compensate different error signals. The GSC reactive power (Qg) and DC-link voltage (Vdc) are
controlled through d-axis (Igd) and q-axis (Igq) current components, respectively. The reactive power
reference is set to zero, and the DC-link voltage reference is set to 1.0 pu (1.2 kV).
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Figure 7. Grid-side controller.

4. Fuzzy Logic Controller Design

Figure 8 shows a block diagram of the proposed FLC. The FLC is composed of fuzzification, a
membership function, a rule base, a fuzzy inference, and defuzzification, as shown in Figure 9.

Figure 8. Proposed fuzzy logic controller (FLC).

Fuzzification Fuzzy
Inference Defuzzification

Membership 
Function of 

input fuzzy set
Rule base

Membership 
Function of 

output fuzzy set

eIrd

d(eIrd)/dt
Vrd*

Figure 9. Internal structure of the FLC.
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In order to design the proposed FLC, the error of the rotor d-axis current (eIrd) and rate of change
of the eIrd (d[eIrd]/dt) are considered as the controller inputs. The reference rotor d-axis voltage (Vrd*) is
chosen as the controller output. In Figure 8, 1/z is one sampling time delay.

The triangular membership functions with overlap used for the input and output fuzzy sets are
shown in Figure 10, where linguistic variables are indicated as NB (Negative Big), NM (Negative Medium),
NS (Negative Small), ZO (Zero), PS (Positive Small), PM (Positive Medium), and PB (Positive Big).

(a) (b)

NB NM NS ZO PS PM PB

-0.75 -0.5 -0.25 0 0.25 0.5 0.75

1.0
NB NM NS ZO PS PM PB

-0.6 -0.4 -0.2 0 0.2 0.4 0.6

1.0

Figure 10. Membership functions for the FLC: (a) Inputs (eIrd, d[eIrd]/dt)); (b) output (Vrd*).

The rules of fuzzy mapping of the input variables to the output are given in the following form:

IF <eIrd is PB> and <d(eIrd)/dt is NS> THEN <Vrd* is PS>
IF <eIrd is NM> and <d(eIrd)/dt is NS> THEN <Vrd* is NB>

The entire rule base is listed in Table 1, which includes a total of 49 rules.

Table 1. Fuzzy rules.

Vrd*
d(eIrd)/dt

PB PM PS ZO NS NM NB

eIrd

Positive Big (PB) PB PB PM PM PS ZO ZO
Positive Medium (PM) PB PM PM PS ZO NS PS

Positive Small (PS) PM PM PS ZO NS NM PS
Zero (ZO) PM PS ZO NS NM NM PM

Negative Small (NS) PS ZO NS NM NM NB PM
Negative Medium (NM) ZO NS NM NM NB NB PB

Negative Big (NB) NS NM NM NB NB NB PB

In the present study, Mamdani’s max-min method is used as the inference mechanism [27].
The center of gravity method is used for defuzzification in order to obtain Vrd* [28].

5. Power System Model

The power system model used for transient stability analysis is shown in Figure 11. The model is
composed of a nine-bus main system [29] and a WF. The main system is composed of three conventional
power plants: two thermal power plants (SG1 and SG2) and one hydropower plant (SG3). Both SG1 and
SG3 are operated under automatic generation control (AGC), and SG2 is operated under governor-free
(GF) control. The parameters of the SGs are listed in Table 2. The IEEE type AC4A excitation system
model shown in Figure 12 is considered for all SGs [30]. Table 3 lists the parameters taken from [30].
Figure 13 shows a block diagram of the reheat steam turbine governor system used in the thermal
power plants (SG1 and SG2) [30]. The hydro turbine governor model system used for the hydropower
plant (SG3) is shown in Figure 14 [30]. The parameters of both turbine systems are presented in
Table 4 [30]. For AGC operation, an integral controller is installed on the governor system for both SG1
and SG3.
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Figure 14. Hydro turbine governor model.
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Table 2. Parameters of synchronous generators (SGs).

Parameter SG1 (Thermal) SG2 (Thermal) SG3 (Hydro)

Rated Power 150 MVA 250 MVA 200 MVA
Voltage 16.5 kV 18 kV 13.8 kV

Ra 0.003 pu 0.003 pu 0.003 pu
Xl 0.1 pu 0.1 pu 0.1 pu
Xd 2.11 pu 2.11 pu 1.20 pu
Xq 2.05 pu 2.05 pu 0.700 pu
X′

d 0.25 pu 0.25 pu 0.24 pu
X”d 0.21 pu 0.21 pu 0.20 pu
X”q 0.21 pu 0.21 pu 0.20 pu
T′

do 6.8 s 7.4 s 7.2 s
T”do 0.033 s 0.033 s 0.031 s
T”qo 0.030 s 0.030 s 0.030 s

H 4.0 s 4.0 s 4.0 s

Table 3. Typical values of IEEE type AC4A excitation system.

Parameter Value

KA 200
TA 0.04
TB 12
TC 1.0

Table 4. Typical values of turbine parameters.

Steam Turbine Hydraulic Turbine

Parameter Value Parameter Value

Rp 0.05 Rp 0.05
TG 0.2 s TG 0.2 s

TCH 0.3 s RT 0.38 s
TRH 7.0 s TR 5.0 s
FHP 0.3 TW 1.0 s

The integral controller on selected units for AGC is shown in Figure 15 [30]. The output of the
AGC supplies the power load reference of the governor system depending on the speed deviation of
the SG (Δωsg). The integral gain Ki is set to 6.

SG

AGC

Load Reference

Figure 15. Controller for automatic generation control (AGC).

A WF is connected to the main system at bus 5, as shown in Figure 11, and consists of one
VSWT-DFIG and one FSWT-SCIG. In order to reduce computational time, each wind generator is
represented as an aggregated equivalent single machine [31,32]. The total capacity of the WF is 100 MW.
A capacitor bank (C) is used for reactive power compensation of the SCIG. The value of C is chosen
such that the power factor of the SCIG-based wind generator becomes unity at the rated operating
condition. The base power of the system is 100 MVA, and the rated frequency is 50 Hz. The parameters
of the DFIG and the SCIG are presented in Table 5.
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Table 5. Parameters of wind generators.

Doubly Fed Induction Generator (DFIG) Squirrel Cage Induction Generator (SCIG)

MVA 27, 28, 58 and 59 MVA 41, 42, 72, 73
Rs 0.007 pu R1 0.01 pu
Rr 0.005 pu X1 0.1 pu
Lis 0.171 pu Xm 3.5 pu
Lrl 0.156 pu R21 0.035 pu
Lm 2.9 pu R22 0.014 pu
- - X21 0.03 pu
- - X22 0.089 pu
- - H 1.5 s

6. LVRT Requirement for Wind Power

The requirement of LVRT for wind power is depicted in Figure 16 [33]. The WF must remain
connected to the grid if the voltage drop is within the defined r.m.s. value and its duration is also
within the defined period, as shown in the figure. If the voltage of the connection point recovers to
90% of the rated voltage within 1.5 s following the voltage drop, all wind turbines within the WF shall
stay online without tripping.

time when a fault occurs

limit line 1

highest value of the three line-to-line grid voltage
U/UN

time in ms0   150             700                    1500                                    3000

15%

45%

70%

100%

limit line 2

selective disconnection of generators 
depending on their condition

range in which a disconnection is only 
permissible by the automatic system

lowest value of the 
voltage band

Figure 16. Low voltage ride through (LVRT) requirement for wind farm (WF).

7. Simulation Results and Discussions

7.1. Transient Stability Analysis

Simulation analysis is performed on the model system shown in Figure 11 using PSCAD/EMTDC
software. The FORTRAN language is incorporated into PSCAD/EMTDC in order to implement FLC
as new component. The simulation time is chosen as 10 s. The triple-line-to-ground (3LG) fault near
bus 11 is considered to be a network disturbance, as shown in Figure 11. The fault occurs at 0.1 s.
The duration of the fault is 0.1 s. The circuit breakers (CBs) on the faulted line are opened at 0.2 s
in order to isolate the faulty line from the power system. The CBs are reclosed at 1.0 s based on the
consideration that the fault has been cleared. The wind speed data applied to each wind turbine
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is maintained constant at the rated speed based on the assumption that the wind speed does not
change dramatically within this small period of time. Simulation analyses are carried out for both
the proposed and conventional rotor-side controllers reported in [23] in order to demonstrate the
effectiveness of the proposed control system. The simulation results are presented and discussed in
the following subsections.

7.1.1. Analysis Using the Conventional Rotor-Side Controller

Two cases are considered using the conventional rotor-side controller. The parameters for
conventional PI controllers are chosen based on the method presented in the literature [23]. The power
rating of each wind generator in Case 01 is DFIG = 59 MW and SCIG = 41 MW (total: 100 MW), and,
in Case 02, DFIG = 58 MW and SCIG = 42 MW (total: 100 MW). Different power ratings of the wind
generators are chosen, because the objective is to stabilize the maximum possible rating of SCIG by
using lowest possible rating of DFIG, while the total capacity of WF is kept constant at 100 MW. In this
present study, it is calculated by running the simulation for multiple times with different combinations
of power ratings of the wind generators.

Figure 17a,b show the responses of reactive powers, which indicates that the DFIG can provide
the necessary reactive power during the severe symmetrical 3LG fault in Case 01. As a result,
the connection point voltage recovers to the rated value quickly in Case 01, as shown in Figure 18a.
However, in Case 02, the DFIG does not provide the necessary reactive power during the fault
condition. Thus, the connection point voltage cannot recover to the rated value. Since the connection
point voltage does not satisfy the standard grid code of Figure 16 in Case 02, the WF is disconnected
from the power system by opening CBs near bus 12 at 2 s. The rotor speed responses of both wind
generators are stable in Case 01, but unstable in Case 02, as shown in Figure 19.

(a) (b)

Figure 17. Reactive power output of wind generators: (a) DFIG; (b) SCIG.

(a) (b)

Figure 18. Individual response of the WF at bus 12: (a) Voltage at connection point; (b) total active and
reactive power at connection point.
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(a) (b)

Figure 19. Rotor speed response of wind generators: (a) DFIG; (b) SCIG.

Figure 20 shows the active power output of DFIG and SCIG, respectively. The active power
can recover to the nominal value in Case 01 for both wind generators, but failed to recover to the
nominal value in Case 02. Moreover, the DC-link voltage of the DFIG becomes more stable in Case 01,
as compared to Case 02, as shown in Figure 21a.

(a) (b)

Figure 20. Active power output of wind generators: (a) DFIG; (b) SCIG.

(a) (b)

Figure 21. Individual responses of the DFIG: (a) DC-link voltage; (b) reactive power output of GSC.

Figure 22a,b show the active power output and rotor speed responses, respectively, of the
conventional power plants (SGs). The active power and rotational speed of the SGs can return to the
initial condition in Case 01. However, the active power of the SGs in Case 02 increases significantly
after the WF has been disconnected, resulting in a rotor speed drop of the SGs. It is clear that the system
becomes unstable in Case 02, which can also be seen from Figure 23, where the system frequency
collapses in Case 02 after the WF has been disconnected.

Therefore, the lowest power rating of the DFIG with the conventional rotor-side controller is
59 MW in order to stabilize the 41 MW SCIG. The DFIG can also stabilize the SGs.
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(a) (b)

Figure 22. Individual responses of conventional SGs: (a) active power; (b) rotor speed.

Figure 23. Frequency responses of the power system.

7.1.2. Analysis Using the Proposed Rotor-Side Controller

Two cases are considered using the proposed rotor-side controller shown in Figure 6. The power
rating of each wind generator in Case 01 is DFIG = 28 MW and SCIG = 72 MW (total: 100 MW), and,
in Case 02, DFIG = 27 MW and SCIG = 73 MW (total: 100 MW).

Figure 24a,b show the responses of reactive powers, which indicate that the DFIG can provide
the necessary reactive power during the severe symmetrical 3LG fault in Case 01. As a result,
the connection point voltage quickly recovers to the rated value in Case 01, as shown in Figure 25a.
However, in Case 02, the DFIG does not provide the necessary reactive power during the fault condition,
and thus, the connection point voltage cannot be back to the rated value. Since the connection point
voltage does not satisfy the standard grid code of Figure 16 in Case 02, the WF is disconnected from the
power system by opening CBs near bus 12 at 2 s. The rotor speed responses of both wind generators
are stable in Case 01, but unstable in Case 02, as shown in Figure 26.

(a) (b)

Figure 24. Reactive power output of wind generators: (a) DFIG; (b) SCIG.
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(a) (b)

Figure 25. Individual response of the WF at bus 12: (a) Voltage at connection point; (b) total active and
reactive power at connection point.

(a) (b)

Figure 26. Rotor speed response of wind generators: (a) DFIG; (b) SCIG.

Figure 27 shows the active power output of DFIG and SCIG, respectively. The active power
can recover to the nominal value in Case 01 for both wind generators, but failed to recover to the
nominal value in Case 02. Moreover, the DC-link voltage of the DFIG becomes more stable in Case 01,
as compared to Case 02, as shown in Figure 28a. Figure 29a,b show the active power output and rotor
speed responses, respectively, of the conventional power plants (SGs). The active power and rotational
speed of the SGs can return to the initial condition in Case 01. However, the active power of the SGs in
Case 02 increases significantly after the WF has been disconnected, resulting in a rotor speed drop of
the SGs. It is clear that the system becomes unstable in Case 02, which can also be seen from Figure 30,
where the system frequency collapses in Case 02 after the WF has been disconnected.

(a) (b)

Figure 27. Active power output of wind generators: (a) DFIG; (b) SCIG.
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(a) (b)

Figure 28. Individual responses of the DFIG: (a) DC-link voltage; (b) reactive power output of GSC.

(a) (b)

Figure 29. Individual responses of conventional SGs: (a) active power; (b) rotor speed.

Therefore, the lowest power rating of the DFIG with the proposed rotor-side controller is 28 MW
in order to stabilize the 72 MW SCIG. The DFIG can also stabilize the SGs. Finally, the reactive power
output of DFIG (capacity is 28 MW) for both proposed and conventional rotor-side controllers is
depicted in Figure 31. The reactive power output for the proposed FLC-controlled DFIG is larger and
more efficient than the conventional PI-controlled DFIG.

Figure 30. Frequency responses of the power system.
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Figure 31. Reactive power output of DFIG.

7.2. Dynamic Performance Analysis Using the Proposed Rotor-Side Controller

In order to evaluate the dynamic performance of the proposed system, the real wind speed data
measured at Rishiri Island, Hokkaido, Japan, shown in Figure 32, is used in the simulation. The power
system model shown in Figure 11 is considered in this dynamic analysis. The capacities of the DFIG
and the SCIG are 28 MW and 72 MW (The total capacity of the WF is 100 MW), respectively. Because this
power ratings of the wind generators are stable case for the proposed system as presented in Section 7.1.2.

 
Figure 32. Wind speed data.

Figure 33 shows the reactive power output of wind generators. The DFIG provides the necessary
reactive power to the SCIG for voltage regulation. Thus, the connection point voltage at bus 12 is
approximately constant, as shown in Figure 34. Figure 35 shows the active power outputs of the
VSWT-DFIG and the FSWT-SCIG. The DC-link voltage of the DFIG is maintained constant, as shown in
Figure 36. The variation of the DC-link voltage is very small, even though there are wide fluctuations
in the wind speed. Figure 37 shows the responses of the blade pitch angle. The increase in the blade
pitch angle will help to reduce the mechanical power extraction from the wind turbines. The total
active and reactive power output of the wind generators at bus 12 is shown in Figure 38.
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Figure 33. Reactive power output of wind generators.

 

Figure 34. Voltage response at the connection point of wind generators.

 
Figure 35. Active power output of wind generators.
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Figure 36. DC-link voltage response of DFIG.

 
Figure 37. Pitch angle of wind generators.

 
Figure 38. Total active and reactive power output at bus 12.

The active power output of conventional power plants (SGs) and the power system frequency
response are shown in Figures 39 and 40. The conventional SGs adjust their active power output
according to the fluctuating power injected from the WF. Moreover, the frequency variation lies within
the permissible limit in Japan (±0.2 Hz).

136



Appl. Sci. 2018, 8, 20

Figure 39. Active power output of SGs.

 

Figure 40. Power system frequency response.

7.3. Discussion

The transient simulation analyses in Sections 7.1.1 and 7.1.2 reveal that the necessary power rating
of the DFIG to stabilize the SCIG in the WF, as well as to prevent conventional SGs from becoming
out of step during a 3LG fault, is much lower in the case of the proposed rotor-side controller than
in the case of the conventional rotor-side controller, where the total capacity of the DFIG and the
SCIG is 100 MW. Table 6 summarizes the results, which reveal that, for stable operation of the WF
and SGs, the lowest power rating of the DFIG is 28 MW for the proposed method and 59 MW for the
conventional method.

Table 6. Performances of the proposed and conventional rotor-side controllers of DFIG.

Controller for RSC DFIG (MW) SCIG (MW)
Total Capacity
of WF (MW)

WF Condition
(After the Fault)

SGs Condition
(After the Fault)

Proposed FLC 28 72 100 stable stable
Conventional PI controller 59 41 100 stable stable

Proposed FLC 27 73 100 unstable out of step
Conventional PI controller 58 42 100 unstable out of step

The dynamic simulation analysis confirmed that the proposed FLC-controlled DFIG can effectively
inject reactive power and thus maintain the terminal voltage constant under a randomly varying
wind speed.
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8. Conclusions

In order to enhance the LVRT performance of the SCIG-based WF, partial installation of the DFIG
with the new rotor-side controller based on the FLC is proposed in the present study. Moreover,
a comparative study of the proposed and conventional rotor-side controllers is carried out. Based on
the simulation results and performance analyses, the following points are of notable significance
regarding the proposed method:

1. The proposed FLC-controlled DFIG of a lower power rating can stabilize the larger power rating
of SCIG as well as conventional SGs during fault conditions.

2. The installation cost can be decreased by incorporating a small number of VSWT-DFIGs with the
proposed controller and a large number of FSWT-SCIGs into a WF.

3. The proposed FLC controlled DFIG system can maintain its terminal voltage at constant under
normal operating conditions by effectively injecting reactive power into the grid.

Therefore, if the proposed DFIG with a relatively small power rating is installed at a WF composed
mainly of SCIGs, its LVRT capability, as well as the stability of a connected power system, can
be enhanced.
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Abbreviations

FSWT fixed-speed wind turbine
SCIG squirrel cage induction generators
WF wind farm
LVRT low-voltage ride through
VSWT variable-speed wind turbine
DFIG doubly fed induction generators
RSC rotor-side converter
GSC grid-side converter
FLC fuzzy logic controller
SG synchronous generator
STATCOM static synchronous compensator
SMES superconducting magnetic energy storage
ECS energy capacitor system
PMSG permanent magnet synchronous generator
MPPT maximum power point tracking
WRIG wound rotor induction generator
IGBT insulated gate bipolar transistor
PWM pulse width modulation
NB negative big
NM negative medium
NS negative small
ZO zero
PS positive small
PM positive medium
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PB positive big
AGC automatic generation control
GF governor free
3LG triple-line-to-ground fault
CB circuit breaker
Pw captured wind power
ρ air density (KG/m3)
R radius of the rotor blade (m)
Vw wind speed (m/s)
Cp power coefficient
Tw wind turbine torque
β pitch angle
λ tip speed ratio
Cpopt optimum power coefficient
λopt optimum tip speed ratio
ωr rotational speed
θr rotor position
Vdc DC-link voltage
Vdc* reference DC-link voltage
Cdc DC-link capacitor
Pdfig active power output of DFIG
Qdfig reactive power output of DFIG
Pref reference active power
Qdfig* reference reactive power
Ploss power losses
Pmppt MPPT output
Vg grid voltage
Vg* grid voltage reference
Isa, Isb, Isc stator currents for phases A, B, and C
Isd, Isq stator d-axis and q-axis currents
Ira, Irb, Irc rotor currents for phases A, B, and C
Ird, Irq rotor d and q axis currents
Iga, Igb, Igc grid currents for phases A, B, and C
Igd, Igq grid d-axis and q-axis currents
eIrd error of rotor d-axis current
d(eIrd)/dt change in the error of the rotor d-axis current
1/z one sampling time delay
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Abstract: This paper deals with the current sensor fault diagnosis and isolation (FDI) problem
for a permanent magnet synchronous generator (PMSG) based wind system. An observer based
scheme is presented to detect and isolate both additive and multiplicative faults in current sensors,
under varying torque and speed. This scheme includes a robust residual generator and a fault
estimation based isolator. First, the PMSG system model is reformulated as a linear parameter
varying (LPV) model by incorporating the electromechanical dynamics into the current dynamics.
Then, polytopic decomposition is introduced for H∞ design of an LPV residual generator and fault
estimator in the form of linear matrix inequalities (LMIs). The proposed gain-scheduled FDI is
capable of online monitoring three-phase currents and isolating multiple sensor faults by comparing
the diagnosis variables with the predefined thresholds. Finally, a MATLAB/SIMULINK model
of wind conversion system is established to illustrate FDI performance of the proposed method.
The results show that multiple sensor faults are isolated simultaneously with varying input torque
and mechanical power.

Keywords: fault diagnosis and isolation; multiple sensor faults; LPV observer; permanent magnet
synchronous generator

1. Introduction

Due to the high power density and efficiency, permanent magnet synchronous generator based
wind turbines are promising in wind conversion systems (WECSs) with variable speed operation
and full-scale power delivery [1,2]. To fulfill control demands for maximum power point tracking
(MPPT) and grid codes, closed-loop feedback control is designed, relying on the mechanical, current
and voltage measurements. Any inaccurate measurements caused by sensor faults will cause the
controller malfunction and performance degradation. According to industrial and field statistics [3–5],
current sensor faults are a type of major faults resulting from the electromagnetic interference and high
power density, which causes system shutdown and fragile components.

Fault diagnosis and isolation (FDI) schemes enable the control system to locate fault sensors
and to compensate the fault further. For power converter systems, various diagnostic techniques
are presented to handle current sensor FDI problems, including observer based, signal processing
based and data-driven based methods. Model based diagnostic techniques are discussed most for
power converter systems. A parallel observers based method is presented in [6] to diagnose stator
and rotor current sensor faults in doubly fed induction generator (DFIG) system, but it requires
open-loop operation while detecting the sensor fault. Similarly, a sensor FDI in [7] that a bank of
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observers are designed to generate residuals sensitive to sensor fault for DFIG based WECSs also
requires open-loop operation until the fault is isolated. In [8], a geometric approach is presented to
detect and isolate multiple sensor faults in induction motor (IM) drives. By utilizing the redundant
properties of three-phase currents, two stationary frame based state space models are established to
generate distinguished residuals sensitive to phase a and phase b sensor faults. In [9], the nonlinear
model of DFIG is transformed into a Takagi–Sugeno (T-S) fuzzy model and a bank of observers based
on the model are presented to generate residuals for sensor fault detection and isolation. To deal with
both additive and multiplicative sensor faults, a generalized observer scheme is presented in [10] by
combining H_/H∞ filter with Kalman-like observer for DFIG systems.

Aforementioned schemes are presented for sensor FDI in IM drives while only a few model
based sensor FDIs are proposed for permanent magnet synchronous motor (PMSM) and permanent
magnet synchronous generator (PMSG) systems. In [11], a two-stage extended Kalman filter (EKF)
and adaptive observer is presented to generate mechanical estimations for speed and rotor position
sensor fault diagnosis. An adaptive EKF for position sensor fault diagnosis and tolerant scheme is
presented in [12] for PMSM drive in electric vehicle (EV). In [13], a high-order sliding model based
observer is proposed to detect and estimate rotor speed sensor fault in PMSM based EV. The authors
later present a bank of observers based scheme for multiple sensor FDI [14]. However, it requires
additional voltage sensors to establish the fault observers. In [15], an EKF based FDI is presented for
the diagnosis of sensor fault in PMSM drives, but it can only isolate single sensor faults and does not
additionally discuss about the influence of unknown disturbances on FDI performance. Furthermore,
in [2], to diagnose additive and multiplicative faults for PMSG based WECSs, a two-stage model based
method is proposed, in which time-varying Kalman filter (TVKF) and maximum-shift method are
designed to generate robust residuals and evaluate these residuals.

According to the state-of-the-art analysis, model based FDI methods are rarely reported for
simultaneous multiple current sensor FDI for PMSM and PMSG based applications. Nevertheless,
current sensor FDI is necessary for control system in power converters to provide further information
for fault tolerant control [2,8]. In this paper, an observer based scheme is presented to detect and
isolate both additive and multiplicative faults in current sensors under varying torque and speed.
The proposed method includes a robust residual generator and a fault estimation based isolator.
The system model is established in the stationary reference frame and the nonlinear term with
rotor position is transformed into a polytopic linear parameter varying (LPV) model. Based on
the stability and convergency analysis, a gain-scheduled fault detector and isolator is designed in the
form linear matrix inequalities (LMIs). The proposed gain-scheduled FDI scheme is capable of online
monitoring three-phase currents and isolating multiple sensor faults with only one fault estimator.
Comparing with the existing methods for current sensor isolation, this method does not require
complex observer combination or a bank of observers and can isolate both additive and multiplicative
faults. The contributions of this paper are concluded as follows:

(1) A scheme is proposed for detection and isolation of multiple sensor faults. Compared with the
existing methods, the proposed method is capable of isolating three-phase current sensor faults
while most existing schemes are presented to isolate faults in stationary frame or synchronous
reference frame.

(2) The proposed isolator is based on a fault estimation scheme. Fault estimates contain all the fault
information, which makes it possible to deal with both additive and multiplicative faults.

(3) All of the measurements are available in the control loop. No additional hardware
or measurements are required. Furthermore, the proposed method is implemented in
closed-loop operation.

The rest of this paper is organized as follows. Section 2 establishes PMSG and sensor fault
model, and polytopic decomposition of the model. The gain-scheduled observer design for fault
detection residuals generation is presented in Section 3. In Section 4, a fault estimation design scheme
is presented for isolation of each phase current sensor fault. The simulation results are presented
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in Section 5 to illustrate the performance of proposed method. Finally, the conclusion is presented
in Section 6.

2. Problem Statement

The system configuration of PMSG based WECS is shown in Figure 1. Typically, a full-scale
back-to-back converter is designed as the interface between generator and the electrical grid.
The field-oriented control (FOC) is employed to transfer maximum power generated by wind turbine
while tracking the rotor speed reference that requires measured values of rotor position θ, rotor speed
ωr and three-phase currents ia, ib, ic.

Figure 1. Control and fault diagnosis scheme for the PMSG system (reproduced from [2,16]).

Machine-side control is designed to implement an MPPT scheme for variable-speed WECSs.
Each wind turbine operates in a certain wind speed region according to its ideal power curve. This leads
a varying rotor speed or torque to feed the generator. As shown in Figure 2, generator stops in Regions
I and IV while it continues to generate electrical power in Regions II and III.

Figure 2. Operation regions of a PMSG based wind turbine (reproduced from [17]).

The mechanical signals and current measurements are crucial to ensure a stable and optimal
operating condition of the WECSs. Any sensor malfunction will be fed back into the control system,
which could cause performance reduction or even system downtime. Sensor faults are investigated
in [11] and exhibited as: (1) sensor gain drop Type a; (2) bias in sensor measurement Type b and
(3) complete sensor outage Type c . Type b and Type a faults can be modeled as an addictive fault in
sensor measurements

ym (k) = yr (k) + f (k) (1)
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in which ym (k), yr (k) and f (k) denote the faulty measurements, nominal values and fault signals
respectively. Type a fault is the sensor gain degradation and modeled as a multiplicative fault in [2]

ym (k) = β (k) yr (k) . (2)

By defining f (k) = (β (k)− 1) yr (k), Type a fault in Equation (2) is rewritten as an additive fault
with Formula (1). These three types of faults are uniformly modeled as additive faults.

Remark 1. In (1), f (k) is unknown when kTs > t f ault ( ∀ kTs < t f ault, f (k) = 0 ). A practical
assumption of the sensor faults f (k) is introduced in this paper: f (k) is L2− bounded ‖ f (k) ‖ ≤ ‖α (k) ‖ and
α (k) is a known function. The upper bound of fault is essential for fault estimator design in Theorem 2.

2.1. LPV Model of PMSG

The mathematical model of a surface-mounted PMSG can be expressed in the stationary reference
frame as [14,18,19]

diα
dt

= −Rs

Ls
iα +

npψ

Ls
sin (θ)ωr +

1
Ls

uα

diβ

dt
= −Rs

Ls
iβ −

npψ

Ls
cos (θ)ωr +

1
Ls

uβ

dωr

dt
= −3npψ

2J
sin (θ) iα +

3npψ

2J
cos (θ) iβ − F

J
ωr − 1

J
TL

dθ

dt
= npωr,

(3)

where iα, iβ and uα, uβ are the currents [A] and voltages [V] of phases α and β in the stationary frame,
respectively. In addition, θ is rotor electrical angle [rad]; ωr denotes rotor velocity [rad/s]; F is the
viscous friction coefficient [N·m·s/rad]; TL is the load torque [N·m]; J is the inertia of the motor
[Kg·m2]; ψ is the magnetic flux of the motor [Wb]; Rs is the resistances of the phase winding [Ω]; L is
the inductance of the phase winding [H]; np is the number of pairs of rotor poles.

By defining state variables x =
[
iα, iβ, ωr, θ

]T and measurements y = [ia, ib, ic, ωr, θ]T , system (3)
is expressed as a linear parameter varying model

ẋ = A (θ) x + Buu + Bdd,

y = Cx,
(4)

in which ia, ib and ic denote three-phase currents of PMSG which are acquired by current sensors.
Provided that the currents and voltages remain nearly constant at each sample time interval Ts.
The Forward Euler Approximation method is introduced for discretization of a PMSG model

x (kTs + Ts) = x (kTs) + Ts

{
dx (t)

dt

}
t=kTs

, (5)

where Ts is the sampling time. Accordingly, system (4) leads to the following discrete system model:

x (k + 1) = A (θk) x (k) + Buu (k) + Bdd (k) ,

y (k) = Cx (k) ,
(6)

where A (θk), Bu, Bd and C are listed as Equation (A1) in Appendix A.
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2.2. Polytopic Decomposition of the System Model

An LPV model of PMSG with sensor faults is presented as follows with bounded varying parameters:

x (k + 1) = A (θk) x (k) + Buu (k) + Bdd (k) ,

y (k) = Cx (k) + Ff f (k) ,
(7)

where Ff is the fault distribution matrix. A (θk) contains two time-varying terms sin (θk) and cos (θk),

an auxiliary variable is defined μ (θk) =
[
μ1 (θk) μ2 (θk)

]T
,

μ1 (θk) = sin (θk) ,

μ2 (θk) = cos (θk) .
(8)

It is obvious that A (θk) depends affinely on the parameter μ (θk)

A (θk) = A0 + μ1 (θk)A1 + μ2 (θk)A2, (9)

where A0, A1 and A2 are constant matrices. The time-varying parameter vector μ (θk) is determined
by the rotor electrical angle θk. Moreover, μ1 (θk) and μ2 (θk) are trigonometric function and bounded
by the lower and upper bounds

μ1 ∈
[

μ
1

μ̄1

]
μ2 ∈

[
μ

2
μ̄2

]
μ(θk)

Tμ (θk) = 1

(10)

in which μ
1
= μ

2
= −1 and μ̄1 = μ̄2 = 1. A convex polytope Θ with four vertices μv,1, μv,2, μv,3, μv,4

is defined to ensure that the trajectory of parameter μ (θk) is enclosed:

μv,1 =

[
μ

1
μ

2

]
μv,2 =

[
μ

1
μ̄2

]

μv,3 =

[
μ̄1

μ
2

]
μv,1 =

[
μ̄1

μ̄2

]
.

(11)

Consequently, parameter μ (θk) can be expressed as a convex combination of the vertices with

coordinates ηk =
[
ηk,1 ηk,2 ηk,3 ηk,4

]T
,

μ (θk) =
[

μv,1 μv,2 μv,3 μv,4

]
ηk,

ηk,1 + ηk,2 + ηk,3 + ηk,4 = 1,
(12)

in which ∀i = 1, · · · , 4, ηk,i ≥ 0 and the parameter-dependent matrix A (μ) is rewritten by a
combination of coordinate vector ηk

A (μ) =
4

∑
i=1

ηk,i Av,i, (13)

in which Av,i = A (μv,i) with i = 1, · · · , 4. The system Equation (7) can be transformed into a
polytopic form

x (k + 1) =
4

∑
i=1

ηk,i Av,ix (k) + Buu (k) + Bdd (k) ,

y (k) = Cx (k) + Ff f (k) .

(14)

Since Equation (12) is an underdetermined equation, further constraints are required to solve
this equation. In [20–22], a vertex expansion technique is presented to get a unique solution of ηk.
Furthermore, this work decomposes A (θk) with this method.

146



Appl. Sci. 2018, 8, 1816

2.3. Extended Bounded Real Lemma

This section extends the bounded real lemma to polytopic-LPV system, consider the
following systems

Gyω (z, ρ) :

{
x (k + 1) = A (ρ) x (k) + B (ρ)ω (k) ,

y (k) = C (ρ) x (k) + D (ρ)ω (k) ,
(15)

where x (k) , ω (k) , y (k) denote the state variables, disturbances and measurements, respectively.
ρ ∈ Pρ is a time-varying parameter vector with ρi ∈

[
ρ

i
, ρ̄i

]
. Assuming that parameter space Pρ is a

convex hull, the system (15) can be presented as a polytopic form[
A (ρ) B (ρ)

C (ρ) D (ρ)

]
Δ
=

N

∑
i=1

ηi

[
Ai Bi
Ci Di

]
, (16)

where N is the number of vertices,
N
∑

i=1
ηi = 1 and ηi ≥ 0. The H∞ performance is defined as

Equation (17) to guarantee the asymptotically stability of system (15)

‖Gyω (z, ρ) ‖∞ = sup
‖ω(k)‖2 =0

‖y (k) ‖2

‖ω (k) ‖2
. (17)

An extended Bounded real lemma can be derived from the results in [23,24].

Lemma 1. Given the system (15) and for all ρ ∈ Pρ, Gyω (z, ρ) is asymptotically stable with ‖Gyω (z, ρ) ‖∞ < γ,
if there exists a symmetric positive definite matrix P satisfying that⎡

⎢⎢⎢⎣
−P 0 PA (ρ) PB (ρ)

∗ −γI C (ρ) D (ρ)

∗ ∗ −P 0
∗ ∗ ∗ −γI

⎤
⎥⎥⎥⎦ < 0. (18)

Lemma 1 can be proved by definition of a Lyapunov function

V (x (k) , ρ) = xT (k)Px (k)

such that
V (x (k + 1) , ρ)− V (x (k) , ρ) + γ−1‖y (k) ‖2

2 − γ‖ω (k) ‖2
2 < 0 (19)

for all k = 0, 1, · · · , k + 1. In this paper, a parameter-independent Lyapunov function is defined.
In order to achieve a less conservative solution, the parameter-dependent matrix P (ρ) is designed
in [25,26].

3. Current Sensor Fault Detection

In this section, an LPV observer based residual generator is presented to detect current sensor
faults. The fault detection threshold is based on the L2 re-constructible condition proposed in [27].

3.1. Parameter-Dependent Observer Design

For system (14), a parameter-dependent observer based residual generator is designed to detect
sensor fault

x̂ (k + 1) = A (θk) x̂ (k) + Buu (k) + L (θk) r (k) ,

ŷ (k) = Cx̂ (k) ,

r (k) = y (k)− ŷ (k) ,

(20)
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in which x̂ (k) is state estimation, r (k) is the desired residual to current sensor fault. L (θk) denotes
the observer gain. By defining the state estimation error e (k) = x (k)− x̂ (k), the error dynamics is
obtained by substituting Equation (20) into system Equation (7)

e (k + 1) = (A (θk)− L (θk)C) e (k) + Bdd (k)− L (θk) Ff f (k) ,

r (k) = Ce (k) + Ff f (k) .
(21)

For the fault-free case f (k) = 0, the error dynamics (21) become

e (k + 1) = (A (θk)− L (θk)C) e (k) + Bdd (k) ,

r (k) = Ce (k) .
(22)

The following theorem provides a method to determine the gain matrix L (θk) and to guarantee
the stability and convergency of the proposed residual generator.

Theorem 1. For the system (14) and residual generator (22), suppose that there exists a scalar γ > 0, positive
definite matrix P = PT and real matrices Ui, for i = 1, · · · , 4 such that⎡

⎢⎢⎢⎣
−P 0nx×nx PAv,i − UiC PBd
∗ −γInx×nx C 0nx×nd

∗ ∗ −P 0nx×nd

∗ ∗ ∗ −γInd×nd

⎤
⎥⎥⎥⎦ < 0. (23)

Then, the residual generator is s asymptotically stable and the following holds

∞

∑
k=0

rT (k) r (k) = γ2
∞

∑
k=0

dT (k) d (k) + γV (0) (24)

and parameter-dependent observer gain is given for i = 1, · · · , 4

L (θk) =
4

∑
i=1

ηk,iLi,

Li = P−1Ui.

(25)

Remark 2. In this paper, only A (θk) in system (6) is parameter-dependent while Bu, Bd, C and Ff remain
constant. Otherwise, varying matrices C and Ff may lead to a bilinear matrix inequality (BMI) of Equation (23).
Further procedures are required to deal with such BMIs.

Proof of Theorem 1. This proof contains two parts: one is to prove the stability of the residual
generator and the other is to calculate the upper bound of residuals in Equation (24).

First, assume that Equation (23) holds. By substituting Equation (25) into Equation (23),⎡
⎢⎢⎢⎣

−P 0 P (Av,i − LiC) PBd
∗ −γI C 0
∗ ∗ −P 0
∗ ∗ ∗ −γI

⎤
⎥⎥⎥⎦ < 0 (26)

for all i = 1, · · · , N, by multiplying Equation (26) with ηk,i and sum to obtain⎡
⎢⎢⎢⎣

−P 0 P (A (θk)− L (θk)C) PBd
∗ −γI C 0
∗ ∗ −P 0
∗ ∗ ∗ −γI

⎤
⎥⎥⎥⎦ < 0. (27)
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Letting A (ρ) = A (θk)− L (θk)C, B (ρ) = Bd, C (ρ) = C and D (ρ) = 0, Equation (27) implies
Equation (18). According to Lemma 1, residual generator (22) is asymptotically stable.

Second, consider the following Lyapunov function

V (k) = eT (k) Pe (k) , (28)

where P is a positive definite matrix and ΔV (k) = V (k + 1)− V (k). Noting that

k

∑
i=0

ΔV (i) = V (k)− V (0) (29)

for all i = 0, 1, · · · , k, Equation (19) is summed as follows:

V (k + 1)− V (0) + γ−1
k

∑
i=0

‖y (i) ‖2
2 − γ

k

∑
i=0

‖d (i) ‖2
2 < 0. (30)

Since V (k + 1) > 0, Equation (24) is obtained by multiplying γ to inequality (30). The proof
is completed.

3.2. Current Sensor Fault Detection

Theorem 1 provides a scheme to design a robust observer for residual generation sensitive to
current sensor faults. For the purpose of fault detection, a residual evaluation function is defined by a
moving window [1, N]

Jd =
1
N

l+N

∑
i=l+1

rT (i) r (i), (31)

where N is the sampling length related to the current frequency. This paper follows L2 re-constructible
condition [27] to set the evaluation threshold. Recalling Theorem 1, the error system (22) satisfies the
L2 re-constructible condition with Equation (24). The detection threshold of evaluation function (31) is

Jth =
1
N

(
γ2d2

max + sup
x(0),x̂(0)

γV (x (0) , x̂ (0))

)
. (32)

The detection logic is defined as follows:

• J > Jth, sensor fault alarm,
• J ≤ Jth, no fault alarm.

Although the proposed residual generator is designed for fault detection of three-phase current
sensor faults, it can be utilized to detect the component or actuator faults in the system. Nevertheless,
this is not in the scope of this work.

4. Sensor Fault Isolation Scheme

This section deals with the fault isolation problem of a three-phase current sensor. Since it is
difficult to isolate the sensor fault by direct residual analysis, a robust fault estimation based method
is presented to generate distinguished residual sensitive to each phase current sensor fault. First,
a parameter-dependent fault estimation observer is constructed for system (7)

x̂ (k + 1) = A (θk) x̂ (k) + Buu (k) + L (θk) (y (k)− ŷ (k)) ,

ŷ (k) = Cx̂ (k) + Ff f̂ (k) ,

f̂ (k + 1) = f̂ (k) + Γ (θk) (y (k)− ŷ (k)) ,

(33)

149



Appl. Sci. 2018, 8, 1816

where x̂ (k) ∈ Rnx , ŷ (k) ∈ Rny and f̂ (k) ∈ Rn f are observer state, observer output and estimate of
sensor faults. L (θk) and Γ (θk) are the gain matrices. Suppose that[

L (θk)

Γ (θk)

]
=

4

∑
i=1

ηk,i

[
Li
Γi

]
. (34)

Let ex (k) = x (k)− x̂ (k) and e f (k) = f (k)− f̂ (k), the estimation error dynamics is expressed as

ex (k + 1) = (A (θk)− L (θk)C) ex (k)− L (θk) Ff e f (k) + Bdd (k) ,

e f (k + 1) = −Γ (θk)Cex (k) +
(

I − Γ (θk) Ff

)
e f (k) + f (k + 1)− f (k) .

(35)

Choose ξ (k) =
[
eT

x (k) , eT
f (k)

]T
and Δ f (k) = f (k + 1)− f (k) ,

ξ (k + 1) = (Ā (θk)− L̄ (θk) C̄) ξ (k) + B̄dd̄ (k) ,

e f (k) = C̄eξ (k) ,
(36)

with d̄ (k) =

[
d (k)

Δ f (k)

]
, Ā (θk) =

[
A (θk) 0nx×n f

0n f ×nx In f

]
, L̄ (θk) =

[
L (θk)

Γ (θk)

]
,

B̄d =

[
Bd 0nx×n f

0n f ×nd In f ×n f

]
, C̄ =

[
C Ff

]
, C̄e =

[
0n f ×nx In f ×n f

]
.

Theorem 2. If there exists a symmetric positive definite matrix P1, real matrices Ȳv,i with appropriate
dimensions, i = 1, · · · , 4, positive scalar γ1, such that the following linear matrix inequality holds⎡

⎢⎢⎢⎢⎢⎣
−P1 0(nx+n f )×n f

P1 Āv,i −Yv,iC̄ P B̄d

∗ −γ1 In f ×n f C̄e 0n f ×(nd+n f )
∗ ∗ −P1 0(nx+n f )×(nd+n f )
∗ ∗ ∗ −γ1 I(nd+n f )×(nd+n f )

⎤
⎥⎥⎥⎥⎥⎦ < 0, (37)

then fault estimaiton error dynamics (36) satisfies H∞ performance ‖e f (k) ‖2
2 ≤ γ2

1‖d̄ (k) ‖2
2. The fault

estimation observer gain matrix is L̄ (θk) =
4
∑

i=1
ηk,i (θk)L̄i with L̄i = P1

−1Yv,i.

Proof of Theorem 2. According to the polytopic decompostion, parameter-dependent matrix Ā (θk)

and ¯L (θk) are as follows:

Ā (θk) =
4

∑
i=0

ηk,i Āv,i,

L̄ (θk) =
4

∑
i=0

ηk,i L̄v,i.

(38)

Consider the following Lyapunov function

V (k) = ξT (k)P1ξ (k) . (39)

The cost function J∞ is defined as

J∞ =
∞

∑
k=0

[
ΔV (k) +

1
γ1

eT
f (k) e f (k)− γ1d̄T (k) d̄ (k)

]
< 0. (40)
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By substituting ΔV (k) and eT
f (k) e f (k) into Equation (40), we have

J∞ =

[
ξ (k)
d̄ (k)

]T [
ĀT (θk)P1 − C̄T L̄T (θk)P1

B̄T
d P1

]
P−1

1

[
P1 Ā (θk)−P1 L̄ (θk) C̄ P1B̄d

] [ ξ (k)
d̄ (k)

]

+

[
ξ (k)
d̄ (k)

]T [
1

γ1
C̄T

e C̄e −P1 0

0 −γ1 I

] [
ξ (k)
d̄ (k)

]
.

(41)

Furthermore, Equation (41) can be rewritten as

[
ĀT (θk)P1 − C̄T L̄T (θk)P1

B̄T
d P1

]
P−1

1

[
P1 Ā (θk)−P1 L̄ (θk) C̄ P1B̄d

]
+

[
1

γ1
C̄T

e C̄e −P1 0

0 −γ1 I

]
< 0. (42)

Note that Equation (37) is a sufficient condition of (42). Thus, if Equation (37) holds, the estimation
error system satisfies H∞ performance ‖e f (k) ‖2

2 ≤ γ2
1‖d̄ (k) ‖2

2. The proof is completed.

This method presents a biased estimation of sensor fault f̂ (k) with an upper bound γ2
1‖d̄ (k) ‖2

2
due to the disturbances d̄ (k). However, it has the ability to locate the fault sensor phase by the tuned
isolation threshold for each estimation f̂a (k), f̂b (k) and f̂c (k).

Remark 3. Before designing the proposed residual generator and fault estimator, it is necessary to check
observability of the pair (A (θk) , C) and (Ā (θk) , C̄). This paper checks this property by analyzing the
observability of each pair on the vertices.

5. Simulation Results and Discussion

To illustrate the proposed model based fault diagnosis for current sensor in machine side converter,
a MATLAB/SIMULINK (Version R2018a, MathWorks Inc., Natick, MA, USA) model is developed
referring to the real laboratory prototype. The parameter is listed in Table 1. A field-oriented control
combined with a space vector modulation is applied to control the rotor-side converter. Both the wind
conversion system and fault diagnosis algorithm are implemented in the SIMULINK environment.
Observer gains can be obtained by solving Equations (23) and (37) with MATLAB LMI tool or Yalmip
tool box.

Three types of sensor faults are designed to verify the performance:

• Type a: gain error in phase a sensor, only 80% of the measured value fed to the controller,
• Type b: bias fault in phase b sensor, 4 A is added to the measured value,
• Type c: disconnection of phase c sensor, the measurement output becomes zero.

Type a fault is modeled as multiplicative fault, Type b and Type c are additive faults. These faults
are commonly presented in literature and practice applications.

Table 1. Parameters of the surface-mounted permanent magnet synchronous generator.

Quantity Value Quantity Value

Magnet steel NdFeB permanent magnet Insulation class Class F
Protection IP54 Stator winding connection Star connection
Rated voltage 110 V Rated frequency 32.67 Hz
Stator resistance 0.3667 Ω Rated power 2.5 kW
Stator inductance 3.29 mH Rated speed 335 r/min
Flux linkage 0.283 Wb DC-link voltage 300 V
Generator inertia 0.1133 Kg· m2 Grid inductance 2 mH
Viscous damping 0.008 N·m·s Grid resistance 0.19 Ω
Pole pairs 7 Grid voltage 110 V
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The proposed method generates three fault isolation variables Ja, Jb,Jc and a detection flag fd. fa,
fb and fc denote the isolation flags related to Ja, Jb and Jc. When the detection observer detects fault in
the system, fd changes from ‘0’ to ‘1’. Only when the isolation variables Ja, Jb and Jc exceed the defined
thresholds will the corresponding isolation flags change from ‘0’ to ‘1’.

5.1. Performance for Single Sensor FDI with External Disturbance

The mechanical power fed to generator varies slowly to simulate real wind power in all simulation.
Type a and type c fault occur at t = 0.4 s and t = 2.0 s as shown in Figure 3 and Figure 4. Fault detection
variable fd changes instantly and corresponding isolation flag fa and fc change subsequently at
t = 0.42 s and t = 2.01 s. In addition, the mechanical power variation starts at t = 0.5 s, which causes
sudden variation of the rotor speed. During this period, fd and fa remain higher than the threshold
while fb and fc are lower than detection threshold, which indicates that the isolation algorithm is
robust to the disturbances.

Figure 3. Simulation results on the single phase fault isolation, under varying mechanical disturbance
(from top to bottom are phase a current iabc, rotor speed ωr, isolation variables fa, fb, fc and FDI flags).

The current waveforms of the healthy phase will be distorted by the faulty sensor because of
feedback control. As shown in Figure 4, Type c fault of phase c current sensor distorts phase a and
phase b currents. When phase c fault is triggered at t = 2 s, fault detection flag fd and isolation flag fc

change from ‘0’ to ‘1’ while fa and fb remain ‘0’. This reports that the proposed isolation variables are
only sensitive to the corresponding fault phase and makes it possible to isolate all phase current sensor
faults. The next section will show the multiple sensor fault diagnosis performance.
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Figure 4. Simulation results for fault isolation of Type c fault in phase c (from top to bottom are
three-phase current iabc, isolation variables fa, fb, fc and FDI flags fd, fa, fb, fc).

5.2. Multiple Fault Detection and Isolation

Multiple sensor FDI scenarios are presented as follows:

• Type a and Type b fault at t = 0.4 s and t = 0.8 s,
• Type b and Type c fault at t = 0.4 s and t = 0.7 s,
• Type a and Type c fault at t = 0.4 s and t = 0.6 s,
• Three type faults occur simultaneously at t = 0.4 s, t = 0.7 s and t = 1.2 s.

The FDI variable behaviors during multiple current sensor faults are shown in Figure 5–8.
The fault detection flag fd and isolation flags fa, fb, fc change from ‘0’ to ‘1’ after the faults occurred.
For two sensor fault scenarios, the isolation flag for healthy sensor remains ‘0’, indicating that it
operates normally.
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Figure 5. Simulation results on simultaneous isolation of phase a and phase b fault.

Figure 6. Simulation results on simultaneous isolation of phase b and phase c fault.
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5.3. Comparison with the Existing Sensor FDIs

Table 2 presents a brief comparison of model-based current sensor FDIs. These schemes are
proposed for an IM system [8,28–30], DFIG system [9,10] and PMSG system [2,31]. The schemes
in [28–30] are presented to isolate single sensor fault. In these approaches, a bank of observers is
established to monitor each sensor fault on the basis of the rest sensors are health. T-S fuzzy observer [9]
and sliding mode observer [31] are proposed to isolate single type of faults in α − β and d − q frame.
The measurements of three-phase currents are utilized to generate estimation errors that can only
isolate faults in a stationary frame or synchronous reference frame. The TVKF scheme is presented for
the PMSG system in [2]. It utilizes a generalized likelihood ratio maximum-shift strategy to evaluate
the faulty residuals generated by the frequency domain model, which results in higher computation
complexity. This work is presented for multiple sensor fault isolation of PMSG or PMSM based system
with a simple observer based algorithm framework. In general, the proposed method can detect and
isolate multiple sensor faults simultaneously in a short diagnosis time. It employs mechanical signals
and current signals in the control loop without any additional measurements and hardware circuits,
and can be integrated into the control loop. In addition, it shows excellent performance in multiple
types of faults including gain fault, biased fault, and disconnection fault. The fault detection threshold
is related to disturbances with respect to Theorem 1 and Theorem 2. Furthermore, the maximum and
minimum power for WECSs are specifically defined by the operational region shown in Figure 2.

Table 2. Comparison of a model-based current sensor FDI scheme.

FD Scheme Measurements Fault Types Isolability System Model Detection Variables

Bank of observers [28] 1 voltage, 3 currents,
1 speed

Type c Single IM model in α − β Estimation errors of
rotor flux and speed

EKF [29] 1 voltage, 2 currents,
1 speed

Type c Single IM model in α − β Estimation errors of
phase currents

Adaptive observer [30] 1 voltage, 2 currents,
1 speed

Type c Single IM model in d − q Fault inference based on
current errors

Bank of observers [8] 1 voltage, 2 currents,
1 speed

Type a, Type b,
Type c

2 faults IM model in α − β Geometric residuals

TS fuzzy observers [9] 2 currents, 1 speed Type b 2 faults DFIG model in
α − β

Estimation errors of
the states

Integrated H_/H∞
filters [10]

2 currents, 1 speed,
1 position

Type a, Type b,
Type c

2 faults DFIG model in
d − q and α − β

Generalized likelihood
ratio of residuals

TVKF [2] 2 currents, 1 speed Type a, Type b,
Type c

3 faults PMSG model in
harmonic domain

Generalized likelihood
ratio of residuals

Sliding mode
observer [31]

3 currents, 1 speed,
1 position

Type c 2 faults PMSG model in
d − q

Evaluation of
estimation errors

This method 3 currents, 1 speed,
1 position

Type a, Type b,
Type c

3 faults PMSG model in
α − β

Evaluation of the
fault estimates

5.4. Discussions

In this paper, only simulation results are presented to validate the FDI performance. The proposed
scheme is designed for online operation and is independent from control strategies. Some essential
issues are discussed with respect to the lack of experimental results.

a The component parameters of simulation model come from the real laboratory prototype with
rated power 2.5 kW. Its controller parameters are designed on the simulation file and can
guarantee the control performance. The real waveforms and power characteristics are the same
as those of simulation results. The observer design is a dual problem of controller design. Thus,
the parameters designed in SIMULINK environment can be applied to the real experiments.

b The threshold selection is the most challenging problem in implementing the proposed algorithm.
In real application, the mechanical torque and measurement noise are different from the simulation
configuration. This will be further introduced into the observer and error dynamics. These effects
can be modeled as generalized unknown disturbances. The upper bound of the disturbances in
real application is slightly different from simulation scenarios. However, this does not affect the
performance since the upper bounds of disturbances and faults hold for real applications.
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c The harmonics is another issue for current sensor fault diagnosis. The influences of harmonics on
system behavior need to be further discussed with respect to system parameter and dynamics
variation. However, few results have been presented for dealing with this problem, even for the
controller designs in [20–22]. Recalling the FDI schemes in Table 2, only the method in [2] utilizes
the harmonic model of PMSG to diagnose additive and multiplicative faults in current sensors.
The state space model and output equation are linear combinations of each order harmonic in
frequency domain, which indicates that the residuals can be modeled as the combination of finite
harmonics. The proposed FDI takes the time domain behaviors of residuals into consideration.
The average value of each fault estimate is calculated with a sliding window. Current sensor
faults are evaluated via the threshold function defined in Equation (32). From this perspective,
the harmonics will not affect the residual evaluation in time domain analysis.

Figure 7. Simulation results on simultaneous isolation of phase a and phase c fault.
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Figure 8. Simulation results on simultaneous isolation of three-phase sensor faults.

6. Conclusions

In this paper, a robust observer based sensor FDI scheme, targeting both additive and
multiplicative faults, is presented for PMSG in WECSs. This method isolates multiple sensor
faults via two procedures: robust residual generation based fault detection and fault estimation
based isolation. The system is reformulated as a LPV model in the α − β frame by introducing
electromechanical dynamics of PMSG. The polytopic decomposition technique is applied to obtain
the parameter-dependent form of the system model by defining a convex polytope with four vertices.
Furthermore, the gain-scheduled residual generator and fault estimator are designed by H∞ synthesis
in the form of LMIs. The proposed gain-scheduled FDI scheme is capable of online monitoring of
three-phase currents and isolating multiple sensor faults under varying disturbances.

The proposed scheme is implemented in a MATLAB/SIMULINK environment and multiple
sensor faults are isolated correctly. Due to the lack of experimental validation, the corresponding
issues are discussed in Section 5.4, of which the challenging issue is the influence of disturbances
and harmonics on threshold selection and system dynamics. In a real power conversion system, the
diagnosis thresholds in (32) need to be investigated further by defining the augmented disturbances
including measurement noise and parameter uncertainties. However, it does not affect the theoretical
results of Theorem 1 and Theorem 2 since the observability of the pair (A (θk) , C) and (Ā (θk) , C̄)
is independent of disturbances. Since further results is lacked about the influence of harmonics on
system dynamics, it is difficult to quantify these effects on the system. The results in [20–22] indicate
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that the gain-scheduled controller design based on the this LPV model suffers less from the harmonics.
Observer design as the dual problem of controller design is less dependent on the harmonic problem.

In addition, fault estimates are sensitive enough to distinguish each phase current sensor fault but
cannot be applied directly for the purpose of fault compensation because of the unknown disturbances.
The future work will be focused on the unbiased fault estimation and fault tolerant control for PMSG
based WECS system on the basis of this LPV modeling technology.

Author Contributions: Methodology and Writing—Original Draft, Z.Y.; Writing—Review and Editing, Y.C. and
H.Y.; Data Curation, S.T.

Funding: This research was funded by the National Natural Science Foundation of China Grant No. 61633005
and 61773080, and Chongqing Nature Science Foundation of Fundamental Science and Frontier Technologies
Grant No. cstc2015jcyjB0569, and the Scientific Reserve Talent Programs of Chongqing University Grant No.
cqu2017CDHB1B04.

Acknowledgments: The authors would like to thank the editors and all of the anonymous reviewers for their
valuable insights and comments.

Conflicts of Interest: The authors declare no conflict of interest.

Appendix A

The system matrices of Equation (6) are as follows:

A (θk) =

⎡
⎢⎢⎢⎢⎣

1 − RsTs
Ls

0 npψTs
Ls

sin (θk) 0

0 1 − RsTs
Ls

− npψTs
Ls

cos (θk) 0

− 3npψTs
2J sin (θk)

3npψTs
2J cos (θk) 1 − FTs

J 0
0 0 npTs 1

⎤
⎥⎥⎥⎥⎦ ,

Bu =

⎡
⎢⎢⎢⎣

Ts
Ls 0
0 Ts

Ls
0 0
0 0

⎤
⎥⎥⎥⎦ ; Bd =

⎡
⎢⎢⎢⎣

0
0

− Ts
J

0

⎤
⎥⎥⎥⎦ ; C =

⎡
⎢⎢⎢⎢⎢⎢⎣

1 0 0 0

− 1
2

√
3

2 0 0

− 1
2 −

√
3

2 0 0
0 0 1 0
0 0 0 1

⎤
⎥⎥⎥⎥⎥⎥⎦ .

(A1)
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Featured Application: The work can improve technology level of relay protection equipment and

distance protection reliability of transmission lines connected to wind farms.

Abstract: Doubly fed induction generator (DFIG) based wind farms are being increasingly integrated
into power grids with transmission lines, and distance protection is usually used as either the main
or the backup protection for the transmission line. This paper analyzes the composition of a DFIG
short circuit current and indicates the existence of a rotor speed frequency component. By analyzing
several real fault cases of the DFIG-based wind farms connected to transmission lines, the weak power
supply system and current frequency deviation of the wind farm side are illustrated. When a fault
occurs on the transmission line, the short circuit current on the wind farm side is small and its
frequency may no longer be nominal due to the existence of rotor speed frequency component,
whereas the voltage frequency remains nominal frequency because of the grid support. As a result,
the conventional distance protection cannot accurately measure the impedance, which can result in
unnecessary circuit breaker tripping. Therefore, a time-domain distance protection method combined
with the least-squares algorithm is proposed to address the problem. The efficacy of the proposed
method is validated with real fault cases and simulation.

Keywords: DFIG-based wind farm; transmission line; real fault cases; fault characteristics;
distance protection

1. Introduction

In addressing the problems of environmental pollution and energy shortages, the world has
been focusing on the development and use of wind energy, and large-scale wind farms are being
increasingly integrated into the power grid. Wind turbines based on doubly fed induction generator
(DFIG) have been widely used in existing wind farms [1,2] due to the benefits including flexible power
control, high efficiency, and small converter capacity [3–5].

However, DFIG is sensitive to grid disturbances, especially to voltage sags. The grid voltage sags
cause a large transient overcurrent in the DFIG rotor circuit [6,7]. As a result, the DFIG is disconnected
from the grid to avoid damage to the rotor side converter (RSC). With the increasing popularity of
wind power, the grid codes [8–10] require the wind farms to remain connected to power grid during
grid–voltage sags to ensure system stability. Therefore, low voltage ride through (LVRT) techniques
are proposed to protect the converter, meaning that the DFIG does not need to be disconnected from
the grid during disturbances [11,12]. A commonly adopted solution to protect the DFIG converter
during voltage sags is to use a crowbar circuit to isolate the RSC from the rotor circuit [13,14].
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Many studies have been performed to investigate the DFIG fault characteristics considering
LVRT capability. Due to the influence of power electronic devices, the DFIG fault characteristics are
different from the traditional synchronous generator. The behavior of the DFIG during three-phase
voltage sags was analyzed [15]. The authors divided the magnetic flux of the machine into forced
flux and natural flux to help understand the causes of the overcurrent that appear during a fault.
The physical behavior of the DFIG was presented and later developed with analytical solutions for
the generalized DFIG equations operating under symmetrical fault conditions [16]. Comparing the
conventional induction machine with DFIG, the short-circuit current expression of a crowbar-protected
DFIG and the maximum value of the short-circuit current were outlined [17,18]. The DFIG operation
under asymmetrical voltage sags and why such sags are more harmful than symmetrical sags were
explained [19]. In addition, the DFIG fault current characteristics under non-severe fault conditions
were studied [20–22]. Under non-severe faults, the crowbar protection is not activated and the
DFIG fault current characteristics are considerably different than that under severe fault conditions.
Notably, the fault characteristics of DFIG with LVRT capability are influenced by the control strategy.
A detailed analysis was completed by considering the influence of the controller on short-circuit
parameters, such as time constants, initial symmetrical short-circuit current, and the peak short-circuit
current [23]. Hence, many researchers have attempted to improve the DFIG control strategy to meet
the grid code requirements [24–26].

DFIG pose new problems and challenges for the traditional relaying protection of the power grid.
Although the aforementioned DFIG fault characteristics have been scrutinized in many publications,
the negative impacts of DFIG on the protection of the transmission system, and particularly distance
protection, have not received sufficient attention. Large-scale DFIG-based wind farms are generally
integrated into power grids with transmission lines, and distance protection is usually used as either
the main or the backup protection for the transmission line [27]. Refs. [28,29] indicated that traditional
distance protection and directional elements are unreliable when a balanced fault occurs because the
fault current frequency of DFIG significantly deviates from the nominal frequency. The impacts of
grounding configurations on ground protective devices used in DFIG-based wind energy conversion
systems were studied in [30,31]. However, fault characteristics of DFIG-based wind farms and the
performance of distance protection when unbalanced faults occur on high voltage transmission lines
should be further studied.

According to analyses in the literature [17–19], the DFIG short-circuit current involves a transient
alternating current (AC) component decay at near rotor frequency. As a result, the conventional
distance protection based on nominal frequency may fail to measure the correct impedance. To fill
the gap, this paper analyzes real fault cases where unbalanced faults occurred at the transmission
lines connected to DFIG-based wind farms in China. The fault characteristics and distance
protection applicability of the transmission lines connected to DFIG-based wind farms are obtained.
Furthermore, a time-domain distance protection method combined with the least-squares algorithm
is proposed. The proposed method can overcome the influence of frequency variation as a result
that fault distances can be identified accurately and quickly when faults occur on the transmission
line connected to a DFIG-based wind farm. With the help of the proposed method, Relay Protection
Equipment Manufacturers can improve the equipment level of technology, and the grid companies
can improve the safe operation level of power system.

The rest of this work is structured as follows. Section 2 illustrates the composition of DFIG
short circuit current and fault characteristics of DFIG-based wind farms connected to transmission
lines. Section 3 analyzes the distance protection applicability, and a time-domain distance protection
method is proposed for the transmission lines connected to DFIG-based wind farms. The reliability
and correctness of the method are validated through real fault cases and simulation tests. Section 4
presents the conclusions.
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2. Fault Analysis of DFIG-Based Wind Farm and Its Verification

Areas with abundant wind energy are generally far from load centers. Therefore, large-scale
wind farms are established and wind power is transmitted to the power system over long distances.
The typical DFIG-based wind farm is shown in Figure 1. The outlet voltage of the DFIG is generally
690 V. The wind power is transmitted through a wind turbine unit transformer, collector system,
substation, and transmission lines. The voltage level of the collector system is usually 35 kV and the
voltage levels of the transmission line are usually 110 kV or 220 kV. Notably, the 35 kV system is not
grounded, and the neutral point of the high-voltage system is directly grounded.

Figure 1. Topology of the doubly fed induction generator (DFIG)-based wind farm.

Figure 2 shows a typical DFIG with a rotor crowbar protection circuit. It mainly consists of a wind
turbine, gearbox, asynchronous generator, RSC, grid side converter (GSC), rotor crowbar protection
circuit, and control system. The DFIG stator is directly connected to the grid, whereas the rotor
is connected to the grid by a back-to-back converter. The converter system enables variable speed
operation of the wind turbine by decoupling the power system electrical frequency and the rotor
mechanical frequency. A more detailed description of the DFIG system together with its control was
previously reported [32].

Figure 2. A typical DFIG with a rotor crowbar protection circuit.

2.1. DFIG Short Circuit Current

The transformer connecting the DFIG to the grid is generally a Δ/Y connection; therefore, only the
positive and negative sequence components of a DFIG during faults need to be analyzed. A space
vector description was used to present the generalized induction machine equations [7,16,17].
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Using a generator convention for the stator windings and a motor convention for the rotor windings,
the stator and rotor voltage equations and flux linkage equations in a stationary reference frame are
expressed as: ⎧⎨

⎩
→
v s = −Rs

→
i s + D

→
ψ s

→
v r = Rr

→
i r + D

→
ψr − jωr

→
ψr

, (1)

⎧⎨
⎩

→
ψ s = −Ls

→
i s + Lm

→
i r

→
ψr = −Lm

→
i s + Lr

→
i r

, (2)

where
→
v ,

→
i , and

→
ψ represent the voltage space vector, current space vector, and flux linkage space

vector, respectively; ω is the electrical angular velocity; R is the per-phase resistance; subscripts s and
r denote the stator and rotor quantities, respectively; Ls and Lr are the per-phase stator and
rotor self-inductances, respectively; and Lm is the per-phase mutual inductance; and D is the
time-differential operator.

By solving Equation (2), the current can be written as equation of the flux linkages as:

→
i s = − 1

Ls ′
→
ψ s +

Lm

Lr

1
Ls ′

→
ψr, (3)

where Ls
′ = Ls − Lm

2/Lr.
Assuming that, at time t = 0, an asymmetrical short circuit fault occurs at the DFIG. The post-fault

stator voltage is: →
v s =

→
v s1 +

→
v s2 = (1 − A)Vpreej(ωst+θ) + V2ej(−ωst+θ′), (4)

where
→
v s1 and

→
v s2 are the positive and negative sequence voltages, respectively; A is the voltage

sag ratio; Vpre is the amplitude of the pre-fault stator voltage; V2 is the amplitude of the post-fault

stator negative sequence voltage; and θ and θ′ are the phase angles of
→
v s1 and

→
v s2 at time t = 0,

respectively. The post-fault stator positive and negative sequence flux linkage are obtained in Equation
(5). The detailed derivation is presented in Appendix A (i).⎧⎨

⎩
→
ψ s1 =

→
ψ sn1 +

→
ψ s f 1 =

AVpre
jωs

e−t/Ts
′+jθ +

(1−A)Vpre
jωs

ej(ωst+θ)

→
ψ s2 =

→
ψ sn2 +

→
ψ s f 2 = V2

jωs
e−t/Ts

′+jθ′ − V2
jωs

ej(−ωst+θ′)
, (5)

where Ts
′ = Ls

′/Rs is the stator decaying time constant;
→
ψ sn1 and

→
ψ s f 1 are the natural component

and forced component of
→
ψ s1, respectively; and

→
ψ sn2 and

→
ψ s f 2 are the natural component and forced

component of
→
ψ s2, respectively.

As for the steady state after a fault in a synchronous rotating reference frame, the positive
sequence voltage equations and flux linkage equations are shown in Equations (6) and (7). The negative
sequence voltage equations and flux linkage equations are shown in Equations (8) and (9), respectively.
The equivalent circuits of DFIG in a synchronous rotating reference frame are shown in Figure 3 [17,33].⎧⎨

⎩
→
v s1 = −Rs

→
i s f 1 + D

→
ψ s f 1 + jωs

→
ψ s f 1

→
v r1 = Rr

→
i r f 1 + D

→
ψr f 1 + j(ωs − ωr)

→
ψr f 1

, (6)

⎧⎨
⎩

→
ψ s f 1 = −Ls

→
i s f 1 + Lm

→
i r f 1

→
ψr f 1 = −Lm

→
i s f 1 + Lr

→
i r f 1

, (7)
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⎧⎨
⎩

→
v s2 = −Rs

→
i s f 2 + D

→
ψ s f 2 − jωs

→
ψ s f 2

→
v r2 = Rr

→
i r f 2 + D

→
ψr f 2 − j(2 − s)ωs

→
ψr f 2

, (8)

⎧⎨
⎩

→
ψ s f 2 = −Ls

→
i s f 2 + Lm

→
i r f 2

→
ψr f 2 = −Lm

→
i s f 2 + Lr

→
i r f 2

, (9)

where Rr includes the rotor resistance and the crowbar resistance. s = (ωs − ωr)/ωs is the DFIG slip.
Lsσ and Lrσ are the stator and rotor leakage inductances, respectively, knowing that Ls = Lsσ + Lm and
Lr = Lrσ + Lm.

Figure 3. The equivalent circuits of DFIG at the synchronous rotating reference frame: (a) the positive
sequence equivalent circuit; and (b) the negative sequence equivalent circuit.

Then, the post-fault rotor positive and negative sequence flux linkages are obtained in Equation (10),
respectively. The detailed derivation is presented in Appendix A (ii).⎧⎨

⎩
→
ψr1 =

→
ψrn1 +

→
ψr f 1 = [

→
ψr0 − f1(s)

(1−A)Vpre
jωs

ejθ ]e−t/Tr
′+jωrt + f1(s)

(1−A)Vpre
jωs

ej(ωst+θ)

→
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→
ψrn2 +

→
ψr f 2 = f2(s)

V2
jωs

ejθ′ e−t/Tr
′+jωr t − f2(s)

V2
jωs
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, (10)

where Tr
′ = Lr

′/Rr is the rotor decaying time constant;
→
ψrn1 and

→
ψr f 1 are the natural component

and forced component of
→
ψr1, respectively; and

→
ψrn2 and

→
ψr f 2 are the natural component and forced

component of
→
ψr2, respectively; f1(s) = Rr Lm/Ls

Rr+j(ωs−ωr)Lr ′ , f2(s) = Rr Lm/Ls
Rr−j(2−s)ωs Lr ′ , and Lr

′ = Lr − Lm
2/Ls;

→
ψr0 is the pre-fault rotor flux linkage.

Substituting Equations (5) and (10) into Equation (3), the stator positive and negative sequence
short circuit currents can be obtained:⎧⎨

⎩
→
i s1 = − AVpre

jωs Ls ′ e−t/Ts
′+jθ + Lm

Ls ′Lr
[
→
ψr0 − f1(s)

(1−A)Vre
jωs

ejθ ]e−t/Tr
′+ jωr t + [ Lm

Lr
f1(s)− 1] (1−A)Vpre

jωs Ls ′ ej(ωs t+θ)

→
i s2 = − V2

jωs Ls ′ e−t/Ts
′+jθ′ + f2(s) Lm

Ls ′Lr

V2
jωs

e−t/Tr
′+j(ωr t+θ′) − [ Lm

Lr
f2(s)− 1] V2

jωs Ls ′ ej(−ωs t+θ′)
. (11)

According to Equation (11), the stator short circuit current consists of a decaying direct current
(DC) component, a decaying AC component at rotor speed frequency, and a forced AC component at
synchronous frequency. Especially when the voltage sag is deep, meaning A is large, the amplitude of
the forced AC component will be small, and the decaying DC component and decaying AC component
will be the main components of the short circuit current. The short circuit current of a DFIG is the basis
for researching the fault characteristics of the DFIG-based wind farm connected to transmission lines.

2.2. Fault Analysis of the DFIG-Based Wind Farm without LVRT Capability

If a DFIG-based wind farm does not have LVRT capability, the wind farm will immediately be
removed from the grid when a fault occurs, and no short circuit current will be provided by DFIGs.
When the high voltage side of the main transformer grounded provides a zero-sequence circuit,
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short circuit current on the transmission line of the wind farm side still exists under a ground fault.
Figure 4 shows a real fault case where a single-phase ground fault occurred on the transmission line
connected to a DFIG-based wind farm without LVRT capability. The wind power system details are
presented in Appendix B.

Figure 4. The real fault case when a phase C ground fault occurs on the transmission line connected to
DFIG-based wind farm without low voltage ride through (LVRT) capability.

In Figure 4,
.
IW is the wind farm side short circuit current on the transmission line and

.
IWA,

.
IWB,

.
IWC, and

.
IW0 are phase A, phase B, phase C, and zero sequence current of

.
IW , respectively; ZW0 is

zero sequence impedance of the wind farm side, and it consists of the zero sequence impedance of the
transformer grounded and transmission line; ZS0, ZS1, ZS2 are the zero sequence, positive sequence,
and negative sequence impedance of the grid side, respectively; and

.
ES(0) is the grid voltage before

the fault. Due to the disconnection of the wind farm, the wind farm side positive and negative
sequence circuits are equal to open roads, as shown in Figure 4a. There is no positive or negative
sequence current on the wind farm side. However, the ground point of transformer T2 provides
a zero-sequence circuit. The wind farm side three-phase currents on the transmission line are all zero
sequence components, as shown in Figure 4b. The fault occurs at 30 ms and the fault duration is
about 40 ms; then, the differential protection initiates and the circuit breaker trips. Except for the
first few milliseconds of the transient process,

.
IWA,

.
IWB,

.
IWC, and

.
IW0 are basically the same after the

fault. That is to say, the short circuit current on the transmission line connected to the wind farm only
contains zero-sequence components.

2.3. Fault Analysis of the DFIG-Based Wind Farm with LVRT Capability

For a DFIG-based wind farm with LVRT capability, the wind farm remains connected to the power
grid when a fault occurs on transmission line. The capacity of a wind farm is generally much smaller
than that of the power grid. The equivalent impedance of the wind farm converted from 690 V to a high
voltage level is much larger than the equivalent impedance of the grid. The activation of the crowbar
circuit further increases the equivalent impedance of the wind farm. Therefore, compared with the
traditional power system, the wind farm side is a weak power supply system.
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According to the above analysis in Section 2.1, the fault current consists of a decaying DC
component, a decaying AC component at rotor speed frequency, and a forced AC component at
synchronous frequency. Especially when the voltage sag is deep, the AC component at rotor speed
frequency is the main AC component at the beginning of the fault. The DFIG rotor speed is generally
0.7 to 1.3 pu. Thus, the main frequency component of the wind farm side current is a 35–65 Hz AC
component in the early stage of the fault, although the voltage is mainly 50 Hz due to the grid support.
That is to say, the wind farm side shows current frequency deviation during disturbances. Two real
fault cases are provided to illustrate the fault characteristics of the wind farm: a single-phase ground
fault and a phase-to-phase short circuit fault on the transmission lines connected to DFIG-based
wind farms with LVRT capability. As for the balanced fault, the detailed work has been done in
papers [28,29].

2.3.1. The Single-Phase Ground Fault Case

The 35 kV system of wind farm is not grounded. The zero-sequence impedance of the wind
farm only contains the zero-sequence impedance of transformer grounded and transmission line
when a fault occurs on the transmission line. Therefore, the zero-sequence current of the wind farm
is relatively large and is not influenced by the DFIG. Due to the weak power supply of the wind
farm, the positive and negative sequence currents are small. The zero-sequence current is the main
component of the wind farm side current when a ground fault occurs. For the real DFIG-based wind
farm shown in Figure 4, the DFIG is equipped with LVRT technology afterwards. A single-phase
ground fault occurs on Line 1 and the real fault waveform records are shown in Figure 5.

Figure 5. The real fault waveform records when a phase B ground fault occurs on the transmission line
connected to a DFIG-based wind farm with LVRT capability: (a) currents of the grid side; (b) currents of
the wind farm side; (c) currents of the transformer T2; and (d) Root-Mean-Square (RMS) current values
of the transformer T2.

For the DFIG-based wind farm power system shown in Figure 4, the fault k occurs at 0.04 s and
the fault duration is 40–60 ms; then, the differential protection initiates and the circuit breaker trips.
The measured fault currents at the two terminals of the Line 1 are shown in Figure 5a,b separately.
Obviously, the phase B current of the grid side is much larger than that of the wind farm side during
the fault. Since wind farm is a weak power supply system, the short circuit current of the wind farm is
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small, hence the differences of the three-phase currents is not obvious. In order to observe the fault
currents provided by the wind farm in detail, the measured currents on the high-voltage side of the
transformer T2 are shown in Figure 5c. The RMS values of the positive, negative and zero-sequence
currents are shown in Figure 5d. The three-phase short circuit currents are essentially coincident and
the zero sequence current is much larger than the positive and negative sequence currents. In summary,
for ground faults, the fault current of the wind farm side is dominated by the zero sequence current,
the frequency of which is 50 Hz. The frequency deviation is not obvious.

2.3.2. The Phase-to-Phase Short Circuit Fault Case

For the similar wind farm with LVRT capability, the topology is shown in Figure 4, but the
voltage level of the transmission lines are 110 kV and the transformer T3 is out of operation. The wind
power system details are presented in Appendix B. Figure 6 shows the real waveform records when
a phase-A-to-phase-B fault occurs on Line 2.

Figure 6. The real fault waveform records when a phase-A-to-phase-B fault occurs on the transmission
line connected to a DFIG-based wind farm with LVRT capability: (a) voltages of the wind farm side,
(b) currents of the wind farm side, (c) phase A voltage and current of the wind farm side, and (d) phase A
voltage frequency and current frequency of the wind farm side.
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The fault occurs at 0.05 s and the fault duration is about 180 ms; then, the distance protection
initiates and the circuit breaker trips. As shown in Figure 6a, the phase A voltage is approximately equal
to the phase B voltage after the fault. It can be seen From Figure 6b that the fault currents increased
after fault, fault current consists of a decaying DC component, a decaying AC component at rotor
speed frequency, and a forced AC component at synchronous frequency according to Equation (11).
The natural components of fault currents gradually decrease. At last, the forced component remains
and the value is small than load current because of voltage sags. For the phase-to-phase short circuit
fault, DFIG-based wind farms only provide positive and negative sequence currents, the amplitudes
of which are small, and no zero-sequence current exists. Therefore, the frequency deviation is obvious.
Figure 6c shows the wind farm side voltage and the current waveforms of phase A, which is extracted
from Figure 6a,b. The frequency of the phase A voltage remains 50 Hz because of the system voltage
support. At the beginning of the fault, the frequency of the phase A current is obviously greater than
50 Hz due to the existence of decaying AC component at rotor speed frequency, as shown in Figure 6d.

3. Distance Protection and Its Improvement Method for the Transmission Line Connected to
DFIG-Based Wind Farms

3.1. Application of Conventional Distance Protection

Distance protection exploits the fact that the voltage and current change at the same time when
a fault occurs. The ratio of the measured voltage to the measured current represents the distance
from the fault point to the relay location. The distance protection initiates if the fault distance is less
than the setting value. For a conventional power grid with the synchronous generators, the measured
voltages and currents in the relay location are mainly at nominal frequency. The Fourier algorithm is
usually used to measure voltages and currents correctly. However, the short circuit currents of wind
farm side may contain rotor speed frequency AC components, which cannot be filtered accurately.
As a result, the calculation result error using the Fourier algorithm may be significantly large [34].
Then, the reliability of the distance protection based on nominal frequency voltage and current cannot
be guaranteed. According to the real fault cases for phase-to-ground fault and phase-to-phase fault,
the applicability of distance protection of the transmission line is analyzed.

3.1.1. Phase-to-Ground Fault

For the case of the single-phase ground fault outlined in Section 2.3.1, the fault currents of the wind
farm side are dominated by the zero-sequence current, the frequency of which is 50 Hz. According to
the real fault waveform data, the impedance trajectory calculated by the Fourier algorithm is shown in
Figure 7.

Figure 7. The phase B impedance trajectory of the wind farm side when a phase B ground fault occurs
on the transmission line connected to a DFIG-based wind farm.

169



Appl. Sci. 2018, 8, 562

In Figure 7, the blue line is the impedance trajectory measured by conventional distance protection.
Zone 1 and Zone 2 are the polygon action areas of wind farm side instantaneous and time delay
instantaneous distance protection on Line 1, respectively. 6.75 and 14.45 Ω are the instantaneous and
time delay instantaneous distance protection setting values of the reactance, respectively. 42.46 Ω is the
setting value of the ground resistance. Referring to Figure 4, the length of Line 1 is 22 km and the actual
fault point is 21 km away from Bus 1 (the corresponding reactance is about 9 Ω). Thus, the impedance
trajectory is beyond Zone 1 and lies in Zone 2. From the magnified view of the impedance trajectory,
the measured reactance is stable finally and close to 9 Ω during the fault. That is to say, the conventional
ground distance protection of the wind farm side is relatively reliable.

3.1.2. Phase-to-Phase Fault

For the real phase-to-phase fault case mentioned in Section 2.3.2, the topology of wind farm is
shown in Figure 4, but the voltage level of the transmission lines are 110 kV and the transformer
T3 is out of operation. The phase-A-to-phase-B fault occurred on Line 2. However, the wind farm
side phase-to-phase instantaneous distance protection on Line 1 maloperated. Obviously, the fault
case is a maloperation accident. According to the real fault waveform records shown in Figure 6,
the amplitude, phase and trajectories of the measured phase-A-to-phase-B impedance are calculated
by the Fourier algorithm, as shown in Figure 8a–c, respectively.

Figure 8. The phase-A-to-phase-B impedance of the wind farm side when a phase-A-to-phase-B fault
occurs on the transmission line connected to a DFIG-based wind farm: (a) the amplitude of impedance;
(b) the angle of impedance; and (c) the trajectory of impedance.
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It can be seen from Figure 8a,b that the amplitude and phase of the measured impedance are both
constantly changing. In Figure 8c, the blue line is the impedance trajectory measured by conventional
distance protection. Zone 1 is the polygon action area of wind farm side instantaneous distance
protection on Line 1. 9.97 and 1.86 Ω are the instantaneous distance protection setting values of the
resistance and reactance, respectively. It can be seen that the trajectory of the impedance enters Zone 1
and causes the maloperation of wind farm side phase-to-phase instantaneous distance protection on
Line 1. The conventional instantaneous distance protection of the wind farm side is no longer reliable
when a phase-to-phase fault occurs on a transmission line.

3.2. Time-Domain Distance Protection Based on the R-L Model

The method used to solve the differential equation based on the R-L time domain model is not
involved in the signal frequency domain information. The method establishes the differential equations
for the transmission line by using the instantaneous current and voltage values in the relay location. It is
not affected by the DC component, the low-frequency component, or the fluctuation in the power grid
frequency. Therefore, the differential equation algorithm can overcome the influence of the frequency
deviation of the wind power system. If the distribution capacitance of the protected line can be ignored,
then the line segment from the fault point to the relay location can be approximated by a resistor and
an inductor series circuit. When a fault occurs in a certain point on the line, the differential equation in
the relay location is:

u = Ri + L
di
dt

, (12)

where R and L are the positive sequence resistance and inductance of the fault point to the relay
location, respectively, and u and i are the instantaneous voltage and current values of the relay
location, respectively. When using a microcomputer, the derivative of the current can be calculated
by the difference equation. Then, the unknown part of the differential equation is only R and L.
In theory, the equations can be solved with only three sampling points. To ensure the accuracy of
the solution, the voltage and current are sampled multiple times. These values are substituted into
Equation (12) to obtain a series of difference equations. Then, the equations are solved with the
least-squares method [35]. Set the sampling period to be Ts. tk and tk+1 are two sampling times, and the
corresponding measured voltage and current sampling value are, respectively, uk, uk+1, ik, and ik+1.
For simplicity, set yk = (uk + uk+1)/2, xk = (ik + ik+1)/2, and Dk = (ik+1 − ik)/Ts. Substituting them into
Equation (12) and N observations are performed, the sum of squares of each error is expressed as:

J =
N

∑
k=1

(yk − Rxk − LDk)
2, (13)

where N is the length of data window. N can vary with the estimation accuracy requirement. The larger
the N, the better the estimation accuracy. The least-squares method involves finding the R and L,
which minimize the value of J, so the partial derivative of R and L are equal to zero and two equations
are obtained. Solve the two equations, and the calculation formula of the estimated value of the
resistance R̂ and the inductance L̂ are obtained:

R̂ =

N
∑

k=1
ykxk

N
∑

k=1
D2

k −
N
∑

k=1
ykDk

N
∑

k=1
xkDk

N
∑

k=1
x2

k

N
∑

k=1
D2

k −
(

N
∑

k=1
xkDk

)2 , (14)

L̂ =

N
∑

k=1
x2

k

N
∑

k=1
ykDk −

N
∑

k=1
ykxk

N
∑

k=1
xkDk

N
∑

k=1
x2

k

N
∑

k=1
D2

k −
(

N
∑

k=1
xkDk

)2 . (15)
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3.3. Case Studies

According to the real phase-to-phase fault case mentioned in Section 2.3.2, the trajectory of
impedance measured by Equations (14) and (15) is shown in Figure 9. The red line and green line in
Figure 9 are obtained based on the real resistance and inductance parameters of Line 1 and Line 2,
respectively. Zone 1 is the polygon action areas of wind farm side instantaneous distance protection
on Line 1, and 9.97 Ω and 1.86 mH are setting values of resistance and inductance, respectively.
Actually, the fault occurs on Line 2. Compared with Figure 8c, the measured impedance trajectory
does not enter Zone 1 in Figure 9 and the wind farm side instantaneous distance protection on Line 1
will not maloperate. Thus, the reliability of distance protection on wind farm side transmission lines is
guaranteed when using the time-domain distance protection method proposed in this paper.

Figure 9. The real phase-to-phase fault case’s trajectory of impedance measured with the time-domain method.

According to the real wind farm mentioned in Section 2.3.1, the corresponding wind farm model
is established by Matlab/Simulink (R2014a, MathWorks, Natick, MA, USA, 2014). The topology of the
wind farm is shown in Figure 4. The wind farm is equipped with 132 DFIGs with LVRT capability,
and each main transformer connects 66 DFIGs. The parameters of a real DFIG and transmission lines
are shown in Appendix B. The detailed model and control strategy of DFIG can be found in previous
studies [14,36].

This paper mainly researched the fault characteristics of DFIG-based wind farms connected
to transmission lines and its influence on relay protection. The duration of the fault is relatively
short, so the wind speed of the wind farm is considered as unchanged during the research process.
For the convenience of research, all wind turbines are set to operate under the same conditions.
Additionally, the impedance of the collector system is ignored.

To compare the time-domain distance protection method with the traditional distance protection
method based on the Fourier algorithm, the following three conditions are given as typical simulation
examples: a phase A ground fault, a phase-A-to-phase-B fault, and a three-phase short circuit fault.
The transition resistances are all zero. The fault points are all 11 km away from Bus 1 on Line 1.
The wind speed is 11 m/s before the fault. The comparison of two kinds of distance protection
methods used on the wind farm side transmission lines connected to DFIG-based wind farms are
shown in Figure 10.
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Figure 10. Comparison of two kinds of distance protection methods.

In Figure 10, the red lines are the distance measured by Fourier algorithm and the blue lines are
the distance measured by time-domain method. The faults occur at 0 s and the rotor speed before
the fault is greater than the synchronous speed. Due to the existence of a rotor speed frequency AC
component, the distance calculation results, which are obtained from the traditional distance protection
method based on the Fourier algorithm, fluctuate considerably. The error of ground fault is smaller
due to the domination of the zero-sequence current. The time-domain method proposed in this paper
is not affected by the rotor speed frequency component, the distance calculation results converge to
the real fault distance within a dozen milliseconds.

To further verify the performance of the time-domain method, three fault points at 5, 10 and 15 km
are selected on Line 1. The following four conditions are given as typical simulation examples: a phase
A ground fault, a two-phase ground fault, a phase-to-phase short circuit fault and a three-phase short
circuit fault. The transition resistances are all zero. The wind speed is 11 m/s before the fault and the
corresponding rotor speed is greater than the synchronous speed. The data of 20–40 ms after faults are
selected to calculate the errors of two methods’ measurement results. The error calculation formula is
shown as:

σ =
1
N

√√√√ N

∑
i=1

(
xi − xt

xt

)2

, (16)

where xi and xt are separately the measurement value and true value of fault distance. The errors of
fault distance measurement results are separately shown in Tables 1 and 2.

Table 1. Performance of the time-domain method when faults occur.

Fault Type
The Error of Fault Distance Measurement Result

5 km 10 km 15 km

Single-phase ground 0.17% 0.20% 0.22%
Two-phase ground 0.23% 0.16% 0.30%

Phase-to-phase short circuit 0.04% 0.63% 0.03%
Three-phase short circuit 0.07% 0.18% 0.03%
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Table 2. Performance of the Fourier method when faults occur.

Fault Type
The Error of Fault Distance Measurement Result

5 km 10 km 15 km

Single-phase ground 3.67% 3.38% 3.11%
Two-phase ground 3.27% 3.13% 2.94%

Phase-to-phase short circuit 7.24% 7.64% 7.29%
Three-phase short circuit 26.39% 26.07% 25.71%

According to the two tables, the accuracy of the calculation results using the time-domain method
is significantly high, and no error is more than 1%. The errors of the calculation results using the
Fourier method are significantly bigger than that of the time-domain method. The time-domain
distance protection method can accurately and quickly identify fault distances when faults occur on
the transmission line connected to a DFIG-based wind farm.

4. Conclusions

This paper analyzes the composition of DFIG short circuit current. Moreover, using data of real
fault cases, this paper illustrates the fault characteristics of DFIG-based wind farms connected to
transmission lines and the corresponding applicability of the conventional distance protection based
on the Fourier algorithm.

The DFIG short circuit current consists of a decaying DC component, a decaying AC component
at rotor speed frequency, and a forced AC component at synchronous frequency. Wind farm is a weak
power supply system. The short circuit current of wind farm side is much smaller than that of the
power grid side. Additionally, the zero-sequence current will be the main component of the wind farm
side short circuit current when a ground fault occurs. The wind farm side may show current frequency
deviation during disturbances. The wind farm side voltage of transmission line is nominal frequency
due to the grid support, whereas its frequency may no longer be nominal due to the existence of
rotor speed frequency component. The conventional ground distance protection based on the Fourier
algorithm is still relatively reliable, whereas the phase-to-phase instantaneous distance protection is no
longer reliable for the transmission line connected to a DFIG-based wind farm. Finally, a time-domain
distance protection method based on the R-L model and least-squares algorithm is proposed to solve
the problem. The time-domain method accurately and quickly identified fault distances when faults
occur on the transmission line connected to a DFIG-based wind farm. The efficacy of the proposed
method is validated with real fault cases and simulation. The proposed method is immune to the
frequency variation. Thus, it overcomes the defect of traditional distance protection. With the help of
the proposed method, Relay Protection Equipment Manufacturers can improve the equipment level of
technology, and the grid companies can improve the safe operation level of the power system.
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Appendix A.

(i) The derivation of stator flux linkage

From Equation (1), ignore Rs, there is

→
v s = D

→
ψ s. (A1)
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The solution of Equation (A1) can be written as:

→
ψ s =

→
ψ sn +

→
ψ s f . (A2)

It can be found that the response of the stator flux after the fault consists of two components: natural

flux linkage
→
ψsn and forced flux linkage

→
ψs f .

→
ψs f can be determined by the post-fault terminal voltage:

⎧⎨
⎩

→
ψ s f 1 =

∫
(1 − A)Vpreej(ωst+θ) =

(1−A)Vpre
jωs

ej(ωst+θ)

→
ψ s f 2 =

∫
V2ej(−ωst+θ′) = − V2

jωs
ej(−ωst+θ′)

. (A3)

It is well known that the flux can only change continuously. Thus, there is

→
ψ s(0−) =

→
ψ s(0+), (A4)

and pre-fault stator flux linkage is
→
ψ s0 =

Vpre

jωs
ej(ωst+θ). (A5)

Therefore, the stator natural flux linkage is obtained as:⎧⎨
⎩

→
ψ sn1 =

AVpre
jωs

e−t/Ts
′+jθ

→
ψ sn2 = V2

jωs
e−t/Ts

′+jθ′
, (A6)

(ii) The derivation of rotor flux linkage.

Appendix A.1. The Derivation of Pre-Fault Rotor Flux Linkage

Using a generator convention for the stator windings and a motor convention for the rotor
windings, the flux linkage equations in a synchronous dq reference frame are expressed as [20]:{

ψsd = −Lsisd + Lmird
ψsq = −Lsisq + Lmirq

, (A7)

{
ψrd = −Lmisd + Lrird
ψrq = −Lmisq + Lrirq

. (A8)

The stator active and reactive power output of DFIG can be expressed as [37]:{
Ps =

3
2 (usdisd + usqisq)

Qs =
3
2 (usqisd − usdisq)

. (A9)

Assuming that the d-axis of the reference frame is aligned with the stator flux linkage vector,

ψsd = ψs, ψsq = 0 (A10)

usd = Dψsd = 0, usq = Vs = ωsψs, (A11)

can be obtained.
Substituting Equation (A10) into Equation (A7),{

ird = Ls
Lm

isd +
ψs
Lm

irq = Ls
Lm

isq
, (A12)
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can be obtained.
Substituting Equation (A11) into Equation (A9),{

isd = 2Qs
3Vs

isq = 2Ps
3Vs

, (A13)

can be obtained.
Based on Equations (A8), (A12) and (A13), the rotor flux linkage equation is expressed as:{

ψrd = (LsLr − Lm
2) 2Qs

3LmVs
+ Vs Lr

ωs Lm

ψrq = (LsLr − Lm
2) 2Ps

3LmVs

. (A14)

If Vs = Vpre and the DFIG stator terminal instantaneous complex power before the fault is
Spre = Ps + jQs, then pre-fault rotor flux linkage is

→
ψr0 = (LsLr − Lm

2)
2Qs

3LmVs
+

VpreLr

ωsLm
+ j(LsLr − Lm

2)
2Ps

3LmVs
. (A15)

Appendix A.2. The Derivation of Post-Fault Rotor Flux Linkage

After fault, the crowbar circuit is activated and the RSC is shorted so that
→
v r1 and

→
v r2 are both

zero in Figure 3. Furthermore, the forced ac component of rotor flux rotates synchronously so that its

amplitude is constant in the synchronous rotating reference frame. Therefore, D
→
ψr f 1 and D

→
ψr f 2 are

both zero. Then solving Equations (6)–(9), respectively, the post-fault steady rotor positive and negative
sequence flux linkages are expressed as:⎧⎨

⎩
→
ψr f 1 = Rr Lm/Ls

Rr+j(ωs−ωr)Lr ′
→
ψ s f 1 = Rr Lm/Ls

Rr+j(ωs−ωr)Lr ′
(1−A)Vpre

jωs
ej(ωst+θ)

→
ψr f 2 = Rr Lm/Ls

Rr−j(2−s)ωs Lr ′
→
ψ s f 2 = − Rr Lm/Ls

Rr−j(2−s)ωs Lr ′
V2
jωs

ej(−ωst+θ′)
, (A16)

where Lr
′ = Lr − Lm

2/Ls. For simplicity, set f1(s) = Rr Lm/Ls
Rr+j(ωs−ωr)Lr ′ , f2(s) = Rr Lm/Ls

Rr−j(2−s)ωs Lr ′ .
The flux can only change continuously, so there is

→
ψr(0−) =

→
ψr(0+). (A17)

According to Equations (A15)–(A17), the rotor natural flux linkage is obtained as:⎧⎨
⎩

→
ψrn1 = [

→
ψr0 − f1(s)

(1−A)Vpre
jωs

ejθ ]e−t/Tr
′+jωr t

→
ψrn2 = f2(s)

V2
jωs

ejθ′ e−t/Tr
′+jωr t

, (A18)

where Tr
′ = Lr

′/Rr is rotor decaying time constant.

Appendix B.

The real DFIG-based wind farm shown in Figure 4 is equipped with 132 DFIGs and the total
capacity is 198 MW. At the beginning, the DFIG is not equipped with LVRT technology. But then,
the DFIG is equipped with LVRT technology by technological transformation. The transmission line
parameters of the wind farm are shown in Table A1. The main protection of the transmission line is
current differential protection and the backup protection is conventional distance protection.
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Table A1. The 220 kV transmission line parameters.

Parameter Name Line 1 Line 2

Length (km) 22.018 70.202
Z1 (Ω/km) 0.080 + j0.430 0.048 + j0.320
Z0 (Ω/km) 0.360 + j1.000 0.317 + j1.000

The real DFIG-based wind farm mentioned in Section 2.3.2 is equipped with 56 DFIGs and the
total capacity is 84 MW. The DFIG is equipped with LVRT technology. The transmission line parameters
of the wind farm are shown in Table A2. The main protection of the transmission line is conventional
distance protection.

Table A2. The 110 kV transmission line parameters.

Parameter Name Line 1 Line 2

Length (km) 5.325 16.168
Z1 (Ω/km) 0.113 + j0.419 0.154 + j0.407
Z0 (Ω/km) 0.871 + j1.085 0.593 + j1.216

The parameters of a real DFIG used in the wind farm which is shown in Figure 4 are shown in
Table A3.

Table A3. The parameters of DFIG.

Parameter Name Value Parameter Name Value (p.u.)

Nominal capacity Pn = 1.5 MW Stator resistance Rs = 0.0173

Rated stator voltage Vn = 690 V Stator leakage
inductance Lsσ = 0.170

System frequency fn = 50 Hz Rotor resistance Rr = 0.0120
Rated voltage of DC-link Vdc = 1150 V Rotor leakage inductance Lrσ = 0.236

Pairs of poles p = 2 Mutual inductance Lm = 10.491
Nominal wind speed vn = 11 m/s Crowbar resistance Rcb = 0.0432
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Abstract: The use of renewable energy such as wind power is one of the most affordable solutions to
meet the basic demand for electricity because it is the cleanest and most efficient resource. In Algeria,
the highland region has considerable wind potential. However, the electrical power system located is
this region is generally not powerful enough to solve the problems of voltage instability during grid
fault conditions. These problems can make the connection with the eventual installation of a wind
farm very difficult and inefficient. Therefore, a wind farm project in this region may require dynamic
compensation devices, such as a distributed-flexible AC transmission system (D-FACTS) to improve
its fault ride through (FRT) capability. This paper investigates the implementation of shunt D-FACTS,
under grid fault conditions, considering the grid requirements over FRT performance and the voltage
stability issue for a wind farm connected to the distribution network in the Algerian highland region.
Two types of D-FACTSs considered in this paper are the distribution static VAr compensator (D-SVC)
and the distribution static synchronous compensator (D-STATCOM). Some simulation results show a
comparative study between the D-SVC and D-STATCOM devices connected at the point of common
coupling (PCC) to support a wind farm based on a doubly fed induction generator (DFIG) under
grid fault conditions. Finally, an appropriate solution to this problem is presented by sizing and
giving the suitable choice of D-FACTS, while offering a feasibility study of this wind farm project by
economic analysis.

Keywords: wind farm; Fault Ride Through (FRT); Distributed-Flexible AC Transmission
system (D-FACTS); Distribution Static VAr Compensator(D-SVC); Distribution Static Synchronous
Compensator (D-STATCOM)

1. Introduction

In Algeria, the first attempt to connect the wind energy conversion system (WECS) to the electricity
distribution network dates back to 1957, with the installation of a 100-kW wind turbine at the Grands
Vents site (Algiers) by the French designer Andreau.

Nowadays, the depletion of fossil fuels reserves in Algeria, fluctuations in oil price and the
location of energy resources are causing instability in energy policy.

Appl. Sci. 2018, 8, 2250; doi:10.3390/app8112250 www.mdpi.com/journal/applsci180
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In addition, the use of fossil fuels for conventional power plants triggers alarms of an environmental
disaster. Currently, to reduce the harmful impact of conventional resources and improve Algerian
energy efficiency, the energy policy program announced by the Ministry of Mines and Energy aims,
by 2030, to produce 40% electrical energy from renewable resources [1]. For WECS, the power to be
produced over the period 2012–2022 is estimated at approximately 516 MW, of which 10 MW are
installed at Kabertene (70 km from Adrar) in the Algerian desert [1–4]. This pilot wind farm consists
of 12 wind turbines with a unit capacity of 0.85 MW, the energy produced will be injected to the
30/220 kV step up transformer situated in the same locality [1], as shown in Figure 1. Currently,
the Algerian electrical grid code does not consider WECS. In the region of Adrar, the electrical grid
is not interconnected with the north; it is a local grid (or micro-grid). Therefore, this program of
the energy policy must be accompanied by continual development of wind energy technology and
optimization techniques, looking for better options concerning reduced costs, improvement regarding
wind turbine performances, reliability of electrical groups and electrical grid integration.

 

Figure 1. Wind farm at Kabertene in Adrar. Reproduced for reference [5].

In the period of 2009–2010, Sebaa Ben Miloud F et al. [6] and Himri et al. [7] undertook the
first study to identify a suitable site in Adrar region for the wind farm installation. In addition,
Himri et al. [7] used data of wind speed over a period of nearly 10 years to assess the potential of wind
power stations in two southern Algerian regions, namely, Timimoun and Tindouf. In [8], a study of the
wind potential in seven southern Algerian sites was undertaken, from west to east, Tindouf, Bechar,
Adrar, and Ghardaia, In Amenas and In Salah (Tamanrasset). In [9] wind speed data was collected
over a period of almost 5 years, from three selected stations in northern Algeria. Within this context,
some studies in the Algerian high plateau region were performed in [10–12]. However, the authors
did not consider the integration issue of the wind farm into the electrical grid and it is well known that
the electrical grid influences greatly the performance of wind farm installation and production.

At the present time, doubly fed induction generators (DFIG) are the most used in WECS [13,14]
and especially in the Algerian wind farm at Kabertene in Adrar. Simple induction generators have
some weaknesses such as reactive power absorption and uncontrolled voltage during variable rotor
speed. These complications are avoided by the installation of DFIG and power converters or power
drives [15,16]. The particular feature of the DFIG is that the injected power by the rotor converter
is only a small part from the total provided power with its stator directly connected to the electrical
grid [17–19]. Hence, the size, the cost and losses of the power converter are optimized compared to a
full-size power converter of the other generators.
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One of the most important considerations in a wind farm grid-connected project is fault
ride-through (FRT) capability, where the energy grid is often weak and the DFIG is frequently working
under grid faults when the wind farm is located relatively far from this electrical grid [20]. Therefore,
many research works focus on studying the dynamic behaviors of wind farms during and after the
clearance of the grid fault conditions without disconnection from the electrical grid. In [21], several
methods employed to improve the FRT capability of the fixed-speed wind turbines are based on
induction generators. In [20], an enhanced application to overcome grid fault conditions is studied for
a wind farm based on DFIG. FRT control of wind turbines with DFIGs under symmetrical voltage dips
is presented in [21]. In [22] a flexible AC transmission system (FACTS) system for DFIG to reduce the
effects of grid faults is proposed.

The present paper can extend the aforementioned research works. This paper, shows the feasibility
of installing a wind farm in an Algerian highland region, confirmed by some data of wind potential
in the selected geographical location in the first part, which is an input for the wind power system.
On the other hand, another important aspect is the weakness of the electrical grid, which is often
an obstacle in many countries that have established wind energy projects. Consequently, during
the feasibility study, some techniques to identify the cost-effectiveness of areas for the wind farms
installations, the possible electrical path of distribution lines, and their corresponding estimated cost
are used, and the incorporation of electrical devices such as distributed FACTS (D-FACTS) technology
is considered. Furthermore, the investors may be confident to fund this possible project when these
technical difficulties are taken into consideration. Then, in order to ensure the economic success of
the future wind farm project in the highland region, an accurate study by some simulation results,
showing the interaction between wind turbine generators and the electrical grid in this region with the
impact of the D-FACTS systems, is undertaken, which has not been previously done. In this study,
the Algerian electrical grid code could be considered in simulations similar to that of the Spanish grid
code as shown in Figure 2.
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Figure 2. Fault ride-through (FRT) profile according to the Spanish grid code. Reproduced from
reference [23].

2. Algerian Wind Potential

This section discusses a method for determining the production of wind energy at different sites
in Algeria in order to choose a suitable site for a cost-effective energy installation. Thus, we have both
the average wind speed and the power produced by wind turbines; we can combine them to calculate
the energy produced by these wind turbines. Furthermore, in this paper, five selected geographical
locations (altitude, latitude and longitude) shown in Table 1 and Figure 3 were obtained from the
National Meteorological Office (NMO) [24].
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Table 1. Coordinates of stations at different Algerian sites.

Station
Coordinates

Altitude (m) Latitude (deg) Longitude (deg)

South region (Sahara)
Adrar 263 27◦49′ N 00◦17′ W

Ghardaia 468 32◦24′ N 03◦48′ E

Coastal region
Algiers 24 36◦43′ N 03◦15′ E
Oran 90 35◦38′ N 00◦37′ W

Highland region
Tiaret 1080 35◦37′ N 01◦32′ E
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Figure 3. Wind speed variations at different locations in Algeria.

These wind speed data are collected only at 10 m of altitude, measured using a type of anemometer
cup and vane. However, the action of the wind speed at the turbine (tower height over 70 m) is very
complex, and includes both deterministic effects (wind and shadow average round), and stochastic fast
varying wind speed is turbulent. In fact, wind speed describing these variations is usually measured
in the lower atmosphere using either instrumented towers or tethered balloons, which have not been
available in previous stations [25,26].

The wind speed is the most important aspect of wind potential; in fact, the annual variation of the
long-term average wind speed provides a good understanding of the long-term trend of wind speed
and gives confidence to investors on the availability of wind energy in the years ahead [27]. Figure 4
provides the average wind speed during five years of data collection at 5 stations in Algeria, which are
considered in this study [7,10–34].
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Figure 4. Annual wind speed in Algeria.
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3. Connection Issue of a Wind Farm to the Electrical Grid

In this paper, the proposed wind farm in a highland region with average power is considered as a
decentralized generator unit, which is most often connected to the distribution network and that differs
from centralized generator units. In Algeria, the electrical distribution grids are the most important
infrastructure of the whole power system, which is considered as the final interface that leads to most
industrial and domestic customers. These distribution grids are operated in ranges of voltages below
50 kV, which is the voltage level of the Medium Voltage (MV) and Low Voltage (LV) ranges. Moreover,
in the Algerian distribution grid, the nominal voltage of the MV is 10 kV and 30 kV. These voltage
levels allow a good compromise to limit the voltage drops, minimizing the number of source positions
(connecting to High Voltage (HV)/MV power station) and reduce the inherent constraints to high
voltages (investment costs, protection of property and persons). Moreover, Algerian distribution grids
are, in most cases, radially networked. The map of the western Algerian electrical grid is shown in
Figure 5. This figure shows the structure of the High Voltage B 220 kV transmission lines, while the
substations and power plants are also shown in this figure [1]. The structure of High Voltage A 60 kV
distribution lines is shown in Figure 6.

 

Figure 5. Map of the western Algerian electrical grid. Reproduced from reference [1].
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Figure 6. Western electrical grid near to the proposed wind farm.

Based on the structure of the electrical grid on the west side near the proposed wind farm (see
Figure 6), this radial electrical grid of 60 kV can be reconfigured; it is then simulated using the Power
System Analysis Toolbox (PSAT) software with actual electrical grid parameters and consumer profiles
at the peak load of each bus, with a centralized generation source Tiaret City (TIARC) power plant.
Simulation of the latter gives the results shown in Figures 7 and 8. More details on the overall
simulation of the west Algerian grid can be found in [34].
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Figure 7. In each bus of the 60-kV electrical grid in Tiaret region: (a) voltage amplitudes; (b) active powers.
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The existence of an SNVI industrial site in the bus of N 2 between the city of Tiaret and the city
of Tissemsilt can justify the presence of the voltage drop across this line as shown in Figure 7a. This
resulted in demand of an excessive reactive power and active line losses due to the high-fluctuated
demand of energy to the industrial site, as shown in Figures 7 and 8.

4. Distribution Flexible Alternative Current Transmission System (D-FACTS)

Shunt D-FACTS devices can be classified into two main categories, namely the variable impedance
type such as the distribution static var compensator (D-SVC) and the switching converter type such as
the distribution static synchronous compensator (D-STATCOM).

The configuration of the D-SVC connected to the distribution grid is shown in Figure 9.

Figure 9. Control configuration of the distribution static var compensator (D-SVC) connected to the
point of common coupling (PCC) with a wind farm.

This figure shows a D-SVC consisting of a thyristor switched capacitor (TSC) part composed
by two switching thyristors connected with capacitive reactance XTSC; the other part is the
thyristor-controlled reactor (TCR) composed by two thyristors connected with an impedance of
an inductive reactance branch XTCR. By controlling the angle thyristors (the angle with respect to the
zero crossing of the phase voltage), the device is able to control the amplitude of the voltage at the
point of common coupling (PCC) due to the changes in the angle resulting mainly in changes of the
current. Therefore, the amount of the reactive power consumed by the inductor L, for an angle of
α = 90◦, the inductive circuit is activated, whereas for α = 180◦, this inductive circuit is off.

The configuration of the D-STATCOM connected to the distribution grid is shown in Figure 10.
This figure shows the different blocks constituting this configuration of the control strategy, which

consists of: A phase lock loop (PLL) for synchronization of the component of the positive sequence
voltage with the primary voltage of the power distribution grid. An external control loop consists of
controlling the DC bus voltage and the grid voltage. The outputs of the voltage controllers are the
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current references for the current controllers. The internal current control loop consists of the current
controllers. The outputs of the current controllers consist in imposing the amplitude and phase of
voltages of the D-STATCOM by generating Pulse Width Modulation (PWM) signals.

Figure 10. Control configuration of the distribution static synchronous compensator (D-STATCOM)
connected to the PCC with a wind farm.

5. Constitution of the Wind Farm and the Location of the Shunt D-FACTS

The wind farm connected to the distribution system proposed in this section is shown in Figure 11,
which consists of eight DFIGs with 1.5 MW of power for each wind turbine. These generators are
connected between them to a voltage level of 30 kV by a step-up transformer 690 V/30 kV with 4 MVA
of power for each generator. Then a 45 km line that is connected to the source substation 60 kV through
another step-up transformer 30 kV/60 kV with 47 MVA of power. For this study, these lines are
modelled with the π model.

Based on the work done in [21,35] the simulation results obtained with a D-FACTS provides an
effective support to the bus voltage to which it is connected. Therefore, in this study, D-FACTS is
placed at the PCC for two reasons:

• The location for the reactive power support should be as close as possible to the point at which
the carrier is necessary because of the variation in the voltage and, therefore, power loss (Joule
loss) in the distribution line associated with reactive power flow,
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• In the studied system, the effect of the change in voltage is most common in this bus.
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Figure 11. Structure of the studied system based on a wind farm and a distributed-flexible AC
transmission system (D-FACTS) connected to the Algerian distribution grid.

6. Simulation Results

In this section, simulations are performed on Matlab/Simulink, to show the impact of D-FACTS
on the ability to control the voltage at the PCC between the electric distribution grid and the wind
farm, which is described in the previous section (Figure 11). According to the previous section of the
wind potential in the Algerian highland region, the considered wind speed in the simulation starts
at 8 m/s and then reaches 9 m/s. The parameters of generators and D-FACTS are presented in the
Appendix A.

For the more detailed study, the proposed system devices, the D-SVC and D-STATCOM structures
used in the context of this paper are the same as the SVC and STATCOM structures, which are
presented in [36,37], giving their associated models with their appropriate control schemes. In addition,
the detailed model with some simulations for WECS based on DFIG in power system dynamics are
described in [38–41]. Generally, a short-circuit fault has a significant effect on the wind farm; a voltage
drop is caused even if the fault is located near or far from the PCC or the wind farm. This voltage drop
at the PCC leads to an over-current in the rotor circuit of DFIG, and fluctuations in the DC bus voltage.
Therefore, the rotor side converter (RSC) of the DFIG should be blocked to avoid being damaged by
overcurrent in the rotor circuit.

The block diagram of the simulated wind farm connected to the electrical distribution grid is
shown in Figure 12.
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In order to study the behavior and the impact of electrical faults in the distribution grid on the
wind farm, worst-case scenarios of grid faults were assumed and included in the simulation. Therefore,
the entire system was tested under two types of grid faults:

• Line to line electrical grid fault.
• Voltage drop at the 60 kV bus.

The wind speed is considered as constant during the grid fault period, except for this disturbance;
and generators and the electrical distribution grid are considered to be working in ideal conditions
(no disturbances and no parameter variations in the studied system).

6.1. Simulation Results of the Line-to-Line Electrical Grid Fault

In this section, we consider that the phases “b” and “c” at the PCC at P1 come into accidental
contact. Then, the same grid fault is considered at a distance of 45 km from the PCC to the point P2
(Figure 11). Simulation results for this grid fault are shown in Figures 13–15.

The active powers at the PCC with a short temporary grid fault of two-phase to ground are shown
in Figure 14. The reactive powers at the PCC with a short temporary grid fault of two-phase to ground
are shown in Figure 15.

According to Figure 13, which reveals that without the use of D-FACTS systems the voltage at
the PCC exceeds the acceptable voltage level 1 pu due to the voltage swell. However, using D-FACTS
devices such as D-SVC and the D-STATCOM these undesirable effects are corrected. In addition,
voltages at the PCC during a temporary grid fault presented in this figure show that, without the use of
D-FACTS and when the grid fault is at the point P1, the voltage at the PCC drops to the value of 0.48 pu,
which is less than the acceptable value. Thus, when the grid fault is at the point P2 without D-FACTS,
the voltage drops to 0.52 pu. However, with the presence of D-FACTS devices, when this type of grid
fault is at point P1, the voltage at the PCC drops to 0.63 with a slight fluctuation. In addition, when the
fault is at the point P2 with D-FACTS, the voltage is maintained at 0.71 pu. Moreover, it is noticed that
the voltage at the PCC, when using D-STATCOM many oscillations are mitigated compared to using
the D-SVC.

According to Figure 14, which shows that during the occurrence of the same grid fault type in
both points P1, P2 and without the presence of D-FACTS systems, no active power is supplied. Then,
when the grid fault of 1000 ms duration exceeds the limit (see Figure 2), the wind farm is disconnected
from the grid. Moreover, the installation of D-FACTS systems at the PCC guarantees the wind farm
commissioning during and after this type of grid fault at these points (P1, P2) without disconnecting
from the electrical distribution grid, providing the active power of 10.6 MW. Therefore, in the presence
of D-FACTS systems, production of active power by the wind farm is uninterrupted and in the absence
of these systems the wind farm is disconnected from the grid by triggering the protection system.

From Figure 15, it is noticed that in the absence of D-FACTS systems and when the grid fault is
located at the points P1 and P2, no exchange of reactive power is provided to the electrical distribution
grid. However, in the presence of D-FACTS systems, it provides almost the same amount of reactive
power, 7.09 MVAr, when the grid fault is located at point P1 and 8.17 MVAr when the grid fault is
located at point P2. Indeed, these injected reactive powers are required for compensation to maintain
the stability of the wind farm with the voltage at the PCC around the acceptable value. Therefore,
the wind farm is kept in service during and after this type of grid fault without disconnecting from the
electrical distribution grid. Thus, the use of D-STATCOM has a capacity to compensate faster than
using the D-SVC and the peaks of the injected reactive powers are eliminated.
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Figure 13. (a) Voltage at the PCC during line-to-line electrical grid fault; (b) zoom of voltage at the
PCC during line-to-line electrical grid fault.
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Figure 14. (a) Active power at the PCC during line-to-line electrical grid fault; (b) zoom of active power
at the PCC during line-to-line electrical grid fault.
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Figure 15. (a) Reactive power at the PCC during line-to-line electrical grid fault; (b) zoom of reactive
power at the PCC during line-to-line electrical grid fault.

6.2. Simulation Results of the Voltage Drop at the 60 kV Bus

The main purpose of this test is to study how a remote grid fault from the PCC may affect the
operation of a wind farm; this fault affects the source of 60 kV, which is far from the PCC where the
wind farm based on the DFIGs is connected to the grid. Hence, a temporary voltage drop of 50% is
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applied to the source for the duration of 500 ms at t = 10 s, and then the same grid fault for 1000 ms
of duration.

Figure 16 shows that during this type of grid fault and without the presence of D-FACTS,
the voltage at the PCC drops to 0.44. Therefore, the protection system will be triggered and the
wind farm will be disconnected if the fault duration exceeds the electrical interconnection grid code for
the wind turbine systems (see Figure 2). However, in the same figure, it is shown that during this grid
fault and with the presence of D-FACTS systems, the voltage at the PCC is maintained around 0.88
pu with a transient peak without triggering the protection system. Thus, by using the D-STATCOM,
transient peaks are reduced and the time response is faster than by using the D-SVC.
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Figure 16. Voltages at the PCC during the voltage drop at the 60 kV bus.

The active powers at the PCC are presented in Figure 17.
Figure 17 shows that, when the D-FACTS devices are not installed at the PCC, the wind farm

cannot maintain its connection to the grid during the grid fault that lasts 1000 ms because the protection
systems are triggered and the wind farm is disconnected. However, after the installation of D-FACTS
devices and with the same grid fault type and the same duration of grid fault, the wind farm can
return to the steady state and inject the active power of 10.6 MW to the grid.

From the results shown in Figure 18, it is noticed that without the presence of a compensation
system, the wind farm is operating in a weak electrical grid due to its normal behavior and there is no
reactive power exchange with the electrical grid. However, in the same situation with the D-FACTS
devices, the necessary reactive power is provided to the grid of 12.6 MVAr with D-SVC and 9.7 MVAr
with the D-STATCOM. Thus, a very fast and significant fluctuation is observed with the use of the
D-SVC compared to the use of the D-STATCOM.
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Figure 17. Active power at the PCC during the voltage drop at the 60 kV bus.
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Figure 18. Reactive power at the PCC during the voltage drop at the 60 kV bus.

7. Economic Analysis of D-FACTS Systems

The global market for FACTS and D-FACTS systems is expected to reach $1,386,010,000 in 2018,
it had already reached $912,850,000 in 2012 [12]. The D-SVC is the most widely used solution in the
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world market, followed by fixed capacitor banks. However, devices such as D-STATCOM are one
customized solution for specific requirements of the distribution network. Obviously, some D-FACTSs
are relatively expensive because they consist of many components such as advanced power electronics
components, thyristors, reactors, capacitor banks, switches, protection systems and control systems.
In this section, the range of the cost of the key features is often taken from the company Siemens and
the Electric Power Research Institute (EPRI) with the database specified in [13], as shown in Figure 19.
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Figure 19. Cost of the operation range for different D-FACTS devices. Reproduced from [14].

Generally, the cost of a D-FACTS system has two components: the installation costs and operating
expenses. The total cost of the entire installed systems comprises the equipment price and the delivery
and installation of these systems. The operating cost includes the cost of maintenance and service.
Specifically, the operating cost of these devices is approximately 5% to 10% of the total installation cost.
Therefore, the cost functions for the D-SVC and D-STATCOM are developed as follows [15]:⎧⎪⎪⎪⎨

⎪⎪⎪⎩
CSVC = 0.0004 s2 − 0.262 s + 81.5
CSVC = 0.0003 s2 − 0.305 s + 127.38
CSTATCOM = 0.0004 s2 − 0.3225 s + 128.75
CSTATCOM = −0.0008 s2 − 0.155 s + 120

(1)

where s is the operating range of D-FACTS devices kVAr. The marginal cost per kVAr of the installed
D-FACTS devices decreases as the operating rate of capacity increases. An overall cost for reactive
power 100 MVAr, D-SVC ranges from $60 to $100 per kVAr. Although the D-SVC has sophisticated
components such as thyristors, inductors and capacitors, it has a control structure that is relatively
simple. Similarly, based on Figure 19, the overall cost of a D-STATCOM varies from $100 to $130 per
kVAr and 100 MVAr of operating range. The costs of the installed parallel D-FACTS devices are shown
in the Table 2 [16]:

Table 2. Costs of different reactive power compensators.

Parallel Reactive Compensator Cost (US $/kVar)

Shunt capacitor 8/kVar
D-SVC 60/kVar

D-STATCOM 100/kVar

From the above table, we see that the cost of D-FACTS devices (D-SVC and D-STATCOM) is much
more expensive compared to capacitors due to the cost of the control devices and the complexity of
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the design and application of D-FACTS systems. The D-STATCOM is the source of reactive power
compensation that is more expensive because of the used power electronics components like the
Insolated Gate Bipolar Transistor (IGBT).

In this study, the Figure 20 summarizes the performance of both D-FACTS types (D-STATCOM
and D-SVC), also by comparing the amount of injected reactive power (MVAr) and the installation cost
of these devices ($). This comparison provides a basis for system integration D-FACTS in a wind farm
consisting of the DFIG type of generator helping to achieve a better balance between performance and
cost in the condition of specific defects.
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Figure 20. Reactive power injected into the PCC by using D-SVC and D-STATCOM with different
types of grid faults.

The D-STATCOM provides a very effective reactive power compensation with respect to the
D-SVC for all fault conditions. However, the D-SVC has a capacity option for a large amount of reactive
power to be injected during a severe fault condition of the source. In the case of a two-phase ground
fault (worst event of the grid fault applied in this study), the cost of installation is an important factor
to consider. Therefore, in this paper, the economic analysis aims to compare the total cost of two types
of parallel D-FACTS connected to a wind farm based on DFIGs, as presented in Figure 21.
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According to Figure 21, it is clear that the use of D-STATCOM to maintain the wind farm in
service during grid fault conditions is an expensive application compared with D-SVC due to the use
of the transformer and the cost of power electronics [17,18]. Consequently, one can conclude that the
D-STATCOM is more cost-effective compared to D-SVC for voltage support at the PCC and the wind
farm connection in the event of the most severe grid fault conditions.

Figure 22 shows the cost breakdown of a proposed 12 MW wind farm installation.

Figure 22. Breakdown of the costs of the wind project.

According to this figure, it can be seen that the proposed solution based on a D-FACTS system
represents only 4% of the overall cost of the wind turbine installation. On the other hand, this solution
offers good performance at the wind farm, ensuring its connection with the electrical grid and the
reliability of the wind energy conversion system.

8. Conclusions

The aim of this paper is to investigate the feasibility study of the wind farm project in an Algerian
highland region. Nevertheless, the study in this paper shows that Tiaret’s electrical grid is susceptible
to host the proposed wind farm in order to benefit from the wind potential. Therefore, in this paper, the
application of the D-FACTS systems as the appropriate solution for the electrical grid connection issue
and to accomplish the uninterrupted operation of a wind farm based on DFIG during the line-to-line
fault and the voltage drop at 60 kV has been investigated. The D-FACTS is connected at the PCC where
the wind farm is connected to the grid, to provide necessary reactive power for voltage support of the
wind farm. Based on the simulation results, the stability improvement of the wind farm through the
incorporation of the D-SVC or the D-STATCOM has been illustrated. In addition, it can be concluded
that using D-STATCOM reduces the complexity of controlling the wind turbine-generators, improves
the time response of reactive power compensation, and corrects for the lack of a wind turbine.

Future work will evaluate the impact of different scenarios for wind farms integrated into the
Algerian electrical grid with other renewable energy sources and their electricity price.
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Appendix A

In this part, simulations are investigated with a 1.5 MW DFIG connected to a 690 V/50 Hz
grid [28,40,42,43]. The parameters of the turbine and the generator are presented below:

Parameters Values

Turbine
Number of blades 3
Turbine radius 35.25 m
Gear box ratio 90
DFIG
Power 1.5 MW
Nominal voltage 690 V
Frequency 50 Hz
Number of poles pair 2
Stator resistance 0.012 Ω
Rotorique resistance 0.021 Ω
Stator inductance 0.0137 H
Rotor inductance 0.01367 H
Mutual inductance 0.0135 H
(Turbine + DFIG)
Generator inertia 1000 Kg.m2

Friction factor 0.0024 Kg.m/s

The parameters of the D-STATCOM are presented below [44]:

Parameters Values

Transformer voltage 2.5/30 kV
Nominal frequency 50 Hz
Rated power 3–15 MVA
Resistance 0.22/30 pu
Inductance 0.22 pu
DC-link voltage 4000 V

The parameters of the D-SVC are presented below:

Parameters Values

Transformer voltage 2.5/30 kV
Nominal frequency 50 Hz
Rated power 3–15 MVA
Rated capacitor power 3–15 MVar
Rated inductance power 1.5–10 MVar
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