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Preface

Satellite positioning techniques, particularly Global Navigation Satellite Systems (GNSS),
are capable of measuring small changes of the Earth's shape and atmosphere as well as sur‐
face changes in land, ocean and cryosphere with an unprecedented accuracy. GNSS pro‐
vides a unique opportunity to investigate Earth’s atmospheric variations and surface
deformation associated with mass displacement, active tectonics, the hydrological cycle, the
ocean processes, and the cryosphere in order to better understand these processes within the
Earth system. This book is devoted to presenting recent results and development in GNSS
positioning technique, theory, methods, sciences and applications with ten chapters. It is tar‐
geted at a wide audience, including scientists and users in GNSS, geodesy, geophysics, cli‐
mate, hydrology, oceanography, cryosphere and solid-Earth.

Three sections are divided as GNSS Positioning and Applications, GNSS Atmospheric
Sounding, and GNSS-Reflectometry and Applications:

First, calibration methods and results of the GNSS receivers are presented with a case study.
Furthermore, the theoretical differential positioning is described, in particular the use of net‐
work of CORS (Continuously Operating Reference Station) for Near-Real-Time application,
so called NRTK. The performance of a NRTK can be improved realizing a correct design of
network, in term of CORSs inter-distances and geometrical distribution. An example study
and performance of a local network in Italy is presented. The progress and benefits with the
improvement of NRTK is significant for the future multi-GNSS (GPS, Galileo, BDS and
GLONASS). Some other effects on GNSS positioning are also addressed, e.g., high-order
ionospheric delay, which can lead to big velocity variations of global IGS stations, with up
to 1mm/year in the vertical velocity for stations near the equator. In addition, sea level varia‐
tions along the global coasts are well estimated from GNSS and Tide-Gauge.

Second, the tropospheric and ionospheric delays are one of main GNSS positioning errors
and nowadays such delays can be precisely obtained from GNSS observations. Here, precip‐
itable water vapor (PWV) and ionospheric total electron content (TEC) are obtained from
GNSS observations as well as their validation and variations. For example, the PWV from
GPS observations are obtained and validated by co-located radiosonde results. The larger
PWV is found especially in summer periods. The Niell Mapping Function gives the best re‐
sults when compared to radiosonde and oceanic tide effects must be considered for ZTD
and PWV estimates. Furthermore, case studies and applications of GNSS TEC at low lati‐
tude Indian region are presented during different solar-terrestrial events, e.g., geomagnetic
storm and solar eclipse, which provide an opportunity for understanding and modeling the
responses of the ionosphere.



Third, the current status of GNSS-R soil and vegetation study are presented and the scatter‐
ing models of soil and vegetation are addressed. Using the wave synthesis technique, the
scattering cross sections of any combination of transmitter and receiver polarizations for
bare soil and vegetation are shown. For the apparent changes of waveform from the corre‐
sponding GNSS-R receiver, vertical polarization antenna is suggested. In addition, the iono‐
spheric geometric-free linear combination of GPS signals (GPS-L4) is estimated as a multi-
path and snow surface changes around ground GPS receivers are presented, e.g., snow
surface temperature (SST) and snow height (SH).

This book provides the GNSS positioning technique, methods, observations, sciences and
applications for geodetic users and researchers who have GNSS background and experien‐
ces. Furthermore, it is also useful for GNSS designers, engineers and other users’ communi‐
ty, e.g., meteorologists and geophysicists. We would like to gratefully thank the InTech-
Publisher, Rijeka, Croatia for their processes and cordial cooperation to publish this book.

Prof. Dr. Shuanggen Jin
Shanghai Astronomical Observatory,

Chinese Academy of Sciences,
Shanghai, China

Department of Geomatics Engineering,
Bulent Ecevit University,

Zonguldak, Turkey
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Chapter 1

Calibration of the GNSS Receivers — Methods, Results
and Evaluation

Ta-Kang Yeh

Additional information is available at the end of the chapter

http://dx.doi.org/10.5772/58887

1. Introduction

GNSS (Global Navigation Satellite System) positioning technology has been utilized for
surveying engineering, satellite geodesy and navigation in Taiwan. However, the performan‐
ces of GNSS receivers need to correspond with the accuracy. In order to ensure the positioning
precision and to correspond the ISO (International Organization for Standardization) require‐
ment, the calibration of GNSS receivers are becoming more important [1]. The quality control
and quality assurance standards of ISO 9000 emphasizes that the testing, measuring and
verifying equipment (including testing software) should be controlled, calibrated and main‐
tained [2]. Measuring equipment should have metrological characteristics as required for the
intended use (for example accuracy, stability, range and resolution) [3]. ISO/IEC Guide 17025
states that the laboratory report should cover the uncertainty of calibration and testing results
[4]. To ensure the measurement quality for ISO requirement, the traceability of calibration has
been important to many fields of applications. In Taiwan, the GNSS calibration system has
already been constructed by NML (National Measurement Laboratory, Taiwan) to provide
calibration services for GNSS receivers. The ISO method [5] is adopted to calculate the
uncertainty of the GNSS calibration system for describing the calibration results.

2. GNSS measurement system

The GNSS calibration network is composed of ultra-short baselines. The coordinates of
calibration base points referred to the reference frame of ITRF (International Terrestrial
Reference Frame). The distances of standard baselines and coordinates of calibration base
points of ITRF are analyzed by GNSS positioning units, they are described as follows:

© 2015 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use, distribution,
and eproduction in any medium, provided the original work is properly cited.



1. The field of ultra-short calibration baseline of GNSS receiver is located on the roof of
building 16th of Industrial Technology Research Institute. There are two IGS (Interna‐
tional GNSS Service) permanent stations TNML and TCMS operating continuously and
five calibration base points called NML3, NML4, NML5, NML6 and NML7. Relative
layout is as below in Figure 1. The appearance of permanent stations of TNML and TCMS
are as Figure 2a, and appearance of calibration base points NML3 & 4 & 5 are as Figure
2b. The antennas are set up at stations with forced centering devices on every pillar.
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Figure 1. The layout of field for ultra-short calibration baseline of GNSS positioning [1] 

Figure 2. (a) Appearance of fixed stations; (b) Appearance of pillars of calibration base points 

Office 

Roof of No. 16 building 

Figure 1. The layout of field for ultra-short calibration baseline of GNSS positioning [1]

 

 
(a)  (b) 

 
Figure 2. (a) Appearance of fixed stations; (b) Appearance of pillars of calibration base points [1]

Satellite Positioning - Methods, Models and Applications4



1. The field of ultra-short calibration baseline of GNSS receiver is located on the roof of
building 16th of Industrial Technology Research Institute. There are two IGS (Interna‐
tional GNSS Service) permanent stations TNML and TCMS operating continuously and
five calibration base points called NML3, NML4, NML5, NML6 and NML7. Relative
layout is as below in Figure 1. The appearance of permanent stations of TNML and TCMS
are as Figure 2a, and appearance of calibration base points NML3 & 4 & 5 are as Figure
2b. The antennas are set up at stations with forced centering devices on every pillar.

continuously and five calibration base points called NML3, NML4, NML5, NML6 and 

NML7. Relative layout is as below in Figure 1. The appearance of permanent stations of 

TNML and TCMS are as Figure 2a, and appearance of calibration base points NML3 & 

4 & 5 are as Figure 2b. The antennas are set up at stations with forced centering devices 

on every pillar. 

Figure 1. The layout of field for ultra-short calibration baseline of GNSS positioning [1] 

Figure 2. (a) Appearance of fixed stations; (b) Appearance of pillars of calibration base points 

Office 

Roof of No. 16 building 

Figure 1. The layout of field for ultra-short calibration baseline of GNSS positioning [1]

 

 
(a)  (b) 

 
Figure 2. (a) Appearance of fixed stations; (b) Appearance of pillars of calibration base points [1]

Satellite Positioning - Methods, Models and Applications4

2. GNSS positioning units include: (a) Precise positioning GNSS receiver AOA BenchMark
with accuracy 2 mm + 0.002 × 10-6 × D, D is distance. (b) GNSS receiver Leica RS500 with
accuracy 3 mm + 0.5 × 10-6 × D, D is distance. (c) GNSS receiver Ashtech Z-Surveyor with
accuracy 5 mm + 1 × 10-6 × D, D is distance [6]. Chock-ring antenna which can reduce multi-
path effect. Precise instrument MET3A meteorological unit record temperature, relative
humidity and pressure automatically. With those units can be improved the accuracy of
GNSS positioning [7]. Moreover, the static relative positioning of middle distance, we
chose TWTF as a base station which is maintained by the NSTFL (National Standard Time
and Frequency Laboratory, Taiwan).

GNSS positioning is using known coordinates of satellites to calculate the distances from
satellites to receivers and using the distances to calculate the unknown coordinates. Using time
measurements can determinate the pseudo range from satellites to receivers, or using phase
ambiguity can determinate the distances that carriers passed by. Coordinates of satellites can
have from broadcast orbits from GNSS satellites signal, or download higher precision satellites
ephemeris from IGS website [8]. Moreover, the Bernese version 5.0 software, which is devel‐
oped by AIUB (Institute of Astronomy, University of Berne) to calculate the 3D coordinates.

The AOA BenchMark GNSS receiver is adopted at station TNML and its internal frequency is
traced to the NSTFL. The frequency stability, expressed as a modified Allan deviation in Figure
3. The results of time offset was around 7.1×10−9 second and frequency offset was 4.9 × 10-14

after linear analyzing.. The frequency stability of the external rubidium oscillator is approxi‐
mately at the 10−13 level [9].

Figure 3. Result of frequency calibration of TNML station

Calibration of the GNSS Receivers — Methods, Results and Evaluation
http://dx.doi.org/10.5772/58887
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The main function of the GNSS calibration network is to determine the referential ITRF
coordinates. Figure 4 presents the traceability chart and the ITRF coordinates are determined
by GNSS positioning units.

Figure 4. Measurement system traceability diagram

3. Calibration procedure and methods

3.1. Preliminary operation

1. The instrument under calibration (IUC) should include the operation menu, power
supply, battery, and the charger.

2. Check the battery of the IUC. If the power is insufficient, charge the battery according to
the operation menu.

3. The calibrator should be familiar with the calibration procedures and the instrument
operations according to the user's instruction.

4. Confirm and record the model number and the serial number of IUC (including antenna).
If accessories package of IUC is incomplete, inform the customer to return the IUC or to
prepare accessories package completely.

Satellite Positioning - Methods, Models and Applications6
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5. Take out the IUC and the antenna from the box in the under-calibration zone. Inspect the
instrument appearance and give a general check. Set the parameters: the lowest angle of
satellites (cutoff angle), the minimum number of satellites, and the sample rate according
to the operation menu.

6. Check the forced-centering base on the pillars in calibration field, it should not be loose.

7. Make sure the receivers of permanent GNSS stations TNML and TCMS are receiving
GNSS data normally.

8. Receivers should be open to the sky. The line of sight between receivers and satellites
should not be blocked by objects near by the calibration field when the calibration
procedures are executing.

3.2. Calibration steps

1. Open the aluminum covers of base point, set up the antenna of GNSS on the forced-
centering base on pillars, rotate the direction mark on antenna to the north and fix it. Check
the ends of signal cable are plugged in the antenna and IUC receiver exactly.

2. Turn on the power of IUC. According to the operation menu to set the parameters: the
lowest angle of satellites (cutoff angle) to be 15°, the minimum number of satellites should
be 3, measurement time interval (sampling rate) to be 15 seconds, and measurement time
to be 8 hours.

3. Make sure the battery life to 12 hours and data memory is enough. Start to measure and
recheck the GNSS data are recorded in the memory exactly until to 8 hours.

4. Download the data from IUC according to the procedures of operation menu. Transform
all raw data to RINEX format, and filename is named by the principle of calibration base
point and GNSS days.

5. Take out antenna from fixed pillar and put it in the box exactly and close it.

6. Set up the working standard of antenna and GNSS receiver of this calibration system on
the forced-centering base on the pillars, rotate the direction mark on antenna to the north
and fix it. Check the ends of signal cable are plugged in the antenna and receiver exactly.

7. Turn on the power of GNSS receiver. According to the operation menu to set the param‐
eters: the lowest angle of satellites (cutoff angle) to be 15°, the minimum number of
satellites should be 3, measurement time interval (sample rate) to be 15 seconds, and
measurement time to be 24 hours.

8. Make sure the battery life to 12 hours and the data memory is enough, the start to measure
until to 24 hours continuously.

9. Stop measuring, download the GNSS data from working standard receiver. Transform
the raw data to RINEX format, and filename is named by the principle of calibration base
point and GNSS days.

Calibration of the GNSS Receivers — Methods, Results and Evaluation
http://dx.doi.org/10.5772/58887
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4. Uncertainty analysis

Following the evaluation method recommended by ISO, all the error sources shall be classified
into type A and type B. Type A is evaluated by the statistical method and type B by other
methods. Both evaluations are based on hypothetical probability distribution. All the estimat‐
ed standard uncertainties are then combined to the combined standard uncertainty. The
coverage factor and the expanded uncertainty are determined at the 95 % level of confidence.
The error sources and the expanded uncertainties of the calibration results are analyzed as
follow:

4.1. Modeling the measurement equation

The difference (C1) between the indication of instrument under calibration (Lm) and the
reference value of working standard (Lr) is expressed as

C1 = L m − L r

where Lm is the indication of instrument under calibration, Lr is the reference value of working
standard, and C1 is the difference between measurement and reference.

According to the equation, the standard uncertainty u(C1) is expressed as

u(C1)= u(L r)2 + u(L m)2
1

2

where u(Lr) is the standard uncertainty of reference value, and u(Lm) is the standard uncertainty
of measurement.

4.2. Uncertainty in coordinates of TNML permanent station

1. Standard uncertainty of measurement repeatability u(x1): Data from four IGS tracking
stations (USUD, GUAM, NTUS and WUHN) were obtained 60 days from October 2012
to December 2012. The 3D coordinates of TNML are calculated and shown in Figures 5.
The standard deviations of the TNML coordinates are as follows: standard deviation in X
axis σX3 = 3.2 mm, standard deviation in Y axis σY3 = 2.9 mm, standard deviation in Z axis
σZ3 = 3.1 mm. If the 3D coordinates of TNML are equally weighted, the 1D combined
standard uncertainty was σ1 = [(σX3

2 + σY3
2 + σZ3

2) / 3]1/2 = [(3.22 + 2.92 + 3.12) / 3]1/2 = 3.1 mm.
The uncertainty of repeatability of measurement of TNML u(x1) = 3.1 mm at the 68.3 %
confidence level. Moreover, 60 measurements were made and the degrees of freedom was
ν1 = 3 × 60 − 3 = 177.

2. Standard uncertainty of centering and levelling u(x2): We utilized the forced centering
device to set up the GNSS antenna and the maximum 1D error was about 0.5 mm [10].
When it comes to the distribution, the rectangular was considered and the 1D standard

Satellite Positioning - Methods, Models and Applications8
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uncertainty was obtained as u(x2) = 0.5 / 31/2 = 0.3 mm. The relative uncertainty was
determined at 20 % and the degrees of freedom was calculated as ν2 = (1/2) × (20/100)−2 =
12.5.

3. Standard uncertainty of GNSS receiver frequency u(x3): The AOA BenchMark receiver is
adopted at station TNML and its internal frequency is traced to the NSTFL. The frequency
stability, expressed as a modified Allan deviation, nominal specifications is less than 10−12

[11]. The frequency stability of the external rubidium oscillator is 10−13. The 1D error from
the frequency stability for GNSS positioning is obtained to be about 2 mm + 0.002 × 10−6 ×
D, where D (around 2200 km) is the average distance from TNML to IGS tracking stations.
The 1D error is approximately 2 mm + 0.002 × 10−6 × 2.2 × 109 mm = 6.4 mm. When it comes
to the distribution, the rectangular was considered and the 1D standard uncertainty was
obtained as u(x1) = 6.4 / 31/2 = 3.7 mm. The relative uncertainty is determined as 10 % and
the degrees of freedom is ν3 = (1/2) × (10/100)−2 = 50.

4. Standard uncertainty of phase center offset and variation u(x4): The 1D error from the
offset and variation of the antenna’s phase center is around 0.1 mm after correction [12].
When it comes to the distribution, the rectangular was also considered and the 1D
standard uncertainty was obtained as u(x4) = 0.1 / 31/2 = 0.1 mm. The relative uncertainty
is determined at 25 % and the degrees of freedom is ν4 = (1/2) × (25/100)-2 = 8.

5. Standard uncertainty of satellite orbit u(x5): The precision of the IGS final orbit is better
than 5 cm and these data are downloaded from the IGS website. The 1D error from the
satellite orbit for GNSS positioning is around 0.003 × 10−6 × D, which is almost equal to 5
cm divisor 20,000 km (the distance to satellite), where D (around 2200 km) is the average
distance from TNML to IGS tracking stations. The 1D error is about 0.003 × 10−6 × 2.2 ×
109 mm = 6.6 mm. When it comes to the distribution, the rectangular was also considered
and the 1D standard uncertainty was obtained as u(x5) = 6.6 / 31/2 = 3.8 mm. The relative
uncertainty is determined as 20 % and the degrees of freedom is ν5 = (1/2) × (20/100)-2 =
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6. Standard uncertainty of troposphere and ionosphere delay correction u(x6): In the relative
positioning, most of the tropospheric and ionospheric errors are reduced. The error after
correction is about 0.002 × 10−6 × D [13], where D (around 2200 km) is the average distance
from TNML to IGS tracking stations. The 1D error is approximately 0.002 × 10−6 × 2.2 ×
109 mm = 4.4 mm. When it comes to the distribution, the rectangular was also considered
and the 1D standard uncertainty was obtained as u(x6) = 4.4 / 31/2 = 2.5 mm. The relative
uncertainty is estimated at 20 %, therefore degree of freedom is ν6 = (1/2) × (20/100)-2 = 12.5.

7. Standard uncertainty of IGS station coordinates u(x7): The 1D coordinate repeatability of
IGS tracking stations are 3–6 mm [8] and the maximum errors are used as 6 mm. When it
comes to the distribution, the rectangular was also considered and the 1D standard
uncertainty was obtained as u(x7) = 6 / 31/2 = 3.5 mm. The relative uncertainty is calculated
as 25 % and the number of degrees of freedom is ν7 = (1/2) × (25/100)-2 = 8.

Table 1 presents the uncertainties at station TNML.

4.3. Uncertainty in coordinates of the ultra-short distance network

1. Standard uncertainty of reference measurement repeatability u(x8): Coordinates of
calibration pillars NML 3 were measured using GNSS working standard for 2 weeks. The
data processing utilized the reference station TNML and obtained the ITRF coordinates
in two sessions. Moreover, the 1D standard deviation was calculated as shown in Table
2. The average distance from fixed station TNML to each pillar is around 48 m. The number
of degrees of freedom is ν8 = 2 × 3 × (6−1) = 30. The 1D combined standard uncertainty is
u(x8) = [(0.62 + 0.62) / 2]1/2 = 0.6 mm.

2. Standard uncertainty in centering and levelling u(x9): The same descriptions in chapter
4.2, standard uncertainty of instrument’s levelling and centering is u(x9) = 0.5 / 31/2 = 0.3

Standard uncertainty components
Variance
estimates

(a)

Divisor
(b)

Standard
uncertainties
(c) = (a) ÷ (b)

Sensitivity
coefficients

(d)

uncertainty
components
(e) = (c) × (d)

Degrees of
freedom

Measurement repeatability u(x2) 3.1 mm 1 3.1 mm 1 3.1 mm 177

Centering and leveling u(x2) 0.5 mm 3 0.3 mm 1 0.3 mm 12.5

GNSS receiver frequency u(x3) 6.4 mm 3 3.6 mm 1 3.7 mm 50

Phase center offset u(x4) 0.1 mm 3 0.1 mm 1 0.1 mm 8

Satellite orbit u(x5) 6.6 mm 3 3.8 mm 1 3.8 mm 12.5

Atmospheric delay correction u(x6) 4.4 mm 3 2.5 mm 1 2.5 mm 12.5

IGS station coordinates u(x7) 6.0 mm 3 3.5 mm 1 3.5 mm 8

Table 1. Uncertainties analysis of coordinates of fixed station TNML

Satellite Positioning - Methods, Models and Applications10



6. Standard uncertainty of troposphere and ionosphere delay correction u(x6): In the relative
positioning, most of the tropospheric and ionospheric errors are reduced. The error after
correction is about 0.002 × 10−6 × D [13], where D (around 2200 km) is the average distance
from TNML to IGS tracking stations. The 1D error is approximately 0.002 × 10−6 × 2.2 ×
109 mm = 4.4 mm. When it comes to the distribution, the rectangular was also considered
and the 1D standard uncertainty was obtained as u(x6) = 4.4 / 31/2 = 2.5 mm. The relative
uncertainty is estimated at 20 %, therefore degree of freedom is ν6 = (1/2) × (20/100)-2 = 12.5.

7. Standard uncertainty of IGS station coordinates u(x7): The 1D coordinate repeatability of
IGS tracking stations are 3–6 mm [8] and the maximum errors are used as 6 mm. When it
comes to the distribution, the rectangular was also considered and the 1D standard
uncertainty was obtained as u(x7) = 6 / 31/2 = 3.5 mm. The relative uncertainty is calculated
as 25 % and the number of degrees of freedom is ν7 = (1/2) × (25/100)-2 = 8.

Table 1 presents the uncertainties at station TNML.

4.3. Uncertainty in coordinates of the ultra-short distance network

1. Standard uncertainty of reference measurement repeatability u(x8): Coordinates of
calibration pillars NML 3 were measured using GNSS working standard for 2 weeks. The
data processing utilized the reference station TNML and obtained the ITRF coordinates
in two sessions. Moreover, the 1D standard deviation was calculated as shown in Table
2. The average distance from fixed station TNML to each pillar is around 48 m. The number
of degrees of freedom is ν8 = 2 × 3 × (6−1) = 30. The 1D combined standard uncertainty is
u(x8) = [(0.62 + 0.62) / 2]1/2 = 0.6 mm.

2. Standard uncertainty in centering and levelling u(x9): The same descriptions in chapter
4.2, standard uncertainty of instrument’s levelling and centering is u(x9) = 0.5 / 31/2 = 0.3

Standard uncertainty components
Variance
estimates

(a)

Divisor
(b)

Standard
uncertainties
(c) = (a) ÷ (b)

Sensitivity
coefficients

(d)

uncertainty
components
(e) = (c) × (d)

Degrees of
freedom

Measurement repeatability u(x2) 3.1 mm 1 3.1 mm 1 3.1 mm 177

Centering and leveling u(x2) 0.5 mm 3 0.3 mm 1 0.3 mm 12.5

GNSS receiver frequency u(x3) 6.4 mm 3 3.6 mm 1 3.7 mm 50

Phase center offset u(x4) 0.1 mm 3 0.1 mm 1 0.1 mm 8

Satellite orbit u(x5) 6.6 mm 3 3.8 mm 1 3.8 mm 12.5

Atmospheric delay correction u(x6) 4.4 mm 3 2.5 mm 1 2.5 mm 12.5

IGS station coordinates u(x7) 6.0 mm 3 3.5 mm 1 3.5 mm 8

Table 1. Uncertainties analysis of coordinates of fixed station TNML

Satellite Positioning - Methods, Models and Applications10

mm. The relative uncertainty was calculated at 20 % and the number of degrees of freedom
was ν9 = (1/2) × (20/100)-2 = 12.5.

3. Standard uncertainty in phase center offset and variation u(x10): The same descriptions in
chapter 4.2, a rectangular distribution is assumed and 1D standard uncertainty is u(x10) =
0.1 / 31/2 = 0.1 mm. The relative uncertainty was calculated at 25 %, and the number of
degrees of freedom was ν10 = (1/2) × (25/100)-2 = 8.

4. Standard uncertainty in satellite orbit u(x11): The same descriptions in chapter 4.2, the
range of the influence is about 0.003 × 10-6 × 48 × 103 ≒ 0.0 mm (1.44×10-4). A rectangular
distribution is assumed and 1D standard uncertainty is u(x11) = 0.0 / 31/2 = 0.0 mm. The
relative uncertainty was calculated at 20 %, and the number of degrees of freedom was
ν11 = (1/2) × (20/100)-2 = 12.5.

5. Standard uncertainty in troposphere and ionosphere delay correction u(x12): The same
descriptions in chapter 4.2, the extent of the 1D influence is about 0.002 × 10−6 × 48 × 103

mm ≒ 0.0 mm (9.6×10-5). A rectangular distribution is assumed and the 1D standard
uncertainty is u(x12) = 0.0 / 31/2 = 0.0 mm. The relative uncertainty is estimated at 20 %,
therefore degree of freedom is ν12 = (1/2) × (20/100)-2 = 12.5.

Table 3 presents the uncertainties of coordinates of the ultra-short distance network (NML3,
4, 5, 6, 7 relative to TNML).

Standard uncertainty components
Variance
estimates

(a)

Divisor
(b)

Standard
uncertainties
(c) = (a) ÷ (b)

Sensitivity
coefficients

(d)

uncertainty
components
(e) = (c) × (d)

Degrees of
freedom

Measurement repeatability u(x 8) 0.6 mm 1 0.6 mm 1 0.6 mm 30

Centering and levelling u(x 9) 0.5 mm 3 0.3 mm 1 0.3 mm 12.5

Phase center offset u(x 10) 0.1 mm 3 0.1 mm 1 0.1 mm 8

Satellite orbit u(x 11) 0.0 mm 3 0.0 mm 1 0.0 mm 12.5

Weather delay correction u(x 12) 0.0 mm 3 0.0 mm 1 0.0 mm 12.5

Table 3. Uncertainties analysis in coordinates of points NML3, 4, 5, 6, 7 relative to station TNML

NML3
Standard deviation on

X axis σX

(mm)

Standard deviation on
Y axis σY

(mm)

Standard deviation on
Z axis σZ

(mm)

1D standard deviation σ8a

= [(σX 2 ＋ σY 2 ＋ σZ 2) / 3]1/2
(mm)

Week 1 0.3 0.5 0.8 0.6

Week 2 0.3 0.5 0.8 0.6

Table 2. Standard deviations of three axis of points NML3, 4, 5, 6, 7
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4.4. Combined standard uncertainty in coordinates of TNML

The sources of error are assumed to be independence. The 1D combined standard uncertainty
of fixed station TNML is uc(C1)

uc(C1)= (u(x1)2 + u(x2)2 + u(x3)2 + u(x4)2 + u(x5)2 + u(x6)2 + u(x7)2)
1

2

=
(3.1)2 + (0.3)2 + (3.7)2 + (0.1)2

+(3.8)2 + (2.5)2 + (3.5)2

1

2 =7.5mm

The effective number of degrees of freedom νeff(C1) is determined by the Welch-Satterthwaite
formula [14]

veff (C1) = (uC(C1))4 / ( u(x1)4

v1
+

u(x2)4

v2
+

u(x3)4

v3
+

u(x4)4

v4
+

u(x5)4

v5
+

u(x6)4

v6
+

u(x7)4

v7
)

= (7.5)4 / ( 3.14

177 +
0.34

12.5 +
3.74

50 +
0.14

8 +
3.84

12.5 +
2.54

12.5 +
3.54

8 )=7.3

4.5. Combined standard uncertainty in coordinates of the ultra-short distance network

The sources of error are assumed to be independence. The 1D combined standard uncertainty
in coordinates of base points NML3, 4, 5, 6, 7 relative to TNML is uc(C2)

uc(C2)= (u(x8)2 + u(x9)2 + u(x10)2 + u(x11)2 + u(x12)2)
1

2

= (0.6)2 + (0.3)2 + (0.1)2 + (0.0)2 + (0.0)2
1

2 =0.7mm

The effective number of degrees of freedom νeff(C2) is determined by the Welch-Satterthwaite
formula

veff (C2) = (uc(C2))4 / ( u(x8)4

v8
+

u(x9)4

v9
+

u(x10)4

v10
+

u(x11)4

v11
+

u(x12)4

v12
)

= (0.7)4 / ( 0.64

30 +
0.34

12.5 +
0.14

8 +
04

12.5 +
04

12.5 )=48

4.6. Expanded uncertainty in coordinates of TNML

At the 95 % confidence level, the coverage factor k1 is 1.99 when the effective degrees of freedom
νeff(C1) is 73. The 1D expanded uncertainty U1 is equal to the coverage factor k1 multiplied by the
1D combined standard uncertainty U1 = k1 × uc(C1). Furthermore, the 1D expanded uncertainty
of reference station TNML is U1 = 1.99 × 7.5 = 14.9 mm at the 95 % confidence level. At the 95
% confidence level, the 3D coverage factor k1_3D is equal to 2.79 (issued by Federal Geodetic
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Control Committee in America [15]). Therefore, at the 95 % confidence level, the 3D expanded
uncertainty of the reference station TNML is U1_3D = k1_3D × uc(C1) = 2.79 × 7.5 = 20.9 mm.

4.7. Expanded uncertainty in coordinates of the ultra-short distance network

At the 95 % confidence level, the coverage factor k2 is 2.03 when the effective degrees of freedom
νeff(C2) is 33. The 1D expanded uncertainty U2 is equal to the coverage factor k2 multiplied by the
1D combined standard uncertainty U2 = k2 × uc(C2). Furthermore, the 1D expanded uncertainty
of points NML3, 4, 5, 6, 7, relative to the reference station TNML is U2 = 2.03 × 1.7 = 3.5 mm at
the 95 % confidence level. The 3D coverage factor k2_3D is equal to 2.79 [15] at the 95 % confidence
level. Therefore, the 3D expanded uncertainty of points NML3, 4, 5, 6, 7, relative to the reference
station TNML is U2_3D = k2_3D × uc(C2) = 2.79 × 1.7 = 4.8 mm at the 95 % confidence level.

5. Measurement assurance program

The analysis of uncertainty in measurement of GNSS static and kinematic positioning calibra‐
tion system is according to the “Guide to the Expression of Uncertainty in Measurement”
published by ISO and has been discusssed in chapter 4. The measurement assurance program
designed a process using a set of checking parameters and measurement control charts. The
approach of measurement assurance program was recommended by SP676-II [16] published
by National Institute of Standards and Technology (NIST) in U.S.A.

5.1. Quality assurance design

There are two units to check: (1) checking the accuracy of the coordinates of fixed station
TNML, and (2) the accuracy of the slope distances of the ultra-short distance network.

1. Analysis of the coordinates of fixed station TNML

Data from four IGS tracking stations (USUD, GUAM, NTUS and WUHN) were obtained every
day for whole year. The 3D coordinates of TNML are calculated for daily solutions over one
year. The mean and the standard deviation values are obtained. The standard deviation is as
the control parameter and to monitor the accuracy of the measurement system.

2. Analysis of the slope distances of the ultra-short distance network

The slope distances of calibration pillars NML 3, 4, 5, 6 and 7 were measured using GNSS
receivers. Besides, processing the data associated with station TNML using Bernese software
yielded relative distances and the standard deviation was computed.

5.2. Parameters and control chart

Measurements were taken periodically using the procedure mentioned previous section. The
checking parameters include the arithmetic mean (Ac), upper control limit (UCL), and lower
control limit (LCL). The coverage factor is 3.0 at the 99.7% confidence level. Every control chart
should renew at least every year.
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AC =
1
n∑i=1

n
xi

Sc =
1

n −1∑i=1

n
(xi −Ac)2

1/2

UCL = Ac+ 3Sc

LCL = Ac- 3Sc

1. The control chart of the coordinates of fixed station TNML

Measurements were obtained 24 hours for every day from January in 2012 to April in 2014.
The 3D coordinates of TNML daily solutions are calculated and the control charts are shown
in Figure 6. The ITRF2005 coordinates of the TNML are as follows: Xavg = -2982779.3482 m,
Yavg = 4966662.5319 m, Zavg = 2658805.6435 m. The transformed geographical coordinates are:
Latavg = 24.79795393 deg, Longavg = 120.98734731 deg, and Havg = 75.8685 m. The upper control
limit for Latitude is UCLLat = 9.5 mm and lower control limit LCLLat = -9.5 mm. The upper control
limit for Longitude is UCLLong = 12.2 mm and LCLLong = -12.2 mm. The upper control limit for
Height is UCLH = 20.3 mm and LCLH = -20.3 mm.

2. The control chart of the slope distances of the ultra-short distance network

Measurements were obtained from February 2008 to March 2014. The slope distance from
calibration pillars to TNML are calculated and the control charts are shown in Figures 7 to 11.
The upper control limit (UCL) and lower control limit (LCL) are determined at the 99.7 %
confidence level.

Figure 6. Control chart of TNML fixed station in 2014

Satellite Positioning - Methods, Models and Applications14



AC =
1
n∑i=1

n
xi

Sc =
1

n −1∑i=1

n
(xi −Ac)2

1/2

UCL = Ac+ 3Sc

LCL = Ac- 3Sc

1. The control chart of the coordinates of fixed station TNML

Measurements were obtained 24 hours for every day from January in 2012 to April in 2014.
The 3D coordinates of TNML daily solutions are calculated and the control charts are shown
in Figure 6. The ITRF2005 coordinates of the TNML are as follows: Xavg = -2982779.3482 m,
Yavg = 4966662.5319 m, Zavg = 2658805.6435 m. The transformed geographical coordinates are:
Latavg = 24.79795393 deg, Longavg = 120.98734731 deg, and Havg = 75.8685 m. The upper control
limit for Latitude is UCLLat = 9.5 mm and lower control limit LCLLat = -9.5 mm. The upper control
limit for Longitude is UCLLong = 12.2 mm and LCLLong = -12.2 mm. The upper control limit for
Height is UCLH = 20.3 mm and LCLH = -20.3 mm.

2. The control chart of the slope distances of the ultra-short distance network

Measurements were obtained from February 2008 to March 2014. The slope distance from
calibration pillars to TNML are calculated and the control charts are shown in Figures 7 to 11.
The upper control limit (UCL) and lower control limit (LCL) are determined at the 99.7 %
confidence level.

Figure 6. Control chart of TNML fixed station in 2014

Satellite Positioning - Methods, Models and Applications14

TNML - NML3
UCL = 40.5169 m
Ac = 40.5106 m

LCL = 40.5043 m
20

08
/0

2/
26

20
09

/0
2/

11

20
09

/1
0/

20

20
10

/1
0/

04

20
11

/1
0/

01

20
12

/1
0/

16

20
13

/0
8/

17

20
14

/0
3/

11

Date

40.502

40.504

40.506

40.508

40.510

40.512

40.514

40.516

40.518

Sl
op

e 
D

is
ta

nc
e 

(m
)

Figure 7. Control chart of slope distances between NML3 to TNML
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Figure 8. Control chart of slope distances between NML4 to TNML
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Figure 9. Control chart of slope distances between NML5 to TNML
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Figure 10. Control chart of slope distances between NML6 to TNML
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Figure 11. Control chart of slope distances between NML7 to TNML

6. Conclusion

This chapter describes the procedures of the calibration for the GNSS receivers by using the
GNSS ultra-short baselines calibration network and the precise GNSS positioning units. The
main purposes are describing the error sources caused by the calibration procedure of the
GNSS receivers and analyzing the uncertainties of the calibration system. The evaluated
uncertainties include measurement repeatability, centering and levelling, phase center offset,
satellite orbit and the correction for atmospheric delay. The other errors such as human and
material resources did not discussed here. The uncertainties evaluations of the calibration
system are according to the “Guide to the Expression of Uncertainty in Measurement”
published by the ISO.

The ISO method is adopted to calculate the expanded uncertainty of the calibrating network
for GNSS calibration system. At the 95% confidence level, the 3D expanded uncertainty of the
reference station TNML is around 20.9 mm. The 3D expanded uncertainties of the ultra-short
distance network are obtained to be approximately 4.8 mm in relative to the reference station
TNML. The example of the calibration report please refers the appendix. We believe the
precision of the calibration system is enough to evaluate the performance of the geodetic GNSS
receivers and to ensure the precision of the regional users. This method can check the quality
of GNSS receivers in time. Following the standard operating procedure, the accuracy of the
GNSS positioning can be ensured for accommodating the ISO requirement.
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1. Introduction

As well known, GNSS positioning can be realized adopting two different approaches: using
post-processing techniques or adopting real time methods [17]. Post-processing techniques are
usually focused when a high level of accuracy is required or when it is not possible to estimate
and to apply a model of bias in real time. In the other hand, real time approach is instead
traditionally considered when we desire to obtain a better quality, in terms of accuracy, of our
positioning, with respect the stand-alone position (i.e. with WAAS correction) or with a
centimetric level of accuracy (using RTK correction).

The differential positioning in real time eliminates the bias common to two GNSS receivers
and get to centimeter accuracy with fixed phase ambiguity. The correction is calculated from
a single base station but it is however a punctual value: it loses its validity as the distance-
based rover effect of spatial decorrelation, which leads to variations in the bias spatially
correlated (mainly ionospheric and tropospheric delay). Even, when it exceeds distances of
about 20-30 kms with variation of the bias of the order of magnitude of a half wavelength, it
can be difficult to get to the correct fixing the phase ambiguity.

In this chapter, the theoretical part of differential positioning will be described, in particular
the use of network of CORS (Continuously Operating Reference Station) for real time appli‐
cation, so called NRTK. This aspect is particularly interesting for several points of view, both
for future purposes and for open problems.

The use of NRTK allows to involve single frequency receiver or mass market receiver for real
time or static positioning, even with a centimetrical level of accuracy, by means the products

© 2015 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.



generated by the network, as described in §5. In particular, it is quite interesting the time
required to fix the ambiguity solution, that is very short (< 15-20 s)

Some products of network, as ionospeheric and tropospheric model, can be stored in the
control centre or broadcasted in real time, with purpose to use these models for improving the
quality of positioning into pseudorange receiver only. Another possible application could be
the use of the tropospheric model for meteorological forecasting, but it is depends on the
extension on the network.

The performance of a NRTK infrastructure can be improved realizing a correct design of
network, in term of CORSs inter-distances and geometrical distribution. Considering the
quality of the GNSS products used in a NRTK as precise ephemerids and the quality of
algorithms devoted to estimate the phase ambiguity, inter-distances can be extended up to
70-80 kms.

The future progress and benefits due to the improvement of NRTK should be very significant,
but there are still some open problem, which are studied form the GNSS scientific communities,
in order to solve them. The main aspects are the real time quality control of the positioning, in
order to avoid false phase ambiguity fixed and the integrity of the solution, especially required
for the new constellations (i.e. GALILEO) or for aviation applications. It would be quite
important to have in the receiver a dedicated tool for detecting or forecasting the false
estimation of the ambiguity, in order to avoid a wrong positioning. This aspect is surely the
most critical, in fact in RTK positioning, the coordinates are usually stored in real time with a
centimetrical level of accuracy, without acquiring the raw data for the post-processing or some
applications require to have in real time this accuracy (i.e. stake out for civil engineering).

Nowadays, the real time positioning (RTK or NRTK) is adopted in several applications,
because it allows to be rapid, precise and economic, but the users have to always consider the
most critical aspect: the GSM coverage. In fact, the map of GSM coverage is not always available
and not always is updated, then in some area this technique is not allowed, forcing the users
to adopt or the static approach or to use the radio-modem device for broadcasting the
differential correction, but only using a single station.

This is only an overview about the NRTK applications and open problems; in the following,
theoretical parts, performances, benefits and limits of the NRTK will be described, considering
some real cases and tests.

The positioning with augmentation system as WAAS (Wide Area Augmentation System),
GBAS (Ground Based Augmentation system) or SBAS (Satellite Based Augmentation System)
are not considered here because they not allow to obtain a centimetric level of accuracy, which
is the focus of this part.

2. Network RTK description

The differential corrections which are generated by each GNSS permanent station are valid
only in a limit area around the single site, considering a limited space: the main hypothesis is
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that if the bias remain almost the same in the base station and rover they can be eliminated by
a differential or relative process.

This hypothesis would lead to install of a large number of permanent stations and an improvise
shutdown of one of them would lead to have a "RTK data missing" over an area of hundreds
km2. In order to ensure the reliability conditions of the system should then assume a cautionary
overlap between the ranges of the stations, further reducing the spacing between them, with
great effort of installation and management of the entire infrastructure.

In order to avoid a huge number of single CORS, since some years has risen the idea to
connecting the single CORS into a network, with purpose to obtain an estimation of the
spatially correlated bias and their pattern of change over the whole area, starting from the
single values which are calculated in the single CORS [10].

The bias in the position of the rover can be derived by interpolation of this model. This is
equivalent to the creation of a "virtual base station" that has virtually the same as the rover
bias ant the corrections are calculated next to its approximate coordinates. The differential or
relative positioning, between the base and rover receiver then leads to a baseline length of
almost anything, and the elimination of bias spatially correlated.

The virtual station can also be generated in the form of a data file for post processing. By using
the RINEX data format, then we'll talk Virtual RINEX or VRINEX. In this way the spacing
between the permanent stations can be reduced by a factor that varies from 1.5 to 3, reducing
the number from 25% to 70% [18].

With this approach it is possible to achieve centimeter accuracy with base-rover distances of
40-80 km and also achieve the same performance as you would with an RTK solution from a
single station located at about twenty kilometers. We call these networks aimed at GNSS
positioning service in real time "Network RTK" or NRTK but they can also be useful in the case
of post-processing.

A network of permanent stations for real-time positioning is an infrastructure consisting of
three parts: one part consists of all CORSs (more or less extended), with accurately known
position, that transmit their data to a control center in real-time. The second part consists of a
control center which receives and processes the data of the stations in real-time, ambiguity
fixing phase for all satellites of each permanent station and calculating ionospheric and
tropospheric delays, clock biases etc. As described in previous sections, the third part is the
set of network products that can be provided from the control center to the user. The less
elaborate product is the raw measurement file of each permanent station that the user may
require for post processing purposes [11].

The NRTK system is based on:

• physical infrastructure, consisting of the permanent stations and hardware of the control
center;

• transmission infrastructure capable of transmitting real-time data flow from the stations to
the control center and from this to the user according to own protocols or standard one;
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• computing infrastructure, consisting of a software that can improve the estimation of the
bias and make them accessible to users spread over the territory.

As far as the physical infrastructure has already been said of the characteristics of GNSS
permanent stations in next part.  Of course, the mesh network must be designed accord‐
ing to the ability to model the bias with sufficient precision to fixing the phase ambiguity
and  depends  on  various  factors,  including  the  geographical  location  and  the  level  of
ionospheric activity [26].

We treat now the means and modes of transmission of data, corrections used in various
network architectures NRTK.

3. Generation of NRTK differential corrections

We have said that the use of a single station limits the reliability of fixing the phase ambiguity
N, with increasing distance of the rover. The solution of using a network of permanent stations
synchronized between their, mitigates the dependence of the RTK solution [21]. What is the
nature and content of the differential corrections from a network RTK compared to those from
single base station?

In the traditional RTK positioning where a single CORS is adopted, the pseudorange correction
(PRC) and carrier phase correction (CPC) contain the bias of the clocks of the base station (δA);
the corrections CPC also contain the phase ambiguity between base stations and satellites (NA

J).

In NRTK corrections, the common level of phase ambiguity of the network and the common
clock bias are considered as known; then it is allowed to move them to the left side (Eq. 1). In
order to answer to this question, the general equations of network differential corrections (PRC
and CPC) are considered [4]:

( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )

( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )

j j j j j j j
A A A A A A

j j j j j j j
A A A A A A A

PRC t t R t c t c t I t T t E t

CPC t t t N c t c t I t T t E t

r d d

r lf l d d

= - - - = - -

= - - - - = - - -

(1)

where:

ρA
j (t)= (XA − X J )2 + (YA −Y J )2 + (ZA −Z J )2=geometrical range calculated with the known

coordinates of the base and the rover;

λϕA
j (t)=carrier phase data multiplied by wavelength;

λN =phase ambiguity multiplied by wavelength, fixed be the control centre;

cδ j(t)=satellite clock error;
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cδA(t)=receiver clock error, estimated for all CORSs by the control centre;

IA
j (t)=ionospheric error;

TA
j (t)=tropospheric error;

EA
j (t)=ephemerids error;

It is therefore necessary that the network software first of all arrivals to estimate the ambiguities
and errors entire clock on each station in order to bring the differential corrections to the same
level of ambiguity and timing [19].

The fundamental function of the network software is going to make a separation of bias in
estimating the tropospheric and ionospheric delays to create a model of change to interpolate
the position of the rover receiver.

The rover receiver must therefore determine its clock error and phase ambiguity and not the
combined value between master-rover. Corrections can then be derived from the previous
equations given the known values of bias clock and phase ambiguity, as for pseudorange:

( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )j j j j j j
B correct B B AB AB AB ABR t R t PRC t t c t E t I t T tr d= + = - + D - D + D (2)

and carrier-phase

( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )j j j j j j j
B correct B B AB AB AB AB ABt t CPC t t c t N I t T t E tlf r r d l= + = - - + D + D + D (3)

"Manipulating” as the observations does not change the carrier phase measurement and bias
of the ionosphere and troposphere are changed as the integer only. The rover uses such
observations with the same level of ambiguity and error and clock corrections will contain
only the bias spatially correlated bias and no longer dependent on a single station or different
levels of ambiguity.

Isolated bias from all effects dependent on the measurement site, they should be separated
into their component dispersive (ionosphere) and non-dispersive (troposphere and ephem‐
eris). Having different nature and in fact the law of change, they should be modeled separately.

Among the main bias is possible, as we shall see, separate the ionospheric error from the orbit
and tropospheric error in different ways. These last two are estimated together as a single error
of geometric nature. If you are using IGS precise ephemeris produced that have accuracies of
a few centimeters, the result is practically the only tropospheric delay [15].

The calculation of the network by the control center must be done in real time, to provide the
user with a differential correction at any time. The computational approaches are different and
related to various companies that produce such software. They can be based on raw observa‐
tions or their differences and can exploit or less combinations of observations [30].
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4. NRTK architectures

One of the principal aim of a Network of GNSS CORSs is the maintenance of the reference
system (so called DATUM). IGS (International GNSS Service) and EUREF (European Refer‐
ence) networks are two example of CORSs network, which are used to define the DATUM and
to offer the GNSS products to GNSS community. They play a strategically role to define the
fundamental realization, in particular these reference system are adopted to define each
national geodetic networks around the world (Fig. 1) [9], [12].

Figure 1. EUREF (left) and IGS (right) networks

The distance between the CORSs of these networks, however, is rather large (100 or more
kilometers) and the data are often issued with a rate of 30 s. This is useful for high-precision
geodetic and very long periods of time (weeks, months or years of data), but less for topo‐
graphic applications. A station that materializes the reference system could not provide real-
time data because it is not a primary purpose.

The GNSS permanent stations can be considered as "active" vertices, because they are in
continuous measurement and the networks NRTK are periodically calculated. This aspect
changes how the surveyor considers the reference system today. In a network RTK the
reference system is transmitted implicitly through a stream of data, normally according to the
protocol RTCM [11], [24], which contains information on the coordinates of the stations and
on the corrections in the reference system in which the network is framed. Consequently, the
user with the rover receiver is framed in real-time in the reference frame of the network that
is supported. In real-time measurements the user has even the perception of detecting in a
direct "triplets" of coordinates.

The accuracy is, however, only one of the possible improvements of the positioning. In many
applications, it is especially important to the "integrity", that is the definition of a confidence
level position error with alarm in case of anomalies [22].

The kinematic positioning by NRTK network is increasingly popular and to make it opera‐
tional and usable by professional users have been developed various network architectures.

They are summarized at least the following types:

Satellite Positioning - Methods, Models and Applications28



4. NRTK architectures

One of the principal aim of a Network of GNSS CORSs is the maintenance of the reference
system (so called DATUM). IGS (International GNSS Service) and EUREF (European Refer‐
ence) networks are two example of CORSs network, which are used to define the DATUM and
to offer the GNSS products to GNSS community. They play a strategically role to define the
fundamental realization, in particular these reference system are adopted to define each
national geodetic networks around the world (Fig. 1) [9], [12].

Figure 1. EUREF (left) and IGS (right) networks

The distance between the CORSs of these networks, however, is rather large (100 or more
kilometers) and the data are often issued with a rate of 30 s. This is useful for high-precision
geodetic and very long periods of time (weeks, months or years of data), but less for topo‐
graphic applications. A station that materializes the reference system could not provide real-
time data because it is not a primary purpose.

The GNSS permanent stations can be considered as "active" vertices, because they are in
continuous measurement and the networks NRTK are periodically calculated. This aspect
changes how the surveyor considers the reference system today. In a network RTK the
reference system is transmitted implicitly through a stream of data, normally according to the
protocol RTCM [11], [24], which contains information on the coordinates of the stations and
on the corrections in the reference system in which the network is framed. Consequently, the
user with the rover receiver is framed in real-time in the reference frame of the network that
is supported. In real-time measurements the user has even the perception of detecting in a
direct "triplets" of coordinates.

The accuracy is, however, only one of the possible improvements of the positioning. In many
applications, it is especially important to the "integrity", that is the definition of a confidence
level position error with alarm in case of anomalies [22].

The kinematic positioning by NRTK network is increasingly popular and to make it opera‐
tional and usable by professional users have been developed various network architectures.

They are summarized at least the following types:

Satellite Positioning - Methods, Models and Applications28

• Virtual Reference Station (VRS);

• Multi-Reference Station (MRS);

• Master Auxiliary (MAC or MAX).

In the following part, positioning methods from network NRTK and augmentation systems
will be described from the point of view of the control center that manages the network or
service and the rover receiver.

5. Virtual Reference Station (VRS)

In the VRS approaches, pseudorange and carrier phase observations which comes from at least
three stations are continuously collected and processed by a control center. Once achieved and
maintained over time, a network solution for fixed ambiguity, begins the phase of modeling
bias [2].

At this point the control center is able to interpolate these values in a specific location and can
generate a set of observations and corrections GNSS calculated as if they were acquired by a
hypothetical receiver station in place in that position, obtaining what you would in a "virtual
station". If it is generated in the position of the rover carries with it a baseline length of almost
nothing, resulting in elimination of bias spatially correlated.

To determine where to place the virtual station, the communication must be bi-directional in
that the rover must make its position known to the control center that carries out the calcula‐
tion, sending your location via the NMEA protocol. This position can be "improved" with the
reception of the first differential corrections and re-sent back to the control center. When the
position of the virtual station has been defined, the differential corrections are continuously
transmitted using the RTCM protocol or, in some case, own format Figure 2.

From the rover point of view, RTK positioning starts with the research of ambiguity, which is
easily fixed because the initial baseline is practically equal to zero.

On the other hand, considering the control center point of view, the continuous monitoring of
the distance between the rover and the virtual station is realized: if it exceeds a defined
threshold (typically a couple of kms), a new virtual station has to be determined close to the
new position of the rover.

These approach has advantages and disadvantages, which are described in the following [27]:

• it requires a dual-way communication system, as GSM or Internet, because it is necessary
to guarantee the data broadcasting from Control Center to rover and vice versa. Radio-
modem is not allowed;

• the number of simultaneous access is depending on the performance of the server, where
the network realizes the computation of the VRS correction. In fact, for each user, a new VRS
is estimated and transmitted, then more increase the number of user at the same time, more
the computational load increasing;
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• when a VRS is newly estimated and repositioned, the rover has to repeat again the initiali‐
zation, in order to fix the new phase ambiguity values;

• the protocol RTCM 3.x is able to support the VRS correction, but also RTMC 2.x (messages
type 18&19 or 20&21) can be used, even old receiver can works this type of correction. In
this way, single frequency receiver or mass market solution can also take benefits from a
NRTK, using the VRS product, only broadcasting their approximate solution by NMEA
messages.

In order to reduce the computational load into control centre, it is possible also to adopting an
alternative approach, where the differential correction broadcasting from a VRS are adopted
to one or more user, if they are working into a common range, which is defined by the control
centre manager and it is usually fixed as 10-15 km [29].

Moreover, it is also possible to use the direct differential corrections estimated by the “real”
CORSs which belong to the network, if the distance master-rover is below to 30 kms. This
approach is so-called Nearest Differential Correction, because the nearest CORS is used as master.

These two alternative method allow to reduce the computational load in the control centre,
but the performance of the positioning, in terms of accuracy, precision and time to fix, are
partially compromised, because the differential corrections are not optimized for the single
user but they are locally estimated.

6. Multi Reference Station (MRS)

MRS approach is based on an interpolative model of differential correction, which is estimated
starting from all available raw data from the single CORS and each satellite [13], [14], [23].

Figure 2. Schema of the Virtual Reference Station correction
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In this case, corrections are broadcasted as a local model, where close to each permanent
station, a polynomial function as a linear plane is created. The slope of this plane represents
the change in the bias area covered by the network (Fig. 3). The coefficients of the polynomial
are called "parameters of area" and are transmitted in their dispersive (ionospheric bias) and
non-dispersive (ephemerids and tropospheric bias) component by means the FKP format
(Wubbena, 2002).

Considering the rover approximate coordinates (φ, λ), the FKP model can be described as:
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where:

N0: FKP parameter N-S direction, ionospheric delay [ppm]

E0: FKP parameter E-O direction, ionospheric delay [ppm]

NI : FKP parameter N-S direction, tropospehric delay

EI: FKP parameter E-O direction, tropospheric delay

E : satellite elevation [°]

The corrections on L1 and L2 are:
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and the correct range is:

Rcorrect = R −δri(i =  1÷2)

As above mentioned, FKP is not a standard like RTCM but it is a "de facto standard", therefore
it is adopted by the most popular software devoted to generate NRTK products and in geodetic
receivers. In the RTCM is not available a message for FKP model, but it is transmitted in type
59, which is a not fixed message. In order to use the FKP model, it is necessary that the rover
has a decoder firmware or eventually (for old receiver) hardware devices, to decrypting the
model and use the correction in the dispersive and non-dispersive component.

The estimation of the corrections values in the rover positions is realized by the rover itself,
therefore the computational load is independent of the number of connected users.

Although this architecture network MRS has its advantages and disadvantages, which can be
summarized as:
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• does not require the position of the rover and the transmission medium can also be one way:
the calculation of the correction is done by the firmware of the same rover receiver from its
position and the parameters of the message FKP;

• there are no limits to the number of accesses, in theory, using the IP transmission over the
Internet since the calculation of the parameters is only one valid in a large neighborhood of
the station;

• requires a data format suitable to contain the parameters area network: the solution is to
send them as in FKP format RTCM Type 59 message. Not all receivers in single frequency
or older are able to use this format.

• It is the user to decide which network station to receive RTCM messages and FKP. Alter‐
natively, the rover can send its position to the control center which shall send the correction
by choosing the nearest permanent station. This requires, however, a 2-way communication.

7. Master Auxilary Concept (MAC)

Master Auxiliary (Euler, 2005) method so-called MAC or MAX, has been developed after the
VRS and MRS and it is based on the new protocol RTCM ver. 3.x, where new data field are
dedicated for this type of correction.

Figure 3. Schema of the Multi Reference Station correction
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In Master Auxiliary approach, the rover receiver estimates the bias around its position, using
the correction data withe respect some closest CORS, at least 5, which create a cell. The selection
of the CORSs which compose the cell is made by the control centre, considering the single
CORS availability and the number of satellites. An example of different criteria for cell
definition is reported in Fig. 4: in the left side, it is shown the cell (orange area) which is created
considering all CORSs available in the network. In the right side, it is shown a new configu‐
ration of the cell, which is estimated using restricted number of CORSs.

As well demonstrated in this case, the cell geometry and the number of the CORSs included
change with respect the effective operability of the network and the “master station” not
always is the closest CORS.

Figure 4. Example of different cell definition in a Master Auxiliary architecture: with all CORSs available (left) and with
a restricted number of CORSs (right) (using LEICA SPIDERNET® software)

In this case, the computational load of the control centre is smaller than the VRS or FKP method,
in fact the control centre has only to estimate the common level of ambiguity and the common
error clock of the network, in order to calculate the dispersive and not-dispersive bias. The
greater part of the calculus is moved on the rover.

RTCM ver. 2.x is not able to contain the information of this new architecture as “multi-station”.
The introduction and realization of the RTCM ver. 3.x has helped the GNSS community to
bridge this gap.

1 1 1 ( ) ( ) ( )L L AUX L M A M A M A M A M A MDCPC CPC CPC t t N c t Ar l f l d- - - - - - -= - = D - D - D + D + D (6)

For practical reason, the NRTK in master auxiliary approach is divided in several smaller
subnet, which are processed in block, with a common level of ambiguity. In conclusion, over
the Master Auxiliary can be made the following considerations:
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• in this case, the method is dependent to the “computational performance” of the rover;

• it is based on real CORSs;

• master station is not always the closest station to rover position and it can be substituted
with an auxiliary, when it falls down or it is over.

• unlimited number of user, with internet communication;

• rover has to be able to decoding the RTCM 3.x.

The user can use three different types of products, in a NRTK with master auxiliary:

• pre-defined cell, where the control centre decides the correct cell, considering the rover
position; a dual-way communication is required.

• auto MAX service, where the cell is automatically created by the control centre, considering
the rover position. a dual-way communication is required.

• i-MAX (Individualized Master Auxiliary), which is similar a VRS, where the control centre
estimates the correction for the rover position and the rover receives immediately the
correction values, which are directly applied to their data; RTCM 2.x can be used.

Figure 5. Flowchart of Master auxiliary approach

In Fig. 5 is shown a flowchart, where is compared the computational load in the control centre
and in the rover, for each type of correction. From up to down, the computational load is moved
to rover receiver, limiting the activities of the control centre only to estimate the common level
of ambiguity and clock error of the network.
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8. Some examples of NRTK performances

Today many NRTK networks are available in terms of inter-station distance: it is possible to
find a local network (with mean inter-station distance of about 10 km), a regional network
(with distance between stations of about 40-50 km) and national networks (distances of about
80-100 km). An example of the first type of network can be found in Italy and it is represented
by the Provincia di Treviso network (http://siti.provincia.treviso.it/Engine/
RAServePG.php/P/558610140303/T/Rete-GNSS-Stato-della-rete): this infrastructure is charac‐
terized by a small number of permanent station with a very low inter-station distance (10-15
kms). The second type of network can be represented by the Italian regional network, such as
the Regione Piemonte (http://gnss.regione.piemonte.it/frmIndex.aspx) one, with a medium
inter-station distance of about 40 kms. An example of the last type can also be found in Italy:
in this case, this is represented by a network of private corporation such as Leica Geosystems
(http://it.smartnet-eu.com/) or Topcon (http://www.netgeo.it/index.php). While in the first
two cases the service is free of charge very often, in the last case it is necessary to pay a fee in
order to obtain the service.

To be honest, also different types of GNSS networks exist (i.e. the EUREF network-http://
epncb.oma.be/ or the IGS one-http://igscb.jpl.nasa.gov/network/netindex.html) but there are
not used to perform a NRTK positioning.

9. Tests and results

As previously described, both many differential corrections and NRTK types are available. In
this section we present some results obtained only considering a regional and national
networks because we believe that they are the more interesting examples.

Moreover, if we consider the differential corrections, some of them are available today. In order
to give an overview of the performances obtainable today, in this paper only the VRS® (Virtual
reference Station), Nearest (hereinafter NRT), MAC (Master Auxiliary Concept) and FKP
(Flächen-Korrektur-Parameter) corrections were considered. The last two ones require a
double frequency instruments while the first two corrections are available also for single
frequency instruments.

Two different schema of networks have been considered:

• a regional network, using the Regione Piemonte CORSs network (hereinafter REG);

• a national network, adopting the ItalPos network (hereinafter IPOS), that is a commercial
service managed by the Leica Geosystems® company.

The choose of these networks has been suggested by their differences, in particular:

• CORSs interdistance:

• geometric schema and regularity;
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• data processing strategy.

REG could be considered as a “small” network because it covers only a the Piedmont area, the
mean CORSs interdistance is about 40kms. The single site of each CORS has been analysed,
on the electromagnetic noise point of view, and selected, with purpose to have a regular
geometry of the network. The NRTK products are estimated considering only the CORSs
which belong to REG, therefore they can be used only in Piedmont area or, eventually in the
closer boundaries (Fig. 6– red points and lines).

IPOS could be considered as a “large” network because it covers all Italian area, but the CORSs
inter-station distance is not constant, because the network was not designed. The used CORSs
have been selected considering only the available Leica Users CORSs in Italy. This aspect has
led to have an irregular distribution of the CORSs in IPOS.. The NRTK products are estimated
considering all the CORSs, allowing a national distribution of the services (Fig. 6– green points
and lines). The distance between stations is approximately twice that of the network REG.

The tests were carried out in Vercelli (Italy) (Fig. 6– yellow triangle), in order to be in the middle
of the grid of the networks, to have around at least four CORSs for each network and to realize
the tests longer than 24 hours.

Figure 6. Test site (left) and definition of networks (right)

In the next two paragraphs we have decided to show the actual performances of a geodetic,
GIS and mass-market receivers (seeTable 1) if the previous two types of CORSs networks were
considered both for real-time and for post-processing applications.
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Receivers
GX1230+GNSS

(Leica Geosystems)

GRS-1

(Topcon)

LEA EVK-5T

(u-blox)

Image

Antenna LEIAX1203+GNSS TPSPG_A5 patch

Nr. of channels 120 72 50

Constellations GPS+GLONASS GPS+GLONASS GPS

Position update rate 20 Hz N/A 0.25 up to 1000 Hz

Type of protocols

RTCM 2.x

RTCM 3.0

CMR / CMR+

Yes

RTCM 2.x, RTCM 3.0, SBAS (WAAS/

EGNOS/MSAS/GAGAN)

AssistNow Online & Offline

Internal modem Yes N/A N/A

Type of correction
RTCM 2.x, RTCM 3.0

CMR / CMR+

RTCM 2.x

RTCM 3.0

CMR / CMR+

RTCM 2.x, RTCM 3.0, SBAS (WAAS/

EGNOS/MSAS/GAGAN)

AssistNow Online & Offline

Table 1. Receivers considered

The antenna used for these experiments was a mass-market antenna because in literature there
are several works where the performance of mass market GNSS receiver coupled with a
geodetic antenna have been tested [22]. In this case we have considered the Garmin GA29-F
(Fig. 7) with a cost of about 40 €.

Figure 7. The antenna used in these experiments

10. Post-processing performances

First, the performances of these type of receivers for post-processing have been tested. We have
considered both networks above described (REG and IPOS) and for each network, the nearest
station and the VRINEX product have been used [3], [7].
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We have decided also to increase the CORSs interdistance between rover and VRINEX in order
to analyze since at which distance this product is useful for each type of GNSS receiver (Fig. 8).

Figure 8. VRINEX distance

We have decided to consider a session length of 24 hours of acquisition with a sample rate
equal to 1 s; after that we have splitted the entire file in small parts with a session length of 10
and 5 min in order also to show what is the minimum session length in order to obtain
centimetrical accuracy. In the following tables are reported the standard deviation of the
positioning, both in horizontal and vertical components, not reporting the mean values
because they are practically equal to zero, in any cases.

The results obtained with the Regione Piemonte network are shown inTable 2.

Nearest* - 5 min VRINEX - 5 min Nearest* - 10 min VRINEX - 10 min

Receiver σ2D [m] σ3D [m] σ2D [m] σ3D [m] σ2D [m] σ3D [m] σ2D [m] σ3D [m]

Geodetic 0.15 0.23 0.03 0.05 0.07 0.11 0.02 0.03

GIS 0.25 0.29 0.15 0.23 0.09 0.15 0.06 0.09

Mass-market 0.6 0.82 0.29 0.35 0.08 0.16 0.05 0.11

* Nearest-rover distance=19km

Table 2. Post-processing performances with Regione Piemonte network (REG network)

The Nearest was about 19 km far from the rover: this choice was made in order to consider the
maximum distance that it is possible to have in these type of networks. As it is possible to see
from previous table, the VRINEX product, which is generated close to rover position, is very
useful starting from geodetic receiver to the mass-market one because it allows to decrease the
inter-station distance between master and rover: if a session length of 10 min is considered,
the obtainable accuracies could has a centimetric level and are very useful for many types of
applications, such as some activities of precise farming, mobile mapping, cartographic
activities etc. [6], [8], [16], [25].
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If the inter-station distance between CORSs increase, the accuracy of the rover positions
obviously decrease: these results are shown in Table 3.

Nearest* - 5 min VRINEX - 5 min Nearest* - 10 min VRINEX - 10 min

Receiver σ2D [m] σ3D [m] σ2D [m] σ3D [m] σ2D [m] σ3D [m] σ2D [m] σ3D [m]

Geodetic 0.36 0.41 0.06 0.11 0.04 0.09 0.02 0.03

GIS 0.45 0.68 0.19 0.26 0.09 0.15 0.04 0.10

Mass-market 0.84 0.97 0.23 0.37 0.11 0.19 0.06 0.09

* Nearest-rover distance=19km

Table 3. Post-processing performances with ItalPos network (IPOS network)

As it is possible to see from the previous table, with the nearest station and a session length of
5 min the results are so bad: this is done because the software for post-processing is not able
to fix the ambiguity phase for all types of receivers. This is not happen if we consider the
VRINEX or if the session length increase: in this case the results are more accurate and the 3D
accuracy is less than 20 cm even if the mass-market receiver is considered.

So it is possible to affirm that considering the post-processing approach, the results of this
study show that an accuracy of some centimeters with the single-frequency mass market GNSS
receivers can be achieved, considering some expedients such as the minimum acquisition time,
baseline length and suitable antenna. In fact, all these results are obtained with a mass-market
GNSS antenna shown in Fig. 7. We have decided to consider this type of antenna because it is
possible to find in bibliography [7] many studies that analyze the performance of these
receivers with geodetic antennas but no one consider this type of antenna.

It must be underlined that the VRINEX enables us to limit the length of the baseline and
improve the success percentage for fixing the phase ambiguity.

The performance analysis of single frequency receiver was carried out in “ideal conditions” of
satellite visibility in order to assess the obtainable level of precision. Each site must be tested
before installing any GNSS infrastructure dedicated to monitoring in order to evaluate their
suitability for GNSS measurements (i.e. number of satellites, satellite geometry, electromag‐
netic noise, etc.), both for geodetic and mass market receivers.

11. Real-time performances

In order to synthetize the results obtained considering the big amount of data acquired and to
show in a more clear way the performances of the previous receivers, the results reported
below are average values, considered significant for the three sets of instruments used in the
experiments. Geodetic and GIS real time solution have been automatically estimated by the
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receiver and internally stored, whereas for the mass-market solution, RTK-lib package has
been used in order to receive and to apply the differential correction, connecting the receiver
to a laptop.

From Table 4 it is interesting to see as the performances of mass-market receiver are quite the
same as the geodetic one. The N/A values in the MAC correction of the mass-market and GIS
receivers are due to the fact that these receivers are only L1 instruments while the MAC
correction require a double frequency instruments: so in this case it is not possible to have any
type of comparison.

VRS NRT MAC

Receiver σ2D [m] σ3D [m] σ2D [m] σ3D [m] σ2D [m] σ3D [m]

Geodetic 0.015 0.018 0.021 0.027 0.012 0.017

GIS 0.016 0.021 0.022 0.023 N/A N/A

Mass-market 0.018 0.020 0.025 0.031 N/A N/A

Table 4. NRTK positioning considering the Regione Piemonte Network (REG network)

If the inter-station distance of the network increase, the performances of the rover decrease: in
Table 5 there are the results obtained considering the IPOS. This consideration is more visible
if the mass-market is considered, especially analysing the results obtained with the Nearest
correction: the performances are 4 time worse respect to the other type of CORSs network even
if the 3D accuracy is always better than 10.5 cm. In this case, the Nearest station was about 40
km far from the rover.

VRS NRT MAC

Receiver σ2D [m] σ3D [m] σ2D [m] σ3D [m] σ2D [m] σ3D [m]

Geodetic 0.031 0.041 0.040 0.046 0.029 0.035

GIS 0.041 0.053 0.061 0.097 N/A N/A

Mass-market 0.045 0.052 0.070 0.103 N/A N/A

Table 5. NRTK positioning considering the ItalPos Network (IPOS network)

Another important parameter that must be considered is the Time To Fix (TTF) period: this is
the time required by the receiver to fix the ambiguity phase. In order to obtain representative
statistics, a time window of three days with an acquisition rate equal to 1s was considered, due
to the “Instantaneous” mode of the ambiguity fixing. This choice was made in order to
determine both the quality of the ambiguity fixing and to obtain a significant number for it.
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receiver and internally stored, whereas for the mass-market solution, RTK-lib package has
been used in order to receive and to apply the differential correction, connecting the receiver
to a laptop.

From Table 4 it is interesting to see as the performances of mass-market receiver are quite the
same as the geodetic one. The N/A values in the MAC correction of the mass-market and GIS
receivers are due to the fact that these receivers are only L1 instruments while the MAC
correction require a double frequency instruments: so in this case it is not possible to have any
type of comparison.

VRS NRT MAC

Receiver σ2D [m] σ3D [m] σ2D [m] σ3D [m] σ2D [m] σ3D [m]

Geodetic 0.015 0.018 0.021 0.027 0.012 0.017

GIS 0.016 0.021 0.022 0.023 N/A N/A

Mass-market 0.018 0.020 0.025 0.031 N/A N/A

Table 4. NRTK positioning considering the Regione Piemonte Network (REG network)

If the inter-station distance of the network increase, the performances of the rover decrease: in
Table 5 there are the results obtained considering the IPOS. This consideration is more visible
if the mass-market is considered, especially analysing the results obtained with the Nearest
correction: the performances are 4 time worse respect to the other type of CORSs network even
if the 3D accuracy is always better than 10.5 cm. In this case, the Nearest station was about 40
km far from the rover.

VRS NRT MAC

Receiver σ2D [m] σ3D [m] σ2D [m] σ3D [m] σ2D [m] σ3D [m]

Geodetic 0.031 0.041 0.040 0.046 0.029 0.035

GIS 0.041 0.053 0.061 0.097 N/A N/A

Mass-market 0.045 0.052 0.070 0.103 N/A N/A

Table 5. NRTK positioning considering the ItalPos Network (IPOS network)

Another important parameter that must be considered is the Time To Fix (TTF) period: this is
the time required by the receiver to fix the ambiguity phase. In order to obtain representative
statistics, a time window of three days with an acquisition rate equal to 1s was considered, due
to the “Instantaneous” mode of the ambiguity fixing. This choice was made in order to
determine both the quality of the ambiguity fixing and to obtain a significant number for it.
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VRS NRT MAC

Receiver mean TTF [s] n°of FIX mean TTF [s] n°of FIX mean TTF [s] n°of FIX

Geodetic 57 s ± 20 s 135 67 s ± 23 s 50 41 s ± 18 s 188

GIS 90 s ± 41 s 68 95 s ± 39 s 49 N/A N/A

Mass-market 87 s ± 23 s 57 115 s ± 52 s 43 N/A N/A

Table 6. TTF considering the Regione Piemonte Network (REG network)

VRS NRT MAC

Receiver mean TTF [s] n°of FIX mean TTF [s] n°of FIX mean TTF [s] n°of FIX

Geodetic 95 s ± 40 s 98 107 s ± 44 s 49 106 s ± 55 s 85

GIS 115 s ± 61 s 55 121 s ± 74 s 45 N/A N/A

Mass-market 110 s ± 53 s 56 119 s ± 66 s 40 N/A N/A

Table 7. TTF considering the ItalPos Network (IPOS network)

As it is possible to see from Table 6 and Table 7 both the geodetic, the GIS and the mass-market
receivers are able to fix the ambiguity phase in a period less than 2 min even though a national
network is considered. This is very interesting because thanks to these infrastructures is
possible to reach a centimetric level of accuracy in less than 2 minutes, which is a reasonable
time for many types of applications (from professional surveys to cadastral applications, to
precise farming, etc.). Also in this case, the antenna play a fundamental role in order to decrease
the TTF: in the previous case we have analysed the performances obtained with the Garmin
antenna, that is in general less efficient respect to a geodetic one [22].

It must to be underlined that the levels of precision and noise of the results greatly depends
also on the antenna used. However, it is possible to find a good compromise and a favourable
price/performance ratio by using receivers and antennas.

12. Acronyms

CORS: Continuously Operating Reference Station

CPC: Carrier Phase Correction

FKP: Flachen Korrektur Parameter

GBAS: Ground Based Augmentation System

GNSS: Global Navigation Satellite System

MAC: Master Auxiliary Concept
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Chapter 3

GPS-based Non-Gravitational Accelerations and
Accelerometer Calibration

Andres Calabia and Shuanggen Jin

Additional information is available at the end of the chapter
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1. Introduction

Within the process of deriving satellite accelerations from GPS observations, the reduced-
dynamic  Precise  Orbit  Determination (POD) approach is  one of  the  most  complete  and
accurate strategies. On the one hand, high-precision GPS solutions are independent of the
user’s satellite dynamics but their solutions are more sensitive to geometrical GPS factors
([1] and [2]). On the other hand, a dynamical method estimates the satellite position and
velocity at  a  single epoch for which the resulting model trajectory best  fits  the tracking
observables.  These  dynamics  involve  the  double  integration  and  linearization  of  the
Newton-Euler’s equation of motion, the force model, the parameters to be estimated and
the orbital arc length. The combination of GPS observables with the dynamic approach can
counterbalance the  disadvantages  of  the  dynamic  miss-modeling and the  GPS measure‐
ment  noises  (e.g.,  [3])  with  the  high  GPS  precision,  the  robustness  of  the  dynamic  ap‐
proach  and  the  use  of  additional  force  measurements  and  models  (e.g.,  accelerometer
measurements,  time-varying gravity,  irradiative accelerations,  atmospheric  drag,  thruster
firings, magnetic field, etc.). Since the POD products do not use to give information about
the  acceleration  of  the  user’s  satellite,  accurate  interpolation  and  subsequent  numerical
differentiation  must  be  performed  to  the  POD  solution.  For  this  purpose,  a  feasible
methodology with the use  of  the  arc-to-chord threshold is  performed in this  scheme of
deriving satellite accelerations.

Non-gravitational accelerations are obtained by measuring the force to keep a proof mass
exactly at the spacecraft’s center of mass, where the gravity is exactly compensated by the
centrifugal force. Plus and minus drive voltages are applied to electrodes with respect to
opposite sides of the proof mass, whose electrical potential is maintained at a dc  biasing

© 2015 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use, distribution,
and eproduction in any medium, provided the original work is properly cited.



voltage. Unfortunately, this dc level is the source of bias and bias fluctuations of the most
electrostatic  space  accelerometers.  The  non-gravitational  forces  acting  on  LEO  satellites
comprise the atmospheric drag, irradiative accelerations, thruster firings, the relative proof
mass offset and the Lorentz force.

Several methodologies have been developed and applied for comparing the computed non-
conservative  accelerations  with  the  accelerometer  measurements.  The  non-conservative
force models augmented with estimated empirical accelerations, for instance, have shown
a good agreement with the accelerometer data [4] and were replaced with the accelerome‐
ter measurements in the reduced-dynamic POD, using a method with strong constraints in
the  cross-track  and radial  directions  [5].  In  [6],  the  non-gravitational  accelerations  were
calculated  as  piece-wise  constant  empirical  accelerations  via  the  reduced-dynamic  POD
approach with a standard Bayesian weighted least-squares estimator. Here, the regulariza‐
tion was applied to stabilize an ill-posed solution and only the longer wavelengths were
recovered, at best in the along-track direction, with a bias in the cross-track direction. It
was concluded that no meaningful solution could be obtained in the radial direction.

Concerning the acceleration approach, where accelerations are derived from a numerical
differentiation along precise orbits, the second derivative of the Gregory–Newton interpola‐
tion scheme was used in [7], a 16-order polynomial in [8], and a 6-order-9-point-scheme in [9].
After accelerations are calculated, the least-squares fitting can be applied, and the possible
correlations between calibration parameters removed by using the (fitted) autoregressive-
moving-average (ARMA) models [9].

However, results of the above mentioned studies were limited not only by the bias caused by
applying a numerical differentiation, but also by the consequences of applying the least-
squares estimation techniques. For example, the need of setting strong constraints or regula‐
rizations was probably caused by correlations from systematic errors. For this purpose, a new
approach to accurately determine the GPS-based accelerations of GRACE mission was
developed and applied in [10]. Along with the benefit of using high accuracy and precise
methodology and models, these systematic errors were modeled and removed from the
computed non-gravitational accelerations of GRACE. In the following sections, this new
approach is reviewed in detail and the calibration of GRACE accelerometers is given as an
example of its application for LEO satellite measurements.

2. Methods and models

2.1. Accelerations from GPS-based precise orbit determination

First, a brief description of the GPS-based POD strategy is given to understand what kind of
solutions is dealt with. Both GPS satellite (superscript s) and GPS receiver (subscript r)
experience a clock offset (δt), causing their respective internal time delays in the overall GPS
system time t as:
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The pseudo-range phase observation L r
s(t) is obtained when multiplying the number of carrier

cycles by the signal wavelength λ=c/f. Additionally, atmospheric effects  Ir
s(t , f ), systematic

errors  Mr
s(t) and the thermal measurement noise  εr

s(t) must be taken into account.
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and the circumflex mark indicates the value calculated in each iteration. The matrix adjustment
v=[H] Δy for the linearized equation of observation is given for each row as
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Note that  Ar
s(t0)   is constant over a continuous tracking.

The solution must be solved in iterative process and null values can be used for Δy in the first
iteration.

( ) 1t  t[ ] [ ]ˆ [ˆ ]
-

= + D = +y y y y H H H v

Through combinations of different frequency observations, several errors and parameters can
be eliminated:

• Ionosphere free linear combination.

• Geometry-free carrier phase linear combination (to detect cycle slips).

• Wide-lane and narrow-lane linear combinations (for ambiguity resolution applications).

• Multipath combinations.

Detailed methodology can be found, e.g., in [11] or [12]. Differenced GPS observations has the
advantage of eliminating or reducing several common error sources, such GPS satellite clock
offsets and common biases from hardware delays. Distinguished by the carrier phase differ‐
encing level, high precision data processing procedures are basically:

• The zero-differences or Precise Point Positioning (PPP) processing, where un-differenced
observations from a single GPS receiver are supplemented by pre-computed IGS ephemeris
and clock products (e.g., [12, 11]).
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• The single-differences processing, where the use of two receivers results in the cancelation
of the satellite clock bias and common systematic errors  Mr

s(t).

• The double-differences processing, with the elimination of the receiver clock biases (e.g.,
[13, 14] and [15, 16, 17]).

• The triple-differences processing, which eliminates the time-independent errors ([18, 19,
20]).

Detailed developments and algorithmic implementation can be found, e.g., in [21]. Regarding
now the satellite dynamics, the first-order time-differential equations are
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where the solution of a state vector y(t) is given by the position and velocity in function of time.
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and p accounts for any force-model parameters to estimate. The residual vector is described
by the difference between the measurements z and the modeled solution h, both as a function
of time.
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Reminding that the circumflex mark indicates the value calculated in each iteration, linearizing
all quantities around a reference state ŷ(t0), the residual vector is approximately given by
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H gives the partial derivatives of the modeled observations with respect to the state vector at
the reference epoch t0. The orbit determination problem is now reduced to the linear least-
squares problem of finding Δy(t0). In first iteration, null values can be used, and the system
solution is the correction to these values.
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Note that H should be updated in each iteration, but can be replaced by an initial constant
value, with the consequent iteration increasing and computation decreasing. Detailed algo‐
rithmic implementation and strategies can be found, e.g., in [22, 23, 11, 12, 24] or [25].

Since the POD products do not use to give information about the satellite’s acceleration,
interpolation and subsequent numerical differentiation must be performed to the POD
solution. In order to keep the error of interpolation small enough, a low-degree polynomial is
not sufficient, high-degree polynomials introduce undesired oscillations, and the FFT ap‐
proach is not considered in presence of data gaps and outliers [26]. The best alternative, as seen
in [7], is to use a piece-wise interpolation, such as splines or Hermite polynomials. Different
algorithms for interpolation were compared in [10], interpolating odd from even original
samples, and the committed error evaluated by a simple difference between interpolated and
original data. Finally, 8-data point piece-wise Lagrange interpolation was chosen, which
provided a white noise error of standard deviation of ~10nm/s, from evaluating the error
committed at 10 s sampling (odd from even original samples). Similar results were obtained
when the piece-wise cubic Hermite interpolation was tested.

When calculating total accelerations by simple differentiation of velocities, the approximations
to numerical derivatives have been found to produce large bias [9]. To avoid this error of arc-
to-chord approximation [10], interpolated velocities must be differentiated by an increment of
time (Δt), which minimizes the error committed at a given threshold. The modified three-point
formula upgraded with the arc-to-chord threshold (Δt) is given by [10] in the form
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where simple and double quotation mark denotes the simple or double arc to chord approxi‐
mation respectively, and each ti is equispaced by Δt.

2.2. Time-varying gravity field effects

The conventional gravity model based on the EGM2008 [27], describes with Stokes’ coefficients
the static part of the gravitational field and the underlying background for the secular
variations of some coefficients. In addition, when computing the gravitational forces acting on
the satellite, other time-varying effects must be taken into account. These include the third
body tide caused by the Moon and Sun, the solid Earth tides, the ocean tides, the solid Earth
pole tide, the ocean pole tide and the relativistic terms.

The geopotential field V at the point (r, φ, λ) is expanded in spherical harmonics with up to
degree N as:

( ) ( ) ( )e

0 0

aGM( ,  ,  ) cos sin sin
nN n

nm nm nm
n m

V r C m S m P
r r

j l l l j
= =

æ ö é ù= +ç ÷ ë ûè ø
å å

Satellite Positioning - Methods, Models and Applications52



Note that H should be updated in each iteration, but can be replaced by an initial constant
value, with the consequent iteration increasing and computation decreasing. Detailed algo‐
rithmic implementation and strategies can be found, e.g., in [22, 23, 11, 12, 24] or [25].

Since the POD products do not use to give information about the satellite’s acceleration,
interpolation and subsequent numerical differentiation must be performed to the POD
solution. In order to keep the error of interpolation small enough, a low-degree polynomial is
not sufficient, high-degree polynomials introduce undesired oscillations, and the FFT ap‐
proach is not considered in presence of data gaps and outliers [26]. The best alternative, as seen
in [7], is to use a piece-wise interpolation, such as splines or Hermite polynomials. Different
algorithms for interpolation were compared in [10], interpolating odd from even original
samples, and the committed error evaluated by a simple difference between interpolated and
original data. Finally, 8-data point piece-wise Lagrange interpolation was chosen, which
provided a white noise error of standard deviation of ~10nm/s, from evaluating the error
committed at 10 s sampling (odd from even original samples). Similar results were obtained
when the piece-wise cubic Hermite interpolation was tested.

When calculating total accelerations by simple differentiation of velocities, the approximations
to numerical derivatives have been found to produce large bias [9]. To avoid this error of arc-
to-chord approximation [10], interpolated velocities must be differentiated by an increment of
time (Δt), which minimizes the error committed at a given threshold. The modified three-point
formula upgraded with the arc-to-chord threshold (Δt) is given by [10] in the form

( )
1 ( ( 2)

0

1) 2 0

0

' '
t t t t t

t 2t 0 t 0 t 0

"
t

2
lim lim lim

t t
- -

D ® D ® D ®

- - -
= = =

D D

r r r r
r r

r& & && &&
&& &&

where simple and double quotation mark denotes the simple or double arc to chord approxi‐
mation respectively, and each ti is equispaced by Δt.

2.2. Time-varying gravity field effects

The conventional gravity model based on the EGM2008 [27], describes with Stokes’ coefficients
the static part of the gravitational field and the underlying background for the secular
variations of some coefficients. In addition, when computing the gravitational forces acting on
the satellite, other time-varying effects must be taken into account. These include the third
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The GM⨁ and ae values (398600.4415km3/s2 and 6378136.3m respectively) from the EGM2008
should be used as scaling parameters with its gravitational potential coefficients. In order to
use the conventional static gravitational field properly and project it in time, the secular low
degree C̄20 (zero-tide), C̄30 and C̄40 rates must be accounted for. These instantaneous values are
given by:

0
0 0 0 0( ) ( ) ( )n

n n
dCC t C t t t

dt
= + -

where t0 is the epoch J2000.0 and the values of  C̄n0(t0), and rates of dC̄n0(t0) / dt   are given in
Table 1

Coefficient Value at 2000.0 Rate (yr -1)

C̄20   (zero tide) -0.48416948·10−3 11.6·10−12

C̄30 0.9571612·10−6 4.9·10−12

C̄40 0.5399659·10−6 4.7·10−12

Table 1. Low-degree coefficients of the conventional geopotential model

To provide a mean figure axis coincident with the mean pole and consistent with the Terrestrial
Reference Frame, the values for the coefficients C̄21 and S̄ 21 are given by:
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Recent values of  C̄20, C̄22 and S̄ 22 are adequate for 10−14 accuracy, e.g. the values of the present
conventional model (−0.48416948 10−3, 2.4393836 10−6 and −1.4002737 10−6 respectively). The
variables x̄ p and ȳ p (in radian) represent the IERS conventional mean pole:
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where t0 is the year 2000.0 and the coefficients  x̄ pi and ȳ pi (mas yr -i) are given in Table 2
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Before 2010.0 After 2010.0

Degree i x̄ pi ȳ pi x̄ pi ȳ pi

0 55.974 346.346 23.513 358.891

1 1.8243 1.7896 7.6141 -0.6287

2 0.18413 -0.10729 0.0 0.0

3 0.007024 -0.000908 0.0 0.0

Table 2. Coefficients of the IERS 2010 mean pole model

The gravitational acceleration of a third body on the satellite [22] can be described as a
difference between the accelerations of the satellite and the Earth caused by a third body B.

B 3 3GM
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where rsat and rB are the geocentric coordinates of the satellite and of a third body of mass MB,

respectively. Since accelerations on near-Earth satellites from other planets actions are
relatively small (< 0.1nm/s2), only Luni-solar accelerations are calculated. Moon and Soon
coordinates can be interpolated from the solar and planetary ephemerides (DE-421) provided
by the Jet Propulsion Laboratory (JPL) in the form of Chebyshev approximations. The evaluation
of these polynomials yields Cartesian coordinates in the ICRS for the Earth-Moon barycenter
b⨁⊘ and the Sun b⊙ with respect to the barycenter of the solar system, while Moon positions r⊘
are given with respect to the center of the Earth. The geocentric position of the Sun can be
computed as

*1 mÅ= - +
+e e

%
%

r
r b b

where µ* denotes the ratio of the Earth's and the Moon's masses. Since the changes induced
by the Earth’s solid tides [27] due to its rotation under effects of ellipticity and Coriolis force,
can be described in terms of the Love numbers, variations in the low-degree Stokes’ coefficients
can be easily computed. Dependent and independent frequency corrections are calculated
using lunar and solar ephemerides, Doodson’s fundamental arguments, the nominal values
of the Earth’s solid tide external potential Love numbers and the in-phase and out-of-phase
amplitudes of the corrections for frequency-dependent Love values. First, changes induced by
the tide generating potential in the normalized geopotential coefficients for both n = 2 and n =
3 for all m are given by the frequency-independent corrections in the form:
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where

knm is the nominal Love number for degree n and order m,

rB is the distance from geocenter to Moon or Sun,

φB is the body-fixed geocentric latitude of Moon or Sun,

λB is the body-fixed east longitude (from Greenwich) of Moon or Sun.

Here, anelasticity of the mantle causes knm and k(+)
nm to acquire small imaginary parts (Table 3).

Elastic Earth Anelastic Earth

n m knm k(+) nm Re(knm) Im(knm) k(+) nm

2 0 0.29525 −0.00087 0.30190 −0.00000 −0.00089
2 1 0.29470 −0.00079 0.29830 −0.00144 −0.00080
2 2 0.29801 −0.00057 0.30102 −0.00130 −0.00057
3 0 0.093 ...
3 1 0.093 ...
3 2 0.093 ...
3 3 0.094 ...

Table 3. Nominal values of solid Earth tide external potential Love numbers

To calculate rB, φB and λB, geocentric Moon and Sun Cartesian coordinates must be rotated
from the ICRS to the ITRS and transformed to the spherical coordinates as usually.

Frequency dependent corrections are computed as the sum of contributions from a number of
tidal constituents belonging to the respective bands.
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β̄ is the six-vector of Doodson’s fundamental Lunisolar arguments (τ, s, h, p, N’, ps);

n̄ j is the six-vector of multipliers of the fundamental Lunisolar arguments (j=a, b, c);

Aj is the In-phase (ip) and out-of-phase (op) amplitudes (j=a, b, c);

j=a, b, c correspond to the parameters from Tables 6.5a, 6.5b and 6.5c given in [27].

Doodson’s variables are related to Delaunay’s by
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and Delaunay’s fundamental Lunisolar arguments can be computed as
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Here, t is measured in Julian centuries of Barycentric Dynamical Time (TDB), but the Terrestrial
Time (TT) can be used in practice (assuming a difference in the CIP location smaller than 0.01
µas).

( )  2451545 / 36525
 –  32.184

TT

TT UTC

t JD
JD JD TAI UTC
= -

= + +

Accounting for the dynamical effects of ocean tides, the periodic variations in the normalized
Stokes’ coefficients are calculated based on the most recent ocean tide model EOT11a [28]. The
potential coefficients for the mass redistribution effect of ocean tides are available in the form
of cnmCos, snmCos and cnmSin, snmSin (including the loading potential and the Doodson-
Warburg phase corrections) up to maximum degree and order 120 for each tide s, and obtained
by
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of cnmCos, snmCos and cnmSin, snmSin (including the loading potential and the Doodson-
Warburg phase corrections) up to maximum degree and order 120 for each tide s, and obtained
by
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[28] also provided the influences of additional minor tide constituents that are not included in
the tide model EOT11a and should not be neglected in Low Earth Orbiters. This function
evaluates the contribution of altogether 256 tides.

Changes in the geopotential value due to the centrifugal effect of pole motion, known as the
Earth’s solid pole tides [27], can be readily computed in function of the wobble variables and
calculated under sub-daily polar motion variations as
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where m1 and m2 in seconds of arc are obtained from the difference between the polar motion
and the IERS conventional mean pole (above defined) as
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The standard pole coordinates of the parameters xp and yp are from the IERS (http://
hpiers.obspm.fr/iers/eop/eopc04/) with additional components to account for the effect of
ocean tides (∆xp, ∆yp)ocean and forced terms (∆xp, ∆yp)libration with periods of less than two days
in space. These sub-daily variations are not part of the polar motion values published by the
IERS and are therefore to be added after interpolation.
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where

F̄  is the six-vector of Delaunay’s fundamental arguments (γ, l, l’, F, D, Ω);

n̄ j is the six-vector of multipliers of the fundamental arguments (j=o, l);

xj
cos, xj

sin are the amplitudes in xp for cosinus and sinus respectively (j=o, l);

yj
cos, yj

sin are the amplitudes in yp for cosinus and sinus respectively (j=o, l);

j=o, l makes reference to oceanic and libration parameters, respectively.
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Oceanic parameters are retrieved from Tables 8.2a and 8.2b, and libration parameters (n=2)
from Table 5.1a of [27]. The ocean pole tide, generated by the centrifugal effect of pole motion
on the oceans, is calculated as a function of sub-daily wobble variables from the coefficients
(Ānm and B̄nm) of the self-consistent equilibrium model [29]. These perturbations to the
normalized geopotential coefficients are given by

( ) ( )R I R I
1 2 2 2 2 2 1 2γ γ γ γ

R I
nm nmnm

n R I
nm nm nm

A AC
R m m m m

S B B

ì üé ù é ùé ùD ï ï= + + +ê ú ê úê ú í ý
Dê ú ê ú ê úï ïë û ë û ë ûî þ
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= ç ÷+è ø
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-5 -1

3
w

-11 3 2

2
e

2 3 4 5 6
R I
2 2

ω =7.292115·10 rad ;
=1025kg/m ;

G=6.67428·10 m / kg·s ;

g =9.7803278m/s ;
k’ =-0.3075, k’ =-0.195, k’ =-0.132, k’ =-0.1032, k’ =-0.0892;

=0.6870 and =0.0036.

Only the main relativistic effects (described by the Schwarzschild field of the Earth itself ~1nm/
s2), might be calculated, since the effects of the Lense-Thirring precession (frame-dragging)
and the geodesic (de Sitter) precession are two orders of magnitude smaller at a near-Earth
satellite orbit [27].

( ) ( )2 3
satsat

GM GM4 4
rc  r

Å Å
ì üé ùï ïD = - × × + × ×í ýê ú
ï ïë ûî þ

sat sat sat sat sat sat satr r r r r r r&& & & & &

Finally, time-varying Stokes’ coefficients with up to a degree and order 120 can be computed
under an increment of time small enough to desensitize from discontinuities (~3600 s) and the
gravity for every satellite position calculated by using the first derivative of the gravitational
potential in Cartesian coordinates. With the substitution of P̄nm = P̄nm(sinφ) and
P̄ 'nm =∂ P̄nm(sinφ) / ∂φ, the first derivative of the gravitational potential of the Earth, in spherical
coordinates, is calculated from the computed time-varying Stokes’ coefficients as
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where the partial derivatives are
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The derivative of the normalized associated Legendre function can be computed as

, , 1 ,' tannm n m n m n mP k P m Pj+= -

where the scale factor is

( ) ( ) ( )( ) ( )( )0 01 1 1 1 / 2nm nm m mk n m n m n nd d dé ù= - - + + - + +ê úë û
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2.3. Accelerometer calibration

The approach here given (acceleration approach) is based on the fact that the GPS-derived
accelerations can provide exact values to estimate the accelerometer calibration parameters.
In order to compute the differences between the GPS-based non-gravitational accelerations
and the accelerometer measurements, several transformations between reference systems are
required (POD solutions are usually given in the ITRS and accelerometer measurements in the
SBS).

Lunisolar direct tides and the relativistic effect are calculated in the ICRS, the others, in the
form of Stokes’ coefficients. The computation must be done under an increment of time small
enough to desensitize from temporal variations (~3600 s). Gravitational accelerations must be
rotated to the ICRS as they were positions, because the Stokes’ coefficients have already
included the contribution of the Earth’s rotation. The attitude of the satellites is based on
celestial body observations, so the rotation to the SBS implies to pass through the ICRS. First,
the gravitational accelerations must be subtracted from the GPS-based accelerations to obtain
the non-gravitational accelerations. Then, computed non-gravitational accelerations can be
rotated to the SBS, and the differences to the accelerometer measurements are evaluated by
means of simple difference of median averages or by Least Squares adjustment.

For the following, the basic rotations in the tri-axial reference system are defined as

( )

( )

( )
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2

3

1 0 0
R 0 cos sin

0 sin cos
cos 0 sin

 R 0 1 0
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The rotation ICRS to SBS is derived from the star-camera quaternion (Fig. 1)
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where
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Fig. 2.1. Representation of the star-camera quaternion angles. 

The transition from the ITRS to the ICRS is realized through a sequence of rotations that account for 
precession [P], nutation [N] and Earth rotation [S], including polar motion [PM] [27]. 
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Figure 1. Representation of the star-camera quaternion angles.

The transition from the ITRS to the ICRS is realized through a sequence of rotations that account
for precession [P], nutation [N] and Earth rotation [S], including polar motion [PM] [27].
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57.29211514670698 10 1 LOD LOD 86400ω

is the nominal mean Earth’s angular velocity corrected from Length Of Day (LOD). Similarly
to polar motion, additional components should be added to the values from the IERS for UT1
and LOD, to account for the sub-daily effects of ocean tides.
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where the effects of libration have been neglected due to its small size and

F̄   is the six-vector of Delaunay’s fundamental arguments (γ, l, l’, F, D, Ω);

n̄o   is the six-vector of multipliers of the fundamental arguments;

OUT 1
cos , OUT 1

sin  are the oceanic amplitudes in UT1 for cosinus and sinus respectively;

OLOD
cos , OLOD

sin  are the oceanic amplitudes in LOD for cosinus and sinus respectively;

These oceanic parameters are retrieved from Tables 8.3a and 8.3b of [27].

And the Earth rotation matrix [S] has the form

( )3RS ERAéë = -ùû

where
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1

 2 0.7790572732640 1.00273781191135448 ;
2451545;

1  1  1;

UT

UT UT

ERA JD
JD JD
UT UTC UT UTC UT

p= +

= -

= + - + D

Polar motion consists of two quasi-periodic components and a gradual drift. The two main
periodic parts are the Chandler wobble and the seasonal motions. The longer term variation
is less well understood (motions in the Earth's core and mantle, water mass redistribution, and
the isostatic rebound). The rotation matrix for polar motion is given by:

( ) ( ) ( )3 2 1R ’  R  Rp p p pPM s x x y yé ùû = +ë - D + D

where

( ) ( )6’ 47·10 / 3600·180s t p-= -

The standard pole coordinates xp and yp are from the IERS. The additional sub-daily variations
of pole coordinates (Δxp and Δyp) and the parameter t (~Julian centuries of TT) have been
formulated before.
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The combined transformation for precession [P] and nutation [N] is defined in terms of co-
declination d , right ascension  E , and the instantaneous right ascension of the instantaneous
pole (parameter  s).
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The IAU 2006/2000A developments for the parameters X, Y and s are
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where

n̄ is the 14-vector of multipliers of the fundamental arguments of the nutation theory;
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Ā is the 14-vector of fundamental arguments of the nutation theory, of which Lunisolar ones
(l, l’, F, D and Ω) have been defined in the previous section, and the planetary ones (in radian)
are:

4.402608842 2608.7903141574 ;
3.176146697 1021.3285546211 ;

1.753470314 628.3075849991 ;
6.203480913 334.06124267 ;

0.599546497 52.9690962641 ;
0.874016757 21.329910496 ;
5.48129387

Me

Ve

E

Ma

J

Sa

U

L t
L t
L t
L t
L t
L t
L

= +
= +

= +
= +

= +

= +
=

2

2 7.4781598567 ;
5.311886287 3.8133035638 ;

0.02438175 0.00000538691 ;
Ne

A

t
L t
p t t

+
= +

= +

The parameter t (~Julian centuries of TT) has been defined in the previous section. Amplitudes
(aj

sin)i,  (aj
cos)i,  (bj

sin)i, (bj
cos)i, (cj

sin)i, (cj
cos)i  and the multipliers of the fundamental arguments are

available at the IERS Conventions 2010 website (ftp://tai.bipm.org/iers/conv2010/chapter5/).
After parameters X and Y are calculated, the IERS celestial pole offsets ΔX and ΔY can be
added. These are provided by the IERS’ EOP.

3. Results and analysis

3.1. GPS-based non-gravitational accelerations from GRACE

The GNI_1A files provide the most precise position and velocity at 5 s interval, including
formal error (dynamic-reduced approach computed by the GPS Inferred Positioning System
software of JPL). GNV_1B files are practically unchanged from the previous processing level
(GNI_1A files), since only smoothing on day boundaries is applied.

Time conversion between Level 1B files and the UTC is defined as

( )FILE 0  19UTC T UTC TAI UTC= + + - -é ùë û

where TFILE is the time in the Level 1 data file and UTC0 is the January 1st of 2000 at 12h 00m
00s. Since satellite accelerations are not provided in the GNV_1B files, these are derived from
the precise velocities by means of interpolation and subsequent numerical differentiation. 8-
data point piece-wise Lagrange interpolation is used for interpolation as recommended by [10]
or [7]. In order to obtain a value to define the arc-to-chord interpolation threshold (Δt), total
accelerations are calculated for several Δt and a value of Δt = 0.05 s should be chosen (error <
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(aj

sin)i,  (aj
cos)i,  (bj

sin)i, (bj
cos)i, (cj

sin)i, (cj
cos)i  and the multipliers of the fundamental arguments are

available at the IERS Conventions 2010 website (ftp://tai.bipm.org/iers/conv2010/chapter5/).
After parameters X and Y are calculated, the IERS celestial pole offsets ΔX and ΔY can be
added. These are provided by the IERS’ EOP.

3. Results and analysis

3.1. GPS-based non-gravitational accelerations from GRACE

The GNI_1A files provide the most precise position and velocity at 5 s interval, including
formal error (dynamic-reduced approach computed by the GPS Inferred Positioning System
software of JPL). GNV_1B files are practically unchanged from the previous processing level
(GNI_1A files), since only smoothing on day boundaries is applied.

Time conversion between Level 1B files and the UTC is defined as

( )FILE 0  19UTC T UTC TAI UTC= + + - -é ùë û

where TFILE is the time in the Level 1 data file and UTC0 is the January 1st of 2000 at 12h 00m
00s. Since satellite accelerations are not provided in the GNV_1B files, these are derived from
the precise velocities by means of interpolation and subsequent numerical differentiation. 8-
data point piece-wise Lagrange interpolation is used for interpolation as recommended by [10]
or [7]. In order to obtain a value to define the arc-to-chord interpolation threshold (Δt), total
accelerations are calculated for several Δt and a value of Δt = 0.05 s should be chosen (error <
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1nm/s2 in the arc-to-chord approximation). Then, total accelerations can be numerically
obtained as the first derivative of the GNV_1B velocities.

After subtracting the time-varying gravity from the GPS-based accelerations, an unknown
periodic error (~1.6 hour) of amplitude maxima of ~3µm/s2 can be identified in the YSBS axis of
both GRACE satellites. ZSBS axes also reveal a slightly systematic behaviour, but two orders of
magnitude smaller. The underlying signal is recovered by subtracting a sinusoidal function
fitted on the envelope of the modulated amplitude. Since only sinusoidal functions are
removed, the resulting solution remains unchanged from mean values [10]. Figure 2 shows
the results contrasted to accelerometer measurements calibrated with recommended a-priory
biases of [30][30]. When analyzing the solution for XSBS axes, aside the excellent agreement with
the accelerometer precision, several local mismatches can be identified and probably attributed
to the non-modelled local time-varying gravity, such as post glacial rebound, hydrologic cycle,
etc., due to lack of accuracy of ocean tides models or possible external sources to the Earth’s
gravity, e.g. Figure 2 at 19:30 h. Concerning the YSBS and ZSBS axes solutions, aside the bias
detected with respect to [30], it can be clearly seen the high correlation with the accelerometer
measurements, and consequently the good reference for accelerometer calibration.

The GNI_1A files provide the most precise position and velocity at 5 s interval, including formal error (dynamic‐reduced 
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Figure 2. Measured non-gravitational accelerations calibrated with recommended a-priory biases of [30] in solid line,
and the GPS-based non-gravitational accelerations from this study in dashed line. GRACE-A on July 15th 2006. Plots
are not equally scaled.

3.2. Calibration of GRACE accelerometers

The twin satellites of the GRACE mission are equipped with three-axis capacitive SuperSTAR
accelerometers to measure the non-gravitational forces. The precision of the XSBS and ZSBS axes
is specified to be 0.1nm/s2, while 1nm/s2 for the YSBS axes. According to the ONERA Super Star
accelerometers, the accelerations due to the relative proof mass offset and the Lorentz force
can be neglected. Measurements at a second interval are included in ACC_1B files.
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In order to evaluate the bias and bias fluctuations of the GRACE electrostatic accelerometers,
the computed GPS-based non-gravitational accelerations are compared to the accelerometer
measurements. Figure 3 shows the biases evaluated by simple difference of daily median
averages for the 1st day and the 15th day of every month from 2003 to 2012 (240 days).

Time span in MJD(UTC)

Axis 52720-53720 53720-55390 55390-55670 55670-56276

XSBS GA
a 1.8661E-10 7.6744E-11 2.6610E-09 -2.1745E-09
b 3.7589E-09 -1.2267E-09 3.4110E-09 2.0266E-08
c -1.2067E-06 -1.2572E-06 -1.2949E-06 -1.3772E-06

XSBS GB
a 1.3180E-10 -3.6244E-12 -3.1007E-10 7.3652E-10
b 3.1492E-09 -1.5015E-09 -1.0071E-09 -7.1242E-09
c -5.9029E-07 -6.3587E-07 -6.5277E-07 -6.6374E-07

YSBS GA
a -7.3899E-09 -8.6972E-10 -3.6298E-08 2.1178E-08
b -2.3187E-07 4.1156E-09 -6.5976E-08 -2.1715E-07
c 2.7577E-05 2.9751E-05 3.0619E-05 3.2154E-05

YSBS GB
a -1.2166E-08 -1.9175E-09 2.4402E-08 2.7737E-08
b -3.9671E-07 2.0905E-08 4.5169E-08 -2.3808E-07
c 7.4314E-06 1.1700E-05 1.2362E-05 1.3520E-05

Time span in MJD(UTC)

Axis 52720-53005 53005-55166 55166-55562 55562-56276

ZSBS GA
a 2.5641E-09 4.1747E-11 6.9776E-10 -7.2715E-12
b 1.3726E-07 7.7995E-10 1.1175E-09 -1.3730E-09
c 1.2338E-06 -5.7149E-07 -5.7692E-07 -6.0613E-07

Time span in MJD(UTC)

Axis 52720-53005 53005-55287 55287-55562 55562-56276

ZSBS GB

a 3.9394E-09 -5.8487E-11 -1.9218E-09 7.5564E-10
b 2.1614E-07 3.0758E-09 1.3300E-09 -4.9383E-09

c 2.0477E-06 -7.4038E-07 -7.6010E-07 -7.7323E-07

Equation: bias = ax2+bx+c, where x = (MJD(UTC)-55555)/100.

Table 4. Fitted parameters for bias calibration of GRACE accelerometers

Biases and fitted approximations are plotted in Figure 3, with respect the a-priori biases as
recommended by [30]. Since the nature of circular orbits implies a constant behaviour of the
arc-to-chord error, the real magnitude (bigger) of radial accelerations (ZSBS axes) seems to cause
a constant difference (~20 nm) in the solutions of [30]. Furthermore, it is interesting to see that
since electrostatic accelerometers are sensible to temperature changes, the correlation between
YSBS biases and the β’ angle (angle between the Earth-Sun line and the orbit plane) is clearly
recognized. Note that the β’ angle is defined such that it is zero when the Sun is within the
orbit plane and, consequently, the perturbation of YSBS biases is minimized. The opposite
situation happens when maximum β’ angle, in which the solar radiation has the same direction
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as the YSBS axes and maximizes its bias perturbation. These variations are disregarded in the
polynomial fitting given in table 4, being this solution a more close approximation to values
of β’ angle zero than the real β’ angle value.

 

 

Figure 3. Fig. 3.2. Differences with respect to the solution of Bettadpur (2009). Small dots represent the standard deviation to the 
accelerometer measurements and solid line is the parameterized solution. Plots are not equally scaled. 

1. SUMMARY 

In  this chapter, a detailed  theory and methodology  to derive non‐gravitational accelerations  from GPS measurements 
has been review, developed and validated with GRACE satellites as an example. The results show good agreement with 
accelerometer measurements and demonstrate that this new approach is a good reference for accelerometer calibration. 
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Figure 3. Differences with respect to the solution of [30]. Small dots represent the standard deviation to the accelerom‐
eter measurements and solid line is the parameterized solution. Plots are not equally scaled.
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4. Summary

In this chapter, a detailed theory and methodology to derive non-gravitational accelerations
from GPS measurements has been review, developed and validated with GRACE satellites as
an example. The results show good agreement with accelerometer measurements and
demonstrate that this new approach is a good reference for accelerometer calibration. This
methodology is based on the use of the arc-to-chord threshold for data interpolation, and the
robust fitting of sinusoidal functions in case of finding systematic errors within the accurately
derived non-gravitational accelerations.

With the development of space accelerometers, the calibration of current bias-rejection devices
is not anymore required. Nevertheless, the non-gravitational accelerations can be determined
accurately from the precise orbit ephemeris and, so far, it is, among others, a precious source
of information for atmospheric and force model studies. With the increased accuracy of GPS
positioning and dynamic measurements and models, the methodologies for GPS-based POD
are becoming more and more accurate.

In order to guarantee an unbiased solution in accelerometer measurements, calibration
parameters have been finally calculated without using any kind of regularization or constraint,
and by using the GPS-based POD solution as a reference. Since the POD products do not use
to give information about accelerations, the first derivatives of the precise-orbit velocities are
calculated under the arc-to-chord interpolation-threshold. On the other hand, the modeled
time-varying forces of gravitational origin and reference-system rotations are computed
according to current IERS 2010 conventions (including sub-daily tide variations). In a case
study from GRACE was shown that after subtracting the modeled time-varying gravity from
the GPS-based accelerations, cross-track axes of both GRACE satellites are affected by a
periodic error of unknown source. With the finality of extracting the underlying information
from the resulting data, the systematic error is modeled and subtracted successfully by
applying a robust fitting by sinusoidal functions. The resulting accelerations can serve as a
reliable reference for the accelerometer calibration. In the future, this systematic error should
have further considerations in POD software development.

5. Nomenclature

δ jk ;   Kronecker’s delta.

ti; Instant i of time.

Δt; Increment of time.

c; Speed of light

U; Gravitational potential.⨁; Earth.
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⊙; Sun.

⊘; Moon.

GM; Product of gravitational constant by mass.

ae ; Equatorial radius of the Earth.

P̄ lm;   Normalized associated Legendre functions of degree l  and order m.

C̄ lm;   Normalized Stokes’ coefficient of degree l  and order m for cosinus.

S̄ lm;   Normalized Stokes’ coefficient of degree l  and order m for sinus.

ω⊕;   Rotation vector of the Earth.

r ;   Satellite position vector.

ṙ ;   Satellite velocity vector.

r̤; Satellite acceleration vector.

(φ, λ);   Latitude, longitude.

GPS; Global Positioning System.

POD; Precise Orbit Determination.

LEO; Low Earth Orbit

GRACE Gravity Recovery And Climate Experiment.

GA, GB; Satellite identifier (GRACE-A; GRACE-B).

EOP; Earth Orientation Parameters.

MJD; Modified Julian Date.

UTC; Coordinated Universal Time.

TAI; International Atomic Time.

ICRS; International Celestial Reference System.

ITRS; International Terrestrial Reference System.

SBS; Satellite Body System.

ORS; Orbit Reference System.

[P]; Rotation matrix for precession.

[N]; Rotation matrix for nutation.

[S]; Rotation matrix for sidereal time.

[PM]; Rotation matrix for polar motion.
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1. Introduction

Global positioning system (GPS) coordinate time series are used extensively for investigating
various geodesy and geophysics problems [1,4,24], e.g., global and regional reference frame
establishment, deformation monitoring for tectonic plate movement, etc. Until now, many
investigators have studied the characteristics of GPS coordinate time series, and its general
features are relatively well known, among which the seasonal signals, defined as annual plus
semi-annual variations, are pervasive under the approximately power-law backgrounds
[27,29,34,39,41]. Overall, the residual power declines with increasing frequency, and is
consistent with a flicker noise distribution plus white noise at high frequencies. An in-depth
understanding of the related mechanisms that cause seasonal variations is expected to separate
signal from noise better in the GPS positions. Possible errors include both geophysical effects
(e.g., mis-modelled tides and unmodelled non-tidal loading displacements) and technique-
specific errors (e.g., long-term orbit mis-modelling and long-wavelength multipath effect).
Previous researches find that geophysical models could only interpret ~40% of the seasonal
power. Much of the residual seasonal power is most likely caused by unidentified GPS
technique and/or analysis errors [6, 12].

Ionospheric delay is one of the main error sources in GPS positioning. At present, most GPS
precise data processing only consider the first order ionospheric delay correction, which
consists of more than 99.9% of the ionosphere effects and is usually removed by forming an
“ionosphere-free” linear combination (LC). The remaining terms, that are the higher-order
terms, however, do not cancel in the LC combination. The second order term is affected by

© 2015 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use, distribution,
and eproduction in any medium, provided the original work is properly cited.



both the ionospheric electron content and the geomagnetic field [31, 32], whereas the third
order term is mainly affected by the ionospheric electron content and is much smaller in
magnitude. At GPS frequencies, the fourth order and subsequent terms are negligible [32]. In
recent years, higher-order ionospheric (HOI) effects, as one type of GPS technique-specific
errors, have been studied on the GPS coordinates by many authors [3, 7,8,11,13,18,26].
Munekane analysed the influence of the second order ionospheric delay model [26]. Applied
to regional and global networks, the model helped to furnish a quantitative explanation of the
characteristics of the change of scale in the time series observed in the Japanese GPS Earth
Observation Network (GEONET). Other authors have addressed the global GPS networks
both with and without considerations of HOI effects. Comparisons of these solutions revealed
systematic shifts in the site positions, reference frame origins, together with orbits and scale
factors. They confirmed that ignoring HOI delay could lead to magnitude of centimeter-level
or even larger error in positioning. It could also generate spurious diurnal, semi-annual and
annual signals in the GPS coordinate time series, which might be wrongly interpreted as tidal
effects or crustal movement.

To investigate the contribution of HOI terms, including the second and third order delay, to
the GPS coordinate time series would do benefit to establish a more precise terrestrial reference
frame and make a more reasonable interpretation of the motion characteristics of the tracking
stations in the crustal monitoring network. Because of these reasons, the first and second GPS
reprocessing campaign implemented by IGS analysis centre have already incorporated the
second order ionospheric delay correction into the latest data processing strategy1.

In this chapter, we focus on the effects of the second- and third-order ionospheric terms on the
characteristics of GPS coordinate time series in terms of seasonal variations (the word “sea‐
sonal” mainly is used to represent both annual and semi-annual periods) and noise amplitudes,
following the approach of previous authors concerned with coordinate-level effects [7, 8].
Although the effects of differential bending of the GPS signals due to the ionosphere propa‐
gation have been noted at the signal level, they are beyond the scope of this chapter. The
ionospheric maximum years from 1999 to 2003 are selected for investigation. These years mark
the peak of the previous solar cycle [16,25,28]. It permits a more complete understanding of
the effects on coordinate time series and facilitates the analysis of recent GPS coordinate time
series.

Firstly the modelling method of HOI correction in GPS precise data processing is investigated,
and then the impact of ionopsheric delay with different orders on the GPS dual-frequency
carrier signals is quantified. Based on this, the GPS data of 104 evenly distributed IGS sites are
reprocessed using GAMIT. Analysis is begun by comparing the differences caused by HOI
effects in terms of differences in site coordinates and velocities. Then the periodic character‐
istics and noise amplitudes of coordinate time series with and without HOI corrections are
assessed. The evaluation of the solutions is based on the comparison of the coordinate time
series characteristics of each coordinate component.

1 http://acc.igs.org/reprocess2.html
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2. HOI delay model

The ionospheric delay on the carrier phase that extended to the fourth order can be written as [30]:
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where Ne represents the density of free electrons, B stands for the geomagnetic field intensity
at the ionospheric piercing point, where the sight line between satellite and station cross
through the thin ionosphere layer. Usually the height of the thin ionosphere layer is assumed
as 300 to 450 kilometers; θ is the angle of the satellite signal and the geomagnetic field intensity
vector at the piercing point. An approximation between different orders of ionospheric delay
can be written as:

20 5 7
, ,2 , ,3 , ,4 5 3

, ,1 2
, ,1 , ,2 , ,3

1.2 10 2.8 10 7.2 10 1, , , (5.6 10 2.3 10 )
dr dr dr

dr
dr dr dr

´ ´ ´
= - × × × ´ + ´I P I P I P

I P
I P I P I Pf f f f (3)

Table 1 shows the displacement of GPS double frequency signals caused by ionospheric delay
with different orders. From Table 1, we observe that the second and third order ionospheric
delay must be taken into consideration in the GPS data processing so as to acquire high quality
and consistency results in mm level, especially for those GPS observations during the peak of
the solar cycle. The impact of the fourth order ionospheric delay is less than 0.1% of that of the
third order, thus can be ignored in the GPS data processing.

Frequency/MHz Signal δρI ,P ,1 /mm δρI ,P ,2 /mm δρI ,P ,3 /mm δρI ,P ,4 /mm

1228 GPS(L2) −8.0⋅104 −1.8⋅101 −1.1⋅100 −5.0⋅10−4

1575 GPS(L1) −4.8⋅104 −8.5⋅100 −3.9⋅10−1 −1.4⋅10−4

Table 1. Displacement of GPS double frequency signals caused by first to fourth order ionospheric delay
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3. GPS data processing

The IERS convention 2010 recommends that the impact of HOI delay must be taken into
consideration when establishing future terrestrial reference frame [30]. In order to determine
the impact of HOI delay on the coordinate time series of IGS sites, a contrast experiment is set
up based on the latest model recommended by IERS convention 2010 and recent published
results to reprocess the GPS data of 104 evenly distributed IGS sites. In experiment A, only the
first order ionospheric delay is calculated, while in experiment B, the impacts of the second
and third order ionospheric delay are considered. Except for the different way in dealing with
the ionospheric delay, all the other strategies are exactly the same in both runs. Figure 1 shows
the spatial distribution of the IGS stations. Stations are selected from part of the ITRF sites with
high geodetic quality, which satisfy the following criteria: (a) evenly distributed worldwide;
(b) continuously observed for at least 3 years; (c) locations far from plate boundaries and
deforming zones; (d) velocity accuracy better than 3 mm/yr. During the calculation, we use
the GAMIT/GLOBK (V10.4) as our platform [9, 10].

Figure 1. Distribution of the selected 104 global IGS reference stations during GPS data processing. Red stars represent
sites used in the noise analysis and seasonal analysis.

Users could realize HOI delay correction in GAMIT 10.4 by setting the parameters Ion model
as GMAP and the Mag field as IGRF11 or DIPOLE in the control file called sestbl. At the same
time, a new folder called ionex should be created under the project directory to save daily
ionosphere file. After that, we have to switch on the -ion command when using sh_gamit to
process the data, since the default setting is only calculate the first order ionospheric delay.
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The global Vertical Total Electron Content (VTEC) data read by GAMIT are provided by the
Center for Orbit Determination in Europe (CODE)2[9, 14], with a temporal resolution as 24
hours before day 87, 1998 and 2 hours after that. Based on both the temporal resolution of the
VTEC product and the strong ionosphreic activity, we choose the time span from year 1999 to
2003. Besides, considering the superiority of the International Geomagnetic Reference Field
(IGRF) to the co-axial tilting dipole magnetic field model [31], we choose the latest IGRF11 to
acquire the geomagnetic field intensity B at the ionospheric piercing point, which is needed
to calculate the second order ionospheric delay. The height of the ionosphere layer is assumed
as 450 kilometers from day 87, 1998 [9]. Moreover, since the IGS stations move slowly within
one week, and can be ignored, we only process the GPS data on every Wednesday, which could
not only show the long term trend of IGS stations, but could also improve our working
efficiency.

In  our  data  processing,  several  parameters  are  resolved  simultaneously,  including  site
coordinates,  earth  orientation  parameters,  satellite  orbits,  tropospheric  delay  and  the
horizontal gradient parameters [17]. The stations are given loose constraints, among which
the constraints of 5cm are set to IGS core stations, and 1dm to the non-core stations [22].
Ten  degree  is  chosen  for  the  satellite  cut-off  elevation  angle,  and  the  observations  are
weighted with site-specific, elevation-dependent weighting based on an assessment of the
post phase residuals [15, 22, 38]. Corrections have been implemented for solid earth tide,
ocean  tide  and  pole  tide,  among  which  the  FES2004  model  is  used  to  calculate  site
displacement due to ocean tidal loading [23].  Absolute antenna phase center offsets and
variations  are  used  [35].  Vienna  Mapping  Function  1  (VMF1)  troposphere  mapping
functions are used to calculate the tropospheric delay [5]. Atmospheric tidal correction and
non-tidal loading corrections are not applied [22, 30]. Pressure and temperature for the a
priori zenith hydrostatic delay are provided with receiver-independent exchange (RINEX)
meteorological files (.m) and values from VMF1 [37]. After obtaining the weekly baseline
resolutions,  datum transformation is  performed with GLOBK to obtain sites’  coordinate
time series and velocities under the ITRF [36].

4. Coordinate time series analysis methods

4.1. Spectral analysis method

Spectral analysis can be used to investigate the frequency characteristics of coordinate time
series, including the main cycle components and the periodic variations. The Lomb-Scargle
periodogram method is used in this chapter. This method overcomes the shortcomings of the
classical periodogram, which can only be applied to equidistant data and to search for cycles
in equidistant data, and is widely used in computing the noise spectrum of GPS coordinate
time series [24, 41, 44]. The basic idea of this method is to obtain an improved periodogram
through the redefinition of every angular frequency by introducing a time lag τ.

2 ftp://cddis.gsfc.nasa.gov/pub/gps/products/ionex/yyyy/ddd/codgddd0.yyi.Z

High-order Ionospheric Effects on GPS Coordinate Time Series
http://dx.doi.org/10.5772/58897

77



Let xj ( j =1, ⋯N ) represent a group of observations at a corresponding observation times tj

( j =1, ⋯N ).We can then compute the power spectrum as
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where ω is the angular frequency, σ is the root mean square (RMS) and x
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 is the mean value:
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The definition of τ can be written as:
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4.2. Maximum Likelihood Estimation method (MLE)

The GPS site velocity error tends to be overestimated approximately 4 times or even by an
order of magnitude if the effect of coloured noise is ignored, thus producing incorrect
geophysical interpretations [24,39,19-21]. To incorporate the effect of coloured noise, the best
approach is to apply MLE to estimate the modelling parameters and the noise components
simultaneously.

Considering the influence of the colored noise, daily solution observation sequence of each
coordinate component can be modeled as follows [27]:
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where ti for i =1......n are the daily solution epochs in units of years, and H is the Heaviside step
function. The first two terms are the site position, a, and linear rate, b, respectively. Coefficients
c and d  describe the annual periodic motion, while e and f  describe semi-annual motion. The
next term corrects for any numbers (nj) of offsets with magnitudes gi and epochs T g j [40]. The
error term is a linear combination of a sequence of uncorrelated unit-variance random variables
α(ti) and a coloured noise sequence β(ti) such that

( ) ( ) ( )e a b= +i w i k it a t b t (8)
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The coefficients aw and bk≠0 are the amplitudes of the white noise and the coloured noise,
respectively. k  is the spectral index. The covariance matrix of y(ti) can then be expressed as

2 2= +w k kC a I b J (9)

I  is the identity matrix and Jk  is the covariance matrix for the appropriate coloured noise.

Using the MLE algorithm, the unknown amplitude aw and bk≠0 along with the other parameters
in Equation (7) can be estimated. Then we need choose the suitable noise model to determine
the amplitude of the noise components. To estimate noise components using MLE, the
probability function is maximized by adjusting the data covariance matrix. Therefore
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/ 2 1/ 2
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C (10)

where lik  is likelihood and det is the determinant of a matrix, N  represents the number of
epochs and v̂ is the postfit residuals. We can take the equivalent natural logarithm

1ˆ ˆ ˆ[ ( , )] 0.5[ (det )] (2 )]p-= - + +TLn lik v C Ln C v C v NLn (11)

where Ln denotes the natural logarithm. Data covariance matrix C  can represent several forms
of stochastic noise process, such as white noise, flicker noise, random walk noise, first-order
Gauss Markov noise together with a multitude of combinations of the above.

5. Data analysis and discussion

In this section, the impact of HOI delay on the variations of stations’ coordinates, velocities,
and the variations of the GPS coordinate time series are investigated.

5.1. Effects on coordinates

To investigate HOI effects on site coordinates, the solutions from experiment A and experiment
B are compared. Considering the reliability of the limitation of the observation processing span,
only sites with continuous time series having a length of more than 2.5 years are included. For
sites interrupted by antenna change or earthquakes or other causes, the data span having the
longest time interval for the same station is used. Figure 2 shows the global site coordinate
differences resulting from the modelling of the HOI corrections. The values shown in this
figure are the differences in the final coordinates that are estimated from the weekly baseline
solutions using the Kalman filtering method applied in GLOBK software. A pattern of high-
latitude sites shifted northwards and equatorial sites shifted southwards is observed in the
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found by reference [31] and reference [8].

8 

 

applied in GLOBK software. A pattern of high-latitude sites shifted northwards and equatorial sites 

shifted southwards is observed in the horizontal components, and the former sites have smaller offsets 

than the latter sites, as also found by reference [31] and reference [8].  

Figure 2. Differences in coordinates produced by HOI corrections (Top: horizontal components, 

bottom: Up component). 
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East and Up component between experiment A and B. From Figure 3, we observe that HOI delay has 

some impact on the long term velocity of IGS sites, but has almost no impact on its velocity 

uncertainty. The mid-to-low latitude stations are most affected, while those in the high-latitude region 

suffered small effects (except for OHIG). With respect to the Up component, the maximum velocity 

difference reaches up to 1mm/year for stations near the equator, e.g. GUAM in the West Pacific and 

KOKB in Hawaii. Compared with the Up component, the horizontal components are relatively less 

affected with maximum velocity difference of no more than 0.5mm/year, and can be neglected. 
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5.2. Effects on velocities

Figure 3 shows the spatial distribution of stations’ velocity and its uncertainty difference in
the North, East and Up component between experiment A and B. From Figure 3, we observe
that HOI delay has some impact on the long term velocity of IGS sites, but has almost no impact
on its velocity uncertainty. The mid-to-low latitude stations are most affected, while those in
the high-latitude region suffered small effects (except for OHIG). With respect to the Up
component, the maximum velocity difference reaches up to 1mm/year for stations near the
equator, e.g. GUAM in the West Pacific and KOKB in Hawaii. Compared with the Up com‐
ponent, the horizontal components are relatively less affected with maximum velocity
difference of no more than 0.5mm/year, and can be neglected. Another interesting phenom‐
enon is that ignoring HOI delay may lead to over-estimation of the Up component for stations
in the southern hemisphere and at the same time under-estimation of stations’ vertical velocity
in the northern hemisphere. Therefore, HOI delay must be considered in the high precision
data processing for equatorial stations, so as to acquire more reliable vertical velocity in the
application of meteorology and geodynamic studies, such as postal glacial rebound, sea level
change, etc.
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Figure 3 shows the spatial distribution of stations’ velocity and its uncertainty difference in
the North, East and Up component between experiment A and B. From Figure 3, we observe
that HOI delay has some impact on the long term velocity of IGS sites, but has almost no impact
on its velocity uncertainty. The mid-to-low latitude stations are most affected, while those in
the high-latitude region suffered small effects (except for OHIG). With respect to the Up
component, the maximum velocity difference reaches up to 1mm/year for stations near the
equator, e.g. GUAM in the West Pacific and KOKB in Hawaii. Compared with the Up com‐
ponent, the horizontal components are relatively less affected with maximum velocity
difference of no more than 0.5mm/year, and can be neglected. Another interesting phenom‐
enon is that ignoring HOI delay may lead to over-estimation of the Up component for stations
in the southern hemisphere and at the same time under-estimation of stations’ vertical velocity
in the northern hemisphere. Therefore, HOI delay must be considered in the high precision
data processing for equatorial stations, so as to acquire more reliable vertical velocity in the
application of meteorology and geodynamic studies, such as postal glacial rebound, sea level
change, etc.
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5.3. Impact on the scatter of the GPS coordinate time series

To investigate the impact of HOI delay on the scatter of stations’ displacement time series, the
WRMS of coordinate time series of IGS sites both before and after HOI delay corrections are
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where gpsneu(i), signeu(i) and wrmsneu(gps) denote the displacements, uncertainty and WRMS of
the IGS stations in the North (N), East (E), and Up (U) component at epoch i, ndat  stands for
length of time series, which is in unit of GPS week. To ensure the reliability of the results, we
also only include the WRMS of sites with continuous time series of more than 1.5 years in our
investigation. The spatial distribution of stations’ WRMS difference before and after correction
together with its variation rate is shown in Figure 4. Negative value means that the WRMS
reduced after correction. The WRMS variation rate is defined as:
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where ΔWRM Sneu is the WRMS variation rate in the North, East and Up component respec‐
tively, Δwrmsneu denote the WRMS difference in the three components, which are shown in the
left panels of Figure 4. wrmsneuoriginal

 represents the WRMS of each of the three components

without HOI delay correction.

From Figure 4 we can see that, most stations’ vertical WRMS decrease after HOI delay
correction, accounting for 66% of the total stations. The biggest improvement gathers near the
equator, for example, the HOI delay could explain 4% of the vertical WRMS at station IISC
(13°N). The WRMS variation in the North component shows remarkable regional character‐
istics. 47% of the stations’ WRMS decreased, and most of them gathered in South Asia, with
WRMS reduction between 4% to 10%, including 5 stations in China, among which the WRMS
reduced by 10% for station LHAS.. Different from the Up and North components, the East
component does not yield big improvement after higher order ionospheric delay correction,
among which only 33% of the stations’ WRMS reduced, and most of them located in the
Oceania, America and coastal areas around Asia. Besides, we also notice that the WRMS in the
North component of most stations in Europe are increased by 5% to 10% after HOI delay
correction. Further work is still required to determine the reason.
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(top: Up component, middle: East component, bottom: North component) 

5.4 Effect on the spectrum characteristics of the GPS coordinate time series

To study the periodic variations caused by HOI corrections, detailed study of the periodic 

characteristics and differences between solutions is restricted to only those sites with more than 4 

years of data (not necessarily consecutive), without known offsets caused by hardware changes and 

without known coseismic and/or postseismic deformation signals or identifiable effects of snow 

covering the antenna. The selected sites are shown as red stars in Figure 1. The Lomb-Scargle 

periodogram method is applied to calculate the power spectral density (PSD) of the coordinate time 

series using CATS [42]. After obtaining the spectra files, the periodic spectra diagrams are plotted for 

the N, E and U components. 
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nent, middle: East component, bottom: North component)
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5.4. Effect on the spectrum characteristics of the GPS coordinate time series

To study the periodic variations caused by HOI corrections, detailed study of the periodic
characteristics and differences between solutions is restricted to only those sites with more
than 4 years of data (not necessarily consecutive), without known offsets caused by hardware
changes and without known coseismic and/or postseismic deformation signals or identifiable
effects of snow covering the antenna. The selected sites are shown as red stars in Figure 1. The
Lomb-Scargle periodogram method is applied to calculate the power spectral density (PSD)
of the coordinate time series using CATS [42]. After obtaining the spectra files, the periodic
spectra diagrams are plotted for the N, E and U components.

Figure 5. PSD Variations of the IISC coordinate time series

Figure 5 shows the spectra diagrams for the IISC site. Red lines represent the post-correction
(IG) results and blue lines represent the pre-correction (NO) results. In this figure, periodic
signals over 3.5 years are truncated to show the short-period signals clearly. For both two runs
(IG and NO), there are periodic characteristics shown in the GPS coordinate time series.
However, the corresponding main power spectra values are changed with different directions.
The U component show a more obvious periodic characteristic than the N and E components,
as its power value is approximately 5-10 times greater than those of the other two components.
Additionally, signals with small periodicity (less than 0.5 year) are found in all components.
In general, the main contributors to seasonal variations include gravitational excitation,
thermal origin and hydrological dynamics [6, 33]. Ocean tides, solid Earth tides and atmos‐
pheric tides, which are associated with gravitational excitation, have been modified in the GPS
carrier phase data processing using relatively precise theoretical models. Thus, effects of the
thermal origin and hydrological dynamics may produce variations in our GPS coordinate time
series. Additionally, the thermal noise of the antenna, local multipath effects and model errors
such as satellite orbital models, tropospheric delay models and other technique-specific system
errors can induce seasonal deformation at the sites [2,12,22,35,42].
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To display the overall variations caused by HOI corrections clearly, we stack all the spectra of
the selected sites for two runs by component and smoothed with a Gaussian smoother. Figure
6 shows the analysis results. Vertical dashed lines are plotted in Figure 6 to indicate harmonics
of 1.0 cycle per year (cpy). We can see that no matter with or without HOI corrections, all the
three components exhibit very similar behaviour, except that the E component without HOI
corrections shows a different pattern. Peaks are evident at harmonics of approximately 1 cpy
up to at least 6 cpy. Although the two lower frequencies appear to match the annual and semi-
annual periods, it becomes progressively more apparent at the higher frequencies that
harmonics of 1.0 cpy do not fit the observed peaks well. It is also evident that the power remains
on the high-frequency sides of 1.0 and 2.0 cpy. Vertical dashed lines are also drawn for the
harmonics of 1.04 cpy, and they fit the observed sub-seasonal spectral peaks well, especially
for the relatively narrow 3rd, 4th, 5th and 6th peaks of all three components. This is a strong
indication that the observed seasonal bands actually consist of 1.0 cpy, 2.0 cpy together with
1.04 cpy, which is called the GPS “draconitic” year [34]. In addition to the 1.0 cpy and 2.0 cpy
harmonics (annual and semi-annual harmonics), the indications of 1.04 cpy harmonics also
persist largely unchanged after HOI corrections, especially for the U component. Moreover,
they are even more remarkable after corrections, especially for the 4th, 5th and 6th peaks in
the N and E components. Therefore, HOI corrections may not be the main contributions to our
inferred harmonic generating tone at 1.04 cpy. Ignoring these corrections can even submerge
this type of harmonic.
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Figure 6. Stacked periodograms in the N, E, and U components of coordinate time series for the selected sites. a) north,
b) east, and c) up; each has been smoothed using a Gaussian smoother. Vertical dashed lines indicate harmonics of 1.0
cpy (blue) and 1.04 cpy (green).
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Before corrections, the stacked results for the E component do not show a regular pattern
(obvious peaks for the annual and semi-annual signals), which is unlike the other two
components. After corrections, more consistent and normal variations are shown in the E
component, which is also true for the high-frequency harmonics of N component. If we ignore
these corrections, the result can be a spurious signal, and cause an unreasonable seasonal
pattern for the E component. After HOI corrections, there are overall decreases for all seasonal
amplitudes (such as annual, semi-annual, 1.04 cpy), especially for the N and E components,
indicating that these corrections can weaken the noise existing in the global coordinate time
series. We will examine this question more closely in the next section.

The Cartesian coordinates are also analyzed. Figure 7 show the stacked results of the Z
coordinate. It is quite similar to those in the Up component.
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Figure 7. As for Figure 5 except that the Z component is shown.

5.5. Noise analysis

In this section, the Maximum Likelihood Estimation method (MLE) is applied to analyse the
noise characteristics of the coordinate time series. In the beginning, the optimal noise model
is determined. Under the optimal noise model, the effects of HOI corrections on the site noise
amplitudes and seasonal signals are assessed.

The spectral index of the coordinate time series is first calculated to help determine the
potential noise type. Table 2 lists the spectral index of the selected sites located in different
latitudes. Here sites are selected mainly considering that they are located in low-, mid- and
high-latitude areas from two hemispheres. As shown in Table 2, the noise spectral index values
for the three components at all tabulated sites are between -1 and 0 whether HOI effects are
considered or not. The same result holds for the other sites except that the values for a few
sites range between -1 and -2. The coloured noise still exists in the coordinate time series.
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Therefore, it can be inferred that coloured noise is present at all the selected sites, and that HOI
corrections cannot remove this kind of coloured noise.

Based on the above results and previous studies involved in noise analysis, four types of noise
model are selected here to determine the optimal noise model for the global sites. The selected
noise models are white noise (WN), flicker noise (FN), random walk noise (RW) and power
law noise (PL). In general, the larger the MLE value, the more effective the noise model is [24,
19-21]. According to the Langbein experiment, using a significance level of 95%, we can
distinguish two different noise models if the difference between the MLE values of the two
models is greater than 3.0. In this chapter, the white noise model (WN) is used as the null
hypothesis. We compare the other three combined models (white noise plus flicker noise (WN
+FN), white noise plus random walk noise (WN+RW), and white noise plus power law noise
(WN+PL)) with this hypothesis model.

The MLE differences for different models relative to WN are shown in Figure 8 for the selected
sites. Y-axis represents the difference values. The site names are shown on the x-axis. Here
only the U component results are shown (similar results can also be found for N and E
components). The MLE differences can be found to distinguish between different noise models.
Overall, compared with the WN model, both the MLE differences for WN+FN and WN+PL
are greater than 3.0, and the differences can be distinguished easily. The RW+WN noise model
is not as obviously different from the WN model, and the RW noise does not make a marked
difference. After HOI corrections, the MLE differences for most sites remain unchanged.
According to the noise model determination method defined above, HOI corrections have little
influence on the determination of the optimal noise model for global sites. Therefore, the same
optimal noise model can be selected for both runs. Given the small MLE differences between
WN+FN and WN+PL and the uncertainty of the WN+PL model in determining the noise
components and other parameters, the WN+FN model is selected as the optimal noise model.
In the following analysis, all the results are obtained under this optimal noise model.

Site Name
Pn Pe Pu

Pre-correction Post-correction Pre-correction Post-correction Pre-correction Post-correction

IISC(77.6,13.0) -0.26 -0.29 -0.35 -0.21 -0.79 -0.67

BRAZ(312.1,-15.9) -0.55 -0.49 -0.20 -0.39 -0.34 -0.34

BJFS(115.9,39.6) -0.35 -0.38 -0.16 -0.18 -0.50 -0.42

AUCK(174.8,-36.6) -0.33 -0.29 -0.24 -0.29 -0.46 -0.49

ZIMM(7.5,46.9) -0.31 -0.26 -0.28 -0.20 -0.26 -0.24

KERG(70.3,-49.4) -0.07 -0.15 -0.27 -0.45 -0.33 -0.32

NYA1(11.86,78.92) -0.43 -0.40 -0.37 -0.40 -0.45 -0.45

CAS1(110.5,-66.3) -0.66 -0.70 -0.25 -0.22 -0.45 -0.43

Table 2. Spectral index of GPS coordinate time series. Pn, Pe and Pu represent the spectral index of the coordinate time
series in the N, E and U component, respectively. The terms “pre-correction” and “post-correction” refer to the index
values computed from position time series without and with HOI corrections.
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Figure 9. Noise amplitudes estimated in coordinate time series plotted as a function of latitude. a) white noise, b) flick‐
er noise: red star, post-correction results; green star, pre-correction results.

We estimate the noise amplitudes for each coordinate component of the stations for both runs.
Figure 9 shows the amplitudes of white noise and flicker noise. We split them in Figure 9 to
denote the noise amplitudes variations of each noise type as a function of latitude. Zero value
in Figure 9 means that the maximum likelihood estimation algorithm fails to distinguish the
white or flicker noise coefficients. Table 3 lists the average noise amplitudes of sites located in
different latitudes.

Figure 8. MLE differences between selected models and WN for U component. Star represents WN+FN models, Trian‐
gle represents WN+RW models, Circle represents WN+PL models. (Top: NO results, bottom: IG results).
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Latitude range

Average amplitudes of White noise (mm) Average amplitudes of Flicker noise (mm)

N E U N E U

noion ion noion ion noion ion noion ion noion ion noion ion

-90° ~ -60° 1.85 1.78 1.99 1.77 4.81 4.52 2.33 2.38 2.94 2.60 7.29 6.30

-60° ~ -30° 1.80 1.86 2.36 2.19 5.34 5.27 2.54 2.44 2.47 2.74 11.36 8.26

-30° ~ 0 2.38 2.13 3.16 2.50 6.20 5.86 3.30 3.13 3.00 5.23 11.24 11.11

0 ~ 30° 2.51 2.22 3.73 2.98 7.30 6.42 3.49 3.31 3.99 4.30 9.55 9.89

30° ~ 60° 1.57 1.53 2.42 1.87 5.62 5.07 2.73 2.36 2.82 2.85 6.83 6.22

60° ~ 90° 1.13 1.48 1.91 1.39 6.29 5.34 3.96 3.66 3.35 3.41 8.74 8.62

Table 3. Average noise amplitudes for sites in different latitude areas. The terms “noion” and “ion” refer to the noise
amplitudes computed from position time series without and with HOI corrections.

Generally speaking, variations of the amplitudes of white noise and flicker noise are latitude
dependent. The noise amplitudes decrease as the latitude increases. The WN variations are
more obvious than FN. This relationship has also been found in reference [24] and [41]. After
HOI corrections were applied, there is an overall decrease in noise amplitudes, whereas the
dependence of the variation in noise amplitudes on latitude still remained. Although HOI
corrections can produce regional shifts at given sites and larger coordinate differences on mid-
and low-latitude areas (Figure 2), the principal source of latitude-related variations in noise
amplitudes may not be related to these corrections. It is worth noting that the corrections as
modelled are not perfect, so there could be errors in the model. For most sites, the flicker noise
amplitude is greater than that of the white noise, especially in the U component. Different noise
amplitudes are found in different components for the same site. For both white noise and
flicker noise, the noise amplitudes of the N and E component are smaller, and the noise
amplitudes of the U component are the greatest. This is consistent with the lower precision of
the U component relative to the N and E components. From the above results, we conclude
that HOI corrections may not improve the precision of the U component substantially.
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Figure 10. Noise amplitudes estimated in the pre-corrected coordinate time series as a function of the noise amplitudes
estimated in post-corrected time series. a) white noise, b) flicker noise.
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Latitude range

Average amplitudes of White noise (mm) Average amplitudes of Flicker noise (mm)

N E U N E U
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0 ~ 30° 2.51 2.22 3.73 2.98 7.30 6.42 3.49 3.31 3.99 4.30 9.55 9.89

30° ~ 60° 1.57 1.53 2.42 1.87 5.62 5.07 2.73 2.36 2.82 2.85 6.83 6.22

60° ~ 90° 1.13 1.48 1.91 1.39 6.29 5.34 3.96 3.66 3.35 3.41 8.74 8.62

Table 3. Average noise amplitudes for sites in different latitude areas. The terms “noion” and “ion” refer to the noise
amplitudes computed from position time series without and with HOI corrections.

Generally speaking, variations of the amplitudes of white noise and flicker noise are latitude
dependent. The noise amplitudes decrease as the latitude increases. The WN variations are
more obvious than FN. This relationship has also been found in reference [24] and [41]. After
HOI corrections were applied, there is an overall decrease in noise amplitudes, whereas the
dependence of the variation in noise amplitudes on latitude still remained. Although HOI
corrections can produce regional shifts at given sites and larger coordinate differences on mid-
and low-latitude areas (Figure 2), the principal source of latitude-related variations in noise
amplitudes may not be related to these corrections. It is worth noting that the corrections as
modelled are not perfect, so there could be errors in the model. For most sites, the flicker noise
amplitude is greater than that of the white noise, especially in the U component. Different noise
amplitudes are found in different components for the same site. For both white noise and
flicker noise, the noise amplitudes of the N and E component are smaller, and the noise
amplitudes of the U component are the greatest. This is consistent with the lower precision of
the U component relative to the N and E components. From the above results, we conclude
that HOI corrections may not improve the precision of the U component substantially.
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Figure 10 further shows the variations in noise amplitudes after HOI corrections. We added
“x=y” diagonal line in figure to see deviations more clearly. The farther the points locate to the
diagonal line, the greater the amplitudes changes are. The percentage of stations whose noise
amplitudes are reduced by the HOI corrections is labelled on the plot. A comparison of the
solutions from IG and NO shows that amplitudes of both WN and FN generally decrease for
most sites, and the WN amplitudes decrease more remarkably after HOI corrections. For flicker
noise, the amplitudes of 67.5% of the selected sites exhibit a decrease in the N component and
yield the most satisfactory results. Compared with flicker noise, white noise yields a more
satisfactory result for the global sites in terms of the percentage of sites with decreasing
amplitudes (61.4%, 71.6% and 81.8% for N, E and U, respectively). Based on our results, HOI
effects can maximallyexplain 44.02% (NICO), 91.10% (NOT1) and 49.8% (NICO) of the WN
amplitude in the N, E and U components, respectively. The NICO and NOT1 sites are both
located in mid-latitude areas (35°~37°N). For FN, the noise amplitudes decreased most at the
same site, ANKR (39.88°N), and the summed proportions were 67.63%, 53.59% and 71.30% for
the N, E and U components, respectively. For the global sites, the total noise amplitudes
decreased, and HOI corrections must be considered if GPS coordinate time series are used to
interpret geophysical phenomena. Moreover, noise amplitude variations caused by HOI
corrections differ for sites in different areas, and the amplitudes of the sites in mid- or low-
latitude regions show greater variations than those in other areas. Therefore, separate analysis
and comparisons for different areas are recommended to obtain more meaningful conclusions.

5.6. Seasonal amplitude variations

Section 5.4 shows that HOI corrections can weaken the overall amplitudes of seasonal signals
qualitatively. Here, we quantify the effects of these corrections on seasonal signals. To have a
clear understanding of seasonal signals variations at the global sites caused by HOI corrections,
the annual and semi-annual amplitudes are estimated under the relatively optimal noise type
(WN+FN) using MLE. The 1.04 cpy harmonics is not estimated considering that these anom‐
alous seasonal signals lead to the errors of annual amplitudes’ great increase. Figure 11 shows
the annual and semi-annual amplitudes estimated in the GPS coordinate time series both with
and without HOI corrections. We also added “x=y” diagonal line in this figure as Figure 10.
In general, the annual amplitudes decreased in height, but this trend cannot be generalised.
For certain stations, the annual amplitudes even increased. HOI corrections are effective for
approximately one-half of the GPS sites in the horizontal components. Also note that the semi-
annual amplitudes of the sites are much more strongly affected by the corrections. It is probable
that there is a good match between the seasonal amplitudes and the HOI corrections or that
the observed variations are related to HOI effects. This finding is especially important to ensure
a reliable interpretation of the non-linear variations in the station position time series. How‐
ever, these results (Figure 11), as well as the noise amplitudes variations in Figure 9-10, show
that HOI effects explain the data from the studied sites partially, especially in the height
component, in terms of seasonal amplitudes’ variations for the global sites. The discrepancy
could be due to loading model deficiencies or other systematic errors involving particular
techniques, such as the thermal expansion and troposphere models.
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Figure 11. Seasonal amplitudes estimated in the pre-corrected coordinate time series, plotted as a function of the sea‐
sonal amplitudes of the post-corrected time series. a) annual signal, b) semi-annual signal. The percentage of stations
whose seasonal amplitudes was reduced by the HOI corrections is shown on the plot.

6. Conclusions

In this chapter, the modelling method of the HOI delay correction is analysed and the
magnitude of ionospheric delay with different orders on the GPS dual frequency carrier phase
signals is determined. By reprocessing GPS data of evenly distributed IGS sites, the contribu‐
tion of HOI delay to the global GPS coordinate time series is investigated. Our results indicate
an overall improvement based on an analysis of the global sites. The following conclusions
have been drawn:

HOI corrections can lead to big velocity variations of global IGS stations, among which the
vertical velocity reaches up to 1mm/year for stations near the equator. Ignoring HOI delay
correction will lead to over-estimation in the Up component of sites in the southern hemisphere
and under-estimation also in the Up component of sites in the northern hemisphere.

The WRMS of coordinate time series in the Up component of stations near the equator and in
the North component of stations in South Asia can be remarkably reduced if HOI delay
correction is considered. Station LHAS in China exhibits the biggest improvement, and the
WRMS in the North component reduced by 10%.

Whether or not HOI corrections are considered, the noise spectral index always ranges between
-1 and 0, and HOI corrections have a negligible influence on the determination of the optimal
noise model for our selected four noise types. In terms of noise amplitudes, although HOI
corrections can produce regional coordinate shifts at given sites, noise amplitude variations
related to latitude are still present. The principal source of the latitude-related variations in noise
amplitudes may not be related to these corrections, and that HOI corrections may not substan‐
tially improve the precision of the U component. At most sites, the amplitudes of both white
noise and flicker noise decrease as a result of the corrections, while the white noise amplitude
showing a more remarkable change. The U component of the white noise amplitude decrease
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6. Conclusions

In this chapter, the modelling method of the HOI delay correction is analysed and the
magnitude of ionospheric delay with different orders on the GPS dual frequency carrier phase
signals is determined. By reprocessing GPS data of evenly distributed IGS sites, the contribu‐
tion of HOI delay to the global GPS coordinate time series is investigated. Our results indicate
an overall improvement based on an analysis of the global sites. The following conclusions
have been drawn:

HOI corrections can lead to big velocity variations of global IGS stations, among which the
vertical velocity reaches up to 1mm/year for stations near the equator. Ignoring HOI delay
correction will lead to over-estimation in the Up component of sites in the southern hemisphere
and under-estimation also in the Up component of sites in the northern hemisphere.

The WRMS of coordinate time series in the Up component of stations near the equator and in
the North component of stations in South Asia can be remarkably reduced if HOI delay
correction is considered. Station LHAS in China exhibits the biggest improvement, and the
WRMS in the North component reduced by 10%.

Whether or not HOI corrections are considered, the noise spectral index always ranges between
-1 and 0, and HOI corrections have a negligible influence on the determination of the optimal
noise model for our selected four noise types. In terms of noise amplitudes, although HOI
corrections can produce regional coordinate shifts at given sites, noise amplitude variations
related to latitude are still present. The principal source of the latitude-related variations in noise
amplitudes may not be related to these corrections, and that HOI corrections may not substan‐
tially improve the precision of the U component. At most sites, the amplitudes of both white
noise and flicker noise decrease as a result of the corrections, while the white noise amplitude
showing a more remarkable change. The U component of the white noise amplitude decrease
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at 81.8% of all the selected sites as a result of the corrections, and the N component of the flicker
noise amplitude decrease at 67.5% of all the selected sites. To obtain more meaningful conclu‐
sions, a separate analysis and comparison for different areas is still recommended.

The results of an analysis of stacked periodograms show that a common fundamental of 1.04
cpy, together with the expected annual and semi-annual signals, satisfactorily explaines all the
observed peaks. HOI corrections may not represent the primary contribution to our inferred
harmonic generating tone at 1.04 cpy. Nonetheless, there is a good match between the seasonal
amplitudes and the HOI corrections, and the observed variation in the coordinate time series
is related to HOI effects. HOI delays partially explain the seasonal amplitudes in the coordinate
time series, especially for the U component. The annual amplitudes for all components are
decreased for over one-half of the selected IGS sites. Additionally, the semi-annual amplitudes
for the sites are much more strongly affected by the corrections.

The effects of HOI corrections on GPS coordinate time series further show that the application
of HOI corrections should become a standard part for precise GPS data analysis. It is worth
noting that more accurate correction models still need to be investigated. When contemplating
routine inclusion of the higher-order corrections, one should consider generalizing these
corrections by using a more accurate model of the Earth’ magnetic field and by using a more
representative ionosphere which takes into account the ray-bending errors and the actual
vertical spread of ionospheric density with altitude.
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Sea Level Changes Along Global Coasts from Satellite
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1. Introduction

The average global sea level was rising through the 20th century as a result of global warming
[8, 9, 26]. The Fifth Assessment Report of the Intergovernmental Panel on Climate Change
(IPCC) estimated that between 1901 and 2010, the mean sea level rate 1.7±0.2 mm/yr and
increased to 3.2±0.4 mm/yr between 1993 and 2010, and projected that in 2100 the largest
increase in global average sea level will reach 0.82m [32]. Furthermore, global sea level
variations have non-uniform patterns, particularly some coastal sea level changes with several
times larger than the global mean sea level change, such as the coastal mid-Atlantic region,
the sea level rise (SLR) rate and the SLR acceleration are significantly higher than the global
mean rate [32, 11]. Therefore, sea-level rise on coastal areas has a serious threat to people and
living conditions near the ocean coast. For example, the lower land could be submerged
completely later with sea level rise. Rising sea level will also cause the coastal ecosystems
destruction, increased coastal erosion, higher storm-surge flooding and more extensive coastal
inundation. Moreover, the most economically developed regions are mostly concentrated in
coastal areas. So it is important to monitor the sea level changes along global coasts, which is
directly related to our living environments and marine ecosystems, particularly in European
coasts areas and islands with denser population [12].

Traditional measurements techniques: tide gauge (TG) and satellite altimetry (SA) have been
widely used to measure sea level change along the coasts, e.g., tide gauge (TG) with almost
two centuries [2]. Tide gauges measure the sea level heights with respect to the land upon
which the tide gauge benchmarks are grounded, namely the relative sea level variations. With
the development of satellite altimetry since 1993, satellite altimetry has been widely used to
measure the global sea level variations with high accuracy and high spatial-temporal resolu‐
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tion. Unlike the tide gauge measurements, satellite altimetry measures the absolute sea level
variations relative to the reference ellipsoid sea level. In this chapter, we take advantage of
long-term continuous GPS observation data, which can determine the precise vertical crustal
movement, and combined with tide gauge data to obtain the absolute sea level change. The
absolute sea level changes along the global coasts are measured and analyzed from multi-
techniques, including satellite altimetry, tide gauge and GPS for the period of 1993-2012.

The absolute sea level variations contain two major components. One is the steric component
because of changes in the sea water salinity and temperature [3, 7]. The other one is related to
water input or output from glacier melting and fresh water in the continent [3, 4, 5, 24]. It is
important to monitor each component and understand the total sea level change budget.
However, to accurately quantify non-steric sea level contribution is difficult. Nowadays, the
Gravity Recovery and Climate Experiment (GRACE) mission launched in August 2002 [35]
can obtain global water mass changes, including continental water storage variations and
glacier melting as well as ocean bottom pressure [23, 24 and 25]. In this chapter, sea level
changes along global coasts are investigated from satellite altimetry, GPS and Tide Gauge, and
contributions to global coastal sea level changes are further understood and discussed.

2. Observation data and methods

2.1. Tide Gauge and GPS data

The tide gauge (TG) at the coast can measure relative sea level variations with respect to the
coast (Woodworth and Player, 2003). We use the tide gauge (TG) data provided by the
Permanent Service for Mean Sea Level (PSMSL). The PSMSL dataset consists of over 2100 tide
gauge stations in the world, and the observation data are provided to a common benchmark-
controlled datum (PSMSL, http://www.psmsl.org/). The time series of monthly TG averages
from the revised local reference data are used to analyze the relative sea level changes. We
selected 347 tide gauge data continuous observations from January 1993 to December 2012.
Figure 1 shows the global distribution of tide gauge stations. Some TG data with missing over
4 consecutive months in one year are not excluded and other all available TG data are used.

Since tide gauge measures the relative sea level changes along the coasts, so vertical land
motion should be observed and added to get absolute sea level change. Now GPS could
precisely monitor the land motions in an absolute reference frame [20, 21, 22]. Here we use
global GPS time series provided at SOPAC (Scripps Orbit and Permanent Array Center) from
January 1993 to December 2012, including 1459 consecutive observation stations (Figure 2).
Details about the GPS data processing are available at the SOPAC website (http://
sopac.ucsd.edu/processing/). In addition, the impact of the glacial isostatic adjustment (GIA)
on the vertical ground motion is corrected [14, 27]. In this paper, for each TG station, we select
co-located GPS station with latitude and longitude of less than 2 degrees. Then we regard the
vertical crustal movement measured by the GPS as the crustal movement at TG stations. Some
TG stations do not have the co-located GPS stations nearby. For these TG stations, we choose
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the all GPS stations within a perimeter of 10 degrees, and use a linear interpolation to obtain
the vertical crustal movement at that point.

Figure 1. The distributions of Tide Gauge stations used in this study

Figure 2. The locations of GPS stations used in this study
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Figure 3. The distributions of Tide Gauge stations without the co-located GPS stations

2.2. Satellite Altimetry

The sea level changes along global coasts are studied using the global merged Sea Level
Anomaly grid (SLA) data from Archiving, Validation and Interpretation of the Satellite
Oceanographic data (AVISO) in France. More information can be found at www.aviso.altim‐
etry.fr. The data set is a combined solution from the ERS-1/2, Topex/Poseidon (T/P), ENVISAT
and Jason-1/2 altimetric satellites. The altimetric data set is 7-day time resolution at 0.25°×0.25°
grids from January 1993 to December 2012 (AVISO, 1996), with respect to the CLS10 Mean Sea
Surface. All related errors are corrected, such as tropospheric and ionospheric delays, solid
Earth and ocean tides, pole tide, the Inverted Barometer (IB) response of the ocean and
instrumental bias [10].

2.3. GRACE Mass and Steric components

The global sea level changes from satellite altimetry include the steric and non-steric variations.
To estimate the mass-induced sea level variations, the monthly GRACE solutions (Release-05)
from the Center for Space Research (CSR) at the University of Texas, Austin are used from
January 2003 to December 2012. Firstly, since the GRACE is not sensitive to C20, the C20

coefficients are replaced by Satellite Laser Ranging (SLR) solutions [6]. The coefficients of
degree 1 are used from [33]. In addition, the 300km width of Gaussian filter and de-striping
filter are used [12, 19, 34]. The postglacial rebound effects are removed using the GIA model
of [27]. Furthermore, the land-ocean leakages are reduced as much as possible [36]. In order
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to obtain total mass variations, the GAD atmospheric and ocean model is added back [13, Willis
et al., 2008]. Using the gravity coefficients anomalies the mass-induced sea level changes can
be obtained [5, 24]:
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where ϕ is the latitude, λ is the longitude, ae is the radius of the Earth, ρw is the density of fresh
water (1000kg/m3), ρe is the mean density of the Earth (5517kg/m3), (ΔCnm, ΔSnm) are Stokes
coefficients, Wn is the Gaussian smoothing function, Pnm is the fully-normalized Associated
Legendre Polynomials of degree n and order m, and kn is the Love number of degree n [15].

To estimate the steric sea level variations, oceanographic temperature and salinity data are
used with monthly 1° grid point’s salinity and temperature down to 700m from 1993 to 2012
[18]. Thus, the monthly steric sea level variations at 1°×1°grid are obtained as [18, 12].
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Where h  is the maximum depth, and ρ is the density as a function of latitude (ϕ), longitude
(λ), salinity (S), temperature (T), and pressure (P). The mean seawater density (ρ̄) can be
determined by the mean salinity (S̄), pressure (P̄) and temperature (T̄ ).

3. Results and Discussions

The total sea level change time series along the global coasts are obtained from Satellite
Altimetry, Tide Gauge plus GPS, and GRACE Mass plus temperature/salinity-derived steric
variations. For example, Fig.4 shows the sea level variation time series at the TG station
ceu1with agreeing well each other. The sea level variation (SLV) time series have a strong
annual and semiannual signals and the trend, which are expressed as [12]:

( ) cos( ) cos( ) ( )a a a sa sa saSLV t A t A t B C t tw f w f e= - + - + + × + (3)

where t  is the time, (Aa, ϕa, ωa) is the annual amplitude, phase and angular frequency, respec‐
tively, (Asa, ϕsa, ωsa) is the semiannual amplitude, phase and angular frequency, B is constant,
C  is the trend and ε(t) is the residual. Using the least-squares, the annual and semiannual items
and the trend of sea level variations at each station can be estimated.

Sea Level Changes Along Global Coasts from Satellite Altimetry, GPS and Tide Gauge
http://dx.doi.org/10.5772/58972

101



Figure 4. Sea level change time series at ceu1. TG + GPS is the absolute sea level change from tide gauge plus GPS
(red),SA is the sea level change from satellite altimetry (blue), Mass + Steric is the sea level change from GRACE mass
plus temperature/salinity-derived steric term (green)

3.1. Secular sea level changes

In this section, we focus on the trend of global coastal sea level changes. Figure 4 shows the
long-term trend variations of the global 347 Tide Gauge stations from satellite altimetry (a),
and Tide Gauge (b). Compared Fig. 5(a) with Fig. 5(b), it has clearly shown that at most TG
stations, the satellite altimetry and TG+GPS results have a good agreement in secular trend.
To further study the consistency between the two, we analyzed the correlation between each
other shown in Figure 6. For the trend, the correlation coefficient between SA and TG+GPS
time series is 0.75. We also calculated the correlation between SA and TG shown in Figure 7,
and found that the correlation coefficient between SA and TG time series is 0.64. Compared
Figure 5 and 6, we can find that when using GPS data for vertical crustal correction, the results
of satellite altimetry and tide gauge stations have a better agreement, the correlation coefficient
is increasing from 0.64 to 0.75. In order to study the influence of vertical crustal correction in
each TG station, Figure 7 represents the difference between SA and TG+GPS trends at each TG
station, where the red arrow indicates TG+GPS and SA results are closer, while the blue arrow
indicates the result of TG and SA are closer, and here the length of the arrow represents the
magnitude of the difference between each other. As can be seen from Figure 8, when using
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To further study the consistency between the two, we analyzed the correlation between each
other shown in Figure 6. For the trend, the correlation coefficient between SA and TG+GPS
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is increasing from 0.64 to 0.75. In order to study the influence of vertical crustal correction in
each TG station, Figure 7 represents the difference between SA and TG+GPS trends at each TG
station, where the red arrow indicates TG+GPS and SA results are closer, while the blue arrow
indicates the result of TG and SA are closer, and here the length of the arrow represents the
magnitude of the difference between each other. As can be seen from Figure 8, when using
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GPS data for vertical crustal correction, almost 75% TG stations’ results are much closer to the
satellite altimetry results. In Figure 8, we can find that the 25% TG stations almost focus in the
absence of co-located GPS stations (see Fig.3). It should be noted that the vertical crustal
movement caused by many geophysical factors, including the main seasonal variations, as
well as smaller magnitude (mm/yr) linear motion together with many large amplitude periodic
motion, and vertical movement in different locations are different. Therefore, when use linear
interpolation to determine the vertical displacement at the TG stations without co-located GPS
stations, it will induce some errors.

Figure 5. The trend of sea level changes along global coasts from SA (a) and TG+GPS results (b)
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Figure 6. Correlation coefficients between SA and TG+GPS trends

Figure 7. Correlation coefficients between SA and TG trends
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Figure 6. Correlation coefficients between SA and TG+GPS trends

Figure 7. Correlation coefficients between SA and TG trends
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Figure 8. The difference between SA and TG+GPS trends at each TG station, where the red arrow indicates TG+GPS
and SA results are closer, while the blue arrow indicates the results of TG and SA are closer, and the length of the
arrow represents the magnitude of the difference between each other.

3.2. Seasonal variations of sea level

Excluding the secular seal level change, the seasonal variation of sea level is significant. Since
the sea level variations along global coasts are highly non-uniform, here we focused on analysis
of the seasonal sea level changes with case study along the European coasts. We have selected
31 TG stations and used satellite altimetry, tide gauges, GPS, GRACE (satellite gravimetry)
and Ishii oceanographic data to analyze and investigate the sea level variations along the
European coasts. Since the semiannual amplitude is small when compared to the annual
amplitude, the annual variations are main analyzed. Figure 9 shows the amplitudes and phases
of annual sea level changes along the South-west European coasts at 31 TG Stations from Tide
Gauge + GPS (blue), satellite altimetry (red line), and GRACE Mass + Steric sea level changes
(green) from 1993 to 2012 (GRACE mass term is just from 2003 to 2012) [12]. Totally speaking,
annual amplitude and phase of sea level variations along the European Coasts have a good
agreement in three independent observations.

In order to further research the relationship in the three results from different techniques, we
calculated the correlation coefficients between SA, TG+GPS and GRACE Mass+Steric. For the
annual amplitude, the correlation between SA and GRACE Mass + Steric time series is 0.5, and
the correlation between SLA and TG + GPS time series is 0.79. For the annual phase, the
correlation between SA and GRACE Mass + Steric time series is 0.39, and the correlation
between SA and TG + GPS time series is 0.80. The TG + GPS results agree better with altimetry
results than the GRACE Mass + Steric results both in annual amplitude and phase. Further‐
more, we find that the annual variations of sea level changes along the Southwest European

Sea Level Changes Along Global Coasts from Satellite Altimetry, GPS and Tide Gauge
http://dx.doi.org/10.5772/58972

105



coasts are mainly driven by the steric component (Table 1). The annual amplitude of steric sea
level is 44.21±6 mm, while the mass-induced sea level amplitude is 14.14±3 mm, which is almost
a quarter of steric component. For the annual phase, the maximum value of annual GRACE-
derived mass sea level changes appears in January, almost six-seven months later than the
steric sea level changes with the maximum value in August [12]. The annual phase differences
of GRACE Mass + Steric results with respect to the TG + GPS and SA may be the different used
geophysical models in GRACE, Satellite Altimetry and TG, which should be further investi‐
gated,

Annual amplitude(mm) Annual phase(degree)

Steric Sea level 44.21±6 233.8±7

Satellite Altimetry 58.82±6 276.2±10

GRACE Mass 14.14±3 4.9±12

Total (Mass + Steric) 40.87±8 270.9±15

Table 1. Annual amplitudes and phases of sea level change components along the European Coasts for the period of
1993 to 2012 (GRACE mass component for 2003 to 2012)

Figure 9. Annual amplitudes and annual phases of sea level changes along the Southwest European coasts at 31 TG
stations (TG + GPS (blue), Satellite altimetry (red), GRACE Mass + Steric results (green)). The arrow lengths show the
amplitudes and the phases expressed by Eq (3) are counted as clockwise from the north.
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3.3. Effects and Discussions

Totally speaking, the results have good agreements in annual variations and the trend between
satellite altimetry, TG + GPS and GRACE Mass + Steric global coastal sea level variations
from1993 to 2012, but there are still some differences. For GRACE results, GRACE instruments
noises and measurement errors will affect our estimates; secondly, the atmosphere and ocean
models are not accurate [16]; and the other one is due to the low spatial resolution and land-
ocean linkage errors. For GPS results, lots of unknown errors are existed, such as mapping
functions, the antenna phase center variations, bedrock thermal expansion and contraction,
multipath effects and so on [17, 31].

Figure 10. The long-term trend in different GIA models, (a) Geruo13 GIA model, (b) Peltier12 GIA model
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In addition, the GIA models are still uncertain in Southwest European coasts. When we use
different GIA correction models, the results have some large differnces. Figure 10 shows the
two different GIA models’ estimates in the global. At present, the commonly used GIA model
is Peltier09 and Paulson07 GIA model (Geruo13 is a modified version of the Paulson07 model,
and Peltier12 is a modified version of the Peliter09 model) [14, 30). Fig.10(a) is the result from
Paulson’s GIA model depending on the ICE-5G model and VM2 mantle model [14, 27]; the
Fig.10(b) is the estimate from Peltier’s GIA model, which depends on the ICE-5G v1.3 degla‐
ciation model and VM2 mantle model with a 90 km lithosphere [28, 29, 30]. It can clearly be
seen that the two models in North America, Canada and the northern part of the Antarctic
region, the difference between the two GIA models is larger, and in the central and southern
Asia, South America, the trend of Peltier12 model is obviously greater than Geruo13 GIA
model. Therefore, the uncertainty of GIA models is one of error sources in the trend of sea level
variations estimated by the GPS and Tide Gauges.

In addition, observation time of three kinds of independent techniques cannot be the same
completely, which will also affect the results. In order to check the effect of observation time
span on the trend, the trends are calculated from satellite altimetry, GRACE and TG for the
same period of 2003-2012, respectively (Table 2). The correlation coefficient between SA and
TG + GPS trends is improved from 0.51 to 0.61 and the correlation coefficient between SA and
GRACE mass + steric trends is improved from 0.30 to 0.45.

TG
sites

GRACE Mass+Steric Tide Gauge + GPS

Time-span Trend(GRACE
Mass+Steric)

Trend(Satellite
Altimetry)

Time-span Trend(Tide
Gauge + GPS)

Trend(Satellite
Altimetry)

sabl 2003-2012 0.67±0.48 0.99±0.42 1993-2012 2.67±0.96 1.33±0.33

lroc 2003-2012 0.67±0.48 1.16±0.59 1998-2012 1.40±1.37 1.26±0.57

cant 2003-2012 1.27±0.67 1.72±0.67 1993-2009 1.59±0.94 2.28±0.37

scoa 2003-2012 1.07±0.63 1.17±0.89 1993-2012* 4.47±0.90 0.70±0.31

acor 2003-2012 1.30±0.64 1.98±0.78 1993-2012 -0.31±0.28 1.94±0.29

vigo 2003-2012 2.34±0.63 2.28±0.78 1993-2012 -2.06±0.98 1.74±0.29

huel 2003-2012 3.79±0.90 2.91±0.81 1997-2006 0.85±0.68 2.39±1.42

lago 2003-2012 3.74±0.67 2.51±0.76 1993-1999* 0.46±0.28 1.75±0.68

sfer 2003-2012 3.79±0.90 2.92±1.00 1993-2012 0.84±0.59 2.78±0.36

ceu1 2003-2012 2.86±1.27 2.82±1.11 1993-2012 2.12±0.55 2.64±0.44

ters 2003-2012 5.78±0.79 2.91±1.53 1993-2012 3.91±1.22 2.89±0.97

shee 2003-2012 3.85±0.49 1.69±1.54 1997-2009 3.97±1.17 1.35±1.21

esbh 2003-2012 3.52±1.02 2.86±2.68 1993-2012 2.81±1.99 2.50±1.01

lowe 2003-2012 4.71±0.6 3.79±1.24 1993-2012 3.44±0.64 3.57±0.93
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TG
sites

GRACE Mass+Steric Tide Gauge + GPS

Time-span Trend(GRACE
Mass+Steric)

Trend(Satellite
Altimetry)

Time-span Trend(Tide
Gauge + GPS)

Trend(Satellite
Altimetry)

brst 2003-2012 0.70±0.54 0.57±0.57 1993-2012 0.34±0.56 0.64±0.45

smtg 2003-2012 1.72±0.49 2.23±1.04 2006-2012 2.36±0.93 2.42±1.25

rotg 2003-2012 1.63±0.49 0.95±0.66 1993-2012* 2.65±0.72 0.69±0.54

newl 2003-2012 1.71±0.51 1.88±0.69 1993-2012 4.31±0.85 1.78±0.60

borj 2003-2012 5.71±0.82 2.97±1.24 1993-2008 4.9±1.85 4.99±1.37

ajac 2003-2012 1.95±0.65 1.96±0.59 2003-2012* 6.29±2.01 1.52±1.03

alac 2003-2012 0.19±0.55 2.35±0.63 1993-1997 3.52±0.65 3.07±1.87

alme 2003-2012 0.26±0.33 1.66±0.58 1993-1997 3.75±1.23 3.51±1.56

dubr 2003-2012 1.57±0.71 2.9±0.74 1993-2008 3.27±0.66 3.29±0.54

geno 2003-2012 1.40±0.76 2.74±1.13 1993-1997* 2.69±0.94 3.25±2.73

ibiz 2003-2012 0.21±0.56 1.18±1.12 2003-2009 3.36±1.49 1.43±1.18

mala 2003-2012 1.57±1.32 2.19±0.85 2003-2012 1.83±0.90 2.07±0.91

mall 2003-2012 -0.11±0.66 0.49±0.56 1997-2010 1.61±0.58 0.94±0.47

mars 2003-2012 0.88±0.56 2.13±0.89 1993-2012* 2.72±0.74 3.01±0.35

sete 2003-2012 1.59±0.43 2.2±0.78 1996-2010* 4.31±1.27 2.42±0.42

vale 2003-2012 -0.04±0.64 2.28±0.96 1995-2005 4.64±1.58 2.75±0.37

vene 2003-2012 1.25±0.46 3.57±1.18 1993-2000 2.79±0.76 4.75±1.56

mean 1.99±0.67 2.13±1.02 2.43±0.61 2.31±1.05

Table 2. The trend of sea level variations at TG stations from multi-technique observations for 2003-2012: Satellite
altimetry, TG+GPS, and GRACE Mass + Steric component.

4. Conclusion

In this chapter, the sea level variations along the global coasts are investigated in details from
satellite altimetry, GPS, tide gauges, GRACE and Ishii oceanographic data, particularly in
European coasts. For the secular trend, the results show that when using GPS data for vertical
crustal correction, the results of satellite altimetry and tide gauge stations have a better
agreement, and the correlation coefficient is increasing from 0.64 to 0.75. Furthermore, seasonal
variations of sea level are further investigated with case study along the European coasts. The
annual variations of sea level change along the European coasts from the TG + GPS are well
consistent with satellite altimetry with correlation coefficient of 0.79 in annual amplitude and
0.80 annual phase at 31 co-located GPS and TG stations from 1993 to 2012. At most stations,
the annual phases of the three techniques results also agree well. The annual amplitude of
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steric sea level variations is 44.21±6 mm, while the mass-induced sea level amplitude is 14.14±3
mm, which is almost a quarter of steric component. The annual variations of sea level changes
along the European coasts are mainly driven by the steric contributions. Therefore, these
results indicate that the co-located tide gauge and GPS well estimate the annual signals and
the trend of sea level changes along the coast.
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1. Introduction

In the last two decades, the Global Positioning System (GPS) has been widely used in naviga‐
tion, positioning, timing and related sciences. However, GPS observations are subject to
several sources of error, such as clock biases, multi-path delay, and ionospheric and tropo‐
spheric delays. Particularly, the tropospheric delay significantly affects the GPS signals and
causes errors of several meters in positioning. Since the GPS signal is sensitive to the tropo‐
spheric refractive index, which is dependent on the pressure, temperature and moisture, GPS
can be used for sensing these properties in the troposphere, e.g.,tropospheric water vapor [12,
13]. Although studies have demonstrated to successfully estimate PWV from GPS within 1-2
mm of accuracy at 15-minute temporal resolution, a number of factors still affect PWV
accuracies, e.g., mapping functions and Earth’s tide models, [14, 11].

The GPS-derived zenith total delay (ZTD) can be split into surface pressure dependent
component or so called a hydrostatic (dry) part [23] and a water vapor and temperature
dependent component or so called non-hydrostatic (wet) part. Since these delays change with
the elevation angle, the signal with low elevation angle has a longer delay through the
troposphere than one with high elevation angle. In addition, the mapping functions are needed
to transform slant tropospheric delays into the zenith tropospheric delays [4, 17, 27]. Latest
mapping functions include GMF (Global mapping function) and VMF1 (Vienna mapping
function) obtained from numerical weather prediction models [4], which are widely used as
currently the most accurate tropospheric mapping function models [25].

The PWV can be obtained from wet delay, which can be used for climatology and weather
forecasting. As for Near-Real Time (NRT) applications, estimation of PWV requires near-real-

© 2015 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use, distribution,
and reproduction in any medium, provided the original work is properly cited.



time observations from ground-based GPS stations and ultra-rapid orbit products. Although
radiosounding is the most reliable technique for PWV estimates, it is quite costly and low
resolution with twice per day. With the estimation of NRT-PWV from GPS measurements,
spatial and temporal resolution of PWV values are improved for applications in climatology
and numerical weather prediction models. In this chapter, the first PWV results are obtained
from GPS observations in Turkey, which are validated and analyzed with radiosonde obser‐
vations.

2. Data processing and methods

The tropospheric zenith delay can be computed with BERNESE, GAMIT/GLOBK and GIPSY-
OASIS softwares. In this study hourly ZTD, ZHD and ZWD values are computed with GAMIT/
GLOBK and corresponding PWV values are validated by radiosonde measurements. Here,
two radiosonde stations with co-located GPS stations are used in Ankara and Istanbul (Figure
1). Meteorological parameters (temperature, pressure and humidity) at co-located GPS stations
are obtained from the Turkish Met-Office (Meteoroloji Genel Mudurlugu).

In order to investigate various effects on GPS ZTD and PWV estimates, different processing
strategies are used, including atmospheric and oceanic tidal and non-tidal models, and the
mapping functions. Full list of processing strategies are shown in Table 1 Here GPS data from
Sep. 2013 to Aug. 2014 are processed from GPS network in Figure 1, including IGS sites (Zeck,
Onsa, Hert, Ramo, Mets, Ankr, Bucu, Drag, Gope, Ista, Medi, Mikl, Nico, Orid, Tubi, Yebe)
and EUREF sites (Aut1, Baca, Dub2, Duth, Igeo, Larm, Noa1, Pat0, Srjv, Tuc2, Cost).

Process Strategy Mapping Function Ocean Tide Atmospheric Tide
Non-Atmospheric

Tide

A VMF1 Yes Yes Yes

B VMF1 Yes No No

C VMF1 No Yes Yes

D GMF Yes Yes Yes

E NMF Yes Yes Yes

Table 1. Processing Strategies

The processing software can resolve or model the orbital parameters of the satellites, estimate
the transmitter and receiver positions and ionospheric delays, and solve the phase-cycle
ambiguities and the clock drifts as well as for the tropospheric delay parameters of interest
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(Jin et al., 2007). In this study, the GAMIT/GLOBK software (Herring et al., 1999) has been used
to estimate the ZTD and other parameters with the constrained batch last squares inversion
procedure. By parameterizing the ZTD as stochastic variation of the [23], a piecewise linear
interpolation between solution epochs is done. Additionally, a priori constraint of varying
degrees of uncertainty is allowed. Orbit ephemeris are obtained from final International GNSS
service (IGS)'s solution. Radiosonde observations are obtained from University of Wyoming
Department of Atmospheric Science's website. The coordinates of the stations are computed
by processing 7 days of GPS observations of the prior week. Then, these coordinates are fixed,
and the wet tropospheric component delays are estimated every hour [22]. The hydrostatic
part of the troposphere was calculated from the GPT (Global Pressure and Temperature). After
GAMIT/GLOBK computed daily zenith total delays (ZTD), PWV values are computed with
Sh_Met_Util (Bevis Tm model). Bevis model was based on the mean temperature of the water
vapor and estimates the PWV as a function of the surface temperature formula [2].

3. Results and analysis

3.1. Validation

The one-year available and continious GPS observations from Sep. 2013 to Aug. 2014 are
processed using GAMIT/GLOBK software (Herring et al., 2006) with the International GPS
Service (IGS) final orbits, the International Earth Rotation and Reference Systems Service

Figure 1. GPS Network and co-located radiosonde stations

Sensing Precipitable Water Vapor (PWV) using GPS in Turkey – Validation and Variations
http://dx.doi.org/10.5772/60025

119



(IERS) Earth orientation parameters, and the elevation antenna phase center models. The
unknown parameters are the station coordinates, the ambiguity, the ZTD, and the GPS satellite
orbital parameters [15]. Figure 2 shows the results of PWV values using the different strategies
at GISM station, which are nearly consistent with each other.

Figure 2. PWV time series at GISM

In Table 2, PWV values obtained from radiosonde are compared to those from GPS observa‐
tions and the difference is in ±1-2 mm. The results obtained from the Niell Mapping Function
(strategy E) are the most accurate with the smallest standard deviation. GPS-derived PWV has
a good agreement with radiosone (Figure 3). In addition, note that the temporal resolution of
hourly GPS-derived PWV is much higher than the radiosonde measurements with twice per
day.

When comparing with the first three strategies (Vienna Mapping Function) without the oceanic
and the atmospheric tides corrections, it matches each other at sub-millimetric level. That
means that even including these effects in the processing, the impact on the PWV values is
small.

The effect of oceanic tide is stronger than the atmospheric tide effects (strategy B and strategy
C). When comparing strategy B and strategy C with respect to the radiosonde PWV values,
the results show that when atmospheric tide effects are removed, the differences of GPS PWV
values with radiosonde results increase at GISM station.
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Table 2. Statistics of PWV (mm) in 2013 at GISM and GANM

The results in 2014 show that all processing strategies can provide reliable PWV values either
at GISM or GANM station with the function of the latitude, the longitude and climatic
differences. From the results, it can be seen that the most accurate strategy is from the the Niell
Mapping Funciton (strategy E) with the smallest RMS and standard deviation (Figure 4).

From the statistics shown in Figures 5, 6, 7 and 8, the strategy E (Niell Mapping Function) has
the highest accuracy among all the strategies here used. By using meteorological measure‐
ments instead of the GPT model (Global pressure and temperature), the results will clearly
improve.
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Figure 4. PWV values obtained from GNNS using the Niell Mapping function and radiosonde at GISM and GANM
stations.
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Figure 5. Average and standart deviation of PWV from GANM station for each strategy (Table 1). Values are divided
in three time span of 60 day interval since Jan 1st of 2014

Figure 6. Average and standart deviations of PWV at GISM station for each strategy (Table 1). Values are divided into
three time spans with 60 day interval since Jan 1st, 2014
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3.2. Seasonal variations

The monthly standard deviation in the ZTD increases from about 5 mm in winter to about 15
mm in summer. Apart from that, Tuchband and [22] compared the results from summer and
winter periods and clearly showed that the residual wet delays were smaller in winter periods.
We also evaluated the seasonal behaviour of the PWV values for both GISM and GANM
stations in Turkey, which have different geographic locations and climates. As we can see in
Figure 8, PWV at the GANM station is closer, excluding summer time. On the other hand, at
the GISM station, which is near to the coast and has very humid climate, the mean PWV values
changes drastically from winter to summer (Figure 9).

Tuchband and [22] stated that this wet delay difference can be explained by the fact that the
troposphere contains a low amount of water vapour in the winter period and the weather
conditions is more stable in the winter than the summer period.

3.3. Influence of oceanic and atmospheric tides on ZTD and PWV

A permanent GPS station is subject to movements due to the ocean tides [24], which leads to
diurnal and semidiurnal variations in station coordinates. Since the GPS site heights and the
ZTD are strongly correlated, the ocean tide effects on GPS site heights must be carefully
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modeled to obtain reliable ZTD [16, 19]. Here the oceanic tide influence is investigated, with
and without ocean tide corrections. Tregoning and van Dam (2005) investigated the application
of tide and non-atmospheric pressure tide (ATML) at observation level against daily-averaged
correction. Their results concluded that applying the ATML at observation level produces
significantly better reduction in height RMS than applying daily-averaged corrections. They
also showed that still it was not possible to produce a reliable "non-tidal" ATML model by
removing diurnal and semi-diurnal atmospheric tides by using the approach of [21].

In fact, applying the tidal models of [21], and the associated "non-tidal" ATML, it yielded a
worse solution than applying the ATML convolved from the raw National Centers for
Environmental Prediction (NCEP) pressure data with a partial sampling of S1 and S2 tides.

The effect is significant in tropospheric delay estimates, when the ocean tide is not applied.
The diurnal and semidiurnal frequencies have a combined effect on the ZTD, within the order
of few millimeters. However, if they were not modeled, a periodic and undesired signal in the
ZTD time series (not due to the atmospheric refraction) would be induced [19]. So, ocean tide
corrections cannot be neglected, even in areas near the Mediterranean Sea [5, 6, 9].

Results of the PWV show that atmospheric tide effects vary with not only the latitude and
longitude of the GPS station but also the regional climatic conditions. The oceanic tide effect
varies with the geographic location of the GPS stations. Figure 10 shows no significant changes
in the PWV values of the A1-C1 values at GANM station or the A1-C1 at GISM station. Since
Istanbul is subject to both Black Sea and Sea of Marmara ocean tide effects, the impact on PWV
values reaches several millimeters. While Ankara has no such effect since it is located in the
middle of Turkey. The atmospheric tide effects have not been specifically applied in the
strategy B, neither at the GANM station nor the GISM station. As we can see in Figure 10 that
effects on PWV values using strategy B (GISM station) are bigger than 5 millimeters.

Figure 9. Mean PWV values of GISM and GANM stations
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4. Summary

In this study, ZTD values have been calculated by GAMIT/GLOBK software with a resolution
of 1 hour at 30 stations from IGS and Turkey. The PWV values at 2 GPS stations (Istanbul GISM
and Ankara GANM) in Turkey are obtained and validated by co-located radiosonde PWV
measurements. From our results we can see that the ZTD and the PWV by using GAMIT/
GLOBK software and GPT model, the Niell Mapping Function gives the best results when
compared to radiosonde PWV measurements. The seasonal variations of PWVs at GISM and
GANM stations are studied. The larger PWV is found especially in summer periods, and the
mean values of PWV are higher than in the other seasons. This difference can be explained by
the fact that the troposphere contains lower amount of water vapour in the winter than in the
summer and weather conditions are more variable in the summer than in the winter. In
addition, oceanic tide effects must be considered for ZTD and PWV estimates, while the effects
of atmospheric tide should not be neglected in humid climates.
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1. Introduction

The ionosphere can vary appreciably from day to day and from hour to hour at any location.
The behaviour of the Earth’s ionosphere is characterized by phenomena of different time and
space scales, which is affected by not only Sun, solar wind and magnetosphere but also
atmospheric weather and climate. Unusual behaviour is mostly related to space weather
hazard. The ionospheric observing techniques are mostly based on radio waves affected by
different phenomena disturbing their propagation.

The ionosphere behaviour is well recognized with ionosonde observations of the maximum
electron density (NmF2), proportional to square of the F2 layer critical frequency (foF2), or
satellite radio beacon measures of total electron content (TEC). TEC represents a measure of
integrated electron density in a 1 m2 column along a ray path through the ionosphere and
plasmasphere up to three Earth’s radii (e.g., Global Positioning Satellites, GPS, orbit, 20 200
km). Total Electron Content (TEC) observations are necessary for navigation, trans-ionospheric
telecommunication and positioning applications. Radio propagation is affected by ionospher‐
ic, iono-plasmaspheric and slightly by tropospheric factors. Measurements of TEC are highly
disturbed by varying ionospheric electron density. Ionospheric storms are by far the most
important disturbances from the point of view of their societal impacts because of their
durations (several days), their adverse effects on the radio spectrum, and their global effects.
The small-scale ionospheric irregularities cause intense effects like scintillations with lifetimes
of 2-3 hours in a localized area. Scintillation phenomena that have an impact on quality of the
radio signal and related applications are particularly important at high and low latitudes.
Descriptions of such effects are important for technical and technological systems management
applications.

© 2015 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use, distribution,
and eproduction in any medium, provided the original work is properly cited.



Ionospheric scintillation provides information that is necessary for warning about possible
degradation of the signal and loss signal lock with the consequence of drastically decreased
precision for positioning. Ionospheric scintillation refers to the scattering of radio waves
interacting with a small scale irregular structures of plasma density in the upper atmosphere
and is necessary information for warning about possible degradation of the signal and loss
signal lock with the consequence of drastically decreased precision for positioning, for
instance. This information is needed for the successful operation of GPS, radar, and other
communication signals. Both amplitude and phase scintillation should be observed. Scintilla‐
tion intensity indices for the two types of scintillations, which are S4 and σφ, respectively, are
necessary. Unfortunately, such information is rather rare in the global scales. Traveling
Ionospheric Disturbances (TID) often detected as large–scale or medium scale phenomena by
the two-dimensional GNSS-TEC observations have usually so small amplitude (generally up
to 10% to the background) and their influence for telecommunications and navigations could
be negligible. However TIDs may have impact on carrier-phase-based precise positioning or
space-based Satellite Application Radar, SAR.

Availability of such information is currently relatively limited for both ground based and
satellite observations. In-situ observations in the space are excellent source of measurements,
but still give rather small complementary contribution to permanent monitoring. Ground-
based GNSS receiver networks make it possible to monitor two-dimensional ionospheric
structures with relatively high temporal and spatial resolutions. The knowledge of current
state of the ionosphere at global scale is crucial for determination which GNSS observations,
which GPS, Galileo or other satellite system might give accurate and reliable information [1-2].
An increased knowledge of effects imposed by the ionosphere on operational radio systems
could be earned by the service providing online estimate of the degree of TEC perturbation at
each grid point of the global map expressed by the ionospheric W index [3].

Space weather is characterized by “solar indices” as a measure of activity of the Sun, “geo‐
magnetic indices” for estimate of behaviour of the magnetosphere, and the “ionospheric
indices” as a measure of changes of plasma ionization. The spatial and temporal variations of
plasma parameters such as the F2 layer peak electron density, NmF2, and TEC, are of particular
interest in applications, such as space-based navigation and positioning [2]. Operators of space
telecommunications need to know whether the ionospheric parameters indicate the normal
quiet conditions in the ionosphere and plasmasphere or the short-term perturbations of the
ionospheric plasma related to disturbances on the Sun and in the magnetosphere of the Earth.
Investigations of the ionospheric disturbances and storms have gained attention in the
numerous publications [3-21]. Variance of TEC is proposed as a new ionospheric perturbation
index to describe ionospheric disturbances [12-13]. An ionospheric activity index, AI, is
introduced which correlates with geomagnetic activity [9, 20]. The difference between storm-
induced and the quiet time occurrence of disturbances is discussed in [21]. Ionospheric
specification and forecasting based on observations from European ionosondes is proposed
[11]. A global empirical model of TEC response to geomagnetic activity is developed based on
TEC deviation from the 15-days forerunning median [19]. The ionospheric weather W index
allows distinguishing the state of the ionosphere and plasmasphere from quiet conditions to
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the intense storms ranging the plasma depletions (negative phase) or plasma density enhance‐
ments (positive phase) regarding the quiet reference normal state [14-18].

The W index reveals TEC behaviour varying from quiet state (W=±1) to intense storm (W=±4)
providing a useful proxy index driving space weather than geomagnetic indices alone.
Analysis how the disturbance is developed in space and time provides information concerning
the situation in the future under different scenarios. And that creates the very useful tool for
operational applications for regional service.

Mapping methods, radio propagation and a study of ionospheric variability need information
to extend measurements made at one station. The study of correlation distances of foF2 [22-25]
leads to an understanding of what the correlation distances in the real ionosphere are.
Investigation of correlation coefficients of foF2 values measured at different stations in the
European area is presented below under the conditions defined by catalogues of ionospheric
quietness and disturbances [26-27] and a magnetic catalogue based on the AE indices [28].
These catalogues are used to divide analyzed data set into three subsets: for quiet conditions,
for disturbed conditions and for all conditions. Two options are used in specifying the data
subsets: (1) all days per month, or 5 ionospheric disturbed days or 10 ionospheric quiet days
as defined by ionospheric catalogues; (2) all days per month, or 5 geomagnetic disturbed days
or 10 quiet days as defined by the Auroral Electrojet, AE-catalogue.

The ionosphere experiences variability over a whole range of scales, from years to seconds
[29-30]. The main problem in estimating the variability and also in quantitative investigations
of different ionospheric phenomena is in establishing the quiet level [31]. The quiet level
automatically defines the disturbed conditions and hence gives a tool for diagnostics, modeling
and predictions. The thermospheric and ionospheric responses to magnetic disturbances need
some time. That is why although the ionospheric and magnetic disturbances have a common
origin, their evolution is rather different: there is no simple relation between the ionosphere
and magnetic disturbances defined by magnetic indices. The correlations distances during
quiet and disturbed conditions defined by different categories with different catalogues are
presented below in the analysis of ionospheric variability [25].

2. Ionospheric W index

An increased knowledge of effects imposed by the ionosphere on operational radio systems
could be earned by the service providing online estimate of the degree of TEC perturbation at
each grid point of the map expressed by the ionospheric W index. For any specified location
on the Earth, a segmented logarithmic scale of the ionospheric weather W index is introduced
with the different thresholds of change in NmF2 or TEC according to Eq. (1) for quantifying
the ionosphere variability [3, 14]:

log log( / )D Y Ymed= (1)
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where Y stands for the F2 layer peak plasma density NmF2 or TEC, and Ymed means quiet
median for the same parameter estimated during a specified time period (e.g., 27-days running
median).

Similar to the magnetic indices, ionospheric state description is provided by 4 levels of W-
index of the ionospheric quiet state, moderate disturbance, moderate storm or an intense storm
assigned for a specified thresholds of Dlog according to the categories given in Table 1.

W-index The ionosphere state

±1 quiet state

±2 minor activity

±3 moderate activity (ionospheric storm)

±4 major activity (intensive ionospheric storm)

Table 1. Specification of W-index magnitude and relevant ionosphere state with the sign ‘+’ for NmF2 or TEC
enhancement or ‘-‘ for NmF2 or TEC depletion [15].

3. Source EGNOS database for W index derivation

In this chapter we show application of W index for European area based on EGNOS. The
European Geostationary Navigation Overlay Service, EGNOS, provides online the regional
maps of the vertical total electron content in timely, continuous regime. EGNOS, as an
augmentation system helps to improve the navigation position from about 5 meters to less
than two meters. It provides the information to the users containing the errors in the position
measurements and informs about disruptions of satellite signal. The system consists of three
segments: Ranging and Integrity Monitoring Stations (RIMS) segment is designed for observ‐
ing and collecting GPS signal and sending it to the Master Control Centers (MCC) which
determine the accuracy of GPS and GLONASS signals and determine position inaccuracies
due to disturbances in the ionosphere. Then the computed corrections are Up-Linked to the
geostationary satellites, which then transmit it for reception by GPS users with an EGNOS
enabled receiver.

The EGNOS signal is encoded according to the Radio Technical Commission for Aeronautics
(RTCA) in DO-229D document. All EGNOS messages are stored and accessible free-of-charge,
using standard means (specifically, the FTP protocol). EMS stores the augmentation messages
broadcast by EGNOS in hourly text files. The EGNOS messages can be used to other applica‐
tions. In the project the data for further analysis was taken from EMS and decoded to the
simpler form containing only most important information.

For our purpose, the EGNOS messages number 18 and 26 are used. First of them contains the
ionospheric grid point marks – the encoded position of grid point for which the ionospheric
corrections are sent. The grid points are located in different degree-distance according to the
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index of the ionospheric quiet state, moderate disturbance, moderate storm or an intense storm
assigned for a specified thresholds of Dlog according to the categories given in Table 1.

W-index The ionosphere state

±1 quiet state

±2 minor activity

±3 moderate activity (ionospheric storm)

±4 major activity (intensive ionospheric storm)

Table 1. Specification of W-index magnitude and relevant ionosphere state with the sign ‘+’ for NmF2 or TEC
enhancement or ‘-‘ for NmF2 or TEC depletion [15].

3. Source EGNOS database for W index derivation

In this chapter we show application of W index for European area based on EGNOS. The
European Geostationary Navigation Overlay Service, EGNOS, provides online the regional
maps of the vertical total electron content in timely, continuous regime. EGNOS, as an
augmentation system helps to improve the navigation position from about 5 meters to less
than two meters. It provides the information to the users containing the errors in the position
measurements and informs about disruptions of satellite signal. The system consists of three
segments: Ranging and Integrity Monitoring Stations (RIMS) segment is designed for observ‐
ing and collecting GPS signal and sending it to the Master Control Centers (MCC) which
determine the accuracy of GPS and GLONASS signals and determine position inaccuracies
due to disturbances in the ionosphere. Then the computed corrections are Up-Linked to the
geostationary satellites, which then transmit it for reception by GPS users with an EGNOS
enabled receiver.

The EGNOS signal is encoded according to the Radio Technical Commission for Aeronautics
(RTCA) in DO-229D document. All EGNOS messages are stored and accessible free-of-charge,
using standard means (specifically, the FTP protocol). EMS stores the augmentation messages
broadcast by EGNOS in hourly text files. The EGNOS messages can be used to other applica‐
tions. In the project the data for further analysis was taken from EMS and decoded to the
simpler form containing only most important information.

For our purpose, the EGNOS messages number 18 and 26 are used. First of them contains the
ionospheric grid point marks – the encoded position of grid point for which the ionospheric
corrections are sent. The grid points are located in different degree-distance according to the
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latitude. For the mid-latitude it is 5 degrees and for high-latitude it is from 10 to 30 degrees.
Message number 26 contains the ionospheric delay corrections together with their errors. The
data are presented in increments of 0.125 of unit.

The output file contains the information about the time of correction, grid point co-ordinates
and value of ionospheric delay together with its error and TEC value.

The ionospheric delay and TEC combines the simple dependence:

2

40.3Id TEC
f

= (2)

where:

Id – ionospheric delay

f – frequency of signal

TEC – total electron content

We have applied W indexing to the EGNOS-TEC map output for producing online the hourly
ionosphere-plasmasphere W index maps. The regional distribution of W index is produced at
66 grid points of a map (latitudes 35°N to 60°N in step of 5°, longitude-10°E to 40°E in step of
5°). The W index maps characterizing quiet or stormy state of the ionosphere-plasmasphere
plasma are provided online at http://www.cbk.waw.pl/ and archived for comparison with W
index maps derived from the global ionospheric maps, GIM [3].

Figure 1. European regional W-index map during the substorm on 31 January, 2011, 5 UT, observed at latitudes from
35°N to 60°N and longitudes from 10°W to 40°E (EGNOS-TEC area).
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Figure 1 illustrates W index map for positive and negative ionospheric disturbances over
Europe created in real time by means of EGNOS-TEC data at the Regional Warning Centre
RWC-Warsaw of the International Space Environment Service web page (http://
www.rwc.cbk.waw.pl). Clear distinction of negative storm (blue) and positive storm (orange)
signatures are seen in the map.

4. Discussion

Fig. 2 presents an example of the ionosonde observations of foF2 (left panel) and relevant TEC
extracted from JPL-provided Global Ionosphere Map, GIM-TEC, (right panel) during the storm
on 27-28 August, 2014, at Tomsk (56.5°N, 84.9°E). Hourly instantaneous data and quiet median
(med) are plotted in Fig. 2a, b, relevant logarithmic deviations Dlog are given in Fig. 2c,d, and
W-index bars for foF2 and TEC are shown in Fig.1e,f, respectively (Eq. 1). Relevant global
magnetosphere ring current storm recorded with Dst index is plotted in Figure 3. Clear two-
phase development of the ionosphere-plasmasphere storm is demonstrated with positive
phase (plasma density and total electron content enhancement) during daytime on 27 August
followed by the negative phase (plasma depletion) during the night and the following day on
28 August, 2014. The variations of two sets of parameters slightly differ one from another
depicting the different level heights in the ionosphere, namely, foF2 near the peak of the F2
layer (300-400 km) while TEC represents the integral electron content over the altitude range
from 65 to 20 200 km (GPS orbit).

Figure 2. Source data and quiet median of the F2 layer critical frequency and TEC, the logarithmic deviation of the
instantaneous values from the quiet reference, and local W-index at Tomsk during the ionospheric storm on 27-28 Au‐
gust, 2014.
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The ionospheric storm may appear even under quiet geomagnetic conditions [17, 21]. This
underlines the necessity of a specific ionospheric weather index complementing geomagnetic
indices for the assessment and forecast of the space weather storms [9, 12-13, 15] for improving
accuracy and safety of operational radio systems that are sensitive to an ionospheric impact.

Figure 3. Dst index from WDC Kyoto in August 2014.

Figure 4. W index maps for the quiet period from 26.08.2014 22 UT to 27.08.2014 03 UT preceding start of magnetic 

storm on 27 August 2014.

Figure 5. Near-real-time European map of foF2 at 27.08.2014 00 UT based on ionosonde measurements. Crosses show 

the ionosones sites 

Figure 4. W index maps for the quiet period from 26.08.2014 22 UT to 27.08.2014 03 UT preceding start of magnetic
storm on 27 August 2014.
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Figure 5. Near-real-time European map of foF2 at 27.08.2014 00 UT based on ionosonde measurements. Crosses show
the ionosones sites.

Proposed W index scheme is based on the knowledge gained from the history of ionospheric
estimate of the positive and negative plasma deviation regarding the quiet reference (e.g.
[4-10]. As distinct from these publications, the TEC-based DIX index [13] does not distinguish
between signs, i.e. the parameter pronounces only rapid changes of GNSS carrier phase
ignoring increasing and decreasing behaviour of TEC which may be confusing for an index
application when operator should take opposite steps in mitigating the positive or negative
storm effects. While a need for introducing of the ionospheric indices is stressed out by majority
of the authors, consensus on the best approach is a subject of more studies.

Further analysis has been performed based on data available in real-time RWC-Warsaw
service. It reflects the situation of services working on-line where operational decisions have
to be made automatically due to current situation.

The performance of W index for the quiet period that precedes start of the magnetic storm at
27 of August 2014 (Fig.3) is presented in Fig. 4.. Magnetic storm selected as gradual has been
recognized only by high latitude stations Murmansk (68N, 33E) and Dixon (74N, 81E) as low
intense storm. For comparison European map of foF2 at 27.082014 00 UT is presented in Fig.
5.. Superiority of light colours shows quiet behaviour of the ionosphere and plasmasphere.
Current state of the F2 layer presented in Fig. 5. confirms quiet night within European area.
Insignificant differences marked by green colour do not change the overall indication of low
degree of perturbation for this period over Europe and is related more to irregular data
coverage for this region.
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Figure 6. W index for European area at 00, 6, 12 and 18 UT, 26-28 August 2014.
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Figure 7. The foF2 maps for European area at 00 and 12 UT, 26-28 August 2014.

Further development of the disturbance is presented in Fig. 6. for W index and is illustrated
by behaviour of F2 layer critical frequency in Fig. 7.. The magnetic storm that happened in the
beginning of 27 of August 2014 has been indicated by W index as a moderate ionospheric storm
manifested by increase of electron concentration during the day of 27 of August (orange
colour). Usual behaviour of the storm with the decrease of electron concentration during the
next phase is indicated by dynamic changes of W index from relative quietness during the
second part of the day 27 of August and increase of intensity of negative disturbance shifted
to middle latitudes (dominant blue segments).
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5. Ionosonde data for correlation distances

Only one ionospheric characteristic, foF2, was considered for the correlation studies. Meas‐
urements are limited to the middle latitudes of European area for the years 1984-1987. All daily
values of foF2 in digital form in COST238 PRIME Data Base in CNET, Lannion, France, were
used. The stalions used were: Uppsala (59.8°N, 17.6°E), South Uist (57.4°N, 7.3°W), Kaliningrad
(54.7°N, 20.6°E), St. Peter Ording (54.3°N, 8.6°E), Miedzeszyn (52.1°N, 21.1°E), Slough (51.5°N,
0.6°W), Kiev (50.5°N, 30.5°E), Dourbes (50.1°N, 4.6°E), Pruhonice (50.0°N, 14.6°E), Lannion
(48.8°N, 3.5°W), Poitiers (46.6°N, 0.4°E), Sofia (42.7°N, 23.4°E), Rome(41. 9°N, 12.5°NE),
Lisbonne (38.8°N, 9.2°W), Athens (38.0°N, 23.6°E), Gibilmanna (37.6°N, 14.0°E). All stations
are located within the European area at middle latitudes. The differences between measured
daily-hourly foF2 values and medians were determined for each station to eliminate the daily
trend and the cross-correlation was calculated for the resulting differences for each pair of the
stations to determine which ionospheric changes at one location are linearly related to changes
at another. The overall 0.9-correlation distance was found to be around 500 km E-W and
slightly less N-S. This anisotropy is systematically growing for correlation distances 0.8, 0.7
and becomes the greatest for 0.5, however in this last case it does not exceed 1300 km N-S and
2000 km E-W. Considerably stronger correlation can be seen under quiet and disturbed
conditions.

6. Correlation distances under quiet and disturbed conditions

Criteria for the definition of ionospheric disturbances and quietness have been discussed in
several papers [25-27, 29]. Generally, a poor correlation has been found for the deviations of
daily foF2 from the median values and magnetic indices. Here we consider two categories:
ionospheric and magnetic (defined by AE index) quiet and disturbed periods. Three catalogues
were used; two for the definition of ionospheric conditions [26-27] and one for the definition
of magnetic conditions [28]. The catalogue [27] is based on the visual analysis of daily foF2
measurements from 16 stations compared with the median. The catalogue [26] is based on the
analysis of a number of the stations ranked each day as disturbed or quiet with deviations
exceeding a diurnally varying reference level. The magnetic catalogue [28] defines disturban‐
ces and quietness using the magnetic AE index.

Correlation distances at middle latitudes are usually less in latitude than in longitude. This
fact produces the elliptical shape of the curves on a plane described in degrees. One could
expect this because of the distance difference between 1 degree in latitude and 1 degree in
longitude. However elliptical shapes can also be seen when the distance between the stations
is described in kilometers. In Fig. 8. the distances are shown for correlations equal to 0.9, 0.8,
0.7 and 0.5 for 1984-1987. All available ionosonde measurements of foF2 have been used in the
calculations. In almost all cases, the ellipses are less flattened when constructed for higher
correlation coefficients. Ellipses obtained for disturbed or quiet conditions are flattened out
more than those for average conditions. Fig. 9. presents the ellipses obtained for correlation
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coefficient R=0.8 for quiet and disturbed conditions defined by ionospheric and magnetic
catalogues for 1984 and 1987. In all cases these specified conditions show that measurements
are better correlated in longitude than in latitude. One could expect this for disturbed condi‐
tions; the disturbances usually propagate from higher to lower latitudes, however the corre‐
lation is not so strong as is seen during quiet conditions. High solar activity, Fig. 10., is added
for a comparison.

Figure 8. Correlation distances for correlation coefficients equal to 0.9, 0.8, 0.7, 0.5 for years 1984-1987.
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Figure 9. Ellipses for quiet and disturbed conditions in 1984 and 1987 for the first ionospheric catalogue (a,b), the iono‐
spheric catalogue (c,d), magnetic catalogue (e,f).

Ionospheric W Index Based on GNSS TEC in the Operational Use for Navigation Systems
http://dx.doi.org/10.5772/59902

143



Figure 10. Ellipses for correlation coefficient 0.8 for quiet and disturbed conditions in 1989 year (a) for the first iono‐
spheric catalogue and (b) for the second ionospheric catalogue.

7. Conclusions

It is clear that correlation distances during high solar activity are much larger. Measurements
are also much better correlated in latitude than during lower solar activity. Correlation
distances for disturbed conditions defined by magnetic AE catalogue are remarkable greater
than for the second ionospheric catalogue, but less than for the first one. Thus, the magnetic
catalogue chooses disturbed days which manifest only special ionospheric disturbances, while
the ionospheric catalogue takes into account all disturbances, which are not always well
connected to the global AE disturbances. Ionospheric variations at middle latitudes are better
correlated in latitude when magnetic AE catalogue is used. It is evident that for this case
latitudinal direction has equal footing and the flatness of the ellipse becomes smaller. Thus,
the magnetic AE catalogue can give better correlations in longitude when analyzing iono‐
spheric variability. However a large amount of ionospheric disturbances are not included in
the analysis using the AE catalogue, so it cannot be treated as the only tool in an analysis of
ionospheric variability. This presentation leads to the conclusions that the flatness of the ellipse
in the most cases, during the disturbed and the quiet conditions, is smaller than for all available
data. The average conditions represent the most 'chaotic' correlation, while foF2 during
disturbed conditions are better correlated. The correlation is also stronger during quiet
conditions than for average conditions. However the longest distances for better correlated
data can be achieved using the first ionospheric catalogue.
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This chapter presents scenario for new product of the ionospheric weather W-index in the
space weather services first specified for any given location on the Earth and then applied to
producing the regional and global W-index maps. The instantaneous W-index is scaled in
metrics of four positive and negative index values of the ionospheric quiet state, moderate
disturbance, moderate storm or an intense storm assigned for a specified thresholds of
logarithmic deviation of the F2 layer peak plasma density NmF2 (critical frequency foF2) or
total electron content TEC from their quiet reference. Implementation of the above technology
using the EGNOS-TEC data is made for an online presentation of the ionosphere W-index
maps over Europe characterizing the ionosphere from quiet state to an intense storm. Being
product of the ionosonde measurements of the ionosphere peak electron density NmF2 or
GNSS TEC observations, the W-index is capable to characterize the disturbance in the
ionosphere which is not seen straightforward with NmF2 or TEC source data. W index gives
quick information about disturbed area and so the reliability of GNSS signal from this
direction. It allows for instance to exclude irrelevant satellite from TEC calculations, or
confirms the reason of total lack of the signal. In this capacity W-index presents an important
tool for improving the operational use of technological telecommunication and navigation
systems.
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1. Introduction

The ionosphere is a layer of the Earth’s upper atmosphere comprising high concentration of
electrons and ions, mostly caused by the solar radiation producing free electrons from the
existing atmospheric gases. It extends from 50 km to more than 1000 km altitude. Although
solar radiation is stronger at higher altitude but there are very few gaseous atoms at this
height; hence the ionization is sparse. The ionospheric properties such as electron density,
ion and electron temperatures, ionospheric composition, and dynamics vary with altitude,
latitude, longitude, local time, season, solar cycle, as well as magnetic activity. Ionization
changes at the equatorial and polar regions are known to be high compared to relatively
moderate changes in the mid-latitude region. The variability of the equatorial and low
latitude ionosphere is due to the large-scale electrodynamics associated with the equatorial
electrojet (EEJ), plasma fountain, equatorial ionization anomaly (EIA), equatorial wind, and
temperature anomaly etc. The EEJ refers to an enhanced daytime eastward electric current in
the E region due to a strong vertical polarization electric field developed in a latitude band
of ±3◦ about the dip equator. This eastward electric field at the dip equator gets mapped
onto F region through the (E × B) drift, lifting the plasma to higher altitudes. The uplifted
plasma diffuses down along magnetic field lines into both hemispheres creating two crests
of plasma, one in each hemisphere (EIA generation). The overall process is called as the
"fountain effect" [2]. The EIA can be described by a trough (minimum) in the ionization
densities around the dip equator and a crest (maximum) around ±15◦ magnetic latitude on
each hemisphere. The EIA intensity on a day and its latitude of crest development explicitly
depends on the EEJ strength at the equator. Hence, there is strong EIA on a day with strong
EEJ, less prominent EIA on a day when CEJ develops, and even absence of EIA crest during
certain severe geomagnetic disturbances [19]. All these unique features at the equatorial and
low latitude ionosphere are due to the perfect horizontal alignment of the geomagnetic field
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lines at the dip equator and the shifting between the geographic and geomagnetic equator
[10].

The quiet day variation of the low latitude F-region electron density depends on the
strength of EEJ and thereby the intensity of fountain effect over the region. However,
the irregular disturbances occur randomly, major source of which are the solar flares and
coronal mass ejections, causing geomagnetic and ionospheric storms, sudden ionospheric
disturbance (SID), polar cap absorption (PCA), as well as ionospheric scintillations. Solid
Earth-related phenomena namely volcanoes and earthquakes may also cause perturbations
in the ionosphere triggered by the seismic surface waves, though usually uncommon in
comparison to solar and magnetospheric activities. The level of ionospheric activity is
described in terms of electron density quantified by the number of electrons in a vertical
column of cross-sectional area 1m2, called as total electron content (TEC) of the medium
[34]. The TEC is measured in a unit called TECU, where 1 TECU = 1 × 1016electrons/m2.
It is well known that major part of the F-layer density refers to the TEC, but behavioral
changes of both may be different in the low latitudes during certain geomagnetic conditions
as the F-layer density is only restricted to the bottom side of the ionosphere. Broad features
in the temporal and spatial behavior of TEC is known to a great extent in global as well
as regional perspective; however the daily variation has the greatest effect on present
days. The ever-increasing exploitation of trans-ionospheric communications in satellite,
aircraft, and surface transportation system navigations require more precise estimation
of the ionospheric delay error in the navigation signal due to free electrons and ions in
the ionosphere. Fortunately, the electron density is retrievable from the refracted signals
by modeling of the associated signal delays. Exploitation of the dual frequency global
positioning system (GPS) signals for studying ionospheric characteristics is now of great
interest due to the dispersive nature of the ionosphere at the frequency range of GPS signals.
Previously the satellite-based GPS system was mainly used for positioning, navigation, and
time-transfer. However, the GPS signals traverse the dispersed ionosphere carrying its
signature, hence offer exceptional opportunities for ionospheric research. The ionospheric
TEC from ground-based GPS observations has been investigated widely in the past few
decades. The GPS satellites orbit twice a day at about 20,200 km altitude in 6 orbital
planes covering almost whole part of the globe. The satellites continuously broadcast
position and time information towards receivers on ground, aircraft, or other satellites in
the form of one-way ranging spread spectrum pseudorandom noise codes, i.e., precision
code (P), coarse-acquisition code (C/A), and navigation data stream modulated upon L-band
carrier frequencies (L1 = 1575.42MHz and L2 = 1227.60MHz). While passing through the
intervening ionosphere, the GPS signals experience phase advance and group delays, mostly
due to the free electrons along the signal path from the satellite to the receiver, i.e., the
TEC. A standard TEC measuring technique involve ground or space-based receivers capable
of processing signals from satellites effectively by the synchronized exploitation of carrier
phase advance and group delay observations. For processing the dual frequency GPS data
for retrieval of TEC, the International GNSS Service (IGS) Analysis Centers routinely provide
the ephemerids and the differential code biases (DCBs). The DCBs are one of the major
sources of error during measurement of precise TEC from the GNSS data which needs to
be estimated carefully for the regional and local network of GPS receivers. A standard DCB
estimation technique following the least squares principle and constraining through standard
deviation minimization, has been provided in Jin et al. [28].
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2. Importance of Ionospheric studies over Indian region

The importance of ionosphere studies over the Indian region is due to its large span of
coverage across the northern equatorial ionization anomaly zone (EIA). The magnetic equator
passes beneath the southern tip of the country through the Indian ocean, and the northern
EIA crest contour lies over central India straddling the line joining Kolkata and Ahmedabad.
Notable to mention that earlier the magnetic equator was passing through the peninsular
mainland of India via Trivandrum, but is now migrating into the Indian ocean at an
approximate rate of 0.14 degrees a year. The notable feature controlling the spatio-temporal
distribution of electron density in the equatorial and low latitudes over Indian region is the
intense east⇆west electric current (EEJ) driven by flow of neutral wind over the dip equator
as a consequence of the temperature gradients between the dawn and the dusk terminators.
The EIA intensity on a quiet day depends on the overall drift of plasma through the fountain
process and its subsequent diffusion towards higher latitudes. However, the regular EEJ
development process gets corrupted during different seasons and certain solar-terrestrial
events due to interference of meridional wind, gravitational tidal forces and external electric
fields manifesting positive or negative effects. The strength of EEJ is manifested in the
magnetometer H variation; hence it acts as a proxy EEJ index over the dip equator. In context
to Indian region the magnetic data from two stations, an equatorial station Tirunelveli (in the
vicinity of EEJ) and an off-equatorial station Alibag (outside EEJ effects) are used to estimate
the EEJ strength. Earlier, the magnetometer station at Trivandrum and Alibag were used for
calculating EEJ; however after 30 Oct 1999, the Trivandrum station was decommissioned in
place of which the Tirunelveli magnetometer has been used for this purpose. A standard way
of estimating EEJ strength is to first subtract the night time mean H value at each station and
then finding the difference between two stations, i.e., [∆HTIR −∆HABG], ensuring removal of
magnetospheric contributions. This method was suggested by Chandra et al. [12] and later
used by several workers [11, 44, 52] and references therein.

3. Ionospheric TEC over Indian region

Prior to exploitations of global navigation satellite systems (GNSS), there was less extent of
the spatial and temporal imaging of the ionospheric TEC and related phenomena over Indian
subcontinental region, with the existing ground and space-based measuring techniques, such
as ionosondes, topside sounders, backscatter radars, and satellites. All these measurements
are based on various principles like backscattering, Doppler effect, Faraday rotations etc.
Nevertheless, these methods have limitations of their own in terms of complete profiling,
widespread operations, and usability expenses. Now a days, GPS and GLONASS observables
are potentially used for imaging the global as well as regional ionosphere due to all-time
all weather availability of their signals anywhere on or above the earth. Moreover the
instigation of GAGAN (GPS Aided and GEO Augmented Navigation system) and IRNSS
(Indian Regional Navigation Satellite System) has opened a new era of imaging the equatorial
and low latitude ionosphere over Indian region.

3.1. Earlier TEC studies from Faraday rotation and differential Doppler
measurements

The ionospheric TEC studies over Indian region started during early 1962 by the National
Physical Laboratory (NPL), New Delhi from the radio signals of the Russian orbiting satellite
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COSMOS-V. Subsequently, many other research groups in India began active participation
in studying the ionosphere by using the polar orbiting satellites signals such as BE-B, BE-C
and INTASAT, etc. The physical presence of EIA in the Indian sector was first reported by
Ram Tyagi and Somayajulu [48] with a latitudinal network of stations spreading from equator
to mid-latitudes, later supported by similar studies of many researchers. Signals from
geostationary satellite Intelsat-2F2 in the Indian sector were first used by Basu et al. [5] and
Bhar et al. [6] at Kolkata, near the anomaly crest latitude studying diurnal variations in TEC
and its day-to-day variability, distinct features like pre-dawn minimum (short-lived), broad
day maximum, and their apparent periodic variation. They also computed the equivalent
vertical slab thickness using additional ionosonde parameter (NmF2) confirming an early
morning peak (1200 km) followed by an average diurnal value of about 400 km, its periodic
variation often referred to as Travelling Ionospheric Disturbances (TIDs). Nevertheless, the
first coordinated campaign for TEC measurements was initiated during the year 1975-76
with the opportunity of signals from the geostationary satellite ATS-6 received at stations
extending from equator to the anomaly crest latitude and beyond, which markedly supported
the occurrence of maximum TEC values around the crest region through the effects of EEJ at
the equator [19]. The characteristics of the TIDs were extensively studied by Deshpande et al.
[20], reporting its peak occurrence around 14:00 hrs LT at all the stations with a wave period
of about 20 min. Extensive radio beacon studies from the Japanese geostationary satellite
ETS-II (130°E) were then done by many Indian groups signifying periodical variability of
TEC with typical low latitude features such as nighttime minimum, sharp early morning
increase, broad day maximum, and occasional post-sunset enhancements. Studies also reveal
equinoctial and winter maxima in TEC with its minimum values during summer months
and effects of solar activity on TEC. Besides the characteristic diurnal features of TEC, its
latitudinal gradients were also discussed by Rama Rao et al. [50], from the measurements
at Waltair and Kolkata during the period 1980-81. Using measured TEC at a chain of six
stations in the Indian region from ATS-6 satellite during 1975-76, the electrojet control over
the EIA region was reported, suggesting that the location of crest development depends
strongly on the Integrated EEJ (IEEJ) strength. Studies confirm development of crest away
from equator during the strong EEJ days, while anomaly might be absent an a day having no
EEJ or an abnormal CEJ which indicates that the diurnal peak TEC is positively correlated
with the daytime integrated EEJ strength (∑ EEJ). The TEC data were also studied to
observe the effects of geomagnetic storms indicating its increased/decreased value during
daytime/nighttime storm and its dependence on the strength of the main phase of the storm.

3.2. Recent TEC studies from GPS observations

In recent years, GPS and GLONASS navigational satellite signals are emphasized in exploring
ionospheric electron density (TEC) on regional as well as global basis, due to availability of
signals in all-time and all-weather conditions around the globe. During the last decade,
with the launch of the jointly coordinated GAGAN program in India, a network of dual
frequency GPS stations were being established at 18 locations across the Indian subcontinent.
In fact GAGAN is one among the SBAS systems initiated and managed by the Indian Space
Research Organization (ISRO) and the Airport Authority of India (AAI) for reducing the
ionospheric, satellite clock errors and the ephemeris errors from the GPS satellites by using
differential correction technique. Currently, the system is under certification process and
very soon it will be publicly available to ensure a good positional accuracy over the Indian
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region. The complementary opportunity of this program is to continuously monitor TEC
and scintillations, and studying their temporal and spatial behaviour in a greater detail,
eventually for increasing positioning and navigation accuracy across the Indian territory.
The present chain of GPS receivers has provided an opportunity to attempt a comprehensive
and long-term study of the Indian ionosphere and its extension to the plasmasphere. Besides
the GAGAN program, the Indian Regional Navigation Satellite System (IRNSS) is a regional
navigation satellite system under development by India to relatively improve the positional
accuracy ( better than 20 m) for the users in India as well as the surrounding region within its
primary service area. In this system, the ionospheric corrections for single frequency users
of L5 band are provided at 5◦ × 5◦ grids at 350 km altitude for correcting the delays [65].
However the 1st order ionospheric corrections could be achieved with the two frequencies
L5 and S in the dual frequency receivers. The whole aim is to generate a GPS based
regional ionosphere model for navigational and position applications with the analysis of the
temporal and spatial distribution of ionospheric TEC over the equatorial and low latitude
Indian region, as the contemporary global models can not sustain reliability in the highly
varying environment of this region owing to their scarcity of adequate experimental data.

For computing TEC from GPS observables over the low latitude anomaly Indian region, the
selection of valid ionospheric piercing point (IPP) altitude is an important aspect. From
a number of trial and error methods, Rama Rao et al. [49] inferred that the commonly
used IPP altitude of 350 km may be taken in the Indian sector, subject to the signals
received from the satellites are with elevation angles above 50◦. Nevertheless, there are
still unsolved questions on the assumption of uniform thin shell, its altitude, and its
validity over the low latitude Indian region. With the slant TEC (STEC) of all GPS
satellite ray paths, the three dimensional (3D) ionospheric electron density profiles can be
produced through a tomography reconstruction algorithm which would better represent the
ionospheric variations over a region [30]. It can integrate the data from all available GPS
receivers as well as visible GPS satellites at each of these receivers above a user-specified
elevation cut-off angle. From a sufficient number of GPS data generating the 3D picture of
the ionosphere above, the equivalent ionospheric slab thickness can be estimated which has
great influence on representing the shape of the ionospheric electron density profile. Thus it
helps in understanding the nature of variations and modeling of the upper atmosphere. The
equivalent slab thickness can be defined as the ratio of the TEC to the maximum electron
density of the F-region (NmF2). The equivalent slab thickness and its variations over low
latitude Indian region has been studied in details by many researchers [8, 60] and references
therein, with more or less success in the results as the ionosphere over the region is highly
variable owing to resulting larger uncertainties. Moreover, the systematic study of diurnal
and latitudinal TEC and slab thickness from GAGAN network of stations along with other
individual GPS and ionosonde monitoring stations across the Indian region do strengthen
the earlier reports of dependency of latitudinal variation of TEC on the IEEJ strength, and
higher value of TEC during equinoctial season followed by the winter and the lowest during
summer.

4. Regular TEC variations over Indian region

Investigations have been carried out dynamically in the last decade with the GAGAN set of
TEC data along with other individual stations and satellite data resources by researchers at
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various organizations, institutions, and universities, to understand and model the quiet time
diurnal, seasonal, latitudinal variations of TEC and effects of other solar-terrestrial events
across the Indian low latitudes. The regular variations are due to the apparent movements of
the Sun and Earth. However, the lunar and solar cycles do affect in a more or less regularized
manner with maximum TEC during high solar activity period which gradually decreases
towards the low solar activity periods. The ionospheric effects of geomagnetic lunar tidal
movements in the lower atmosphere due to the lunal cycle changes over the month. In
general, the net TEC on a regular day is the integrated effect of all these parameters. This
section discusses the diurnal and seasonal changes in the low latitude Indian ionosphere,
and their latitudinal disparities.

4.1. Diurnal variation

The diurnal variation in TEC is due to the regular rotation of the Earth about its own axis
following the apparent movement of the Sun. However, the net diurnal change in the
quiet day low latitude ionosphere mostly depend on the photo-ionization production and
recombination losses associated with the local solar radiation and the field-aligned diffusion
of the transported electrons from the equator. With excellent coverage of GAGAN network
of GPS-TEC data at 18 stations Bhuyan et al. [10] during 2003 − 2004 and Rama Rao et al.
[49] during 2004-2005 demonstrated the diurnal variation in TEC in the EIA region as a
minimum in the pre-sunrise hours, which sharply increases to maximum values between
13:00 to 16:00 LT, while the peak at the equator occurs around 16:00 LT. Beyond the anomaly
crest, the diurnal maximum value decreases with increasing distance from the geomagnetic
equator. The nighttime TEC is almost flat attaining lowest value during 22:00 to 06:00
LT, similar to that of mid-latitude region. The minimum and maximum variation of TEC
during a day is about 5-50 TECU at the equator and about 5-90 TECU around the crest
region. Also, significant day-to-day variations are seen at all the stations, predominantly
during the daytime hours, with a higher value at the EIA crest regions corresponding to the
equatorial electrojet (EEJ) strength. Subsequently, Bagiya et al. [3](2005 − 2007), Chauhan
et al. [13](2006 − 2009), Galav et al. [23](2005 − 2010), Karia and Pathak [33](2008 − 2009)
have studied the TEC variation at the respective near anomaly crest stations at Rajkot,
Agra, Udaipur, and Surat, confirming similar behavior of TEC as studied by the previous
researchers. Reports of Panda et al. [42, 43] from studies of a chain of stations over the
Indian region during 2011 − 2012, also suggests comparatively broader and longer duration
of the day maximum TEC towards equator, while converse effect is observed beyond the
anomaly crest station. The nighttime variability is maximum towards equator and minimum
towards stations beyond the anomaly crest region. They also noticed that during the month
of Jan 2012, the latitudinal range of crest development varies a lot, which is possibly due
to fluctuation of EEJ strength owing to the seasonal variation of geomagnetic lunar tides
manifesting exceptional global enhancement around this month.

Fig. 1 shows diurnal variation of TEC at different stations on a typical quiet day (19 Oct
2012, ΣKp = 5). It is clear from the figure that the crest has been developed around Kolkata
(highest TEC), while the stations at Lucknow and Delhi perceived least values being situated
beyond the anomaly crest latitude. Now it is well-known that diurnal peak value is more
during equinox and less during solstice seasons, but the pattern of TEC curve is more or less
similar in all months during the period.
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Figure 1. Diurnal variations of GPS-TEC at different latitudes across Indian region on a typical quiet day (19 October 2012; Σ

Kp=5)[43].

4.2. Seasonal variations

The seasonal variations in TEC is due to the tilt and rotation of the earth around the Sun; the
relative position of the Sun moves from one hemisphere to the other with seasonal variation
of solar zenith angle and intensity of radiation at any geographical location. Usually, the
whole year is categorized into four seasons, i.e., December solstice (November, December and
January), March equinox (February, March, and April), June solstice (May, June, and July)
and September equinox (August, September, and October). During equinoctial seasons, the
sub-solar point remains around the equator resulting high photo-ionizations. But during
December (sub-solar point is in the northern hemisphere), and June solstice (when the
sub-solar point is in the southern hemisphere), low ionization occurs above the equatorial
region. The amplitude of the diurnal maximum is higher in the equinoxes and lower in
the solstices, thus exhibiting the semiannual variation. Further, the relatively higher TEC
during the winter than the summer solstice could be due to the winter anomaly (or seasonal
anomaly) which is more prevalent at the northern hemisphere, and during the high solar
activity periods. Although the winter anomaly at the mid- to high-latitude regions mostly
depend on changes in the [O/N2] ratio, the scenario at the low latitude region is the outcome
of the additional equatorial electrodynamics over the region . Fig. 2 depicts seasonal variation
of TEC at (a) Bangalore, (b) Hyderabad, (c) Mumbai, and (d) Lucknow during the period
November 2011 to October 2012 [43]. The plots show a semiannual mode, maxima in
equinoxes and minima in the solstices. The September equinox shows slightly higher value,
i.e., ∼ 61 TECU (Bangalore), ∼ 70 TECU (Hyderabad), ∼ 69 TECU (Mumbai), and ∼ 55
TECU (Lucknow), than the March equinox and are consistence with the reports of Galav et al.
[23] as studied at Udaipur (24.6 N, 73.7 E, Mag. Lat. 15.6 N) during 2005-2010. However,
Bagiya et al. [4] have reported that descending period of solar cycle-23 (2005-2007) at anomaly
crest Rajkot station, March equinox shows larger value than the September equinox.

Although results at different latitudes during the similar solar activity period do agree,
still there is spatial inconsistency depending on various background parameters at different
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latitudes. During the equinoxes, the morning rise and afternoon decay of TEC is sharp
compared solstice seasons. Further, TEC is higher in the December solstice (winter anomaly)
compared to that in the June solstice. In practice, the December solstice shows higher TEC
than June solstice due to transport of neutral constituents from the summer to the winter
hemisphere, thereby increasing the production of electrons in winter hemisphere due to
increased O/N2 ratio. Also, the meridional neutral wind component blowing from summer
to winter obstructs the anomaly crest development in the Summer hemisphere and enhances
in the Winter hemisphere. The increased value of December solstice than June solstice has
been explained earlier; however similar studies during certain low solar activity period do
report reversely. However, there is a direct impact of solar activity over the spatial TEC
variation along with other electrodynamic parameters over the low latitude region. In
general, the day-to-day variation of TEC at low latitudes depend on: (a) solar ionizing flux;
(b) sunspot activity; (c) magnetic activity; (d) EEJ strength ; and (e) neutral atmospheric
temperature, composition, and winds. The prevailing EEJ intensity is the dominant factor
for variation of TEC near the anomaly crest while the solar ionizing flux has a greater impact
near the equatorial latitudes. The daytime variability is less at and near the equator than the
anomaly crest. Nighttime variability is more than daytime variability in all seasons and at
all latitudes except for Delhi where TEC exhibits the highest variability in the evening hours.
The double-hump structure of diurnal TEC plots with the second maximum during evening
hours are prevailing features of near-equatorial ionosphere that are distinctly visible during
the equinoctial season and solar activity periods.

4.3. Latitudinal variation

As latitude increases from the equator towards the north and south direction, the solar
radiation strikes the atmosphere more obliquely. Hence, the intensity of radiation and
production of free electrons decrease with increasing latitude. Near the geomagnetic equator,
the geomagnetic field is horizontal, and the electric field is eastward during the day and
westward at night due to dynamic effect by atmospheric motion. This allows the region
to be prone to the equatorial electro-dynamic phenomena. The E-region electric field is
mapped into F-layer through the (E × B) drift of plasma which then diffuses along the slope
of magnetic field lines at approximately ±15◦ geomagnetic latitudes forming crests on both
the hemispheres (equatorial ionospheric anomaly region). Larger the EEJ strength at the
equator, the higher is the plasma drift and greater is the strength of anomaly with the crest
at farther latitude from the equator. Hence, the TEC is believed to be increased gradually
towards the anomaly crest regions, beyond which the value further decreases to attain lower
value at mid-latitude regions. Fig. 3 as borrowed from Rama Rao et al. [49], represents the
typical contour plots of TEC with its diurnal variation on an equinoctial day (23 Oct 2004), a
winter day (3 Dec 2004), and a summer day (22 Jun 2004) as derived from seven Indian GPS
stations with common latitude of 77◦ E.

The Fig. 3 clearly shows gradual increase of TEC from equator to the anomaly crest beyond
which it again decreases significantly. The magnitude of diurnal peak TEC is highest on
the equinoctial day followed by winter day and the least value on the summer day which
tallies well with the integrated EEJ strengths. The latitudes of crest development is also
remarkably varies with strength of EEJ indicating that the equatorial electrodynamics plays
a major role in distribution of plasma over the equatorial and low latitude Indian region.
The region just above the EIA crest manifest abnormal daytime variation of TEC and the day
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Figure 2. Seasonal variations of GPS-TEC at (a) Bangalore, (b) Hyderabad, (c) Mumbai, and (d) Lucknow during the period

November 2011 to October 2012 [43].

maximum also occurs slightly later than equatorial region. This is possibly due to the time
lag between peak of EEJ strength and maximum intensity of fountain effect. The latitude of
crest development varies with the strength of EEJ, season of the year, and the solar activity
condition. Nevertheless, the TEC above mid-latitude region varies less during the day unlike
the low and high latitude regions which are susceptible to the solar-terrestrial disturbances.

5. Storm-time disturbances of TEC over Indian region

Geomagnetic storms are temporary disturbances of the Earth’s magnetosphere, associated
with coronal mass ejections (CMEs), coronal holes, or solar flares, which changes
the magnetosphere-ionosphere-thermosphere coupling processes. During the storm,
interplanetary electric field (IEF) gets mapped to the polar ionosphere through magnetic
reconnection and directly penetrate (prompt penetration electric field;PPEF) towards the
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Figure 3. Typical contour plots of TEC (top) showing its diurnal variations as a function of the geographic latitude on (a) an

equinoctial day (23 Oct 2004), (b) a winter day (3 Dec 2004), and (c) a summer day (22 Jun 2004) derived from seven GPS

stations with a common longitude of 77◦E across Indian region along with the respective variations of integrated EEJ strengths
(bottom) (Source: Rama Rao et al. [49]).

equatorial region manifesting enhanced daytime E-region electric field. This electric field is
eastward (westward) during the daytime (nighttime) and may sustain for short duration or
even for few hours. In addition, Joule heating at the auroral thermosphere owing to particle
precipitation, causes high-velocity meridional neutral winds to travel towards the equatorial
region, consequently generating the disturbance dynamo electric field and the traveling
ionospheric disturbances. Unlike PPEF, the zonal component of the manifested electric
field due to disturbance dynamo, is westward (eastward) during the daytime (nighttime)
and may last for several hours. During severe geomagnetic disturbances, the EIA crest
may shift towards (negative ionospheric storm) or away (positive ionospheric storm) from
the geomagnetic equator depending on the arrival time of Storm Sudden Commencements
(SSCs), and participation of PPEF, and disturbance dynamo electric fields. However,
recent studies demonstrate that during daytime penetration electric field (eastward), an
equator-ward neutral wind is required to produce positive ionospheric storms, profoundly
affecting the distribution of F-layer plasma in the equatorial low and mid-latitude ionosphere
[61]. Unlike the typical quiet days, the penetrating electric fields (magnetospheric origin)
intensifies the plasma fountain (super fountain) at the dip equator and develops the anomaly
crest at relatively higher latitudes. Earlier studies suggests the necessary condition for
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an intense (peak Dst < −100 nT) geomagnetic storm is that the IMF-Bz must be large
(< −10 nT) and sustained (> 3 hrs). Large geomagnetic storms typically begin with
a sudden impulse (SSC) indicating arrival of an interplanetary shock (the initial phase),
followed by sustained southward interplanetary magnetic field (the main phase), and later
restoring to the normal conditions (the recovery phase). However, appearance of such sudden
impulses immediate before the main phase is neither sufficient nor necessary for occurrence
or development of geomagnetic storm [24].

Ionospheric response to geomagnetic storms of different disturbance level has been
investigated by many researchers in the low latitude Indian region with different techniques
of theoretical, experimental, and model predictions. Most of the studies are based on
the comparison of ionospheric conditions during the storm period with the control days
(preceding, succeeding or any other quiet day), or mean quiet days, or monthly median
values. However, it has been now proved that while considering the control/quiet days
for understanding the effect of the storms, the EEJ strength and pattern of these days
should be checked as existence of CEJ on the control/quiet days may change the nature
of the anomaly and the ionization distribution in the low latitude ionosphere leading to
erroneous interpretations [44]. The GPS-derived TEC above various locations across the
Indian longitude sector during the Halloween Storm event (28-31 Oct 2003) and the mean
of best quiet days are shown in Fig. 4 after Panda et al. [44]. The figure depicts the highest
positive deviation of TEC during this event from the mean chosen quiet days at Jodhpur
(108%, Geographic 26.26 N, 73.05 E). Earlier results of Manju et al. [38] also depict positive
deviations of 120 (↑ 50%), 130 (↑ 85%) and 115 (↑ 92%) TECU by comparing with a single
control day (5 Nov 2003) at Ahmedabad, Jodhpur, and Delhi respectively, confirming the
poleward movement of anomaly crest on the storm day. Notable to say, all the stations
from equator to anomaly crest latitude witnessed night-time depressions pretty below mean
chosen quiet days level and this concur well with global ionospheric reports of Perevalova
et al. [45] pointing 50 − 100% reduction at mid and low latitudes. Dabas et al. [15] analyzed
the characteristics of the Ionosphere over equatorial (Trivandrum) and low latitude regions
(Delhi) of India during three most severe storms of the solar cycle-23 (on 29 Oct and 20
Nov of 2003, and 7 Nov 2004) and concluded immediate increase in F-layer height beyond
the daytime EIA crest, at both the equatorial and low latitude locations, associated with the
disturbance eastward electric field. With a dense distribution of Korean GPS network (KGN)
of stations along with supplementary ionosonde networks, Jin et al. [31] have studied the
ionospheric F2-layer parameters (NmF2 and hmF2) due to the 20 Nov 2003 super storm,
through the GPS ionospheric tomography technique over South Korea, conforming strong
associated eastward electric field.

During the severe geomagnetic storm of 15 May 2005 (M8 class X-ray) and 24 Aug 2005
(M5.6 class X-ray), 68-70% deviation in VTEC from the mean quiet days is confirm by Jain
et al. [27] at Bhopal, a station close to anomaly crest. During the geomagnetic storm of
9 Nov 2004 far lower value of storm TEC (negative deviation) at Udaipur than the mean
quiet days is due to the weakened plasma fountain and pronounced disturbance dynamo
electric field at the equator as the main phase started at night [17]. Similar studies of Panda
and Gedam [40] during the same event report storm day deviations of 178%, 50%, and 38%
at Bangalore, Hyderabad, and Mumbai respectively. During the extreme event of 15 May
2005, Trivedi et al. [59] and Malik et al. [37] also reported positive enhancements of 68% and
57% at Bhopal (23.2 N, 77.4 E, Mag. lat. 14.2 N) by comparing storm TEC with a single
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control day and monthly averages respectively. Similarly, Dashora et al. [18] observed an
increment of 100% from mean quiet days at Udaipur during the same event. Kumar and
Singh [35] at near crest Varanasi station observed slight decrease in TEC during the main
phase and significant increased value (∼ 17 TECU) in the recovery phase of the storm of 20
Nov 2007 (Dst-index -71nT). Reports of Panda et al. [43] explains enhanced value of TEC on
the storm day (9 Mar 2012) at Bangalore, Hyderabad, and Lucknow are observed to be ∼ 71
(20%), ∼ 82 (22%), and ∼ 105 (94%) respectively. The relatively larger deviation of the storm
TEC at Lucknow is possibly due to the poleward forcing of the fountain effect following
the daytime prompt penetration at the equator. Reviews confirm that the consequences of
the weak storms are low at the equatorial and low latitude region as there is hardly any
penetrating electric field reach at the equator. However during intense storms the prompt
penetration, disturbance dynamo, traveling ionospheric disturbances may alter the regular
nature of equatorial electrodynamics and thereby changing the spatio-temporal distribution
of TEC over the low latitudes.

6. Solar eclipse effects on TEC over Indian region

In the low latitude EIA region, eclipse obscuration effects overlap the regular electrodynamics
of the equatorial ionosphere. The ionospheric responses to different solar eclipses have been
studied extensively by various research groups with different methods, such as the Faraday
rotation , incoherent scatter radar (ISR), ionosonde, GPS, and other satellite measurements, as
well as theoretical modeling. Studies confirm remarkable depletions in electron density/TEC
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control day and monthly averages respectively. Similarly, Dashora et al. [18] observed an
increment of 100% from mean quiet days at Udaipur during the same event. Kumar and
Singh [35] at near crest Varanasi station observed slight decrease in TEC during the main
phase and significant increased value (∼ 17 TECU) in the recovery phase of the storm of 20
Nov 2007 (Dst-index -71nT). Reports of Panda et al. [43] explains enhanced value of TEC on
the storm day (9 Mar 2012) at Bangalore, Hyderabad, and Lucknow are observed to be ∼ 71
(20%), ∼ 82 (22%), and ∼ 105 (94%) respectively. The relatively larger deviation of the storm
TEC at Lucknow is possibly due to the poleward forcing of the fountain effect following
the daytime prompt penetration at the equator. Reviews confirm that the consequences of
the weak storms are low at the equatorial and low latitude region as there is hardly any
penetrating electric field reach at the equator. However during intense storms the prompt
penetration, disturbance dynamo, traveling ionospheric disturbances may alter the regular
nature of equatorial electrodynamics and thereby changing the spatio-temporal distribution
of TEC over the low latitudes.

6. Solar eclipse effects on TEC over Indian region

In the low latitude EIA region, eclipse obscuration effects overlap the regular electrodynamics
of the equatorial ionosphere. The ionospheric responses to different solar eclipses have been
studied extensively by various research groups with different methods, such as the Faraday
rotation , incoherent scatter radar (ISR), ionosonde, GPS, and other satellite measurements, as
well as theoretical modeling. Studies confirm remarkable depletions in electron density/TEC
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and electron temperature during various solar eclipse events. Although a major portion of
the F-layer electron density refers to the TEC, their behavioral changes may differ as the
former is restricted to the bottom side of the ionosphere. However, effects at the low-latitude
and equatorial ionosphere are essentially unique and different from those in the middle
ionosphere because of the background equatorial electrodynamics.

The effects associated with a solar eclipse is always unique, since it may occur during
different solar activity and geomagnetic conditions, at various geographic latitudes and
longitudes, and varied season as well as local times of the day. However, a morning or
noontime solar eclipse has a major effect on ionosphere over the low latitude region as the
daytime equatorial electrodynamics plays an important role in the distribution of plasma
in the low latitudes. Eclipses provide a unique opportunity to study the atmospheric
and ionospheric effects of the obscuration caused by the rapidly moving shadow of the
Moon over the Earth. An eclipse does not repeat in any recognizable pattern due to
diverse Sun-Moon-Earth alignment geometries and different lunar orbital characteristics;
hence the study of individual eclipses becomes necessary. Moreover, it directly affects
the Earth´s ionosphere, hence has a great impact on satellite-based trans-ionospheric
radio-telecommunication and navigation signal propagations. The obscuration of solar
radiation during partial, annular or total solar eclipse consequences spatial and temporal
ionospheric and thermospheric variations with reduced production of electrons and
accelerated recombinations [53]. It is very difficult to separate out the eclipse induced
ionospheric effects in the equatorial low latitudes as there is most possibility of associated
CEJ occurrences during the events that has a major role in altering the regular variations.
Greater occurrences of CEJ effects around New and Full Moon are pointed by Rastogi [51],
indicating its lunar tidal dependence. As the solar eclipses by definition only occur at
New Moon, the occurrence of CEJ around the eclipse day is most favored. Tomás et al.
[58] have studied a set of eclipses during the period from 2001-2006, suggesting favorable
occurrences of CEJ after the transition of the eclipse shadow across the dip equator. Mayaud
[39], from the thorough review of earlier reports, suggested that the seasonal variation of the
equatorial lunar effect reaching maximum during winter months and the exceptional global
enhancement of the geomagnetic lunar tide during January month can abnormally modulate
CEJ effects. For the event of 15 Jan 2010, St.-Maurice et al. [57] described the associated local
electrodynamics highlighting that during December-January the solar heating associated
high pressure being developed about > 30◦ south of the magnetic equator, eventually driving
the Sq currents for both hemispheres, and thereby resulting weakening of the EEJ over
Indian sector. Furthermore, local counter-Sq current over the magnetic equator generated by
passage of the lunar shadow during the eclipse may exaggerate pronounced CEJ effect. All
these expressions make it crucial to discriminate the alterations in the equatorial ionosphere
owing to eclipse associated reduced radiation or weakened EEJ strength in the low latitude
equatorial region.

Some important solar eclipses over Indian region during the past two decades are the total
solar eclipses of 11 Aug 1999 (sunset hours) and on 22 Jul 2009 (morning time) passing
through the center of the country, and the annular solar eclipse of 15 Jan 2010 (early
afternoon hours) crossing through the southern tip of India. The major attraction of the
15 Jan 2010 eclipse is that it occurred during the peak ionization time over the Indian EIA
region and the path of the annularity crossed the dip equator where the manifestation of
equatorial electrodynamics are at play during the period. The photographs of the Sun
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at different instances of this solar eclipse as taken from Rameswaram, solar-geomagnetic
and interplanetary parameters during the period, path of the solar eclipse through Indian
peninsular region, and the ground track of GPS satellite of opportunity over Indian region
are pointed by Panda et al. [41]. The substantial decrease in TEC at different locations across
Indian region due to the annular solar eclipse of 15 Jan 2010 is shown in Fig. 5 along with
their counterparts during the preceding and nominal quiet days. Though the depletion
of TEC is a common phenomenon, the associated CEJ effects over the equatorial region
driving downward forcing of plasma has been described by researchers limiting it to be a
low latitude phenomena. Although the obscuration of solar radiation do impact ionization
production and recombination processes, the associated electrodynamics has the foremost
role in altering the equatorial and low latitude ionospheric distributions [14].
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Figure 5. Variation of TEC and obscuration magnitude at different locations during the eclipse day (15 Jan 2010), normal EEJ

control day (2 Jan 2010), and the preceding control day (14 Jan 2010).

7. Seismic-ionospheric disturbances over Indian region

Apart from solar and magnetospheric disturbance, effects of solid Earth-related perturbations
like earthquakes may cause changes in the regular ionosphere through generation of seismic
surface waves. Earthquakes are abrupt violent shaking of the ground, mostly caused by
sudden breaking and movements within the earth’s crust and releasing in the form seismic
surface waves which may travel large distances in all directions. Recent studies with
numerous observation data during various earthquake events demonstrate clear anomalous
variations in the ionosphere around the seismically active regions apparently existing few
days or hours before (possibly due to penetration of vertical electric field) and after (mostly
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7. Seismic-ionospheric disturbances over Indian region

Apart from solar and magnetospheric disturbance, effects of solid Earth-related perturbations
like earthquakes may cause changes in the regular ionosphere through generation of seismic
surface waves. Earthquakes are abrupt violent shaking of the ground, mostly caused by
sudden breaking and movements within the earth’s crust and releasing in the form seismic
surface waves which may travel large distances in all directions. Recent studies with
numerous observation data during various earthquake events demonstrate clear anomalous
variations in the ionosphere around the seismically active regions apparently existing few
days or hours before (possibly due to penetration of vertical electric field) and after (mostly
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due to acoustic waves) the occurrence of seismic shocks of large intensity (M>5). There
might be two major potential mechanism manifesting the seismo-ionospheric disturbances,
(1) penetration of anomalous vertical electric field from the lower atmosphere over the
seismic zone into the ionosphere and thereby causing irregularity through ion drifting, (2)
generation of atmospheric gravity waves (AGW) by earthquakes which propagate upward
causing ionospheric disturbances. However, the mechanism of ionospheric perturbation
prior to the arrival of shock is still under review as different hypothesis are given for its
physical generations. Studies show the surface gravity waves propagating obliquely upward
with increased wave amplitude at the upper atmosphere due to the exponential decrease of
the atmospheric density, and manifests as Travelling Ionospheric Disturbances (TID) in the
ionosphere [16]. The GPS derived TEC results of Liu et al. [36] with about 20 earthquakes
(M�6.0) in the Taiwan region shows ionospheric anomalies appearing within 5 days prior to
16 (about 80%) of the considered events suggesting that the GPS TEC is very much useful
for registering the ionospheric anomalies before the earthquakes as precursors of the shock
arrivals. Similarly, comparative studies of Afraimovich et al. [1] for TEC response to various
strong earthquakes confirms the theory of propagation of co-seismic atmospheric disturbance
within a narrow cone of zenith angles up to ionospheric heights and its subsequent diverges
in a spherical wave form with the radial velocity close to that of sound at these heights. The
amplitude, direction, speed, and propagation pattern of seismic ionospheric disturbances
and its evolution is described by [32] with the dense network of GPS Earth Observation
Network (GEONET) data in Japan following the Tohoku earthquakes (M=9) during March
2011. Their results also pointed disturbances in ionospheric TEC in a range of more than
4 TECU for period is around 10-20 min and the propagation velocities of disturbance TEC
decreased beyond 400-600 km away from the epicenter. The phrenological features of the
ionospheric precursors of earthquakes and a clear demonstration of the working of the global
electric circuit for transmitting signals from ground surface up to the ionospheric height
through the alteration of the electric properties is explained by Pulinets and Davidenko [47]
and references therein.

The research communities are mostly focusing to find out the abnormalities in the
ionosphere as precursors of the earthquake events and to model the intensity of the effects
for practicing early measures before the shocks as the later cause great damage to the
existing infrastructures, and may cause tsunamis, landslides, and volcanic eruptions etc.
Numerous data from the ground and satellite based measurements have been analyzed by
many scientists to evident the ionospheric precursors of earthquakes from the ionospheric
parameters such as F2 layer critical frequency (foF2), occurrences of sporadic E layers (foEs),
total electron content (TEC) etc. The large network of ionosonde and GPS stations has
provided enormous opportunity for statistical study and modeling the effects for appropriate
short-term prediction of the earthquakes. Ionosonde studies of Sharma et al. [55] over
five locations in the equatorial and low-latitudinal Indian ionosphere, during the Koyna
earthquake (December 11, 1967) demonstrate seismogenic variations of foF2 parameters
detected within two days prior to the main shock and maximum value being observed
on the preceding day. They also found anomalous changes in the ionospheric behaviour
with straddling increased and decreased variability during the preceding five days of the
earthquake. The precursory signatures in the F-region ionospheric parameters at Delhi (28.6
N,77.2 E), India, showing severe perturbations in foF2 and hmF2 before several hours of the
26 December 2004 Sumatra earthquake (M= 9.0) was observed by Dutta et al. [21] supporting
the coupling at far away from the epicenter through the seismogenic electric-field generation
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prior to the event. They also noticed post earthquake wavelike perturbations in foF2 for
several days. Anomalous depletions in the GPS TEC over Varanasi, India, was confirmed by
Priyadarshi et al. [46] within 6 days prior to the two recent major earthquakes (M > 5.0) of
25 February and 12 March 2010 in Andaman and Myanmar with supporting results from the
VLF (15 Hz-17.4 Hz) and ELF (15 Hz-1 kHz) spectra of from the DEMETER satellite. With the
Indian GAGAN network of stations GPS TEC data during the same event, DasGupta et al.
[16] report significant perturbations of 1.5 to 2 TECs over a smooth variation of TEC in the
morning hours. The propagation direction of the disturbance was found to be northwestward
with its origin situated about 2◦ northeast of the epicenter. TEC studies of Singh et al. [56] at
Agra (27 N, 78 E) for 43 moderate and high magnitude earthquakes (M �5.0), report that in 23
cases both depletions and enhancements of TEC occurred, in 14 events either of enhancement
or depletion was seen within 0-9 days before the earthquakes pointing the features as the
ionospheric precursors of the earthquakes. Fig. 6 shows variation of TEC at Agra station
(27.2 N, 78 E) in India, with abnormal enhancements followed by depletion between 02 and 06
June 2007, and unusual depletions and enhancements between 13 and 18 June 2007 referring
to the respective moderate earthquakes of 06 June 2007 (M = 5.1) and 23 June 2007 (M =
5.2) [56]. Recently an integrated Seismic and GNSS Network (ISGN) has been initiated in
India by the Earth System Sciences Organization (ESSO) for real time acquisition, processing
and analyzing of the of seismic and GPS data to observe the ionospheric precursors of the
earthquakes and their predictions.

Figure 6. Variation of TEC at Agra station (27.2 N, 78 E) in India with abnormal enhancements followed by depletion between

02 June and 06 June, and unusual depletions and enhancements between 13 June and 18 June referring to the moderate

earthquakes of 06 June 2007 (M = 5.1) and 23 June 2007 (M = 5.2) respectively. The downward arrows (↓) indicate the

occurrence of earthquakes.(Source:[56])
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8. Model predictions of TEC over Indian region

Although there developed number of models for predicting electron density/TEC variations,
the results hardly match the regional measurements specifically over the low latitude region.
The different ionospheric models considerably tested and being used in the low latitude
Indian region are discussed as follows.

8.1. International Reference Ionosphere (IRI)

The standard International Reference Ionosphere (IRI) is the most widely accepted global
ionosphere model developed by the joint project of International Union on Radio science
(URSI) and Committee on Space Research (COSPAR). The outputs of this model is based on
worldwide network of experimental stations providing estimates of ionospheric parameters
in the altitude range from 50 km to 2000 km. However the IRI predictions are most accurate
in Northern mid-latitudes due to dense network of experimental stations, whereas at low
and high latitudes, accuracy is less due to unavailability of adequate monitoring stations and
high variability of space weather. It is well known that there is shortcomings in the standard
IRI model predictions over equatorial low latitude sector which estimates up to a height of
2000 km above Earth, whereas the GPS derived outputs are estimates of ionospheric TEC
up to the GPS satellite flying height ( i.e., about 20,200 km). Several research papers and
reports have been published on the simultaneous measurements of foF2/TEC, its noontime
bite-out, secondary peak during evening, winter anomaly, solar activity dependence, and
corresponding model predictions in the equatorial and low latitudes.

Long-term studies report that IRI overestimates electron density/TEC during solar minimum
and underestimates during solar maximum, and shows comparatively good agreement
during intermediate solar activity in the Indian region. The model deviation from the actual
value is maximum in equinox and minimum in summer. Also, it has been proved that
the prediction accuracy varies with local time and location, over low latitudes the model
overestimates during hours of minimum TEC and underestimates during peak hours. From
the experiments over 600 km above South American anomaly crest region, Ezquer et al. [22]
confirmed that IRI underestimates the observed electron density by 50% and 60% during
equinox and winter, and overestimated by as much as 150% in summer. Also, Bhuyan et al.
[9] reported failure of the IRI model to produce the secondary peak of electron density
during the low solar activity period (1994-1997). Greater efforts have been made by Bhuyan
and Borah [7] through comparison of IRI-TEC with measured GPS-TEC at various latitudes
across Indian region, concluding overestimation of IRI-TEC than the actual value. However
exploitation of a set of foF2 coefficients from the regional ionosonde stations (IRI-2), resulted
in more accurate IRI-TEC predictions over the region. Efforts are being made to update
and improve the model since its development in 1969, with newer data and better modeling
techniques.

8.2. Standard Plasmasphere - Ionosphere Model (SPIM)

The recently established International Standard Plasmasphere - Ionosphere Model (SPIM) is
an extension to the IRI model, developed under international standardization organization
(ISO) project by merging (1) IRI below 1000 km, and (2) the plasmasphere region of the
Russian standard model of ionosphere (SMI) up to 20,000 km, thereby improving the
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accuracy of the ionosphere plasmasphere TEC forecasting by 2-3 times as compared with
CCIR prediction [25]. Few studies have been performed on its reliability and credibility with
in-situ ground measurements at different parts of the globe, even in the Indian region by
[43]. All these literatures suggest overestimation of the SPIM predictions than the in-situ
measurement as well as IRI predictions during low and moderate solar activity condition. It
could be either due to the plasmasphere addition to the IRI or the (top side + plasmasphere)
estimates. It is already known that IRI overestimates across the low latitudes, again by adding
the Russian SMI model which is of high latitude nature may speculate the overestimation
characteristics of the present SPIM model.

8.3. Global Ionospheric Map (GIM)

The global vertical TEC maps are published by the International GNSS Service (IGS) in
association with few Analysis centers those take measurements from the IGS network of
GPS stations with their own approach which are integrated together to publish a reliable
daily 2 hourly combined global ionosphere maps (GIMs) in an official format Ionosphere
Map Exchange (IONEX) with a spatial resolution of 5◦ × 2.5◦ in longitude and latitude,
respectively and was approved in 1996 IGS workshop. The maps are two-dimensional grid
in a single layer at height 450 km by adopting the Earth radius of 6371 km. At present,
there are three types IGS GIMs available for free access: the final, rapid, and predicted GIM.
The latencies of the IGS ionospheric final and rapid products are 11 days and <24 hrs,
respectively. The predicted GIMs are generated for 1 and 2 days in advance, currently based
on forecasts prepared by the Technical University of Catalonia (UPC) and European Space
Agency (ESA). The weekly self-consistency validation test and substantiation with VTEC
from dual-frequency altimeter data (Envisat data, TOPEX and Jason data) is performed for
maintaining the reliability of the maps. The accuracy of ionospheric TEC grid in IGS-GIM
varies between 2-8 TECU. As the major source of IGS-GIM TEC is world-wide network of
IGS stations, the grids having IGS stations inside would give better accuracy than the grids
without any IGS stations. The VTEC above a location can be extracted from the IGS-GIM
by using bilinear spatial interpolation of VTEC values from four nearest grid points [54].
Notable to say there are only 3-4 IGS stations across the Indian region of which at present
data from 2 stations are being used in the GIM subject to their regular availability. Reports
of Ho et al. [26] suggests the vertical TEC error level of the IGS-GIM diurnal maximum TEC
remains within a range of 10-20% (between 3-10 TECU) of the actual diurnal peak value, the
largest error being occurred near the equator during the storm period. They also suggest
relatively better performance of the GIM in the middle latitude ionosphere within 1000 km
of the source station which corresponds to 14◦ elevation angle cutoff.

Fig. 7 shows the comparative study of seasonal variations in GPS-derived TEC with global
map (IGS-GIM TEC) and the standard models (IRI and SPIM) at Bangalore, Hyderabad,
Mumbai, and Lucknow during the period Nov 2011 to Oct 2012 referring to low-medium
solar activity condition. Both the IRI and SPIM models overestimates than the in-situ
measurements in almost all seasons. It may be noticed that estimations from IRI and SPIM
concur well with each other in most of the time except during peak hours of the day.
However, the difference between IGS-GIM and GPS-TEC seems to be consistently low or
steadily varying at most of the locations.
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Figure 7. Comparison of seasonal variations of GPS-TEC with IGS-GIM, IRI, and SPIM model estimated TEC at (a) Bangalore, (b)

Hyderabad, (c) Mumbai, and (d) Lucknow during Nov 2011 to Oct 2012 Source: Panda et al. [43].

8.4. Indian Regional TEC Model

As the global TEC maps could not be able to provide small scale ionospheric changes due
to their low resolution data receiving stations, countries have came forward for establishing
their own regional ionospheric maps based on their own dense network local GPS stations for
providing the parameters on real-time/near real-time basis similar to that developed through
the Shanghai Comprehensive GPS Application Network [29], GPSnet-Victorian Continuously
Operating Reference Stations (CORS) system[62]. Similarly India is now on the verge of
developing its regional TEC map from the network of GPS stations across the country. Using
the measurements of TEC at 18 different stations across the India subcontinental region
(covering the crest and trough of the EIA) under GAGAN (GPS Aided Geo Augmented
Navigation), a model has been developed by Indian Space Research Organization (ISRO) in
collaboration with the Airports Authority of India (AAI), which would successfully predict
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the TEC between 8-30 N latitude and 60-100 E longitude zone [63, 64]. In this model,
observations at 77 E longitude zone are considered as a reference and the solar zenith/neutral
wind control are applied to estimate changes in TEC at different longitude sectors from
that at 77 E longitude emphasizing a first principle based on the Parametric Ionospheric
Model (PIM). This is a new multi-layer grid-based model which uses data fusion technique
and provides ionospheric delay corrections as vertical delay on L5 (GIVD) and their 99.9 %
accuracy, called the Grid Ionosphere Vertical Error Indicator (GIVEI) at 350 km altitude are
provided at each specified ionospheric grid points (IGPs), which is applicable to the signals
on L5 band in the the single frequency receiver users over the Indian landmass. Given three
or four nodes of a cell of the IGP grid surrounding the user’s ionospheric pierce point to a
satellite, the user can interpolate from those nodes to his pierce point using the four-point
or three-point interpolation algorithms. Additionally, the TEC model would provide TEC
maps over the Indian region on real-time data from the GAGAN TEC stations combined
with physics based semi-empirical model. The ionospheric corrections for Indian Regional
Navigation Satellite System (IRNSS) would be a region specific coefficient based model based
on GAGAN TEC and Indian Reference Station (INRES) data [66]. For single frequency GPS
users, a Klobuchar like coefficients is to be broadcasted at 5-minute intervals for the Indian
region. The ISRO TEC model has now been modified to include the variabilities in Kp and
F10.7 cm flux to represent the impact of geomagnetic storms at low latitude. A case study for
the severe geomagnetic storm of Aug 24, 2005 (Dst -158 nT; Kp 9) revealed that ISRO-TEC
model successfully predicted temporal variations in TEC even at longitudes far away from
the reference longitude zone at 77 E. The model is now being used to generate super-truth
data for GAGAN certification process and soon will be activated to represent the real Indian
ionosphere.

9. Summary

The ionospheric TEC is an important aspect for studying morphology of ionosphere as well
as precise positioning, navigation and electromagnetic wave propagations. Experimental
studies during different solar-terrestrial events provide an opportunity for understanding
and modeling the responses of the ionosphere. This knowledge will help in establishing
comparatively more accurate regional ionospheric model over the low latitudes. The
low latitude and associated phenomena certainly different from that of the other parts
of the globe due participation of equatorial electrodynamics. It is very hard to define a
typical representative ionosphere map of the low latitude ionosphere as the parameters
appear to differ from day to day and their ease of susceptibility to any solar-terrestrial
phenomena. However, the decades of long-term investigations of the low latitude ionosphere
starting from early 1962 till the present, has indeed contributed deep insight into the
equatorial and low latitude ionosphere over Indian region. Moreover, the availability of GPS
satellite signals complemented by other ground and space-based instruments have made it
possible for imaging the substantial characteristics of the highly varying equatorial and low
latitude ionosphere through 3D-tomographic reconstruction from dense GPS observables
complemented/supplemented by other ground and space based observations. At present,
number of institutions/organizations in India, like Indian Space Research Organization
(ISRO) and its regional centers and space physics laboratories, National Physical Laboratory
(NPL), Physical Research laboratory (PRL), National Atmospheric Research Laboratory
(NARL), Indian Institute of Geomagnetism (IIG) along with its observatories and regional
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centers, Indian as well as International Universities and research centers are being actively
involved in theoretical, experimental, and modeling tasks on upper atmosphere and
ionospheric characteristics. Nevertheless, deployment of GAGAN and IRNSS program
encouraged the detailed experimental, observational analysis and regional ionospheric
modeling exercises across Indian region. Subsequent up-gradations in the present models
are applied day-by-day with sufficient number of experimental datasets and mathematical
analysis for their relatively improved estimations over the equatorial and low latitude
ionosphere.
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GNSS-R and Applications





Chapter 9

Sensing Bare Soil and Vegetation Using GNSS-R—
Theoretical Modeling

Xuerui Wu and Shuanggen Jin

Additional information is available at the end of the chapter

http://dx.doi.org/10.5772/58922

1. Introduction

Once the reflected signals of GNSS constellations are thought to be errors and tried to remove
from the direct signals, recently, however it was found new applications as GNSS-Reflectom‐
etry (GNSS-R) in the early 1990s[1]. By taking full advantages of these GNSS reflected signals,
it has become a prosperous remote sensing technique. Different from the traditional remote
sensing techniques, GNSS-R has its own unique features as:

1. Low cost and low power consumption: existing global navigation satellite constellations
are a signal emission source and do not require the development of a dedicated transmit‐
ter. A corresponding GNSS-R receiver is required to receive the direct and reflected
signals. Compared with conventional radar and microwave remote sensing radiometers,
the GNSS-R sensor in complexity, size, weight and cost is reduced by about an order of
magnitude onboard aerial or satellite remote sensing platforms;

2. Microwave band: GPS L1, L2C and L5, GALILEO E1, E5, Beidou B1, B2, B3 and GLONASS
G1 are working in L band, which have the nature of strong penetration and are suitable
for monitoring soil moisture, vegetation and surface thawing condition as well as ocean
surface characteristics;

3. High time resolution: GNSS satellites transmit signals continuously, and a GNSS-R
receiver can receive multiple navigation satellites’ signals in the field of view, so the time
resolution GNSS-R are higher;

4. High spatial resolution: if a GNSS receiver is installed on the ground, the radius of GNSS-
reflected signals is about 50m, while for the airborne GNSS-R, the spatial resolution are
about km scale related to the aircraft height and surface roughness, so the spatial resolu‐
tion of GNSS-R remote sensing is higher;

© 2015 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.



5. GNSS-R can perform positioning using the direct signal with self-position and self-timing
ability, which is beneficial to the positioning, timing and geographic information system.
Meanwhile, it is also easy to carry out a wide range of soil moisture and vegetation
observation network;

6. Multi angle: the incident zenith angles of GNSS constellations are in 0~90 degrees and
their azimuth angles are in 0~360 degrees, so the multi-angle observation becomes one of
the significant advantages for GNSS-R remote sensing;

7. Multi polarizations: different from linear polarizations of radar and radiometer, the direct
signals transmitted by GNSS satellites are RHCP, and its polarizations are changed after
reflecting from the surface, so it is possible to receive multi polarizations (LR, RR, HR,
VR);

From the above observation characteristics, GNSS-R remote sensing is a new multi-discipline
between microwave remote sensing and satellite navigation. If we make fuly use of GNSS-R
observational characteristics, more potential applications are explorled, such as sensing the
soil moisture, vegetation and ocean surface characteristics, which has important application
values and milepost sense with integration and development of microwave remote sensing
and satellite navigation technology.

2. Applications of GNSS-R

According to the observed surface, GNSS-R applications have extended from ocean, land to
ice and snow [2].For the ocean surface, when the sea surface roughness increases, the reflected
waveforms have lower amplitudes, and therefore GNSS-R can be used to detect intermediate
sea surface roughness according to the distorted waveforms [3]. Since the permittivity of
reflected surface is sensitive to the polarimetric measurement, GNSS-R can be used to monitor
the salinity and the temperature of ocean surface [4]. As for snow and ice surface, GNSS-R has
the ability to detect its permittivity, texture, or substructure [5]. It has also been proposed to
sense the parameters of soil moisture and vegetation with GNSS-R. Currently three kinds of
aspects are performed:

2.1. Quantitative retrieval with Interference Pattern Technique (IPT)

The IPT technique over land surfaces have been successfully developed for retrievals of surface
topography, vegetation height and vegetation-covered soil moisture [6]. A ground-based
instrument named Soil Moisture Interference-pattern GNSS Observations at L-band (SMI‐
GOL) Reflectometer has been used in their field campaigns since 2008[6]. The instrument
measures the inference of the direct and reflected GPS signals instantaneously, and the
received power is a function of the elevation angles. It should be pointed out that the polari‐
zation of the antenna is Vertical polarization (V-pol). Using the number and position of the
minimum amplitude oscillations (notch), the geophysical parameters (surface topography,
vegetation height and vegetation-covered soil moisture) can be retrieved. According to their
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reports, good quantitative retrieval results have been achieved [6]. Recently, a dual-polariza‐
tion SMIGOL (PSMIGOL) has been designed [7] as an extension of SMIGOL. Different from
SMIGOL, the extended PSMIGOL has two antennas, one is H polarization and the other one
is V polarization [7]. This instrument has improved the accuracy of soil moisture retrieval [7].

2.2. Qualitative analysis using GPS multipath information

The multipath of GPS signals was thought as errors for positioning and timing, although it
cannot be fully removed. However, the multipath is sensitive to environmental parameters:
near surface soil moisture [8], vegetation [9], snow and ice [10]. Therefore, it is an efficient
method for these geophysical parameters detections. The geodetic GPS receiver records the
coherence of the direct and reflected signals. Its geometry is shown in Figure 1.

4

Figure1 Scattering geometry of multipath signals. The red line represents the direct 

signal; green line is the reflected signal. The received power by a geodetic receiver is 

the coherence of direct and reflected signals at the specular directions:s  i ,s is the 

scattering angle , i  is the incidence angle, and there is no consideration for the azimuth 

angles. 

3) Microwave scattering theoretical study 

The transmitted sources are the GNSS constellation, while a special GNSS-R receiver 

or an out-of-commercial geodetic GPS receiver is the corresponding receiver, which 

forms a typical bistatic/multistaticradar working mode. Therefore its scattering 

mechanisms should be studied carefully. Ferrozoli et al [11] have used an 

electromagnetic model to deduce the theoretical response of vegetation, and found that 

different with the monostatic radar, the vegetation showed a decreasing trend with 

increasing biomass, and it may allow retrieving the biomass using the GNSS-R remote 

sensing technique. 
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Figure 1. Scattering geometry of multipath signals. The red line represents the direct signal; green line is the reflected
signal. The received power by a geodetic receiver is the coherence of direct and reflected signals at the specular direc‐
tions: θs =θi, θs is the scattering angle, θi is the incidence angle, and there is no consideration for the azimuth angles.

2.3. Microwave scattering theoretical study

The transmitted sources are the GNSS constellation, while a special GNSS-R receiver or an out-
of-commercial geodetic GPS receiver is the corresponding receiver, which forms a typical
bistatic/multistatic radar working mode. Therefore its scattering mechanisms should be
studied carefully. Ferrozoli et al [11] have used an electromagnetic model to deduce the
theoretical response of vegetation, and found that different with the monostatic radar, the
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vegetation showed a decreasing trend with increasing biomass, and it may allow retrieving
the biomass using the GNSS-R remote sensing technique.

3. Bare soil and vegetation scattering models

3.1. bare soil surface scattering model

If the surface is smooth enough, a smooth surface reflectance models can be used to describe
the scattering surface properties. The commonly used randomly rough surface scattering
models are KA (Kirchhoff Approach), SPM (Small Perturbation Method), IEM (Integrated
Equation Model) and the further improved AIEM (Advanced Integrated Equation Model)
models [12][13], see Table 1. If the Kirchhoff model is under the stationary phase approxima‐
tion, it is commonly known as the geometrical optics model, which is best suited for very rough
surfaces. If it is under the scalar approximation, it is also known as the physical optics model,
which is suitable for intermediate scales of roughness. The small perturbation model is suitable
for surface roughness scales with short correlation lengths.

Models Roughness scope of application

GO s >λ / 3, l >λ,  & 0.4 < m < 0.7
kl > 6; l 2 > 2.76sλ

PO 0.05λ< s < 0.15λ,  & m < 0.25

SPM ks < 0.3, kl < 3,  & m < 0.3 else

Table 1. Roughness scope of application for GO, PO and SPM

Figure 2. Scope application of random roughness surface scattering model
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As we can see from Figure 2, the roughness scopes of the three surface models are not
continuous and do not conform the surface roughness of continuous changes of the real world,
and therefore it is needed for a roughness scope with more extensive surface scattering model
based on the AIEM model and its improvement. In order for GNSS-R applications, the
scattering model should be able to calculate bistatic scattering.

3.2. Vegetation scattering model based on radiative transfer equation model

The Michigan Microwave Canopy Scattering model (MIMICS) [14] is based on the first-order
solution of the radiative transfer equation for monostatic radar systems of a tree canopy, which
is treated as a composition of a crown layer, a trunk layer and a rough-surface ground
boundary. As for the crown layer, needles and/or branches are represented as dielectric
cylinders, disks are represented by leaves, while the trunks are treated as large vertical
dielectric cylinders of uniform diameter.

used for the S-G scattering mechanism. More details for Bi-Mimics model is referred to the 

corresponding references. 

 

Figure 3. Scattering mechanisms in the first-order Bi-mimics solution based on RT theory, including G-C-G( ground 

reflection and crown scattering and ground reflection), C-G( crown scattering and ground reflection), DC(direct 

crown bistatic scattering), G-C( ground reflection and crown scattering)， G-T(ground reflection and trunk 

scattering), DG(direct ground), and T-G( trunk scattering and ground reflection). The specular ground reflection is not 

shown here. Crown layer depth=d, Trunk layer depth=H. 

Using the above-mentioned bistatic scattering models of bare soil (AIEM model) and vegetation 

(Bi-Mimics model), we can characterize their corresponding scattering properties in order for GNSS-R 

applications. 

4. Scattering properties of different polarizations 

To overcome the ionosphere effects, the transmitted signals of GNSS constellations are right hand 

circular polarization (RHCP). While its polarization changed after reflecting from the targeted surface. Its 

properties of circular and linear polarizations are studied in BAO-Tower Experiments [16], which used 
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bistatic scattering), G-C(ground reflection and crown scattering, G-T(ground reflection and trunk scattering), DG(di‐
rect ground), and T-G(trunk scattering and ground reflection). The specular ground reflection is not shown here.
Crown layer depth=d, Trunk layer depth=H [15].

However, MIMICS is insufficient for studying the bistatic RCS (Radar Cross Section) of
vegetation. The following-on developed bistatic Michigan Microwave Canopy Scattering
Model (Bi-Mimics) is a bistatic model [15], which is based on the original Mimics model, and
referred as the bistatic Michigan Microwave Canopy Scattering Model (Bi-Mimics). Mimics
and Bi-mimics models utilize an iterative algorithm to solve the radiative transfer equations
[14,15]. There are eight scattering mechanisms in the first-order Bi-mimics model, including
G-C-G (ground reflection and crown scattering and ground reflection), C-G (crown scattering
and ground reflection), D-C (direct crown bistatic scattering), G-C (ground reflection and
crown scattering), G-T (ground reflection and trunk scattering), D-G (direct ground), and T-G
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(trunk scattering and ground reflection). The specular ground reflection is not shown in Figure
3. The difference between the D-G and S-G scattering component is the surface scattering
matrix. As for the D-G scattering mechanism, rough surface scattering matrix is used while
considering for the attenuation of the incident and scattered intensity. However, the specular
scattering matrix is used for the S-G scattering mechanism. More details for Bi-Mimics model
is referred to the corresponding references [14, 15].

Using the above-mentioned bistatic scattering models of bare soil (AIEM model) and vegeta‐
tion (Bi-Mimics model), we can characterize their corresponding scattering properties in order
for GNSS-R applications.

4. Scattering properties of different polarizations

To overcome the ionosphere effects, the transmitted signals of GNSS constellations are right
hand circular polarization (RHCP). While its polarization changed after reflecting from the
targeted surface. Its properties of circular and linear polarizations are studied in BAO-Tower
Experiments [16], which used the receiver provided by the NASA Langley Research Center to
track signals. There are four kinds of polarizations for the antennas: Horizontal, Vertical, Left
Hand Circular Polarization and Right Hand Circular Polarization. The theoretical analysis
showed that the received power was proportional to two factors: a polarization sensitive factor
and a polarization insensitive factor, while the former one is dependent on soil dielectric
properties and the latter one is related to surface roughness. However, this hypothesis is not
confirmed in their BAO-tower measurement. The originally crude assumption of soil moisture
homogeneity is the possible reason.

The polarization of a plane wave describes the shape and locus of the tip of the electric field-
vector as a function of time. Polarization is of interest for GNSS-R remote sensing due to its
potentially polarimetric and multipolarimetric measurements.

We can see from Fig. 4 that as for LR, HH and HR polarizations, their scattering properties are
almost the same, while as for VR and VV polarizations, there is a dip as the incident angle at
70 degree and their scattering properties are very different from the ones of the other polari‐
zations. From the above simulations, scattering properties at RR polarization are very different.
Compared to the other polarizations, their scattering cross sections at the smaller incidence
angles (from 10 degree to 55 degree) are the smallest one. When the incidence angle is between
70 degree and 80 degree, RR polarization is very similar to LR, HR and HH. The scattering
cross section at RR polarization is larger than the one of VR and VV polarizations as the
incidence angles are between 60 degree and 70 degree. We can use the dips at VV and VR
polarizations for the soil moisture detections since they are related to the Brewster angle, which
is very sensitive to soil moisture. In fact, the principle for soil moisture detections using IPT
technique is to use the Brewster angle information.
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above simulations that the scattering trends for LR,-45R,+45R and HR are very similar, while
they increases slowly when the incidence angle is between 10 degree and 40 degree and then
decreases slowly as for the incidence angles between 50 degree and 80 degree. When the
incidence angles are between 50 degree and 80 degree, the scattering cross sections of HR
polarization is a little larger (2~3 dB) than the other polarizations (LR,-45R,+45R and HR). As
for RR and VR polarizations, if the incidence angles are smaller than 52 degree, the scattering
cross sections at VR polarization is larger than the ones at RR polarization, while the trend is
just opposite when the incidence angles are larger than 52 degree, and there is also a dip for
the incidence angle of about 70 degree.

5. Conclusion

Sensing soil moisture and vegetation with the new developed GNSS-R remote sensing
technique is interesting and attractive for the scientific community. However, most of the
present works are concentrated on the experimental analysis and the assumed feasibility. This
chapter gives a brief review of the current status for GNSS-R soil and vegetation study, and
then the scattering models of soil and vegetation are addressed. To make fully use of GNSS-R
signals, polarization properties of the electromagnetic wave should be studies carefully. Using
the wave synthesis technique, the scattering cross sections of any combination of transmit and
receive polarizations for bare soil and vegetation are illustrated. For the apparent changes of
waveform from the corresponding GNSS-R receiver, Vertical polarization antenna is preferred
for the following on retrieval.
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1. Introduction

Understanding the climate dynamics is one of the most concerns of human beings, especially
in current global climate warming. The Global Positioning System (GPS) reflected signal has
demonstrated to sense the Earth’s surface components since early 1990s. Later, a number of
GPS remote sensing applications and experiments have been performed with demonstrating
the ability of scattered and reflected GPS signals for soil moisture estimation [1], the vegetation
growth [2] and forest biomass monitoring [3]. Furthermore, the snow depth and snow water
equivalent (SWE) can be estimated recently from GPS signal to noise ratio (SNR) by [4] and [5].
Furthermore, [6] showed that the geometry free linear combination of GPS signals was able to
estimate the snow depth with GPS reflected signals theories [7], while the SNR data is not
always available in the raw GPS observations due to the limited capacity in data storage.

Here we intentionally focus on snow surface variations in Greenland Ice Sheet (GrIS) from
ground GPS observations, because it is the second largest glacier in the world [8]. Thus, it has
an important contribution to the global sea level changes [9] where the total surface accumu‐
lation for recent 30-year span is about 299±23 Kg.m-2/yr [10]. Besides, GrIS has very severe
climatic conditions that make it very difficult to establish in-situ sensors for snow height and
surface temperature at long time scales.

In this chapter, firstly, we introduce the theories and methodologies about reflectance charac‐
teristics of GPS reflected signals. Then, ionospheric geometric-free linear combination of GPS
signals (GPS-L4) is estimated as a multi-path in order to characterize snow surface changes
around ground GPS receivers, e.g., snow surface temperature (SST) and snow height (SH)
variations. Furthermore, the non-parametric bootstrapping model is developed to link
between GPS-L4 values and SH and SST, which is used to estimate SH and SST. In next parts,
the methodologies and approaches used in this study are discussed. The study area and field

© 2015 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use, distribution,
and eproduction in any medium, provided the original work is properly cited.



observations are introduced and the results, discussions and conclusions are presented,
respectively.

2. Reflectance characteristics

Sensing the targeted surface with reflectometry technique is determined by the polarization
analysis of reflected signal’s chemical features and the geometric reflectivity of reflected
signals. In electromagnetic literatures, the polarization of an electromagnetic signal is ex‐
plained by the changes in orientation of the electric field vector where this vector is perpen‐
dicular to both the direction of travelling as well as the magnetic-based field vector [11].
Although the polarization feature can be defined as the geometric figure will be projected by
the electric field vector on a static plane that is also perpendicular to the direction of propa‐
gation in which the signal would pass through that assumed plane [12]. More specifically,
when the electromagnetic signals transmit from a physical space with a given refractive index
n1 into a second space with refractive index n2, both reflection and refraction of the signals may
happen [13-15].

The Fresnel equations developed in spectroscopy can be used to understand which signal
fraction is reflected or refracted (i.e. transmitted). In reflectance characteristics, we are
generally dealing with the surface chemical properties, in particular, the surface conductivity
and relative permittivity. In addition, they can describe the phase shift of reflected signal [16].

In this study, the modeled snow is considered as a soft new snow with density of 127 kg/m3,
approximately [17] as well as the employed ice is a pure ice with mean temperature between
0 and −10 °C [18]. Also, the soil surface is a dry bare soil with estimated relative permittivity
of less than 8 percent [19]. Based on this, the numerical constant values for conductivity and
relative permittivity related to snow, ice and soil surfaces employed in this work are given in
Table 1.

Surface Conductivity (mho/m) Relative Permittivity (εr)

snow 10−9 to 10−7 4

ice 1 × 10−5 to 3 × 10−5 3 to 30

soil 1 × 10−5 4 to 8

Table 1. The constant values for conductivity and relative permittivity properties [17-19].

It is worth mentioning that the conductivity values for modeled snow, ice and soil surfaces are
considered as mean values of given constant values in Table 1.

In surface reflectance domain, the incident signal with the electric field located in the same
plane of the interface is called s-polarized (Rs) signal. Similarly, the incident signal which its
electric field is placed in a perpendicular direction with respect to the s-polarized signal, called
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p-polarized (Rp) signal. In fact, when an electromagnetic signal is traveling from a dense
medium into a less dense one (i.e., n1 > n2), for a specified material, those angles larger than the
incidence angle are recognized as the critical angles concerned to that material. When the entire
signal is being reflected, thus, Rs=Rp=1. This phenomenon is defined as total internal reflection
of that surface [13].

It is worth mentioning that the reflection coefficients (RC) for horizontal (RCH) and vertical
(RCV) polarizations are as Eq. 1 and 2 [20]:
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where ε=εr-j.σ.ω-1ε0
-1 is the complex dielectric constant with assumption of time dependence

in e−jωt [12, 21] and θ is the grazing angle.

The ε function can be written as ε=εr−j60λσ after substituting for ω and ε0 within ε function.
According to this, now the calculation of each linear coefficient is straightforward by using a
given frequency (e.g., GPS L1 and L2 frequency values) as well as a known grazing angle (θ),
dielectric constant and conduction value related to the reflecting surface [22].

By Considering the GPS receiver antenna’s configuration that mostly can receive the Right-
Hand Circular Polarization (RHCP) signals, it is necessary to assess these selected surfaces in
cross-polarized and co-polarized cases [23]. According to [24], the co-polarization equation
can be written as follows:
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Similarly for cross-polarization:
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In Eq. 3 and Eq. 4, RCH and RCV denote the reflection coefficients for horizontal and vertical
linear polarization, respectively, deduced from Eq. 1 and Eq. 2. Also, Гo and ГX are the reflection
coefficients for co-polarization and cross-polarization. Thus, the reflection coefficients for GPS
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L1 and L2 signals with respect to the grazing angles will be derived by employing the GPS L1
and L2 signals as scatter signals towards the selected surfaces. It is necessary to assess the
circular polarization reflectance characteristics in the desired surfaces that the corresponding
optical polarization approaches presented in Eq. 1 to Eq. 4. The linear polarization is necessary
to understand circular polarization used in related circular equations. Accordingly, the plots
related to the co-polarized and cross-polarized signals are symmetrical, approximately (Fig.
1). In circular polarization, the Brewster angle is being recognized in the intersection point of
co-polarization and cross-polarization plots (e.g., 27° for snow in GPS L1 signal). More
importantly, since a reflected signal is correlated horizontally and vertically, the cross-
correlation between vertical and horizontal components of each L1 and L2 signal is proposed
to get the total surface reflectance from GPS signals. According to the electromagnetic singles
properties [25], the cross-correlation equation will be the convolution of RCH and RCV signals.
Thus, the convolution main function is defined as the integral-product of two functions after
one is reversed and shifted. This particular integral transformation is given as follows:
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In Eq. 5, t can be described as a random variable, independent variable or time span and also
τ is considered as a free variable [25].
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Figure 1. Circular polarization for reflection coefficients of co-polarization (red) and cross-polarization (blue) when
GPS L1 (up) and L2 (down) signals are interacting with the selected surfaces, including snow, ice and soil.
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In Eq. 5, t can be described as a random variable, independent variable or time span and also
τ is considered as a free variable [25].
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Accordingly, the selected surfaces in this study have different and special convolution values
for linear polarization in the case of interacting with GPS L1 and L2 signals for the total angles
in vertical and horizontal components (from 0 to 180 degrees). By considering both GPS L1
and L2 signals in linear polarization of convolution for snow, ice and soil surfaces, the cross-
correlation polarization between co-polarized and cross-polarized of each L1 and L2 signal is
happening in the convolution function of both polarizations. Since the entire reflected signal
from the surface is correlated, the cross-correlation equation will be the convolution of Гo and
ГX as the integral-product of two functions after one is reversed and shifted [23, 25], as follows:
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In Eq. 6, τ and t are the same variables which are described in Eq. 5.

The convolution functions have also been employed for snow, ice and soil surfaces in circular
polarization to derive all reflections from these selected surfaces in both vertical and horizontal
polarizations as well as co-polarization and cross-polarization reflections (Eq. 3, Eq. 4 and Eq.
6) (Fig. 2).
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3. GPS reflected signals

The GPS signals are RHCP that can be arrived at the GPS receiver via two different polariza‐
tions, including RHCP and LHCP. Although the GPS receivers are designed basically to obtain
RHCP signals, but they can receive a low percentage of LHCP signals, which are coming mainly
from the surroundings of the GPS receivers. If the incidence angle for a RHCP signal would
be larger than the Brewster angle, the received signal by the GPS receiver will be as LHCP and
vice versa. More importantly, the reflected signals from the surroundings of a GPS receiver are
holding a time delay when they arrive at the GPS receiver antenna. According to this, if we
consider the entire signals received by GPS receiver antenna as E, the scattered signals (emitted
from GPS satellite and arrived at GPS receiver directly) with S and the reflected signals by R,
the GPS observable at the time of t will be as follows:

( ) ( ) ( )E t S t R t= + (7)

If we rewrite Eq. 7 by using S (t)=S0e
−2πift  [26], it can be expressed as:

( ) ( ) ( ) 2 2 ( )
0 0

ift if tE t S t R t S e S ep p da- - + F= + = + (8)

where S0 is the original GPS signal amplitude, i stands for imaginary unit (i2=-1), f is the
frequency of GPS carrier phase signal, α denotes the attenuation factor and δΦ is the change
occurred in the phase of received signal from the reflected surface (multipath signature). δΦ
can be excluded from the Eq. 8 as the following equation that the multipath signature is a
function of 4 important items [7, 27]: the GPS satellite elevation angle (ε), GPS antenna height
(H), the GPS wavelength (λ) and the ratio of reflected wave amplitude relative to the direct
wave (α) as follows [27]:
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By considering Eq. 9 and Fig. 3, since the GPS reflected signals are mainly subjected to εand

H variations, it is possible to reconstruct Eq. 9 by using M =4π
H
λ  and thus:
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Furthermore, the changes in multipath with respect to the time (velocity of multipath signature
(VδΦ)) related to the variations in the satellite elevation angle (ε) (velocity of satellite elevation
angle (Vε)) in a certain condition where the GPS antenna height (H) does not change can be
defined as:
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Similarly, the variation of GPS reflected signals with respect to the changes in H during a
certain time span can be derived as follows:

Figure 3. The interaction of GPS signals with the snow-covered surface variability (Not to scale). For an irreplaceable
GPS antenna length (L), we can have the straightforward relation between snow height (h) and GPS antenna height
(H) as H=L-h.
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where the variables are the same ones described in Eq. 8 and Eq. 9 and N =
4π
λ sinε.

Therefore, by considering the aforementioned Eq. 11 and Eq. 12, the behavior of GPS reflected
signals for a specified timing span can be presented as Fig. 4 and Fig. 5, when the surroundings
of the ground GPS receiver’s environment is changing in different satellite elevation angles.
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Figure 4. The variability of GPS reflected signals with respect to GPS satellite elevation angle changes (Vϕ/Vε) in differ‐
ent GPS antenna heights (H).

There are several methodologies for GPS observations (code pseudorange, carrier phase and
Doppler) combinations and a suitable solution can be applicable for understanding. However,
for GPS remote sensing purposes, using the ionospheric geometrical-free linear combination
(GPS-L4) is more practical because in contrast to the Signal to Noise Ratio (SNR) data, GPS-L4
can be applied into any dual-frequency GPS receiver observations and eliminates the most
effects of the ionosphere on the GPS signals. The GPS ionospheric-free geometrical linear
combination of carrier phase signals is proposed as follows by [28, 29]:

2 2
1 2

1 22 2 2 2
1 2 1 2

GPS-L4= f f
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for GPS remote sensing purposes, using the ionospheric geometrical-free linear combination
(GPS-L4) is more practical because in contrast to the Signal to Noise Ratio (SNR) data, GPS-L4
can be applied into any dual-frequency GPS receiver observations and eliminates the most
effects of the ionosphere on the GPS signals. The GPS ionospheric-free geometrical linear
combination of carrier phase signals is proposed as follows by [28, 29]:
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where GPS-L4 is the ionospheric geometrical-free linear combination, f1 and f2 denote the GPS
frequencies (f1=1575.42 MHz, f2=1227.60 MHz), and Φ1 and Φ2 are the GPS dual-frequency
carrier phase signals. Accordingly, by considering Eq. 9 and 13, the variability of GPS-L4 values
with respect to the caused changes on GPS receiver’s surroundings for different GPS antenna
height is given in Fig. 6.
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Figure 5. The variability of GPS reflected signals with respect to GPS antenna height changes (Vϕ/VH) in different GPS
antenna heights (H).
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As it can be seen in Fig. 6, the amplitude of reflected GPS signals (here as GPS-L4) is increasing
as the satellite elevation angle is enhancing. Furthermore, the frequency of GPS-L4 increases
while the snow height is decreasing and vice versa. The latter statement is true since the
reflected signals originated from lower satellite elevation angles are more powerful rather than
those with higher elevations when they arrive at the GPS receivers from surroundings of the
receivers. More importantly, the variability of GPS-L4 values is presented in Fig. 7. As it can
be seen, the variability of GPS-L4 is increasing continuously as the satellite elevation angle
enhances. Moreover, since a higher GPS antenna height makes it more redundant for the
reflected signals the amplitude and also frequency of GPS-L4 variability are big for those lower
snow heights in a certain satellite elevation angle.
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4. Results and discussion

The Snow Height (SH), Snow Surface Temperature (SST) and GPS-L4 values are prepared as
daily values at a co-located GPS and meteorological station, MARG (77.19 ºN and 65.69 ºW) in
Greenland Ice Sheet (GrIS). MARG site has been equipped with a receiver type of AOA-
BENCHMARK-ACT and the antenna type of TPSCR.G3. This ground GPS receiver can receive
dual-frequency observations per 30 seconds continuously. Therefore, daily 2880-epoch
observations for 32 satellites are used during 286 days from March 21, 2010 to December 31,
2010. The average daily GPS-L4 values from all the feasible observed satellites at MARG station
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are extracted. Furthermore, hourly SH and SST are observed at a meteorological station called
GITS, which is a part of Greenland Climate Network Automated Weather Station (GC-NET-
AWS) established by Cooperative Institute for Research in Environmental Sciences (CIRES),
University of Colorado, Boulder, USA [30]. According to the metadata, the AWS station’s
instruments are generally working based on World Meteorological Organization (WMO)
standards. The distance between these two stations are about 115 km, but this meteorological
station is the nearest one to the MARG GPS station. The mean daily SH (m) and mean SST (ºC)
values are processed as average daily values. The daily values for GPS-L4 and observations
for SH and SST are given in Fig. 8.
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In order to model the relationship between SH, SST and GPS-L4 variations, the non-parametric
bootstrapping model based on Fourier transform and local regression is proposed in Fig. 9 and
Fig. 10. In fact, the model shows the most possible region that the GPS-L4 values and SH and
SST can be placed in a direct proportion to each other.
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Figure 10. Nonparametric bootstrap model of GPS-L4 variations [Mag.] versus SST [C] in 

MARG site. 
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Figure 10. Nonparametric bootstrap model of GPS-L4 variations [Mag.] versus SST [˚C] in MARG site.
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Figure 11. SST values from the inverse model of bootstrapping model (GPS-L4) and meteorological center in MARG
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logical station to the MARG GPS station and the SST values extracted from the inverse of
bootstrapping model. The precision of outputs from the inverse of bootstrapping model
depends on many factors; the homogeneity of SST and GPS-L4 distribution, the chosen
confidence level (which here is considered as 63%) and the degree of freedom in Fourier
approximations. The Pearson correlation coefficient between these two types of SSTs is 0.69 at
this MARG site. As it can be seen in Fig. 11, there is a very good agreement between the resulted
SST and the real SST values that observed in the meteorological center. The daily-related
variance to SST values derived from the inverse of bootstrapping model is compared to the
meteorological data as given in Fig. 12. The mean bias value for SST is about 3.8 ˚C in this
timing span.

5. Conclusion

The aim of this study is to present GPS-Reflectometry applications to sense the SST and SH
variabilities around the ground-based GPS receivers. The estimation of SST is possible by
understanding the relationship between SH and SST using GPS reflected signals through GPS-
L4 fluctuations at MARG site in GrIS during 286 days from March 21, 2010 to December 31,
2010. The results derived from the inverse of non-parametric bootstrapping model show that
the estimated SST values have relatively a good accuracy and agreement with the real SST
data. Moreover, the proposed non-parametric bootstrapping model has a good performance
to connect the variability of GPS-L4 and SST values, indicating that the GPS reflected values
can sense SST and SH variations on the snow-covered surfaces in high latitudes like Northern
Canada and Greenland. However, it needs more works and experiments to further test in the
future.

6. Summary

The reflected signals of Global Positioning System (GPS) are able to sense the Earth’s surface
changes, such as snow depth, soil moisture and vegetation growth, particularly cryospheric
remote sensing in hard condition, e.g., snow surface variations. In this chapter, the reflectance
characteristics of reflected GPS signals from ionospheric geometrical free linear combination
(GPS-L4) variations with respect to GPS antenna height and satellite elevation’s angle changes
are presented. Snow surface variations are investigated using the reflected signals from
ground-based GPS receiver in Greenland Ice Sheet (GrIS), including snow surface temperature
(SST) and snow height (SH). The results illustrate that the average daily changes in the GPS
multipath (GPS-L4) obtained from a dual-frequency GPS receiver at MARG site located in
Greenland are affected by average daily SST and SH variations from March 21, 2010 to
December 31, 2010. Additionally, the nonparametric bootstrapping model is developed with
modeling the direct relation between GPS-L4 and SH and SST variabilities, which is then used
to estimate SH and SST. The results indicate that the proposed model is applicable with the
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Greenland are affected by average daily SST and SH variations from March 21, 2010 to
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modeling the direct relation between GPS-L4 and SH and SST variabilities, which is then used
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mean bias of 3.8 ˚C and 0.13 m for SST and SH at MARG site, respectively. Therefore, GPS
multipath (L4) from ground-based GPS receiver has potential to sense snow surface variability.
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