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#### Abstract

Dripline flushing is an effective way to relieve emitter clogging and extend the longevity of drip irrigation systems. This laboratory study was conducted at Kunming University of Science and Technology to evaluate the effect of three targeted flushing velocities ( $0.3,0.6$, and $0.9 \mathrm{~m} / \mathrm{s}$ ) and four flushing frequencies (no flushing, flushing daily, and flushing every three or five days) on the emitter's service life and the particle size distribution of the sediment discharged from emitters and trapped in an emitter channel. The gradation of particle size was analyzed by a laser particle size analyzer. The experiment results suggested that flushing velocity and flushing frequency had a significant effect on the service life of emitters, and the emitter's service life was extended by $30.40 \%$ on average under nine different flushing treatments. Flushing can effectively reduce the accumulation of sediments in the dripline and decrease the probability of coarse particles flowing into emitters and fine particles aggregating and cementing in the labyrinth channel, thus relieving the emitter clogging. Therefore, dripline flushing can effectively slow down clogging in muddy water drip irrigation system. The recommended flushing velocity should be set at $0.6 \mathrm{~m} / \mathrm{s}$, and the flushing intervals should be shortened.


Keywords: clogging; drip irrigation; flushing; particle size distribution; sediments

## 1. Introduction

Dripline flushing is a necessary maintenance practice for micro-irrigation systems. It removes particles that are not strained by the micro-irrigation system filters and that accumulate in the driplines [1,2]. Physical clogging caused by solid particles is considered the most common emitter clogging category of emitters [3-5]. For drip irrigation systems in the Yellow River irrigation areas of Ningxia and Inner Mongolia, the average sediment concentration in the water abstracted from the Yellow River reaches $35 \mathrm{~kg} / \mathrm{m}^{3}$. A large quantity of sand enters into drip irrigation systems and results in emitter clogging even after deposition and prefiltration treatment measures are taken [6]. Therefore, flushing is required to ensure a long economic service life of drip irrigation systems [7]. On the other hand, numerical simulations on shallow water flows and river flushing have been carried out by Peng et al. [8-14].

In order to achieve an optimal flushing effect, drip irrigation systems should be designed properly. Flushing must be done often enough and at an appropriate velocity to dislodge and remove the accumulated sediments [15]. A minimum flushing velocity of $0.3 \mathrm{~m} / \mathrm{s}$ was recommended by the

American Society of Agricultural and Biological Engineers Engineering Practice, EP-405 [16], but some researchers have advised that a flushing velocity of $0.5-0.6 \mathrm{~m} / \mathrm{s}$ is necessary when larger particles need to be discharged; for example, it is useful when coarser filters are used in drip irrigation systems [17,18]. In a 30-day field study in which the target flushing velocities were ranged from 0.23 to $0.61 \mathrm{~m} / \mathrm{s}$, Puig-Bargués et al. [18] did not find remarkable effects of flushing velocity on the emitter discharge. However, the higher the flushing velocities were set, the more solids were removed from the laterals. Increasing the velocity of flushing may need more costly system designs (e.g., larger supply pipe main, higher pumping requirements, reduced zone sizes) and labor requirements for flushing in irrigation systems should be increased [14].

Different studies explored different flushing frequencies: daily [19], weekly [20], every two weeks [17,21], and monthly [18]. Li et al. [21] claimed that emitter clogging was minimized in cases of biweekly flushing. However, Puig-Bargués et al. [22] reported no obvious differences between flushing frequencies at a velocity of $0.6 \mathrm{~m} / \mathrm{s}$, and emitter clogging was primarily affected by the interactions between emitter type, emitter location, and frequency of flushing. Thus, a general agreement on the optimum flushing frequency is lacking at this time, and related studies on flushing frequency and flushing velocity are scarce.

Therefore, the objective of this study was to analyze the influence of three flushing velocities and four flushing frequencies on emitter clogging in drip irrigation systems when using muddy water with full tests. Additionally, particle size distributions of the discharged sediments and residual sediments in the emitter were investigated to determine appropriate flushing schemes to extend the service life of drip irrigation systems.

## 2. Materials and Methods

### 2.1. Emitter Characteristics

The drip tape with non-pressure-compensating emitter manufactured by Dayu Water Conservation Ltd. in Jiuquan City, Gansu Province, China, which is widely used in agricultural irrigation, was applied in the experiments. Its external diameter was 16 mm , and the thickness of the wall was 0.40 mm . Figure 1 presents the structure of the labyrinth-channel emitter. The working pressure was 0.1 MPa . The rated discharge ( q ) was $1.37 \mathrm{~L} / \mathrm{h}$. The flow path had a width (W) of 0.94 mm , length (S) of 37.8 mm , and depth (D) of 0.60 mm . The sectional area (A) was $0.56 \mathrm{~mm}^{2}$. The angle between the bevel edge and baseline was $38.2^{\circ}$. Space width (L) and height $(\mathrm{H})$ of the tooth were 1.50 and 0.88 mm , respectively. The manufacturing variation of the emitter was 0.028 . The flow exponent ( x ) was 0.49 , and the discharge coefficient $(\mathrm{k})$ was 1.12.

The test driplines were cut randomly from the same roll of irrigation drip tapes. The emitter's discharge was measured using pressures of $0.01,0.02,0.03,0.04,0.05,0.06,0.08$, and 0.10 MPa to calculate the discharge coefficient and flow exponent.


Figure 1. Cont.


Figure 1. Emitter used in drip tape. (a) Labyrinth-channel emitter; (b) parameters of the flow path in the emitters. W, tooth space width; D , depth; $\alpha$, angle of the bevel edge and baseline; L , tooth space width; $h$, tooth height.

### 2.2. Experimental Setup

Figure 2 shows that clean water was stored in a 100-L tank and muddy water was stored in a $150-\mathrm{L}$ tank. Each was equipped with a $1.8-\mathrm{kW}$ submersible pump with a $42-\mathrm{m}$ rated head and $1.8-\mathrm{m}^{3} / \mathrm{h}$ rated discharge to provide the working pressure. The pressure adjustment valve and manometer I were installed on the three parallel tubes, which were connected to the submerged pump in the clean water tank, to adjust the different targeted flushing velocities. Manometer II was used to monitor the irrigation pressure. The pressure in manometer I and manometer II was 0.06 and 0.25 MPa , respectively, and their precision was $0.25 \%$. A test platform ( 1.5 m in width, 4.8 m in length, and 1.0 m in height) was applied to support the laterals and emitters. Ten driplines were arranged on the test platform and all of them were equipped with control valves at the front and back ends. The spacing between each lateral was 0.16 m . Each lateral pipe had 15 emitters, with a spacing of 0.3 m .


Figure 2. Experimental setup. 1, muddy water tank; 2, submersible pump; 3, clean water tank; 4, manometer I; 5, manometer II; 6, pressure adjustment valve; 7, polyvinyl chloride (PVC) pipe; 8, control valve; 9, PVC choke plug; 10, lateral; 11, measuring cup.

### 2.3. Measurement of Particle Size Distribution and Water Source

The distribution of particles size was analyzed by the Malvern laser particle size analyzer 2000 (Malvern Instruments Ltd., Malvern, UK). The measuring range of the particle analyzer was $0.02-2000 \mu \mathrm{~m}$, and the particles were arranged in order of increasing size. When the accumulation volumes of sediment reached $10 \%, 50 \%$, and $90 \%$, the largest values of particle size were noted as D10, D50, and D90, respectively.

Tap water was used for lateral flushing in this study. Based on the maximum sediment concentration of irrigation water $(0.8 \mathrm{~g} / \mathrm{L})$, the sand content in the muddy water was set at $2.5 \mathrm{~g} / \mathrm{L}$
to accelerate the clogging process and reduce the experimental period. The test sediment was sandy loam soil obtained from Kunming, Yunnan Province of China, which was filtered using screens with 160 meshes after natural air drying. (In this study, 120 mesh screens were not selected for filtration to avoid insufficient test numbers caused by untimely clogging and the deposition of coarse particles.) Five sediment samples were randomly taken from the filtered sand after mixing well and the test sediment particle size distribution was presented based on their average values (see Table 1). The cumulative distribution and differential distribution of the tested sediments are shown in Figure 3.


Figure 3. Differential distribution and cumulative distribution of sediments.
Table 1. Size distribution of sediment particles.

|  | D10 | D20 | D30 | D40 | D50 | D60 | D70 | D80 | D90 | D100 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Particle size | 6.92 | 10.54 | 13.72 | 16.79 | 19.93 | 23.35 | 27.29 | 32.18 | 39.51 | 97.45 |
| Standard deviation | 0.34 | 0.45 | 0.55 | 0.63 | 0.72 | 0.82 | 1.00 | 1.27 | 1.65 | 1.33 |

### 2.4. Test Procedures

An experimental setup was conducted in a laboratory at Kunming University of Science and Technology, Kunming, Yunnan Province of China. In order to prevent the emitter flow rate and anti-clogging performance from being influenced by temperature variation, the experiments in this study were conducted between 13:00 and 16:00 CST, from 19 April to 7 September in 2017. Repeat experiments were carried out in three periods due to the limited width of the platform. The first repeated test was conducted between 19 April and 2 June, the second between 5 June and 19 July, and the third between 25 July and 7 September. The average temperature of the environment for the three test periods was $21.39^{\circ} \mathrm{C}, 22.27^{\circ} \mathrm{C}$, and $22.08^{\circ} \mathrm{C}$, respectively.

### 2.4.1. Muddy Water Irrigation

The test conditions were as follows: normal irrigating pressure, 0.1 MPa ; duration of irrigation event of each test, 20 min ; initial volume of muddy water, 100 L ; and total volume for each irrigation event, approximately 68.5 L . The muddy water was well stirred manually to avoid sedimentation. The emitter's discharge was measured every day using a marked $1000-\mathrm{mL}$ measuring cup which was placed exactly beneath all the emitters. After each irrigation event, the weight of each measuring cup containing emitted muddy water was measured by a digital balance. The resolution of the digital balance was $0.01-\mathrm{g}$.

The emitter discharge was recorded as volume per unit time (L/h). For the emitter discharge less than $75 \%$ of the nominal rated flow, it was deemed to be clogged. The tested muddy water was replaced with new muddy water every day.

### 2.4.2. Sampling and Testing

The irrigation test was conducted with 45 events and 10 driplines, and the average discharge of all emitters in each lateral was taken into consideration. Therefore, 10 samples of each irrigation were measured three times. In all the tests, a total of 1350 (i.e., $45 \times 10 \times 3=1350$ ) muddy water samples were evaluated. The distribution of particle size was measured with all emitters in each dripline. Ten samples were assigned to each irrigation event, and the process was repeated three times. A total of 1350 samples were measured.

### 2.4.3. Clean Water Flushing

The present study evaluated the effect of two factors: (1) the flushing frequency, either daily $\left(F_{1}\right)$, once per three days $\left(F_{1 / 3}\right)$, or once per five days $\left(F_{1 / 5}\right)$; and (2) the flushing velocity, at either $0.3 \mathrm{~m} / \mathrm{s}\left(\mathrm{V}_{0.3}\right), 0.6 \mathrm{~m} / \mathrm{s}\left(\mathrm{V}_{0.6}\right)$, or $0.9 \mathrm{~m} / \mathrm{s}\left(\mathrm{V}_{0.9}\right)$. Table 2 shows 10 treatments consisting of a control non-flushed treatment (T10) and a combination of targeted flushing velocities and flushing frequencies (T1-T9). There was only one dripline being flushed in every experiment, and each flushing event lasted for 5 min .

Table 2. Flushing velocity and flushing frequency treatment.

| Treatment No. | Flushing Velocity (V) | Flushing Frequency (F) | Average Irrigation Events Before <br> Emitter Clogging (d) |
| :---: | :---: | :---: | :---: |
| T 1 | $\mathrm{~V}_{0.3}$ | $\mathrm{~F}_{1}$ | 32.67 |
| T 2 | $\mathrm{~V}_{0.3}$ | $\mathrm{~F}_{1 / 3}$ | 30.67 |
| T 3 | $\mathrm{~V}_{0.3}$ | $\mathrm{~F}_{1 / 5}$ | 27.33 |
| T 4 | $\mathrm{~V}_{0.6}$ | $\mathrm{~F}_{1}$ | 39.67 |
| T 5 | $\mathrm{~V}_{0.6}$ | $\mathrm{~F}_{1 / 3}$ | 33.67 |
| T 6 | $\mathrm{~V}_{0.6}$ | $\mathrm{~F}_{1 / 5}$ | 29.00 |
| T7 | $\mathrm{V}_{0.9}$ | $\mathrm{~F}_{1}$ | 41.33 |
| T8 | $\mathrm{V}_{0.9}$ |  | $\mathrm{~F}_{1 / 3}$ |
| T9 | $\mathrm{V}_{0.9}$ | No flushing | $\mathrm{F}_{1 / 5}$ |
| T10 |  |  | 36.67 |
|  |  |  | 23.67 |

### 2.5. Statistics

The data were analyzed using SPSS software for Windows, version 22.0 (IBM Corp., Chicago, IL, USA). Based on main effects analysis of variance (ANOVA), the significance of the differences between treatments for different response variables was evaluated. Furthermore, the results were categorized as "descriptive statistics" (such as mean) and Levene's test of equality of error variances. In addition, multiple comparisons were carried out based on Fisher's least significant difference tests because significant differences $(p<0.05)$ were indicated by ANOVA.

## 3. Results

### 3.1. Variations in Emitter Discharge

Figure 4 illustrates the value changes of the emitter discharge versus irrigating events. The level of straight line was $75 \%$ of the initial discharge, which was used as the criterion for emitter inefficiency or severe emitter clogging. Ten discharges of the emitters treated under diversified conditions showed a descendant trend with increasing irrigation events, suggesting that clogging with different degrees was seen in emitters until their service life ended. In the figure, the bold black line shows changes of the emitter discharge in T10, the control experiment. The emitter discharge in treatment T10 reached $75 \%$ of the rated discharge first, and its average discharge at the end of the test was the minimum without any flushing treatments made after irrigation. According to the irrigating events (Table 2), T10 provided only 23.33 irrigation events before emitters were severely plugged. However, for the remaining nine flushing treatments, the average normal irrigating event was 33.52 , which indicated that the emitter's average service life in the flushed driplines after irrigation increased by $30.40 \%$ in
comparison with those in the non-flushed T10. In the nine flushing treatments, treatment T7 had the longest irrigation event 41.33 and the universally largest average discharge; treatment T 3 had the shortest irrigation event 27.33 and the universally lowest average discharge after 28 irrigation events. The service life of treatments T7 and T3 increased by $43.55 \%$ and $14.64 \%$, respectively, compared with the non-flushing group T10. Additionally, treatments T7 and T3 were flushed at the frequency of $\mathrm{F}_{1}$ and $\mathrm{F}_{1 / 5}$ and at the velocity of $\mathrm{V}_{0.9}$ and $\mathrm{V}_{0.3}$, respectively, demonstrating that the emitters had a longer service life under high flushing velocities and high flushing frequencies.


Figure 4. Average change in the emitter discharge versus irrigating events.

### 3.2. Variance Analysis of the Two Flushing Factors on the Service Life of Emitters

Flushing velocity and flushing frequency have significant effects on the service life of emitters, and the interactions were negligible (see Table 3). Figure 5a shows that the service life of emitters increased with the increase in the flushing velocity. The average service life of emitters was $22.80 \%$, $31.60 \%$, and $35.59 \%$ higher under $\mathrm{V}_{0.3}, \mathrm{~V}_{0.6}$, and $\mathrm{V}_{0.9}$ conditions, respectively, compared with the non-flushing conditions. Moreover, the service life of emitters under $\mathrm{V}_{0.6}$ and $\mathrm{V}_{0.9}$ conditions was similar, which meant that the flushing velocities in excess of $0.6 \mathrm{~m} / \mathrm{s}$ would only help improve the service life to an insubstantial degree. Therefore, $0.6 \mathrm{~m} / \mathrm{s}$ proved to be the optimal flushing velocity.

Table 3. Variance analysis of the effects of flushing velocity and flushing frequency on the service life of emitters.

| Factors | $F$ Value |
| :--- | :--- |
| Flushing velocity | $21.94^{* *}$ |
| Flushing frequency | $46.82^{* *}$ |
| Flushing velocity $\times$ Flushing frequency | 2.03 |

$$
{ }^{*} p<0.05 ; * * p<0.01 .
$$



Figure 5. Average service life and standard errors of emitters at different flushing (a) velocities and (b) frequencies.

On the contrary, the service life of emitters was significantly reduced as the flushing frequency decreased (Figure 3b). The average service life of emitters was $38.43 \%, 30.71 \%$, and $19.55 \%$ higher under $\mathrm{F}_{1}, \mathrm{~F}_{1 / 3}$, and $\mathrm{F}_{1 / 5}$ conditions, respectively, compared with the non-flushing treatment, indicating that a decrease in the flushing frequency effectively extended the service life of emitters.

### 3.3. Particle Size of Discharged Sediments

Table 4 shows that the effect of flushing velocity on D90 was significant, indicating that coarse particles passing through the labyrinth channel were affected by the flushing velocity, whereas fine particles were not. The flushing frequency had no effect on the particle size of discharged sediments. Figure 6 shows that D10, D50, and D90 mean values under non-flushing measures were 3.00, 7.16, and $12.65 \mu \mathrm{~m}$, respectively, which were significantly higher than the different processing levels of flushing velocity and flushing frequency. This can be attributed to the fact that residual sediments in the lateral were discharged by flushing, resulting in a reduced concentration of sediments at the inlet of the labyrinth channel. Figures 7 and 8 show large amounts of residual sediments in the non-flushing lateral. The sediments mixed together, and more coarse particles flew into the labyrinth channel with the turbulence of the flow. Therefore, flushing effectively reduced the concentration of residual sediments in the lateral and decreased the probability of large particles entering into the labyrinth channel. Meanwhile, Figure 6b shows that the degree of D90 increased slightly with the decrease in the flushing frequency for the same reason.

Table 4. Variance analysis of the effects of flushing velocity and flushing frequency on the particle size of discharged sediments.

| Factors | $F$ Value |  |  |
| :--- | :---: | :---: | :---: |
|  | D10 | D50 | D90 |
| Flushing velocity | 2.15 | 3.38 | $4.18^{*}$ |
| Flushing frequency | 0.66 | 1.20 | 3.41 |
| Flushing velocity $\times$ Flushing frequency | 0.14 | 0.39 | 0.91 |

* $p<0.05$; ** $p<0.01$.


Figure 6. Average and standard errors of D10, D50, and D90 at different flushing (a) velocities and (b) frequencies.

### 3.4. Residual Sediments in Drip Tape and Emitters

Emitters and pipe sampled from the driplines were cut open to provide visual proof of clogging when experiments were finished (Figures 7 and 8). A few sediments were observed on the inner walls of the lateral with flushing treatment, whereas substantial sediment accumulations were observed in the lateral without flushing (Figure 5). Hence, flushing can effectively prevent particles from accumulating in the drip tape and emitters. Figure 8 shows that the sediment particles were seldom deposited in the labyrinth channel and the outlet of emitters due to flow turbulence with flushing, whereas clogging particles were found along the labyrinth channel of emitters without flushing, especially at the outlet. Additionally, other impurities such as plant root debris, which were not or seldom observed in the labyrinth channel of emitters with flushing treatment, were widely distributed in the labyrinth channel of emitters without flushing. In summary, flushing could effectively remove residual sediments and other impurities in the labyrinth channel, thus enhancing the anti-clogging performance of emitters.


Figure 7. Residual sediments in the drip tape after tests. (a) Drip tape with flushing treatment; (b) drip tape without flushing treatment.


Figure 8. Residual sediments in the labyrinth channel of emitters (yellow parts indicate that the clogging substances are other impurities, not sediments). (a) Emitters with flushing treatment; (b) emitters without flushing treatment.

Table 5 shows the variance analysis of clogging substances in emitters. The flushing frequency and flushing velocity had significant effects on D10, D50, and D90. Figure 9 shows that D50 and D90 were the highest under non-flushing conditions, being $30 \%$ and $52 \%$ higher than the averages under the corresponding flushing conditions, respectively, indicating that flushing prevented large particles from entering into the labyrinth channel. The figure also shows that D50 and D90 decreased as the flushing velocity increased. For instance, D10, D50, and D90 under $\mathrm{V}_{0.9}$ conditions were the minimum, being, respectively, $25.76 \%, 38.55 \%$, and $47.14 \%$ lower than those under non-flushing conditions. In summary, a higher flushing velocity contributed to the discharge of coarse particles in emitters, thereby lowering risks of emitter clogging.

Table 5. Variance analysis of the effects of flushing velocity and frequency on the particle size of residual sediments in emitters.

| Factors | $F$ Value |  |  |
| :--- | :---: | :---: | :---: |
|  | D10 | D50 | D90 |
| Flushing velocity | $18.07^{* *}$ | $7.48^{* *}$ | $10.85^{* *}$ |
| Flushing frequency | $10.06^{* *}$ | $10.36^{* *}$ | $19.58^{* *}$ |
| Flushing velocity $\times$ Flushing frequency | 2.81 | 2.47 | 2.67 |

${ }^{*} p<0.05 ;{ }^{* *} p<0.01$.


Figure 9. Average and standard error of D10, D50, and D90 at different flushing (a) velocities and (b) frequencies.

Figure 9 further shows that D50 and D90 increased as the flushing frequency decreased and was maximized under non-flushing conditions. D 90 under $\mathrm{F}_{1}, \mathrm{~F}_{1 / 3}$, and $\mathrm{F}_{1 / 5}$ conditions was $48.50 \%, 36.63 \%$, and $17.66 \%$, respectively, significantly lower than that under non-flushing conditions. D50 under $\mathrm{F}_{1}$ and $\mathrm{F}_{1 / 3}$ was $37.60 \%$ and $25.85 \%$, respectively, significantly lower than that under non-flushing conditions. However, D 10 differed slightly between the $\mathrm{F}_{1}, \mathrm{~F}_{1 / 3}$, and $\mathrm{F}_{1 / 5}$ conditions. A low flushing frequency caused the accumulation of sediments in the lateral and increased the probability of large particles being trapped in the labyrinth channel, resulting in increased particle sizes of residual sediments in the channel. It also favored the agglomeration of sediments, resulting in a higher degree of D50 and D90. Combining these two effects, the flushing frequency had a significant effect on the size distributions of residual sediments in the labyrinth channel.

## 4. Discussion

### 4.1. Influence of Flushing Treatment on Emitter Clogging

For drip irrigation systems, appropriate flushing can effectively prevent emitter clogging by hindering the agglomeration of sediment particles or their adhesion to organic residuals to generate large particles $[23,24]$. This study demonstrated that lateral flushing using clean water after the irrigation of muddy water could enhance the service life of emitters by $14.64-43.55 \%$ compared with non-flushing cases, and both the flushing velocity and flushing frequency significantly affected the service life of emitters. However, Puig-Bargués et al. [18] reported that the flushing frequency and flushing velocity had little effect on the resulting emitter discharges in subsurface drip irrigation systems measured at the end of the study. The results were different from the findings of the present study mainly due to different irrigation systems and flushing operations.

Recent studies found that the service life of emitters increased with the increase in the flushing velocity. For instance, the service life of emitters flushed at the velocities of 0.6 and $0.9 \mathrm{~m} / \mathrm{s}$ was extended by more than $30 \%$ compared with that without flushing. This paper held that the flushing velocity of $0.6 \mathrm{~m} / \mathrm{s}$ would appear to be adequate. In a laboratory study simulating a dripline with a transparent PVC pipe, Puig-Bargués and Lamm [25] suggested that the minimum flushing velocity of $0.3 \mathrm{~m} / \mathrm{s}$ appeared sufficient for most micro-irrigation systems working under typical conditions. This was not consistent with the findings in this paper, which could be attributed to the fact that the researchers did not fully consider the complexities of the flow regime that might occur in the emitter. Zhang et al. [26] compared the influence of constant pressure and pulse pressure on the anti-clogging performance of the labyrinth emitter. According to their findings, the pulse pressure could alleviate clogging and reduce discharge of the emitter. Some studies [27,28] demonstrated that the emitter's anti-clogging performance could be enhanced by increasing the flushing pressure. This was consistent with the conclusion of this study because the pressure of flushing was proportional to the velocity of flushing.

In this study, the service life of emitters degraded significantly in the order of $F_{1}>F_{1 / 3}>$ $\mathrm{F}_{1 / 5}>$ without flushing. Li et al. [21] conducted an in situ surface drip irrigation experiment under three conditions of dripline flushing frequency, in which the recycled water from a sewage disposal plant was used. They reported that lateral flushing could significantly relieve the emitter clogging of the irrigation systems using reclaimed water. Elberry et al. [23] reported that clogging at a high flushing frequency was significantly lower than that at a low flushing frequency. The aforementioned study results are consistent with the findings of this study. Nevertheless, Feng et al. [29] found that emitter clogging was not prevented with five different frequencies of flushing in the drip irrigation experiment using salty groundwater, which is primarily affected by flushing operations and water quality.

### 4.2. Influence of Flushing Treatment on Particle Size Distributions

Flushing can effectively enhance the anti-clogging performance of emitters by removing residual sediments from the dripline and maintaining the cleanliness and the passability of the labyrinth
channel $[29,30]$. The results of this study indicated that the passability of large sediment particles in the labyrinth channel was the dominant factor for emitter clogging. In this study, the corresponding pressure in emitters was $0.004,0.008$, and 0.016 MPa , which was much less than 0.1 MPa , the normal irrigation pressure under the flushing velocity of $0.3,0.6$, and $0.9 \mathrm{~m} / \mathrm{s}$, respectively. Nevertheless, this study demonstrated that these relatively low pressures still had a significant effect on the particle size of residual sediments in the labyrinth channel. Kou et al. [31] reported that a disordered system of granular materials, such as powders, sand, and foams, formed stable structures when unperturbed, but that they "relax" in the presence of external influences such as shear or tapping, becoming fluid in nature. Similarly, the slightest perturbation of a particle system due to flushing destabilized some of the particles trapped in the labyrinth channel of emitters, increasing the flowability of particles in the channel. Hence, the passability of the labyrinth channel was enhanced, thus extending the service life of emitters. In this study, D90 of discharged sediments was significantly affected by the flushing velocity. Specifically, D90 under $\mathrm{V}_{0.9}$ was significantly larger than that under $\mathrm{V}_{0.3}$ and $\mathrm{V}_{0.6}$ and without flushing, indicating that the perturbation of the particles increased with the increase in the flushing velocity and resulted in the increased trafficability of coarse particles.

A certain concentration of particles is indispensable for the follow-up collision and flocculation of particles. As particle concentration in the influent water increased, the local concentration distribution of particles in the labyrinth channel was improved [32-34]. In this study, the particle size of discharged sediments increased with the increase in the flushing frequency and reached its maximum under non-flushing conditions. As the flushing frequency decreased, fine particles were continuously discharged from the emitters, resulting in an increase in the relative contents of coarse particles and concentration of sediments, thereby improving the probability of collision, sedimentation, and accumulation of large sediment particles. This was why D50 and D90 of residual sediments in emitters increased with the increase in the frequency of flushing.

### 4.3. Influence of Particle Size on Emitter Clogging

The clogging mechanism in the emitter is dependent on the particle size of sediments. Coarse particles readily underwent collision and deposition in the vortices of the water flow due to bigger sizes and the larger drag force of the particles. Therefore, the particles could not escape from the vortices. On the other hand, the major forces causing the fine particles to clog came from their surface tension and adhesion to surrounding substances. In this study, D10 and D50 of discharged sediments were not affected by flushing velocity or flushing frequency, indicating that fine particles had better flow characteristics due to their lower drag force in the flow. In other words, this study demonstrated that coarse particles tended to be trapped in the labyrinth channel, which was consistent with the findings of previous studies [35-38].

Wu et al. [39] pointed out that it was difficult to cause clogging when the particle size was less than 20 mm . Particles $<20 \mathrm{~mm}$ took up $50 \%$ of the muddy water (see Table 1), whereas D90 of discharged sediments was significantly lower than $20 \mu \mathrm{~m}$ (Table 6). Moreover, D100 of discharged sediments was only $27.18 \mu \mathrm{~m}$. This indicated that particles larger than $20 \mu \mathrm{~m}$ tended to stay in the labyrinth channel and that particles smaller than $20 \mu \mathrm{~m}$ could easily flow out with the water. Table 6 shows that D50 of residual sediments in emitters was $24.38-39.67 \mu \mathrm{~m}$, which was $22-99 \%$ higher than that in the initial water. In addition, D90 of residual sediments in emitters was $44.74-86.89 \mu \mathrm{~m}$, which was $13-120 \%$ higher than that in the initial irrigation water resource.

Generally, the agglomeration and flocculation of fine particles occurred during the flow, and the upper-limit particle size was $10 \mu \mathrm{~m}$ [40]. Table 6 shows that the percentage of particle sizes below $10 \mu \mathrm{~m}$ was $10 \%$ in the residual sediments in the labyrinth channel but $90 \%$ in the discharged sediments. Hence, the emitter plugging in this study was caused mainly by large residual sediment particles in the emitter's labyrinth channel, instead of the agglomeration and flocculation of small sediment particles. This could be attributed to high flushing velocity and high flushing frequency.

Table 6. Average particle size of residual sediments in emitters and discharged sediments ( $\mu \mathrm{m}$ ).

|  |  | D10 | D50 | D90 | D100 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Discharged sediments | With flushing | $2.68 \pm 0.07$ | $6.56 \pm 0.14$ | $11.73 \pm 0.25$ | $25.30 \pm 0.50$ |
|  | Without flushing | $2.98 \pm 0.29$ | $7.17 \pm 0.42$ | $12.70 \pm 0.74$ | $27.18 \pm 3.05$ |
| Residual sediments in emitters | With flushing | $11.14 \pm 2.30$ | $30.49 \pm 8.14$ | $57.12 \pm 14.68$ | $69.63 \pm 9.67$ |
|  | Without flushing | $11.74 \pm 1.41$ | $39.67 \pm 5.92$ | $86.88 \pm 5.32$ | $89.68 \pm 6.71$ |

## 5. Conclusions

The nine flushing measures led to an enhancement of $30.40 \%$ in the service life of emitters on average, and both flushing velocity and flushing frequency had significant effects on the service life of emitters. Although the life of emitters flushed at $0.9 \mathrm{~m} / \mathrm{s}$ was longer than that of emitters flushed at $0.6 \mathrm{~m} / \mathrm{s}$, the numerical differences were small ( $<4 \%$ ). Therefore, the flushing velocities setting at around $0.6 \mathrm{~m} / \mathrm{s}$ appeared to be sufficient. Increasing the flushing frequency would be an economical way to achieve the optimal flushing effect without providing a higher flushing velocity, which might increase the system cost. Moreover, the inner walls of the lateral were clean in the presence of flushing and only local clogging was observed in the labyrinth channel. Severe sedimentation was observed in the lateral in the absence of flushing, and the clogging by sediments was observed along the labyrinth channel. Furthermore, flushing decreased the accumulation of sediments in the lateral, which prevented large sediment particles from entering into the labyrinth channel and lowered the probability for small sediment particles to agglomerate and flocculate into large particles, thus reducing the risks of emitter clogging.
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#### Abstract

Given the complex separation mechanisms of the particulate mixture in a hydrocyclone and the uncertain effects of particle size and shape on separation, this study explored the influence of the maximum projected area of particles on the separation effect as well as single and mixed separations based on CFD-DEM (Computational Fluid Dynamics and Discrete Element Method) coupling and experimental test methods. The results showed that spherical particles flowed out more easily from the downstream as their sizes increased. Furthermore, with the enlargement of maximum projected area, the running space of the particles with the same volume got closer to the upward flow and particles tended to be separated from the upstream. The axial velocity of the combined separation of $60 \mu \mathrm{~m}$ particles and $120 \mu \mathrm{~m}$ particles increased by $25.74 \%$ compared with that of single separation of $60 \mu \mathrm{~m}$ particles near the transition section from a cylinder to a cone. The concentration of $60 \mu \mathrm{~m}$ particles near the running space of $120 \mu \mathrm{~m}$ particles increased by $20.73 \%$ and those separated from the downstream increased by $4.1 \%$. This study showed the influence of particle size and maximum projected area on the separation effect and the separation mechanism of mixed sand particles in a hydrocyclone, thereby providing a theoretical basis for later studies on the effect of particle size and shape on sedimentation under the cyclone action in a hydrocyclone.


Keywords: CFD-DEM coupling; hydrocyclone; particle shape; particle size; water and sediment separation

## 1. Introduction

A hydrocyclone is widely used for various separation purposes in different fields, such as mining, chemical industry, and agriculture. In the engineering field, it is often adopted to separate and classify the sand in water. The specific working process is as follows. As the water and sand mixture enters from the inlet, the water flows out from the upstream and downstream. The sand particles with strong water-following ability are carried out from the upstream and those with poor water-following ability are carried out from the downstream under the internal swirling flow.

In recent years, the separation mechanism of hydrocyclone has been mainly studied from the following aspects:
(1) The separation effect of various solid particle properties and different external conditions: The equation of particle motion in a hydrocyclone is established and the formula for calculating the optimum separation medium density is deduced according to the force analysis on different particles in the separation [1]. The calculation method and equation are put forward based on the relationship between particle size and fluid drag force [2]. The separation effect of submicron particles in a microclone at different temperatures and water pressures [3], the effect of internal flow field on the separation of different-sized particles [4], and the effect of inlet velocity and particle shape on the separation effect [5] are also studied.
(2) The effect of a hydrocyclone structure on separation: The optimal particle separation effect is determined by the orthogonal analysis on the optimal insertion depth, wall thickness, and optimal inlet flow [6]. The influence of the inlet structure in the performance of a hydrocyclone is explored [7]. Three kinds of hydrocyclones are designed to improve the particle separation efficiency, and the optimum separation structure is determined by studying the pressure and velocity distribution inside a hydrocyclone [8]. The effect of cone angle structure on the classification of fine particles [9] and of the inlet angle, cylinder height, and inner cone on separation $[10,11]$ are discussed. In addition, studies are conducted on the separation results with hydrocyclones of diverse structures and different working conditions. Factors such as feed flow rate, size of the downstream, isolation tank, suspension concentration, viscosity, and pressure drop are included [12].

The separation effect of solid particles has been investigated by observing changes in the external conditions, optimization of hydrocyclone structure, and so on. Only a few basic studies have been conducted on the shape and size of sand particles. Thus, more efforts are called for on the study of the interaction between particles and the complex motion of different-shaped particles in a hydrocyclone. Due to the differences in particle sizes and shapes in nature, the separation becomes more complex, with unpredictable separation effects. In this study, the CFD-DEM coupling method and experimental testing method were employed to study the effect of maximum projected area on the separation performance with the same volume of sand. The mechanism underlying the separation of water and sand in a hydrocyclone was proposed by comparing the separation of single $60 \mu \mathrm{~m}$ spherical sand particles and 60 and $120 \mu \mathrm{~m}$ mixed particles.

## 2. Experimental Modes and Methods

### 2.1. Hydrocyclone Model

The parameters of the hydrocyclone used in this study were as follows. The diameters of the inlet, upstream, and downstream are 2,3.4, and 2.2 mm , respectively. The cylinder section was 40 mm in height and 10 mm in diameter. The cone angle was 4 degrees. The shape and mesh conditions are shown in Figure 1. Based on the separation characteristics of hydrocyclones, it is generally believed that the sand particles moving against the wall where the cylinder and cone connect can be separated from the downstream. Therefore, the D-D section was set on the model to divide the area between the radial center and the wall into five regions. Figure 1a shows the model segmentation and meshing, and Figure 1 b provides a magnified view of the D-D section 1:5. The three-dimensional structure was drawn using the UG10.0 (Unigraphics NX10.0) software, the meshing was done using the GAMBIT 2.4.6 software, and the numerical simulation was based on the ANSYS 16.0 and DEM 2.6.1 coupling method.


Figure 1. The axial length of $Z$ axis and cross section of the cylinder of the hydrocyclone.

### 2.2. Numerical Simulation

### 2.2.1. Particle Characteristics

In this study, a single separation simulation of five spherical sand particles with diameters of 60,70 , 90,106 , and $120 \mu \mathrm{~m}$ was performed. A single separation simulation was conducted on three plate-like particles with the same volume as spherical sand particles of $60 \mu \mathrm{~m}$ (in Figure 2, the maximum projected area is S), and their maximum projected area was 3.11 S (type A), 2.24 S (type B), and 1.36 S (type C), respectively. A mixed separation simulation was conducted on spherical sand particles with diameters of 60 and $120 \mu \mathrm{~m}$. Table 1 shows the deformation amount, thickness, maximum projected area, and equivalent diameters of particles are shown in Table 1. The type C, B, and A particles share the maximum projected area with particles of $70 \mu \mathrm{~m}, 90 \mu \mathrm{~m}$, and $106 \mu \mathrm{~m}$, respectively.


Figure 2. Particle shapes in numerical simulation.
Table 1. Parameters of particles in the numerical simulation.

| Title 1 | Type A | Type B | Type C | $\mathbf{6 0} \boldsymbol{\mu \mathbf { m }}$ | $\mathbf{7 0} \boldsymbol{\mu \mathrm { m }}$ | $\mathbf{9 0} \boldsymbol{\mu \mathrm { m }}$ | $\mathbf{1 0 6} \boldsymbol{\mu \mathrm { m }}$ | $\mathbf{1 2 0} \boldsymbol{\mu \mathbf { m }}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Mass $(\boldsymbol{\mu \mathrm { g }})$ | 0.28 | 0.28 | 0.28 | 0.28 | 0.44 | 0.95 | 1.54 | 2.23 |
| Thickness (mm) | 0.015 | 0.030 | 0.045 | 0.060 | 0.070 | 0.090 | 0.106 | 0.120 |
| Maximum projected area (S) | 3.11 | 2.24 | 1.36 | 1.00 | 1.36 | 2.24 | 3.11 | 4.00 |

In simulation experiments, the recorded residence time of sand particles in the cyclone equaled the period from their entering the inlet to their leaving the downstream or upstream. The data of particle velocity, position, and time were exported from the software DEM and edited by the MATLAB 2017b (Matrix Laboratory) postprocessor program. The values between the third and fourth seconds were collected as the analysis data.

### 2.2.2. Mathematical Model and Simulation Method

Flow in the hydrocyclone is considered to be an incompressible viscous fluid. The effect of gravity and the roughness of the hydrocyclone walls were taken into account, though surface tension was neglected. In the present study, the inlet velocity of the hydrocyclone was $2.00 \mathrm{~m} \mathrm{~s}^{-1}$, The continuous medium flow is calculated from the continuity and the Navier-Stokes equations based on the local mean variables over a computational cell, which are given by:

$$
\begin{gather*}
\frac{\partial \varepsilon}{\partial t}+\nabla \cdot(\varepsilon \mathbf{u})=0  \tag{1}\\
\frac{\partial\left(\rho_{\mathrm{f}} \varepsilon \mathbf{u}\right)}{\partial \mathrm{t}}+\nabla \cdot\left(\rho_{\mathrm{f}} \varepsilon \mathbf{u u}\right)=-\nabla \mathrm{P}-\mathrm{F}_{\mathrm{p}-\mathrm{f}}+\nabla \cdot(\varepsilon \tau)+\rho_{\mathrm{f}} \varepsilon \mathrm{~g} \tag{2}
\end{gather*}
$$

$F_{p-f}$ is Interaction forces between fluid and solid phases, equal to $\sum_{i=1}^{k_{c}} f_{P-f, i} / \Delta V_{c}, N / m^{3}$; the flow solved in Equations (1) and (2) represents the mixture flow of medium and sand, and was obtained by use of the models in a commercial ANSYS software package, i.e., Fluent. The details of the medium flow calculation and its validation can be found elsewhere [13,14]. In this work, we only give an overall description of the ANSYS model for the hydrocyclone.

The governing equations that are described above were discretized by the control volume numerical technique, and then the SIMPLE pressure-velocity coupling technique, with a second-order upwind scheme for the convection terms that were employed to solve the discretized equations over the computational domain.

The maximum particle volume fraction for the sand used in this study was less than $1 \%$, which means the mixture of water and sand belonged to dilute phase flow. The Lagrangian coupling method was employed and Table 2 summarizes the parameter settings for the sand [15], Table 3 summarizes the boundary condition in the model. Ansys16.0 and DEM2.6.1 were employed during this study. The discrete approach was used to simulate sand movement, collisions among sand particles and between the sand particle and the hydrocyclone wall, and the effects of sand movement on the surrounding continuous phase, energy and momentum exchange. Collisions among sand particles and between sand particles and the wall did not lead to significant plastic deformation, which in consequence were attributed to hard particle contact, which is a wet grain contact model. The 'Hertz-Mindlin (no slip) built-in' model was utilized in this work [16].

Table 2. Parameters used in the model.

| Phase | Parameter | Symbol | Units | Value |
| :---: | :---: | :---: | :---: | :---: |
|  | Density distribution | $\rho$ | $\mathrm{kg} \cdot \mathrm{m}^{-3}$ | 2500 |
|  | Rolling friction coefficient | $\mu_{\mathrm{r}}$ | - | 0.01 |
| Solid | Sliding friction coefficient | $\mu_{\mathrm{s}}$ | - | 0.30 |
|  | Poisson's ratio | V | - | 0.40 |
|  | Young's modulus | E | $\mathrm{N} \cdot \mathrm{m}^{-2}$ | $2 \times 10^{-7}$ |
|  | Coefficient of Restitution | $\mathrm{c}_{\mathrm{r}}$ | - | 0.55 |
| fluid | Density | $\rho$ | $\mathrm{kg} \cdot \mathrm{m}^{-3}$ | 998.20 |
|  | Viscosity | $\mu$ | $\mathrm{kg} \cdot \mathrm{m}^{-1} \cdot \mathrm{~s}^{-1}$ | 0.001 |

Table 3. Boundary condition.

|  | Symbol | Units | Value |
| :---: | :---: | :---: | :---: |
| Particle velocity at inlet | V | $\mathrm{m} \cdot \mathrm{s}^{-1}$ | 2.00 |
| Viscosity of Water Phase | V | $\mathrm{m} \cdot \mathrm{s}^{-1}$ | 2.00 |
| Turbulent intensity | I | - | $5 \%$ |
| Hydraulic radius | D | mm | 2.00 |
| Pressure at upstream | - | Pa | 0.00 |
| Pressure at downstream | - | Pa | 0.00 |
| Back-flow turbulence | $\mathrm{I}_{\mathrm{h}}$ | - | $5 \%$ |
| intensity | - | $\mathrm{N} \cdot \mathrm{s}^{-1}$ | 1000 |
| Number of particle | $\mathrm{d}_{\mathrm{i}}$ | $\mu \mathrm{m}$ | - |
| Particle diameter |  |  |  |

In the simulation, the contributions of viscous drag force, pressure gradient force and gravity were considered. Other additional forces such as virtual mass force and Saffman force were not considered, as they are an order of magnitude smaller compared with the foregoing [17].

The CFD-DEM coupling process is described as follows: the continuous phase is resolved by ANSYS to acquire fluid drag force with sand, which was transformed from flow field information through the drag force model. The stress state of sands was measured by DEM to obtain new information such as the position and velocity of sands and to the flow field. ANSYS was used to model the flow and the most representative stress condition of sediments. The two approaches were coupled with a compound model that included the particle-fluid interaction force [16]. The relevant equations can be seen in Table 4.

Table 4. Equations and specifications.

| S/N | Name | Formula | Description |
| :---: | :---: | :---: | :---: |
| 1 | The normal force ( $\mathrm{F}_{\mathrm{n}}$ ) | $\mathrm{F}_{\mathrm{n}}=\frac{4}{3} \mathrm{E}^{*}\left(\mathrm{R}^{*}\right)^{\frac{1}{2}} \alpha^{\frac{3}{2}}$ | $R^{*}$ is the equivalent radius $\alpha$ is the normal overlap |
| 2 | The equivalent elastic modulus ( $\mathrm{E}^{*}$ ) | $\frac{1}{E^{*}}=\frac{1-V_{1}^{2}}{E_{1}}+\frac{1-V_{2}^{2}}{E_{2}}$ | $E_{1}, v_{1}$ and $E_{1}, v_{1}$ are elastic modulus and Poisson's ratio of sand 1 and sand 2 |
| 3 | The damping force ( $\mathrm{F}_{\mathrm{n}}{ }^{\mathrm{d}}$ ) | $F_{n}^{d}=-2 \sqrt{\frac{5}{6}} \beta \sqrt{S_{n} m^{*}} V_{n}^{\text {rel }}$ | $\mathrm{V}_{\mathrm{n}}^{\text {rel }}$ is the normal relative velocity; $\mathrm{S}_{\mathrm{n}}$ is the normal stiffness $\beta$ is coefficient |
| 4 | The equivalent mass ( $\mathrm{m}^{*}$ ) | $\mathrm{m}^{*}=\frac{\mathrm{m}_{1} \mathrm{~m}_{2}}{\mathrm{~m}_{1}+\mathrm{m}_{2}}$ | $\mathrm{m}_{1}$ and $\mathrm{m}_{2}$ are the mass of sand 1 and sand 2 |
| 5 | The tangential force among the sands $\left(\mathrm{F}_{\mathrm{t}}\right)$ | $\mathrm{F}_{\mathrm{t}}=-\mathrm{S}_{\mathrm{t}} \delta$ | $\delta$ is the tangential overlap |
| 6 | The tangential stiffness $\left(\mathrm{S}_{\mathrm{t}}\right)$ | $\mathrm{S}_{\mathrm{t}}=8 \mathrm{G}^{*} \sqrt{\mathrm{R}^{*} \alpha}$ |  |
| 7 | The equivalent shear modulus ( $\mathrm{G}^{*}$ ) | $\mathrm{G}^{*}=\frac{2-\mathrm{V}_{1}^{2}}{\mathrm{G}_{1}}+\frac{2-\mathrm{V}_{2}^{2}}{\mathrm{G}_{2}}$ | $G_{1}$ and $G_{2}$ are shear modulus of sand 1 and sand 2 |
|  |  | - | $\mathrm{V}_{1}$ and $\mathrm{V}_{2}$ are velocity of sand 1 and sand 2 |
| 8 | The tangential damping force among sand particles $\left(\mathrm{F}_{\mathrm{t}}\right)$ | $F_{t}=-2 \sqrt{\frac{5}{6}} \beta \sqrt{S_{\mathrm{t}} \mathrm{~m}^{*}} V_{\mathrm{t}}^{\mathrm{rel}}$ | $\mathrm{V}_{\mathrm{t}}^{\text {rel }}$ is the tangential relative velocity |
| 9 | The rolling friction ( $\mathrm{T}_{\mathrm{i}}$ ) | $\mathrm{T}_{\mathrm{i}}=-\mu_{\mathrm{r}} \mathrm{F}_{\mathrm{n}} \mathrm{R}_{\mathrm{i}} \omega_{\mathrm{i}}$ | $\mu_{r}$ is coefficient of rolling friction <br> $R_{i}$ is the distance between the center of mass to the point of contact; $\omega_{i}$ is unit angular velocity vector of object at the contact point |

Particle-fluid interaction, force $\left(f_{p-f}, i\right)$ :

$$
\begin{align*}
& f_{D, i}=\left(0.63+\frac{4.8}{\operatorname{Re}_{p, i}^{0.5}}\right)^{2} \frac{\rho_{f}\left|u_{i}-v_{i}\right|\left(\left|u_{i}-v_{i}\right|\right)}{2} \frac{\pi d_{i}^{2}}{4} \varepsilon_{i}^{-\beta} \\
& \operatorname{Re}_{\mathrm{p}, \mathrm{i}}=\frac{\mathrm{d}_{\mathrm{i}} \rho_{\mathrm{f}} \varepsilon_{i}\left|u_{i}-v_{\mathrm{i}}\right|}{\mu_{\mathrm{f}}}, \beta=3.7-0.65 \exp \left[-\frac{\left(1.5-\operatorname{logRe}_{\mathrm{p}, \mathrm{i}}\right)^{2}}{2}\right]  \tag{3}\\
& \varepsilon=1-\frac{\sum_{i=1} V_{i}}{\Delta V_{\mathrm{C}}}
\end{align*}
$$

$$
\begin{equation*}
\mathrm{f}_{\mathrm{pg}, \mathrm{i}}=\mathrm{V}_{\mathrm{p}, \mathrm{i}} \nabla \mathrm{P} \tag{4}
\end{equation*}
$$

The free settling velocity $\left(u_{t}\right)$

$$
\begin{equation*}
\mathrm{u}_{\mathrm{t}}=\frac{\mathrm{gd}^{2}}{18 v}\left(\frac{\rho_{\mathrm{p}}-\rho}{\rho}\right) \tag{5}
\end{equation*}
$$

Here, the drag coefficient (C) is

$$
\begin{equation*}
C=\frac{\left(\rho_{\mathrm{P}}-\rho\right) \mathrm{Vg}}{\mathrm{~A} \rho\left(\frac{\mathrm{u}^{2}}{2}\right)} \tag{6}
\end{equation*}
$$

And the particle Reynolds number ( Re ) is

$$
\begin{equation*}
\operatorname{Re}=\frac{D_{1 \mathrm{p}} \mathrm{u} \rho}{\mu} \tag{7}
\end{equation*}
$$

The drag coefficient varies depending on the inverse of the particle Reynolds number, thus the approximated drag coefficient was calculated as a function of the particle Reynolds number. The approximated drag coefficient Ca is expressed as

$$
\begin{equation*}
\mathrm{C}_{\mathrm{a}}=\mathrm{C}_{0}+\mathrm{C}_{1}\left(\frac{1}{\mathrm{Re}}\right) \tag{8}
\end{equation*}
$$

and $C_{0}$ and $C_{1}$ were determined from the correlation of the particle Reynolds numbers and measured drag coefficients using the ratio of the particle diameter $\mathrm{D}_{2}$ to thickness T as the particle shape factor

$$
\begin{gather*}
C_{0}=0.4555 \operatorname{Ln}\left(\frac{D_{2}}{T}\right)+0.4687  \tag{9}\\
C_{1}=19.285 \tag{10}
\end{gather*}
$$

Finally, the approximated drag coefficient was expressed as [18]:

$$
\begin{equation*}
\mathrm{C}_{\mathrm{a}}=19.285\left(\frac{1}{\operatorname{Re}}\right)+0.4555 \mathrm{Ln}\left(\frac{\mathrm{D}_{2}}{\mathrm{~T}}\right)+0.4687 \tag{11}
\end{equation*}
$$

Pressure gradient force [19]: Due to the uneven distribution of hydraulic pressure on the surfaces of particles, the force is given by:

$$
\begin{equation*}
\mathrm{F}_{\mathrm{p}}=-\frac{\nabla \mathrm{p}}{\rho_{\mathrm{p}}} \tag{12}
\end{equation*}
$$

The total drag force of fluid on sand particles ( $\mathrm{F}_{\mathrm{D}}$ )

$$
\begin{equation*}
\mathrm{F}_{\mathrm{D}}=\xi \mathrm{A}_{\mathrm{p}} \frac{\rho \mu^{2}}{2} \tag{13}
\end{equation*}
$$

When a particle accelerates in the viscous fluid, it will cause the surrounding fluid to accelerate, too. Due to the inertia effect, the fluid has a reaction force to the particle, which makes the inertia of the particle virtually increase. The related force is given by [2]:

$$
\begin{equation*}
\mathrm{F}_{\mathrm{A}}=\frac{1}{2} \frac{\rho}{\rho_{\mathrm{p}}}\left(\frac{\mathrm{du}}{\mathrm{dt}}-\frac{\mathrm{du}_{\mathrm{p}}}{\mathrm{dt}}\right) \tag{14}
\end{equation*}
$$

When a particle moves in a flow field with velocity gradient, it will experience a lateral force from the low flow rate side to the high flow rate side, given by:

$$
\begin{equation*}
\mathrm{F}_{\mathrm{S}}=\frac{9.69}{\pi \mathrm{~d}_{\mathrm{p}} \rho_{\mathrm{p}}}(\mu \rho|\gamma|)^{\frac{1}{2}} \mathrm{C}_{\mathrm{LS}}\left(\mathrm{u}-\mathrm{u}_{\mathrm{p}}\right) \tag{15}
\end{equation*}
$$

when a particle rotates at an angular velocity of $\omega$, a lateral force perpendicular to the relative velocity and the rotation axis of the particle is generated from the upstream side to the downstream side, given by:

$$
\begin{equation*}
\mathrm{F}_{\mathrm{M}}=\frac{3}{4} \frac{\rho}{\rho_{\mathrm{p}}} \frac{\left(\mathrm{u}-\mathrm{u}_{\mathrm{p}}\right)^{2}}{\mathrm{~d}_{\mathrm{p}}} \mathrm{C}_{\mathrm{LM}} \frac{\omega_{\mathrm{r}} \times \mathrm{u}_{\mathrm{r}}}{\left|\omega_{\mathrm{r}}\right|\left|\mathrm{u}_{\mathrm{r}}\right|}, \omega_{\mathrm{r}}=\omega-\Omega \tag{16}
\end{equation*}
$$

When a particle moves in a viscous fluid, the boundary layer on the surface of the particle will carry a certain amount of fluid. Due to the inertia of the fluid, the fluid cannot immediately follow the
acceleration or deceleration of the particle, so this boundary layer is unstable, and the particle will be affected by a time-dependent force, given by:

$$
\begin{equation*}
\left.\left.\mathrm{F}_{\mathrm{B}}=\frac{9}{\mathrm{~d}_{\mathrm{p}} \rho_{\mathrm{p}}} \sqrt{\frac{\rho \mu}{\pi}} \int_{\mathrm{t}_{0}}^{\mathrm{t}} \frac{(\mathrm{du} / \mathrm{d} \tau)-(\mathrm{du}}{\mathrm{p}} / \mathrm{d} \tau\right)\right) ~ \sqrt{\mathrm{t}-\tau} \tau \tag{17}
\end{equation*}
$$

In the Lagrangian coordinate system, the motions of particles are predicted based on the forces acting on them. In our studied system, the governing equation of particles can be given by

$$
\begin{equation*}
\frac{\mathrm{du}_{\mathrm{p}}}{\mathrm{dt}}=\left(1-\frac{\rho}{\rho_{\mathrm{p}}}\right) \mathrm{g}+\mathrm{F}_{\mathrm{D}}+\mathrm{F}_{\mathrm{P}}+\mathrm{F}_{\mathrm{A}}+\mathrm{F}_{\mathrm{S}}+\mathrm{F}_{\mathrm{M}}+\mathrm{F}_{\mathrm{B}} \tag{18}
\end{equation*}
$$

The formula for the separation effect of the hydrocyclone:

$$
\begin{align*}
P_{\text {downstream }} & =\frac{N_{\text {downstream }}}{N_{\text {downstream }}+N_{\text {upstream }}} \% \\
P_{\text {upstream }} & =\frac{N_{\text {upstream }}}{N_{\text {downstream }}+N_{\text {upstream }}} \% \tag{19}
\end{align*}
$$

### 2.3. Separation Experiments

Figure 3 provides the flow chart of separation experiment in the hydrocyclone. The water pressure was controlled at 20 kPa by adjusting the feed valve (consistent with the pressure set in numerical simulation).


Figure 3. Schematic diagram of the hydrocyclone test.
Sand particles with D50 of $120 \mu$ m were screened using a 115 to 125 mesh screen to substitute the $120 \mu \mathrm{~m}$ particles in numerical simulation, and particles with D50 of $60 \mu \mathrm{~m}$ were screened using a 230 to 250 mesh screen to substitute the $60 \mu \mathrm{~m}$ particles in numerical simulation.

The volume of $120 \mu \mathrm{~m}$ particles was eight times that of $60 \mu \mathrm{~m}$ particles. The volume of $120 \mu \mathrm{~m}$ particles put into the hydrocyclone was eight times that of $60 \mu \mathrm{~m}$ particles to ensure an equal number of both particles.

Table 5 shows the standard volume concentration adopted. The concentrations for 60 and $120 \mu \mathrm{~m}$ particles were $5 \mathrm{~kg} \cdot \mathrm{~m}^{-3}$ and $40 \mathrm{~kg} \cdot \mathrm{~m}^{-3}$, respectively.

Table 5. Experiments for particle separation.

| Particles | Particle Size $(\mu \mathrm{m})$ | Concentration $\left(\mathbf{k g} \cdot \mathbf{m}^{-3}\right)$ | Separation Time (s) |
| :---: | :---: | :---: | :---: |
| Singe | 60 | 5 | 16 |
|  | 120 | 40 | 16 |
| Mixed | $60+120$ | $5+40$ | 16 |

Experiment 1. Sand particles ( $61-106 \mu \mathrm{~m} ; 9 \mathrm{~kg}$ ) were screened out using a 150 to 240 mesh screen to substitute the 60 to $106 \mu \mathrm{~m}$ irregular particles in numerical simulation, and a separation simulation was performed on them.

Experiment 2. Three experiments were carried out, including two independent single separations of 60 and $120 \mu \mathrm{~m}$ particles and one mixed separation of both particles.

## 3. Analysis of Experimental Results

### 3.1. Flow Field, Flow Rate and Particle Distribution

The separation process of water and sand in a hydrocyclone is as follows: the turbulent flow of water drives the sediment particles to move, as a result of which the latter eventually flow out from the upstream and downstream separately. It can be seen that turbulent flow of water plays an important role in the separation of sediment particles. After it flows in from the inlet, the water flows into a swirling turbulent flow in the cavity, and finally carries the sediment particles out of the upstream or downstream separately.

Figure 4 shows the velocity of water flow in the hydrocyclone along the $X$-, $Y$ - and Z-axes, the resultant velocity of water flow (scalar quantity obtained by calculating the values of three coordinate axis), and the simulated result of water flow pressure distribution.


Figure 4. Structure of the cyclone, water flow velocity $\left(\mathrm{m} \cdot \mathrm{s}^{-1}\right.$ ) and pressure ( Pa ) distribution: (a) structure of hydrocyclone; (b) flow velocity in X-axis; (c) flow velocity in Y-axis; (d) flow velocity in Z-axis; (e) water flow velocity distribution; (f) water flow pressure distribution.

Figure 4a shows the structure of the hydrocyclone, Figure $4 \mathrm{~b}, 4 \mathrm{c}$ and 4 d are the water flow velocity $(\mathrm{m} / \mathrm{s})$ distributions along the $X-, Y$ - and Z-axes, respectively. Figure 4 e and 4 f presents the water flow velocity distribution and the water flow pressure distribution, separately. The velocity distribution along the $X$-axis is symmetrically distributed on both sides centered with the $Z$ axis. The velocity distribution along the $Y$-axis exhibits periodic positive and negative phases. With regard to the speed distribution along the Z-axis, the velocity near the wall of the cylindrical section is low, and particles there flow from the downstream. The water flows through a zero-speed buffer zone when approaching the axis center, and eventually flows to the upstream. The general trend is that the water flow velocity in the cavity changes significantly at the intersection between cylinders, and the flow velocity increases near the downstream (as shown in Figure 4e). The pressure distribution in the cavity did not show obvious changes, but changes significantly when near the outlet. By observing the water flow velocity
and pressure distribution, it can be known that the water flow carries the sediment particles from the inlet, and being blocked by the wall, particles rotate in circles in the cyclone chamber, and finally flow out from the upstream or the downstream. Since the water carrying capacity is influenced by the shape and size of the particles themselves, the hydrocyclone is usually used for sediment particle separation.

Figure 5 shows the position distribution of the particles in the hydrocyclone during the simulation. Figure 5a shows the separation simulation of 60 and $120 \mu \mathrm{~m}$ particles, and Figure 5b shows the simulation of the effect of the cross-section change of sand particles in the separation. Figure 5c shows the distribution of sand particles along the Z-axis and Figure 5d shows the particle distribution at the D-D section in Figure 5b.


Figure 5. Sand particle distribution in simulation: (a) the separation simulation of 60 and $120 \mu \mathrm{~m}$ particles; (b) the simulation of the effect of the cross-section change of sand particles in the separation; (c) the distribution of sand particles along the Z-axis; (d) the particle distribution at the D-D section in (b).

From Figure 5c,d, the overall distribution of sand particle in the cylindrical section and part of the conical section can be obtained, and the closer of particles are to the wall, the higher the density is. The radial ( $X$-axis) concentration distribution, as well as the velocity and the separation results in Figure 5 b are shown in Tables 6 and 7, respectively. The axial velocity of the Z-axis, the radial ( $X$-axis) distribution percentage, and the separation results in Figure 5a are shown in Figure 6, Tables 8 and 9 , respectively.

### 3.2. Relationship between Maximum Projected Area and Separation Results

### 3.2.1. Radial Concentration Distribution of Particles

Table 6 shows the concentration distribution of different sand particles in the radial area of Figure 1. The general trend of sand particle distribution was that the higher the concentration distribution and the nearer the sands to the wall, the more concentrated the large sand particles, especially the $106 \mu \mathrm{~m}$ sand particles, which accounted for $86.93 \%$ of the total area.

Table 6. Concentration distribution of different sand particles in the cylindrical section.

| Radial Distance | Type A | Type B | Type C | $\mathbf{6 0} \boldsymbol{\mu \mathrm { m }}$ | $\mathbf{7 0} \boldsymbol{\mu \mathrm { m }}$ | $\mathbf{9 0} \boldsymbol{\mu \mathrm { m }}$ | $\mathbf{1 0 6} \boldsymbol{\mu \mathrm { m }}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Percentage of Content (\%) |  |  |  |  |  |  |
| $0-1$ | 8.10 | 6.82 | 3.96 | 2.65 | 2.11 | 1.81 | 1.01 |
| $1-2$ | 9.01 | 7.12 | 5.39 | 5.14 | 3.23 | 2.34 | 1.96 |
| $2-3$ | 12.87 | 11.12 | 9.01 | 8.63 | 7.05 | 5.91 | 3.21 |
| $3-4$ | 18.59 | 17.36 | 16.20 | 13.85 | 11.61 | 7.32 | 6.89 |
| $4-5$ | 51.43 | 57.58 | 65.44 | 69.73 | 76.00 | 82.62 | 86.93 |

The volume of $60 \mu \mathrm{~m}$ particles was the same as that of particle types C, B, and A. Their concentrations were $69.73 \%, 65.44 \%, 57.58 \%$, and $51.43 \%$, respectively, in the area with 4 to 5 mm radial distance near the wall. Therefore, the concentration of sand particles with the same volume tended to decrease gradually near the wall of the hydrocyclone with the increase in the maximum projected area.

The concentrations of $60,70,90$, and $106 \mu \mathrm{~m}$ particles in the area with 4 to 5 mm radial distance were $69.73 \%, 76.00 \%, 82.62 \%$, and $86.93 \%$, respectively. That is to say, the concentration of spherical particles tended to increase in the direction of the hydrocyclone wall with the increase in the volume.

Taking the 2-3 area as the center, the concentrations of types C, B, and A in the area with 0 to 2 mm radial distance were $4.01 \%, 9.79 \%$, and $14.14 \%$ higher than those of 70,90 , and $106 \mu \mathrm{~m}$ particles, respectively. Furthermore, their concentrations in the area with 3 to 5 mm radial distance were $5.97 \%, 15.00 \%$, and $23.80 \%$ lower, respectively. Therefore, for the particles with the same volume and maximum projected area, the higher the concentration in the center of the hydrocyclone, the more likely the central part (the upwelling) flowing out from the upstream; for the particles with the same maximum projected area, the bigger the volume, the higher the concentration near the hydrocyclone wall, and the closer to the side wall, the more likely they might flow out from the downstream.

### 3.2.2. Separation Results in Numerical Simulation

Table 7 shows the separation results of the upstream and downstream with changes in the volume and maximum area.

Table 7. Separation results of particles from the upstream.

| Radial <br> Distance | Maximum Projected <br> Area (S) | $\mathbf{t}_{\text {upstream }}$ <br> $(\mathbf{s})$ | $\mathbf{t}_{\text {downstream }}$ <br> $(\mathbf{s})$ | $\mathbf{V}_{\text {upstream }}$ <br> $\left(\mathbf{m ~ s}^{-1}\right)$ | $\mathbf{V}_{\text {downstream }}$ <br> $\left(\mathbf{m ~ s}^{-1}\right)$ | $\mathbf{L}_{\text {upstream }}$ <br> $(\mathbf{m})$ | $\mathbf{L}_{\text {downstream }}$ <br> $(\mathbf{m})$ | $\boldsymbol{p}(\%)$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Type A | 3.11 | 0.63 | 2.21 | 0.41 | 0.59 | 0.26 | 1.30 | 24.0 |
| Type B | 2.24 | 0.66 | 2.15 | 0.41 | 0.59 | 0.27 | 1.27 | 17.8 |
| Type C | 1.36 | 0.69 | 2.11 | 0.41 | 0.59 | 0.28 | 1.25 | 14.9 |
| $60 \mu \mathrm{~m}$ | 1.00 | 0.72 | 2.08 | 0.40 | 0.58 | 0.29 | 1.21 | 9.4 |
| $70 \mu \mathrm{~m}$ | 1.36 | 0.75 | 2.02 | 0.39 | 0.59 | 0.29 | 1.19 | 7.4 |
| $90 \mu \mathrm{~m}$ | 2.24 | 0.79 | 1.98 | 0.39 | 0.60 | 0.31 | 1.19 | 3.2 |
| $106 \mu \mathrm{~m}$ | 3.11 | 0.81 | 1.92 | 0.39 | 0.60 | 0.32 | 1.15 | 0.9 |

$\mathrm{t}_{\text {upstream }}$, the average residence time of particles crossing the upstream; $\mathrm{t}_{\text {downstream }}$ is the average residence time of particles crossing the downstream; $\mathrm{V}_{\text {upstream }}$ is the average absolute velocity of particles crossing the upstream; $\mathrm{V}_{\text {downstream }}$ is the average absolute velocity of particles crossing the downstream; $\mathrm{L}_{\text {upstream }}$ is the average path length of particles crossing the upstream; $\mathrm{L}_{\text {downstream }}$ is the average path length of particles crossing the downstream; and $p$ is the percentage of the particles crossing the upstream in the separated particles, which was obtained using Equation (19).

As shown in Table 7, $9.4 \%, 7.4 \%, 3.2 \%$, and $0.9 \%$ of spherical particles with diameters of $60,70,90$, and $106 \mu \mathrm{~m}$ flowed out from the upstream, respectively. Therefore, it was harder for larger spherical particles to be separated from the upstream. The $60 \mu \mathrm{~m}$ particles had the same volume as types C, B, and A particles. As the maximum projected area increased gradually, $9.4 \%, 14.9 \%, 17.8 \%$, and $24 \%$ of them flowed out from the upstream, accordingly. Thus, it was easier for the particles with the same volume to be separated from the upstream as the maximum projected area increased.

The $60 \mu \mathrm{~m}$ particles and types C, B, and A particles flowed out from the upstream in less time and traveled a shorter distance with the increase in the maximum projected area. For instance, the
particles of type A took 0.09 s less compared with $60 \mu \mathrm{~m}$ particles and the average distance decrreased by 0.03 m .

However, the $60,70,90$, and $106 \mu \mathrm{~m}$ particles needed more time to flow out from the upstream and travel a longer distance with the increase in their size. Among them, the $106 \mu \mathrm{~m}$ particles took the most time, 0.09 s more compared with $60 \mu \mathrm{~m}$ particles on average, and the average distance increased by 0.03 m .

For particles obtained from the upstream, the average velocity of $60 \mu \mathrm{~m}$ spherical particles and types A, B, and C particles was greater than that of 70,90 , and $106 \mu \mathrm{~m}$ particles. However, the average velocity of particles obtained from the downstream was in contrast to those from the upstream. The absolute velocity of different particles was less than that of water flow. Therefore, the smaller the particles or the larger the projected area, the stronger the ability to flow.

### 3.3. Separation Mechanism of Single and Mixed Particles

### 3.3.1. Distribution of Axial Velocity and Radial Concentration

Figure 6 reflects the radial velocity of 60 and $120 \mu \mathrm{~m}$ particles. Three curves are seen from the top downward. The first one is about the average velocity of $120 \mu \mathrm{~m}$ particles in a positive direction, the direction of downstream. (The average velocity of $120 \mu \mathrm{~m}$ particles in single and mixed separations is shown by the same curve as it is the same in different separations, and $60 \mu \mathrm{~m}$ particles have no influence on $120 \mu \mathrm{~m}$ particles.) The second curve shows the average velocity of $60 \mu \mathrm{~m}$ particles in mixed separation in a positive direction (the direction of downstream). The third one is about the average velocity of $60 \mu \mathrm{~m}$ particles in single separation in a positive direction of Z axis. Figure 6 b shows the partially enlarged image of Figure 6a (the former is five times bigger than the latter)


Figure 6. Average velocity distribution in a positive direction of $Z$ axis: (a) radial velocity of 60 and $120 \mu \mathrm{~m}$ particles; (b) partially enlarged image of (a).

The velocity and direction of water flow significantly changed at $25-81 \mathrm{~mm}$ in Figure 6, which is the transition from a cylinder to a cone. Particles slowed down in a positive direction on the Z axis due to a lower water velocity, and the average velocity of different-sized particles also decreased. Thus, particles in this section mostly flow slowly in the whole separation process.

The velocity of 60 and $120 \mu \mathrm{~m}$ particles on $Z$ axis had four changing stages: rising, falling, flattening, and rising again. Compared with a single separation, the average velocity of $60 \mu \mathrm{~m}$ particles increased by $25.74 \%$ at $25-81 \mathrm{~mm}$ in mixed separation, which was quite obvious at $25-51 \mathrm{~mm}$. However, the velocity tended to be consistent at $0-25 \mathrm{~mm}$ and $81-151 \mathrm{~mm}$.

The velocity was the lowest at $25-81 \mathrm{~mm}$ in the whole process. As shown in Figure 1, it was the border of cylinder and cone sections, $25-51 \mathrm{~mm}$ in the cylinder section and the rest in the cone section.

Table 8 shows the distribution of particle concentration at A to B in Figure 4. It was found that $93.23 \%$ of $120 \mu \mathrm{~m}$ particles in single separation were concentrated $4-5 \mathrm{~mm}$ away from the center of the circle in the radial direction. The percentage of particles nearest to the center of the circle was $1.33 \%$. However, $69.73 \%$ of $60 \mu \mathrm{~m}$ particles in single separation were concentrated at $4-5 \mathrm{~mm}$, and the percentage of particles nearest to the center of the circles was $2.65 \%$. When the particles of these two sizes were mixed, the radial concentration distribution of $120 \mu \mathrm{~m}$ particles was in accordance with that of single separation generally. However, the radial concentration distribution of $60 \mu \mathrm{~m}$ particles in single separation was quite different from that of mixed separation. The difference was reflected in the section of $4-5 \mathrm{~mm}$, and the percentage reached $20.73 \%$.

In other words, influenced by $120 \mu \mathrm{~m}$ particles, $20.73 \%$ of $60 \mu \mathrm{~m}$ particles were concentrated in the aforementioned section in mixed separation.

Table 8. Concentration distribution of 60 and $120 \mu \mathrm{~m}$ particles in the cylinder section.

|  |  | 0-1 mm | 1-2 mm | 2-3 mm | 3-4 mm | $4-5 \mathrm{~mm}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $60 \mu \mathrm{~m}$ particles | Single | 2.65 | 5.14 | 8.63 | 13.85 | 69.73 |
|  | Mixed | 1.41 | 1.16 | 1.19 | 5.78 | 90.46 |
|  | Difference | -1.24 | -3.98 | -7.44 | -8.07 | 20.73 |
| $120 \mu \mathrm{~m}$ particles | Single | 1.33 | 1.50 | 1.64 | 2.30 | 93.23 |
|  | Mixed | 1.21 | 1.32 | 1.79 | 2.95 | 92.73 |
|  | Difference | -0.12 | -0.18 | 0.15 | 0.65 | -0.5 |

### 3.3.2. Particle Separation Results

The calculation of particle separation took 4 s (see Table 9). The number of particles that flowed into the hydrocyclone was more than the sum of particles separated from upstream and desilting port in $0-3 \mathrm{~s}$; the separation was unstable. However, it reached a dynamic balance because the number of particles flowing into the hydrocyclone was close to that of the particles separated from it in 3-4 s. When $60 \mu \mathrm{~m}$ particles were mixed with others, the average time spent in separation from the downstream was 0.2 s less than that in single separation while the separation increased by $4.1 \%$. Furthermore, $120 \mu \mathrm{~m}$ particles were not separated in either single separation or mixed separation from the upstream.

Table 9. Separation of 60 and $120 \mu \mathrm{~m}$ particles.

| Single |  | $\mathbf{t}_{\text {avearge }}$ | $\mathbf{N}_{\text {downstream }}$ | $\mathbf{N}_{\text {upstream }}$ | $\boldsymbol{p}$ (\%) |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | X | 2.00 | 906 | 94 | 90.6 |
|  | D | 1.70 | 1000 | 0 | 100 |
| Mixed | X | 1.80 | 947 | 53 | 94.7 |
|  | D | 1.70 | 1000 | 0 | 100 |

$X$ and $D$, the number of $X(60 \mu \mathrm{~m}$ particles $)$ and $\mathrm{D}(120 \mu \mathrm{~m}$ particles $)$ was 1000 per second; $\mathrm{t}_{\text {avearge }}$ is the average time duration in which particles were separated from the downstream staying in the hydrocyclone in 3-4 s; $\mathrm{N}_{\text {downstream }}$ is the number of particles passing the downstream; $N_{\text {upstream }}$ is the number of particles passing the upstream in $3-4 \mathrm{~s}$; and $p$ is the percentage of particles in the downstream, which was calculated using Formula (19).

## 4. Experimental Tests

### 4.1. Test on the Effect of Cross-Section Change on Separation

Figure 7 depicts the observation results of sand samples in the experiment. Figure 7a shows the representative sand particles screened using a vibrating screen. Both particles 1 and 2 could pass the $110 \mu \mathrm{~m}$ hydrocyclone screen, but they were not typical spherical particles, and their volume was less
than that of spherical particles of the same size. Figure 7 b shows the typical comparison of thickness. Obviously, particles 1 and 3 were thicker than particle 2 in terms of light transmittance. Figure 7c shows the particles with different projected area and thickness. Among them, the volumes of particles $1,2,3$ and 4 might be the same. Figure 7d shows statistics on the maximum projected area of typical lamelliform particles separated from the upstream. The maximum projected area of particles 1, 2, 3, and 4 in Figure 4 was $7968.39,8346.47,8596.55,3826.37$, and $3949.87 \mu^{2}$, respectively. Accordingly, the size of spherical particles was $100.75,103.11,104.65,69.81$, and $70.93 \mu \mathrm{~m}$, whose volume was less than that of spherical particles with the same projected area. Smaller particles were more than larger particles. Moreover, most were lamelliform particles with a similar size.


Figure 7. Distribution of particle characteristics ( $\times 1 \mathrm{k}$ ).
Different particles (10 groups) were observed with a transflective polarized microscope whose number was 59XC-PC before the experiment. It was found that most of 500 particles had a bad light transmittance and only a small number of them (10-30 particles) had a good light transmittance. However, about 160-210 among 500 particles obtained from the upstream were good in light transmittance (because they were relatively thin) after the experiment.

The results indicated that the larger the size of particles, the less the particles were separated from the upstream. As shown in Figure 8, the percentage of 60 and $106 \mu \mathrm{~m}$ particles was 27.75 and $1.91 \%$, respectively.

Therefore, smaller and thinner particles were separated from the upstream more easily. In other words, the process of separating sand particles in the hydrocyclone led to the classification of particles of different sizes, which was equivalent to the filtering of particles of different shapes (lamelliform particles). The experimental result was consistent with the regularities reflected in numerical simulation.


Figure 8. Percentage of particles with different sizes on the upstream.

### 4.2. Separation Test of Sand Particles 60 and $120 \mu \mathrm{~m}$

The concentration of 60 and $120 \mu \mathrm{~m}$ sand particles was set as $5 \mathrm{~kg} \cdot \mathrm{~m}^{-3}$ and $40 \mathrm{~kg} \cdot \mathrm{~m}^{-3}$, respectively, to ensure an equal number of sand particles put into the hydrocyclone. The capacity of the container was $1 \mathrm{~m}^{3}$. The separation experiment lasted for 16 min .

Table 10 shows the results: $120 \mu \mathrm{~m}$ sand particles were separated from the downstream in both single and mixed separations. However, 312 g of $60 \mu \mathrm{~m}$ sand particles were separated from the upstream in single separation, and 255 g were separated in mixed separation. It was concluded that larger particles improved the separation of smaller ones from the upstream in mixed separation, which was consistent with the regularities reflected in numerical simulation.

Table 10. Separation experiments for 60 and $120 \mu \mathrm{~m}$ sand particles.

|  | Single |  |  | Mixed |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\mathbf{6 0} \boldsymbol{\mu \mathrm { m }}$ | $\mathbf{1 2 0} \boldsymbol{\mu \mathrm { m }}$ | $\mathbf{6 0} \boldsymbol{\mu \mathrm { m }}$ | $\mathbf{1 2 0} \boldsymbol{\mu \mathrm { m }}$ |  |  |
| Upstream <br> Downstream | 0.312 | 28.85 | 0 | 0.255 |  |  |

## 5. Discussion

### 5.1. Influence of Maximum Projected Area and Volume Changes on Separation Results

Several parameters affect the performance of hydrocyclones, including the inlet velocity, solid content, liquid-phase viscosity, particle size and shape, and so forth. Saber et al. [20] believed that the separation effect would improve with the increase in the size of spherical particles, which was obviously better than that of plate-like particles. Also, the separation effect declined with the increase in the size of plate-like particles with diameters more than $60 \mu \mathrm{~m}$. Abdollahzadeh et al. [21] thought that the separation effect decreased along with the increase in flatness when the particle diameter was more than $10 \mu \mathrm{~m}$. Endoh et al. [22] found that particles with a large size and high proportion were separated from the upstream. Wills et al. [23] held the view that plate-like particles, such as mica, were often discharged upstream even though they were relatively coarse. Kashiwaya et al. [17] believed that the shape of particles would influence the drag coefficient and separation effect. The drag coefficient would increase when the particles became flatter. Then, the increased drag force would increase the influence of water movement on particles. Wang et al. [24] found that the change in particle velocity fluctuated evidently as the size of particles became smaller and the drag force increased. Some particles passed through the locus of zero vertical velocity, joined the upward flow, and then moved out from the upstream. In this study, particles of types C, B, and A, corresponding to 70,90 , and $106 \mu \mathrm{~m}$ particles, respectively, could enter the upward flow and then flow out of the upstream easily as particles became smaller and drag force increased. Therefore, the corresponding percentage dropped sharply in the area with 3 to 5 mm radial distance and increased in the area with 1 to 3 mm radial distance.

Drag force is proportional to the maximum projected area of particles along the direction of fluid flow (Formula (19)), which means that the drag force is strengthened with the increase in the maximum projected area of particles. Hence, the maximum projected area of particles has a certain influence on the separation results of the hydrocyclone. Kashiwaya et al. considered that when Reynolds number reached a certain level (above 50), the maximum projected area of particles was a major influencing factor. They also claimed that the radial variation in the tangential velocity in the hydrocyclone gave rise to a moment on plate-like particles and the particles settled, maintaining the orientation as their broad planes became perpendicular to the radial direction. In this study, the pressure gradient force in the upwelling direction toward the center of the hydrocyclone in the same position increased with the increase in the cross-sectional area. Also, the particles could be easily pushed into the upwelling and then out of the upstream. Figure 9 shows that the volume of $60 \mu \mathrm{~m}$ spherical particles was the same as that of particles of types C, B, and A, but the cross-sectional area was larger and hence the track was simpler in the hydrocyclone.

Figure 9 shows the representative motion tracks of sand particles with different cross-sectional areas when they moved from the upstream. The figure shows that $60 \mu \mathrm{~m}$ spherical particles had the same volume as that of particles of types C, B, and A. With the increase in the maximum projected area, the tracks became simpler and the time needed for separation became shorter. Furthermore, 60, 70,90 , and $106 \mu \mathrm{~m}$ particles were all spherical. The tracks separated from the upstream become more complex with the increase in the volume of particles. That is, it was harder for particles to separate from the upstream as the time taken for separation increased. Tracks (2) and (8), (3) and (7), and (4) and (6) belong to the particles with the same maximum projected area. The smaller the volume of particles, the simpler the tracks when separated from the upstream, indicating that the time taken for separation was shorter, and it was harder for particles to separate from the upstream. Hence, the maximum projected area might have an obvious and a stable influence on the motion tracks of particles, hence affecting the separation effect.


Figure 9. Representative motion tracks of sand particles.

### 5.2. Analysis of the Following Phenomenon of Fine Particles

Zhang et al. [19] believed that the movement of particles was controlled by the combined effect of the radial fluid drag force, pressure gradient force, and centrifugal force. Of these, the fluid drag force of the inward direction increased exponentially with decreasing size of small particles. A part of the small particles was pushed into the center of the hydrocyclone and then flowed out of upstream. Xu et al. [25] held the view that large particles moved toward the wall under the effect of inertial force and gravity. In this test, a part of $60 \mu \mathrm{~m}$ particles flowed out of the upstream, while the $120 \mu \mathrm{~m}$ particles did not. However, the following phenomenon enhanced the density of the $60 \mu \mathrm{~m}$ particles near the wall, where most $120 \mu \mathrm{~m}$ sand particles were present, thereby reducing the possibility of $60 \mu \mathrm{~m}$ particles flowing into the center of the hydrocyclone and out of the upstream. Therefore, the force on particles in the hydrocyclone was complicated. Zhu et al. [26] noted that the comprehensive effect of the fluid drag force, pressure gradient force, virtual mass force, and gravity on particles should be taken into consideration. Peng et al. used the lattice Boltzmann method to successfully simulate the shallow water flows and river bed evolution [27-34] as well as two-phase flows [35,36].

Tsuji et al. [37] believed that the large leading particles had a huge drag force on small trailing particles, which had little or even no drag force on leading particles in turn. The experiment showed that $120 \mu \mathrm{~m}$ particles had a great impact on $60 \mu \mathrm{~m}$ particles in terms of distribution, velocity, or separation effect. However, no $120 \mu \mathrm{~m}$ particles separated from the upstream. Furthermore, $120 \mu \mathrm{~m}$
sand particles could influence $60 \mu \mathrm{~m}$ particles to a great degree, but the latter's influence on the former could be neglected, which was consistent with the findings of other studies. Meanwhile, Zhu et al. [38] claimed that Re could affect drag, and the increase in Re could obviously weaken the influence of leading particles on small ones. Zhang et al. [18] held the view that the following drag of small particles toward large ones would decrease with the increasing distance, and it would be affected by particle's ratio and the local wake flow compared with that between the particles and the incoming fluid stream. Schubert et al. [39] considered that this phenomenon was due to particle interaction, while the finer particles were captured by the larger particles and the effect was more prominent with the increase in the fraction of large particles. In this study, Re did not change at all under the force of inlet pressure, which was the only one used in this experiment. However, the following phenomenon was quite obvious from the perspectives of process and results.

Under the ideal circumstances, the deposition velocity of spherical particles is proportional to particle diameter (Formula (13)). The velocity is high with the increase in the particle diameter. The numerical calculation and experimental results in this study showed that larger particles were faster than smaller particles in terms of deposition velocity in the hydrocyclone. CFD-DEM coupling was adopted to capture the following phenomena of the movement of small particles toward large ones (see Figure 10). Figure 10a,b presents the motion tracks of 120 and $60 \mu \mathrm{~m}$ particles in the downstream in mixed separation, whereas Figure 10c is the enlarged drawing of the complex segment in Figure 10b. In the figure, among particles around the transition section from a cylinder to a cone, $60 \mu \mathrm{~m}$ particles firstly entered the hydrocyclone, and their motion track was chaotic. After meeting with the $120 \mu \mathrm{~m}$ particles, the $60 \mu \mathrm{~m}$ particles changed their direction and were separated from the downstream together with the $120 \mu \mathrm{~m}$ ones. This phenomenon also explains why the average velocity of mixed separation of 60 and $120 \mu \mathrm{~m}$ particles near the boundary of cylinder and cone was higher than that of single separation (Figure 6).


Figure 10. Representative motion tracks of particles.

## 6. Conclusions

In this study, numerical simulation and experimental methods were applied to reveal the separation mechanism of the hydrocyclone for different-sized particles and the influence of maximum projected area on the separation effect. The conclusions were as follows:

The percentage of $60,70,90,106$, and $120 \mu \mathrm{~m}$ spherical particles separated from the upstream was $9.4 \%, 7.4 \%, 3.2 \%, 0.9 \%$, and $0 \%$, respectively, indicating that spherical particles were more easily separated from the downstream as their size increased.

For $60 \mu \mathrm{~m}$ spherical particles and types C, B, and A particles with the same volume, the separation percentages from the upstream were $9.4 \%, 14.9 \%, 17.8 \%$, and $24.0 \%$, respectively, implying that the running space was closer to the upward flow in the hydrocyclone as the maximum projected area increased. Hence, particles with the same volume were easier to be separated from the upstream.

The axial velocity of $60 \mu \mathrm{~m}$ particles mixed with $120 \mu \mathrm{~m}$ particles in separation increased by $25.74 \%$ compared with that in the single separation of $60 \mu \mathrm{~m}$ particles near the transition section from
a cylinder to a cone. The concentration near the wall, where mainly $120 \mu \mathrm{~m}$ particles were present, increased by $20.73 \%$, and the separation effect in the downstream improved by $4.1 \%$. Therefore, large particles could optimize the separation effect of small particles from the downstream.
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## Nomenclature

| A | measure of area |
| :---: | :---: |
| $\mathrm{A}_{\mathrm{p}}$ | maximum projected area of sand particles in the direction of fluid flow, $\mathrm{m}^{2}$ |
| $\mathrm{C}_{\text {LS }}$ | Saffman lit coefficient |
| $\mathrm{C}_{\text {LM }}$ | magnus lift coefficient |
| $\mathrm{D}_{1}$ | drag |
| $\mathrm{D}_{2}$ | particle diameter |
| $\mathrm{d}_{\mathrm{p}}$ | particle diameter, m |
| d | damping |
| $\mathrm{d}_{\text {i }}$ | diameter of sand particles, m |
| f | fluid phase |
| $\mathrm{F}_{\text {A }}$ | added mass force per unit mass, m•s ${ }^{-2}$ |
| $\mathrm{F}_{\mathrm{B}}$ | basset force per unit mass, $\mathrm{m} \cdot \mathrm{s}^{-2}$ |
| $\mathrm{F}_{\mathrm{D}}$ | total drag force; |
| $\mathrm{F}_{\mathrm{M}}$ | Magus force per unit mass, m $\cdot \mathrm{s}^{-2}$ |
| $\mathrm{F}_{\mathrm{P}}$ | pressure gradient force per unit mass, $\mathrm{m} \cdot \mathrm{s}^{-2}$ |
| $\mathrm{F}_{\mathrm{p}-\mathrm{f}}$ | interaction forces between fluid and solids phases |
| $\mathrm{F}_{S}$ | Saffman lift force per unit mass, $\mathrm{m} \cdot \mathrm{s}^{-2}$ |
| g | gravity acceleration vector, $9.81 \mathrm{~m} \cdot \mathrm{~s}^{-2}$ |
| i(j) | corresponding to $\mathrm{i}(\mathrm{j})$ th particle |
| $\mathrm{k}_{\mathrm{c}}$ | number of particles in a computational cell, dimensionless |
| $\mathrm{N}_{\text {downstream }}$ | number of sand particles separated from the downstream |
| $\mathrm{N}_{\text {upstream }}$ | number of sand particles separated from the upstream |
| $\mathrm{P}_{\text {downstream }}$ | fractional flow of the downstream |
| $\mathrm{P}_{\text {upstream }}$ | fractional flow of the upstream |
| P | pressure, Pa |
| pg | pressure gradient |
| p | particle phase |
| Re | Reynolds number, dimensionless |
| T | particle shape factor (thickness) |
| t | time, s |
| u | fluid velocity vector, $\mathrm{m} \cdot \mathrm{s}^{-1}$ |
| $\mathrm{u}_{\mathrm{t}}$ | settling velocity, $\mathrm{m} \cdot \mathrm{s}^{-1}$ |
| $\mathrm{u}_{\mathrm{r}}$ | relative velocity, $\mathrm{m} \cdot \mathrm{s}^{-1}$ |
| V | volume, $\mathrm{m}^{3}$ |
| v | fluid kinematic viscosity, $\mathrm{kg} \cdot \mathrm{m}^{-1} \mathrm{~s}^{-1}$ |
| $\Delta \mathrm{V}_{\mathrm{c}}$ | volume of a computational cell, $\mathrm{m}^{3}$ |
| $\Delta \mathrm{P}$ | pressure drop, Pa |
| $\nabla \mathrm{p}$ | pressure gradient, $\mathrm{kg} \cdot \mathrm{m}^{-2} \mathrm{~s}^{-2}$ |

Greek letters

| $\varepsilon$ | porosity, dimensionless |
| :--- | :--- |
| $\mu$ | fluid viscosity, $\mathrm{kg} \cdot \mathrm{m}^{-1} \cdot \mathrm{~s}^{-1}$ |
| $\tau$ | viscous stress tensor, $\mathrm{N} \cdot \mathrm{m}^{-3}$ |
| $\rho$ | density, $\mathrm{kg} \cdot \mathrm{m}^{-3}$ |
| $\beta$ | Empirical coefficient defined in Equation (3), dimensionless |
| $\rho_{\mathrm{p}}$ | particle density, $\mathrm{kg} \cdot \mathrm{m}^{-3}$ |
| $\gamma$ | fluid strain rate, $\mathrm{s}^{-1}$ |
| $\omega_{\mathrm{r}}$ | relative angular velocity, $\mathrm{rad} \cdot \mathrm{s}^{-1}$ |
| $\omega$ | particle rotation angular velocity, $\mathrm{rad} \cdot \mathrm{s}^{-1}$ |
| $\xi$ | drag force coefficient |
| $\Omega$ | fluid rotation angular velocity, rad $\cdot \mathrm{s}^{-1}$ |
| f | force |
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#### Abstract

Recently, the issues of scour around a bridge have become prominent because of the recurrent occurrence of extreme weather events. Thus, a bridge must be designed with the appropriate protection measures to prevent failure due to scour for the high flows to which it may be subjected during such extreme weather events. However, the current scour depth estimation by several recommended equations shows inaccurate results in high flow. One possible reason is that the current scour equations are based on experiments using free-surface flow even though extreme flood events can cause bridge overtopping flow in combination with submerged orifice flow. Another possible reason is that the current practice for the maximum scour depth ignores the interaction between different types of scour, local and contraction scour, when in fact these processes occur simultaneously. In this paper, laboratory experiments were carried out in a compound shape channel using a scaled down bridge model under different flow conditions (free, submerged orifice, and overtopping flow). Based on the findings from laboratory experiments coupled with widely used empirical scour estimation methods, a comprehensive way of predicting maximum scour depth is suggested which overcomes the problem regarding separate estimation of different scour depths and the interaction of different scour components. Furthermore, the effect of the existence of a pier bent (located close to the abutment) on the maximum scour depth was also investigated during the analysis. The results show that the location of maximum scour depth is independent of the presence of the pier bent but the amount of the maximum scour depth is relatively higher due to the discharge redistribution when the pier bent is absent rather than present.


Keywords: bridge scour; sediment transport; submerged flow; physical hydraulic modeling

## 1. Introduction

When a bridge is constructed in a river, the flow pattern around the bridge changes because a unique flow field develops locally around the bridge pier and abutment. Furthermore, reduced flow area through the bridge opening by the existence of embankment/abutments at both and/or one side of the river results in higher flow velocity due to the acceleration. This unique flow field with the higher velocity can seriously damage bridge foundations. Thus, if the depth of the foundation is not deep enough, the chance of bridge failure becomes higher.

A bridge can fail because of several causes, such as earthquake, wind, and flooding. Among them, bridge scour is the biggest reason of bridge failure [1,2]. For example, about $60 \%$ of bridge failures of total bridge collapse in the United States since 1950 have been related to the scour of bridge foundations [3]. The Colorado Department of Transportation (CDOT) estimated a minimum of 30 state highway bridges were destroyed and twenty were seriously damaged by floods in the year of 2013 [4]. In Nepal, due to the degradation of bed materials during the 2014 flooding, the foundation of the
highway bridge over the Tinau River was seriously exposed [5]. As explained in the above examples, it is justified to say that bridge scour is one of the main bridge safety problems all over the world. Thus, accurate prediction of scour at the bridge foundation becomes the primary aim of engineers for the safety of a bridge.

Since the late 1950s, numerous studies on scour around bridges have been conducted and have generated formulas for equilibrium scour depth estimation at bridge foundations [6-9]. Although using equilibrium scour depth around a bridge foundation is a reasonable practice to design a bridge, sometimes it shows an overly conservative design compared to the field measurements. Contrary to the conservative design, a study in South Carolina found that the observed scour depth was greater than the equilibrium scour depth based on using 100-year flooding even if there had not been a 100-year flooding since the bridge was built [10,11]. Repeated occurrences of smaller flooding events might cause scour that was greater than the scour estimation in South Carolina. Moreover, some researchers have used computational fluid dynamics (CFD) simulations and found that the scour depth was under-predicted by the steady-state calculations while it was over-predicted by the unsteady-state $[12,13]$

One of the possible reasons of lacking an accurate scour prediction method is that many of the scour predictor equations were derived from simplified laboratory studies under free flow cases. The extreme amount of water associated with huge flood events can result in a complex flow field around the bridge under bridge overtopping flow in combination with submerged orifice flow. In addition to the complex flow field, the irregular shape of river geometry as well as non-uniform sediment distribution cannot be reproduced in a simplified-idealized laboratory setting such as in rectangular flume as in the previous research. Also, most of the scour predicting equations are 2nd or 3rd order which may not accurately predict scour depth as the scouring process is a complicated scholastic phenomenon.

Another possible reason for the inaccurate prediction of scour depth is that the current practice of total scour depth assumes that contraction and local scour are independent processes. Contraction scour is the consequence of flow acceleration due to contraction in the flow area, while local scour is caused by local vortex structures around the base of the obstruction. However, when the bridges are constructed in the river, these two-flow patterns tend to occur concurrently, which make local scour and contraction scour time dependent [14]. Thus, to predict maximum scour depth around a bridge foundation, a single equation should be developed rather than two separate equations for different types of scour.

Hence, the main objective of this study is to develop a single equation that can be used to predict maximum scour depth where different types of scour occur simultaneously. A scale down laboratory experiment was conducted to find the interaction between different scour components and the result was applied to and compared with the most widely used scour equations in the US (Colorado State University (CSU) and Melville-Sheppard (M/S) equations) to suggest an improved way of calculating the maximum scour depth. These equations predict maximum pier scour depths. Basic applications include simple pier substructure configurations and riverine flow situations in alluvial sand-bed channels. The CSU equation has been used for bridge scour evaluations and bridge design for countless bridges in the U.S. and worldwide. The M/S equation combines pier geometry, shape, and angle of attack to compute an effective pier width, $a^{*}$, and also distinguishes between clear-water and live-bed flow conditions.

## 2. Materials and Methods

### 2.1. Physical River Modeling

As shown in Figure 1, a 1:60 scale down physical model was constructed in the hydraulics laboratory including full river bathymetry of the Towaliga River bridge at Macon, Georgia by using Froude number similarities between the model and the prototype [15-17]. A relatively small bridge
was selected in this experiment because a large number of smaller bridges can fail during extreme hydrologic events. The drainage area of the selected site at the bridge is $816 \mathrm{~km}^{2}$. Discharge was estimated as $1700 \mathrm{~m}^{3} / \mathrm{s}$ by the U.S. Geological Survey for Tropical Storm Alberto in 1994 which is larger than 500 year flooding. During this historic event, severe overtopping of the bridge and significant scour around the pier bents in the left floodplain occurred, but the embankment and bridge remained sufficiently intact until repairs could be made to the scoured area. The actual scour depth measured during the storm events can be found in Hong and Sturm [16,17]. As shown in Figure 1, each of the pier bents consists of two in-line rectangular columns having a width of 1 m , and they were modeled inclusive of pile caps and piles. A bridge deck width of 13 m , in accordance with standard two-lane roads was also constructed in the laboratory.


Figure 1. Towaliga River bridge in the field and model in the laboratory.
The approach section of the bridge was 7.3 m long followed by a 6.09 m long moveable working bed section. The approach section was filled with uniform size of small gravel $\left(d_{50}=3.3 \mathrm{~mm}\right)$ to make a fully rough turbulent approach flow. In the moveable working bed section, the full depth was filled with sand with median diameter size $\left(d_{50}\right)$ of 0.53 mm . The bridge model was constructed within the moveable working bed section for the scour experiment.

For selecting sediment size in the laboratory study, recently developed scour modeling methodology was applied [2,18-20]. Selecting sediment size in the laboratory was mostly related to the ratio of pier size to sediment size $\left(a / d_{50}\right)$. In the field, the effect of sediment size, $d_{50}$, has not been considered to be important to pier scour because of very large values of $a / d_{50}$ [21]. However, in the laboratory, pier scour depth to pier size ratio $\left(d_{p s} / a\right)$ tends to increase with $a / d_{50}$ up to a maximum at $a / d_{50} \approx 25$ and seemingly becomes independent of the ratio when $a / d_{50}$ is greater than 50 [19]. However, another researcher has suggested that $d_{p s} / a$ may decrease at very large values of $a / d_{50}$ based on experiments in a large flume [22]. Therefore, the sediment size, $d_{50}$, was chosen such that the ratio of pier size to sediment size, $a / d_{50}$ was in the range of 25-50 where it has negligible influence on pier scour. Furthermore, the ratio of the approach velocity to the critical velocity which concludes the condition of clear water scour regime was also an important factor to choose sediment size in the experiment. Considering all the above conditions, the sediment size for this experiment was chosen as $d_{50}=0.53 \mathrm{~mm}$ with $\sigma_{g}=1.2$, where $\sigma_{g}$ is geometric standard deviation of the particle size distribution.

Within the working moveable bed section, the erodible embankment/abutment was constructed at both sides of the channels by using erodible fill with rock-riprap protection in order to reproduce the same conditions as in the field [16,23]. Furthermore, the existing roadway and bridge deck were modeled based on the scale-ratio and put on top of the embankments. With this approach, submerged orifice flow with and without overtopping during the extreme amount of flooding as observed in the field could be simulated in the laboratory. As shown in Figure 2, eight pier bents were also constructed through the bridge to support the bridge deck and for the local scour experiment. Each of the pier
bents consisted of two in-line rectangular columns. Abutment structures were constructed and buried at both sides of the erodible embankments.


Figure 2. Geometry of compound channel for (a) plan view with velocity measurement locations; (b) cross section view at bridge.

### 2.2. Experimental Procedure

After completion of the model structure, the flume was slowly filled with water from a downstream supply hose to saturate the sand without disturbing the initial bottom contours. Then bottom elevations were measured in detail throughout the entire working section using an Acoustic Doppler Velocimeter (ADV). After that, a larger flow depth than the required value was set by the tailgate, then discharge was increased slowly to prevent initial scour while setting up the test discharge. Then the tailgate was lowered to achieve the desired depth of flow. In the meantime, a point gauge was used to measure the flow depth to measure the targeted water depth. Once the desired flow rate and water depth were achieved, scouring was continued for 5 to 6 days until equilibrium (change in scour depth less than $2 \%$ within 24 h ) was reached. After reaching equilibrium condition, the entire bed elevation (bed elev.) was measured by a point gauge and the ADV in detail to obtain accurate contours after scour. After finishing the moveable bed experiment, the surface of the movable bed was fixed by spraying polyurethane. In the fixed bed conditions, the velocities were measured by ADV in the approach section and bridge upstream (U/S) and downstream (D/S) section. During the velocity measurements, typical correlation values in the experiments were greater than $90 \%$ and the Signal Noise Ratio (SNR) was greater than 15. The sampling frequency of the ADV was chosen to be 25 Hz with a sampling duration of 2 min at each measuring location. More detailed measurements techniques using ADV can be found in several other articles [24-29].

### 2.3. Assessment of Reference Scour Depth

Two well established theoretical pier scour equations were used to decide the reference scour depth at the pier for this research. One of the most commonly used pier scour equation in the United State is the CSU equation (also known as the HEC-18 equation). The CSU equation includes a correction factor for pier shape, angle of attack of flow, and the bed conditions. The CSU equation was initially developed from a laboratory data set measured by several researchers [6,30,31]. After the initial development, the CSU equation has been progressively modified over the years and is currently recommended by the Federal Highway Administration (FHWA) for estimating equilibrium scour depths at simple piers as follow [6]:

$$
\begin{equation*}
\frac{d_{c s u}}{Y_{2}}=2 K_{1} K_{2} K_{3}\left(\frac{a}{Y_{2}}\right)^{0.65} F r_{2}^{0.43} \tag{1}
\end{equation*}
$$

where, $K_{1}, K_{2}, K_{3}$ are the correction factors for pier nose shapers, for angle of attack of flow, and for bed conditions, respectively; $F r_{2}=$ Froude number at the pier face $=V_{2} /\left(g Y_{2}\right)^{0.5} ; a=$ Pier width; $d_{c s u}=$ Equilibrium pier scour depth; $\Upsilon_{2}=$ Flow depth directly upstream of the pier; $V_{2}=$ Mean velocity of flow directly upstream of the pier; $g=$ Acceleration of gravity. Several evaluations of the CSU equation through laboratory and field datasets have shown this equation may perform better than other bridge predictive equations [32-34]

Another commonly used pier scour prediction method is the Melville-Sheppard or M/S equation $[6,34,35]$. A new variable is introduced in the $M / S$ equation, effective pier width, $a^{*}$, which shows the combined effect of pier geometry, shape, and angle of attack. The equation is as follows:

$$
\begin{equation*}
\frac{d_{m s}}{a^{*}}=2.5 f_{1} f_{2} f_{3} \tag{2}
\end{equation*}
$$

where, $f_{1}, f_{2}, f_{3}$ are the factors for flow-structure interactions, for flow-sediment interactions, and for sediment-structure interactions, respectively. Here,

$$
\begin{gather*}
f_{1}=\tanh \left[\left(\frac{Y_{2}}{a^{*}}\right)^{0.4}\right]  \tag{3}\\
f_{2}=\left[1-1.2\left[\ln \left(\frac{V_{2}}{V_{c}}\right)^{2}\right]^{2}\right]  \tag{4}\\
f_{3}=\left[\frac{\left(\frac{a^{*}}{d_{50}}\right)^{1.13}}{10.6+0.4\left(\frac{a^{*}}{d_{50}}\right)^{1.33}}\right] \tag{5}
\end{gather*}
$$

where, $V_{\mathrm{C}}$ is the critical velocity for movement of $d_{50}$, calculated by Keulegan's equation.
Using the provided theoretical pier scour equation, pier scour depth was predicted with the variables measured in the experiments. Because theoretical equations were derived from a simple laboratory set-up in a rectangular flume, the result can be used as a reference pier scour depth without any effect of flow contraction. Then, the reference pier scour depth was compared with the measured maximum scour depth around the pier where the flow contraction and local vortex structure interact and lead to the maximum scour depth. The results showed the effect of flow contraction on the pier scour and were used to suggest precise estimation of pier scour depth [8].

## 3. Results and Discussion

A total of eight experiments were conducted for this research and the experimental conditions are summarized in Table 1 where $Q$ is the total discharge and $q_{2} / q_{1}$ is the discharge contraction ratio which can be used as a key-independent variable that accounts for flow redistribution and resulting flow acceleration through a bridge section. $V_{1}, Y_{1}$, and $V_{2}, Y_{2}$ are cross-sectional mean velocity, and depth of floodplain in the approach and at the upstream face of the bridge section, respectively. Also, maximum scour depth expressed as flow depth measured at the location of maximum scour $\left(Y_{\mathrm{m}}\right)$ and longitudinal (flow direction) distance measured from the upstream face of the bridge to the location of maximum scour depth $(X)$ (see in Figure 2a) are presented in Table 1. A better idea of the scour distribution at the bridge cross section in these experiments can be seen in Figure 6 as a reference. Run 9 and 10 were selected from the previous study [25] and used to validate the results in this research so that the suggested method can be used for different hydraulic and geometry conditions. As shown in Table 1, runs $1,4,5$, and 6 were performed in free (F) flow condition; whereas, the remaining runs were conducted in the submerged flow conditions with overtopping (OT) and without overtopping (SO).

Close to the toe of the abutment where the abutment side slope ends and the first pier is introduced, these locations are the most vulnerable to scour because abutment scour, pier scour, and contraction scour occur simultaneously. Thus, to find the effect of pier on the maximum scour depth, pier bent \#7
was removed from the river model and experiments were conducted in runs 7 and 8 with the exact same flow conditions as in runs 2 and 3 . Even if the velocities and scour depths were measured in the entire working moveable bed section, only the floodplain flow variables and scour depths are presented in this paper because the maximum scour depth occurred on the floodplain in all our cases.

For the velocity measurements at each cross-section, point velocities were measured along multiple vertical transects through the entire cross-section, and at each vertical transect. Point velocities were measured at minimum of four points and maximum ten points vertically depending on the depth of water. Then, the depth-averaged velocity was determined by the best fit of the logarithmic velocity profile in each vertical transect. Based on the depth-averaged velocity, the cross-sectional mean velocity of the floodplain was calculated for the approach and bridge section as presented in Table 1.

Table 1. Experimental conditions and location of maximum scour depth measurement.

| Run | Flow <br> Type | $\underset{\left(\mathrm{m}^{3} / \mathrm{s}\right)}{Q}$ | $q_{2} / q_{1}$ | $\begin{gathered} V_{1} \\ (\mathrm{~m} / \mathrm{s}) \end{gathered}$ | $\begin{gathered} \gamma_{1} \\ (\mathrm{~m}) \end{gathered}$ | $\begin{gathered} V_{2} \\ (\mathrm{~m} / \mathrm{s}) \end{gathered}$ | $\begin{gathered} \gamma_{2} \\ (\mathrm{~m}) \end{gathered}$ | $\underset{(\mathrm{m})}{X}$ | $\begin{aligned} & \gamma_{m} \\ & (\mathrm{~m}) \end{aligned}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | F | 0.029 | 1.45 | 0.082 | 0.125 | 0.134 | 0.110 | 0.122 | 0.174 |
| 2 | SO | 0.038 | 1.53 | 0.082 | 0.122 | 0.177 | 0.088 | 0.094 | 0.201 |
| 3 | OT | 0.053 | 1.37 | 0.076 | 0.149 | 0.183 | 0.088 | 0.076 | 0.219 |
| 4 | F | 0.046 | 1.46 | 0.085 | 0.146 | 0.140 | 0.131 | 0.049 | 0.207 |
| 5 | F | 0.053 | 1.71 | 0.076 | 0.149 | 0.146 | 0.137 | 0.049 | 0.210 |
| 6 | F | 0.038 | 1.58 | 0.082 | 0.122 | 0.146 | 0.110 | 0.049 | 0.186 |
| 7 | SO | 0.038 | 1.53 | 0.082 | 0.122 | 0.177 | 0.088 | 0.186 | 0.202 |
| 8 | OT | 0.053 | 1.37 | 0.076 | 0.149 | 0.183 | 0.088 | 0.094 | 0.229 |
| 9 | F | 0.105 | 1.71 | 0.165 | 0.073 | 0.302 | 0.070 | - | 0.180 |
| 10 | OT | 0.198 | 1.05 | 0.219 | 0.149 | 0.390 | 0.088 | - | 0.274 |

Notes: $\mathrm{F}=$ free flow, $\mathrm{SO}=$ Submerged orifice flow, OT = Overtopping.

### 3.1. Measurement of the Maximum Scour Depths

Initial bottom elevations were measured throughout the test (moveable bed) section before the experiment and then the final bottom elevations were measured at the same locations in equilibrium conditions. Then, to find the location and magnitude of the maximum scour depth, bed elevations after and before the scouring were compared. The maximum scour depth in all of the laboratory experimental runs was found within the bridge and close to the bridge pier (Table 1).

### 3.2. Prediction of Maximum Scour Depth

The main assumption in this research is that maximum scour depth consists of theoretical pier scour depth and additional scour due to flow contraction. Based on this assumption, the maximum scour depth can be calculated by the equation,

$$
\begin{equation*}
\text { Max. Scour depth }=\text { Theoretical pier scour }+ \text { Additional scour by flow contraction } \tag{6}
\end{equation*}
$$

The schematic diagram is given in Figure 3 to define the variables used for the analysis. The theoretical pier scour depth can be decided using the CSU ( $d_{c s u}$ ) or M/S equation ( $d_{m s}$ ) with measured flow variables and the results are shown in Table 2. Then, the "Additional scour by flow contraction" can be determined by measured the water depth at the deepest point and theoretical pier scour depth as follows;

$$
\begin{align*}
& Y_{m-c s u}=Y_{m}-d_{c s u}  \tag{7}\\
& Y_{m-m s}=Y_{m}-d_{m s} \tag{8}
\end{align*}
$$

where, $Y_{m-c s u}$ and $Y_{m-m s}$ are the calculated water depths at the deepest location subtracted from the total water depth at the point by the theoretical pier scour depth of CSU $\left(d_{c s u}\right)$ or M/S equation $\left(d_{m s}\right)$ respectively, which stands for the resulting water depth due to the additional scour. The variables
required for calculation of the reference pier scour depth using the CSU and M/S equations are listed in Tables 1 and 2 . Here, $\theta$ is the flow angle of attack at the pier face which is required to estimate correction factor, $K_{2}$ and effective pier width, $a^{*}$ for the CSU and M/S equations, respectively. The additional scour components are also shown in Table 2 in terms of non-dimensional variables.


Figure 3. Schematic diagram for calculation of maximum scour depth.
Table 2. Summary of experimental results to calculate maximum scour depth.

| Run | $\boldsymbol{F r}_{2}$ | $\boldsymbol{\theta}$ | $a^{*}(\mathbf{m})$ | $V_{2} / V_{\mathbf{c}}$ | $d_{\text {csu }}(\mathbf{m})$ | $d_{m s}(\mathbf{m})$ | $\frac{Y_{m-m s}}{Y_{1}}$ | $\frac{Y_{m-\text { ssu }}}{Y_{1}}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 0.13 | 20 | 0.009 | 0.46 | 0.029 | 0.006 | 1.34 | 1.15 |
| 2 | 0.19 | 12 | 0.009 | 0.63 | 0.027 | 0.014 | 1.51 | 1.41 |
| 3 | 0.20 | 8 | 0.008 | 0.64 | 0.024 | 0.014 | 1.36 | 1.29 |
| 4 | 0.12 | 15 | 0.009 | 0.46 | 0.027 | 0.006 | 1.38 | 1.23 |
| 5 | 0.13 | 15 | 0.009 | 0.49 | 0.028 | 0.007 | 1.35 | 1.21 |
| 6 | 0.14 | 22 | 0.009 | 0.50 | 0.031 | 0.009 | 1.44 | 1.27 |
| 7 | 0.19 | 12 | 0.009 | 0.63 | 0.027 | 0.014 | 1.51 | 1.41 |
| 8 | 0.20 | 8 | 0.008 | 0.64 | 0.024 | 0.014 | 1.42 | 1.35 |
| 9 | 0.36 | 15 | 0.045 | 0.66 | 0.083 | 0.075 | 1.40 | 1.30 |
| 10 | 0.42 | 15 | 0.045 | 0.68 | 0.095 | 0.081 | 1.29 | 1.19 |

If the assumption is correct, the effect of additional scour due to flow contraction can be represented by the values of $Y_{m \text {-csu }}$ and $Y_{m-m s}$. Thus, the non-dimensional value of additional scour components calculated using the CSU and M/S equation are compared with the measured discharge contraction ratio in Figure $4 a, b$ respectively. As the value of flow contraction ratio increases, the normalized value of additional scour depth gradually increases. The results clearly reveal that the effect of flow contraction on the additional scour term becomes higher as the value of $q_{2} / q_{1}$ increases. Runs 9 and 10 were also plotted in Figure 4 to validate the findings in different hydraulic and geometry conditions and the result favors the validation as it shows a similar trend of runs 9 and 10 with pressure and free flow data respectively. For both cases using the CSU equation and M/S equation, the pressure flow line has a steeper slope than for the free flow cases and lies above. Because of the vertical flow contraction in addition to the existing lateral flow contraction in pressure flow, the resulting additional scour depth due to the flow contraction is higher than in the free flow cases. Currently, additional experiments are being conducted. With more experimental conditions as well as the data set in Figure 4, the best fit equation will be provided for calculation of scour due to flow contraction under free and pressure flow by a least square regression analysis

It is interesting to note that, the regression analysis results using only with the data set in Figure 4 show higher values of exponents of $q_{2} / q_{1}$ in the case with the $\mathrm{M} / \mathrm{S}$ pier scour equation for both of the pressure and free flow cases. This finding illustrates that the $\mathrm{M} / \mathrm{S}$ equation shows a smaller value of pier scour depth in the same flow conditions compared to the CSU equation. The ratios between the theoretical pier scour depths calculated using CSU $\left(d_{c s u}\right)$ and M/S $\left(d_{m s}\right)$ are plotted with the value of flow intensity factor $\left(V_{2} / V_{c}\right)$ in Figure 5. As shown in Figure 5, the $\mathrm{M} / \mathrm{S}$ equation shows almost $50 \%$ to
$75 \%$ underestimated values compared to the CSU results. The CSU pier scour equation was developed for live-bed scour and thus ignores the effect of different values of flow intensity and assumes the value is equal to 1 ; but in the $\mathrm{M} / \mathrm{S}$ equation, $V_{2} / V_{\mathrm{c}}$ is considered as an individual factor to account for the effect of clear water conditions and varies from 0.3 to 1 . So, it is obvious that the CSU pier scour equation shows a larger value when applied to the clear water condition. However, there is another important difference between the CSU and M/S equations, which is the consideration of bed material size. However, in our case, the effect of sediment size cannot be considered because all of the experiments are conducted with same sediment size.


Figure 4. Effect of flow contraction on additional scour components using (a) Colorado State University (CSU) and (b) Melville-Sheppard (M/S) equations.


Figure 5. Comparison of CSU and M/S pier scour depth in terms of flow intensity.
Finally, a comprehensive procedure for predicting the maximum scour depth with respect to bridge design is introduced:

1. Collecting field geometry data including sediment size;
2. Calculate the flow variables using software or hydraulic laboratory modeling;
3. Compute the theoretical pier scour depth from established pier scour equations (CSU or M/S equations);
4. The additional scour depth due to the effect of flow contraction can be estimated with the equations developed by regression analysis with the data in Figure 4 as well as more laboratory/field data sets;
5. Adding the results from steps 3 and 4 to predict the maximum scour depth for bridge design.

In addition to suggest a comprehensive procedure, the effect of pier bent (located near to the abutment) on maximum scour depth was investigated qualitatively. As shown in Table 1, runs 7 and 8 were conducted with the exact same flow condition as in runs 2 and 3 respectively, but removing pier bent \#7 in the bridge section. Figure 6 shows the cross-section comparisons between runs 3 and 8 after scouring. The maximum scour depth occurred at pier bent \#6 for both runs 3 and 8 . So, the location was independent of the presence of the closest pier bent (\#7). However, the amount of maximum scour depth was slightly higher in the case of run 8 where pier bent \#7 was absent. A similar trend was observed for runs 2 and 8 . Discharge redistribution over the time and interaction between each pier can be the result for this difference of maximum scour depth and needs further study.


Figure 6. Comparison of cross-sections for runs 3 and 8.

## 4. Conclusions

Many investigations have been made attempting to estimate the maximum scour depth and to understand the mechanism of scour around bridge piers. Most of the previous investigations were based on lab experiments using a rectangular channel under free flow. However, due to the recent extreme rainfall events, submerged orifice flow and overtopping flow occur at the bridge frequently, where the flow field around the bridge substructure is more complex than in free flow because of vertical flow contraction in addition to existing lateral flow contraction. Furthermore, most of the natural channel shapes are not rectangular. Also, the current guidelines recommended by HEC-18 assumed that contraction and local scour processes are independent and so they can be determined separately and summed to estimate total scour depth. However, during large flooding events, local scour and contraction scour occur simultaneously and a separate calculation of local scour and contraction scour results in inaccurate scour depth. To overcome the weak points that the current methodology has, laboratory experiments were carried out in a scaled down physical model and a single equation was developed to predict maximum scour depth which can be used without separate calculation of different types of scour components in pressure flow as well as in free flow cases.

Based on the basic assumption of maximum scour depth as summation of theoretical pier scour depth and additional scour depth due to flow contraction, a comprehensive way of predicting maximum scour depth in clear water conditions was suggested. Furthermore, the results demonstrate that the contraction effect on maximum scour depth increases as the flow contraction ratio increases. Also, due to additional vertical contraction in the pressure flow case, the effect of flow contraction on the maximum scour depth shows up larger than in free flow. Another outcome from our investigation concludes that the location of the maximum scour depth is independent of the existence of the closest pier bent but the absence of the closest pier bent increases the scour depth.

Even though this study suggested an improved method for the scour depth prediction in clear water conditions, a well-designed physical model is recommended to investigate the scour characteristics under live bed conditions. In addition, different sediment sizes and non-uniform size sediment should be incorporated in the future research, as natural rivers generally consist of non-uniform sediment. Finally, scour modelling using computational fluid dynamics (CFD) should also be explored to refine the proposed equation for design purposes.

Author Contributions: S.H.H. and S.O.L. provided background data and motivation. S.H.H. and S.O.L. designed the experiments and determined the results; R.S. analyzed the data; R.S. and S.H.H. contributed to motivation, data analysis input, and interpretation of results; R.S. and S.H.H. interpreted the results and wrote the paper; and all authors participated in final review and editing of the paper.

Funding: National Research Foundation of Korea (NRF) grant funded by the Korea government (MSIT) (NRF-2017R1A2B2011990); West Virginia University internal grant.

Acknowledgments: The laboratory data used in this paper were measured in Georgia Tech and the permission was granted by Seung Ho Hong and Seung Oh Lee.

Conflicts of Interest: The authors declare no conflict of interest.

## References

1. Kattell, J.; Eriksson, M. Bridge Scour Evaluation: Screening, Analysis, and Countermeasures; General Technical Reports 9877 1207-SDTDC; U.S. Department of Agriculture: San Dimas, CA, USA, 1998.
2. Melville, B.W.; Coleman, S.E. Bridge Scour; Water Resources Publications, LLC: Highlands Ranch, CO, USA, 2000.
3. Shirhole, A.M.; Holt, R.C. Planning for A Comprehensive Bridge Safety Program; Transportation Research Record No. 1290; Transportation Research Board, National Research Council: Washington, DC, USA, 1991.
4. Novey, M. Cdot Assessing 'Millions and Millions' in Road Bridge Damage. Available online: www. coloradoan.com (accessed on 15 September 2013).
5. Shrestha, C.K. Bridge Pier Flow Interaction and Its Effect on the Process of Scouring. Ph.D. Thesis, University of Technology Sydney (UTS), Ultimo, Australia, 2015.
6. Arneson, L.A.; Zevenbergen, L.W.; Lagasse, P.F.; Clopper, P.E. Evaluating Scour at Bridges, 15th ed.; FHWA-HIF-12-003, HEC-18; Department of Transportation, Federal Highway Administration: Washington, DC, USA, 2012.
7. Lee, S.O. Physical Modeling of Local Scour Around Complex Bridge Piers. Ph.D. Thesis, School of Civil and Environmental Engineering, Georgia Institute of Technology, School of Civil and Environmental Engineering, Georgia Institute of Technology, Atlanta, GA, USA, 2006.
8. Sheppard, D.; Melville, B.; Demir, H. Evaluation of Existing Equations for Local Scour at Bridge Piers. J. Hydraul. Eng. 2014, 140, 14-23. [CrossRef]
9. Sturm, T.W.; Ettema, R.; Melville, B.M. Evaluation of Bridge-Scour Research: Abutment and Contraction Scour Processes and Prediction; NCHRP 24-27; National Co-operative Highway Research Program: Washington, DC, USA, 2011.
10. Melville, B.; Chiew, Y. Time Scale for Local Scour at Bridge Piers. J. Hydraul. Eng. 1999, 125, 59-65. [CrossRef]
11. Shatanawi, K.M.; Aziz, N.M.; Khan, A.A. Frequency of discharge causing abutment scour in South Carolina. J. Hydraul. Eng. 2008, 134, 1507-1512. [CrossRef]
12. Alemi, M.; Maia, R. Numerical Simulation of the Flow and Local Scour Process around Single and Complex Bridge Piers. IJCE 2018, 16, 475. [CrossRef]
13. Sajjadi, S.A.H.; Sajjadi, S.H.; Sarkardeh, H. Accuracy of numerical simulation in asymmetric compound channels. IJCE 2018, 16, 155. [CrossRef]
14. Hong, S. Interaction of Bridge Contraction Scour and Pier Scour in a Laboratory River Model. Master's Thesis, School of Civil and Environmental Engineering, Georgia Institute of Technology, Atlanta, GA, USA, 2005.
15. Hong, S.; Lee, S.O. Insight of Bridge Scour during Extreme Hydrologic Events by Laboratory Model Studies. KSCE J. Civ. Eng. 2017, 22, 1-9. [CrossRef]
16. Hong, S.; Sturm, T.W. Physical modeling of abutment scour for overtopping, submerged orifice, and free surface flows. In Proceedings of the 5th Conference on Scour and Erosion, San Francisco, CA, USA, 7-10 November 2010.
17. Hong, S.; Sturm, T.W. Physical model study of bridge abutment and contraction scour under submerged orifice flow conditions. In Proceedings of the 33rd IAHR Congress: Water Engineering for a Sustainable Environment, Vancouver, BC, Canada, 9-14 August 2009.
18. Fael, C.M.S.; Simarro-Grande, G.; Martin-Vide, J.P.; Cardoso, A.H. Local scour at vertical wall abutments under clear-water flow conditions. Water Res. Res. 2006, 10, 1-12. [CrossRef]
19. Hong, S.; Abid, I. Physical Model Study of Bridge Contraction Scour. KSCE J. Civ. Eng. 2016, 20, 2578-2585. [CrossRef]
20. Lee, S.O.; Sturm, T.W.; Gotvald, A.; Landers, M. Comparison of laboratory and field measurements of bridge pier scour. In Proceedings of the Second International Conference on SCOUR and EROSION-ICSE, Meritus Mandarin, Singapore, 14-17 November 2004; pp. 231-239.
21. Lee, S.O.; Sturm, T.W. Effect of sediment size scaling on physical modeling of bridge pier scour. J. Hydraul. Eng. 2009, 135, 793-802. [CrossRef]
22. Sheppard, D.; Odeh, M.; Glasser, T. Large Scale Clear-Water Local Pier Scour Experiments. J. Hydraul. Eng. 2004, 130, 957-963. [CrossRef]
23. Ettema, R.; Kirkil, G.; Muste, M. Similitude of large-scale turbulence in experiments on local scour at cylinders. J. Hydraul. Eng. 2006, 132, 33-40. [CrossRef]
24. Hong, S.; Sturm, T.W.; Stoesser, T. Clear Water Abutment Scour in a Compound Channel for Extreme Hydrologic Events. J. Hydraul. Eng. 2015, 141, 1-12. [CrossRef]
25. Hong, S. Prediction of Clear Water Abutment Scour Depth in Compound Channel for Extreme Hydrologic Events. Ph.D. Thesis, School of Civil and Environmental Engineering, Georgia Institute of Technology, Atlanta, GA, USA, 2011.
26. Lane, S.N.; Biron, P.M.; Bradbrook, K.F.; Butler, J.B.; Chandler, J.H.; Crowell, M.D.; McLelland, S.J.; Richards, K.S.; Roy, A.G. Three-dimensional measurement of river channel flow processes using acoustic Doppler velocimetry. Earth Surf. Process. Landf. 1998, 23, 1247-1267. [CrossRef]
27. SonTek. Acoustic Doppler Velocimeter (ADV) Principles of Operation; SonTek Technical Notes; SonTek: San Diego, CA, USA, 2001.
28. Wu, P.; Hirshifield, F.; Sui, J. ADV measurements of flow field around bridge abutment under ice cover. CGU HS Committee on River Ice Processes and the Environment. In Proceedings of the 17th Workshop on River Ice, Edmonton, AB, Canada, 21 July 2013.
29. Ben Meftah, M.; Mossa, M. Scour holes downstream of bed sills in low-gradient channels. J. Hydraul. Res. 2006, 44, 497-509. [CrossRef]
30. Chabert, J.; Engeldinger, P. Etude Des Affonillements Author Des Piles Des Ponts; Laboratoire National d'Hydraulique de Chatou: Chatou, France, 1956.
31. Shen, H.W.; Schneider, V.R.; Karaki, S. Local scour around bridge piers. J. Hydraul. Div. 1969, 95, 1919-1940.
32. Gaudio, R.; Grimaldi, C.; Tafarojnoruz, A.; Calomino, F. Comparison of formulae for the prediction of scour depth at piers. In Proceedings of the 1st IAHR European Division Congress, Edinburgh, UK, 4-6 May 2010.
33. Gaudio, R.; Tafarojnoruz, A.; Bartolo, S.D. Sensitivity analysis of bridge pier scour depth predictive formulae. J. Hydroinform. 2013, 15, 939-951. [CrossRef]
34. Ferraro, D.; Tafarojnoruz, A.; Gaudio, R.; Cardoso, A.H. Effects of pile cap thickness on the maximum scour depth at a complex pier. J. Hydraul. Eng. 2013, 139, 482-491. [CrossRef]
35. Melville, B.W. Pier and abutment scour: Integrated approach. J. Hydraul. Eng. 1997, 123, 125-136. [CrossRef]
© 2018 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access article distributed under the terms and conditions of the Creative Commons Attribution (CC BY) license (http:/ /creativecommons.org/licenses/by/4.0/).

## Article

# Collapsing Mechanisms of the Typical Cohesive Riverbank along the Ningxia-Inner Mongolia Catchment 

Guosheng Duan ${ }^{1}$, Anping Shu ${ }^{1, *}$, Matteo Rubinato ${ }^{2}$, Shu Wang ${ }^{1}$ and Fuyang Zhu ${ }^{1}$<br>1 School of Environment, Key Laboratory of Water and Sediment Sciences of MOE, Beijing Normal University, Beijing 100875, China; duanguosheng2004@163.com (G.D.); wangshu861217@gmail.com (S.W.); fuyangzhu1017@gmail.com (F.Z.)<br>2 Department of Civil and Structural Engineering, The University of Sheffield, Sir Frederick Mappin Building, Mappin Street, Sheffield S1 3JD, UK; m.rubinato@sheffield.ac.uk<br>* Correspondence: shuap@bnu.edu.cn; Tel.: +86-10-5880-2928

Received: 7 August 2018; Accepted: 11 September 2018; Published: 18 September 2018


#### Abstract

As one of the major sediment sources in rivers, bank collapse often occurs in the Ningxia-Inner Mongolia catchment and, to date, it caused substantial social, economic and environmental problems in both local areas and downstream locations. To provide a better understanding of this phenomenon, this study consisted of modifying the existing Bank Stability and Toe Erosion Model (BSTEM), commonly used to investigate similar phenomena, introducing new assumptions and demonstrating its applicability by comparing numerical results obtained against field data recorded at six gauging stations (Qingtongxia, Shizuishan, Bayan Gol, Sanhuhekou, Zhaojunfen, and Toudaoguai). Furthermore, the impact of multiple factors typical of flood and dry seasons on the collapse rate was investigated, and insights obtained should be taken into consideration when completing future projects of river adaptation and river restoration.
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## 1. Introduction

Riverbank collapse is a phenomenon caused by several natural factors (e.g., intense rainfall, site topography, properties of the river bed and hydraulic conditions of the river flow) [1] and artificial factors (e.g., man-made bank undercutting, basal clean-out) [2]. The Yellow River is the China's second-longest river and previous studies [3] confirmed that $518.38 \mathrm{~km}^{2}$ of the riverbank along the Ningxia-Inner Mongolia part of the Yellow River was eroded between 1958 and 2008. This elevated rate of riverbank erosion is due to continuous variations of flow levels, causing the deposition of loose riverbed material in alluvial plains, especially after heavier rainfall events typical of climate change [4,5]. To date, riverbank erosion has caused substantial social (e.g., traffic disruption due to flooding), economic (e.g., loss of farm land) and environmental problems (e.g., sediment dynamics and water quality) in both local areas and downstream locations [6,7].

Previous studies were completed to tackle this challenge and to identify what can induce riverbanks to collapse in catchments in both developing and developed countries. Grabowski [8] found that the soil texture, the soil structure, the unit weight and water composition $[9,10]$ all play a principal role on the banks erosion. While non-cohesive banks are eroded through discrete particle entrainment that can be quantified using the magnitude of the shear stress and the particle size [11,12], cohesive banks are eroded through entrainment of aggregates [13] and this mechanism is very challenging to diagnose when considering the electrochemical forces acting between them [14,15]. The detachment
and erosion phenomena of cohesive material by gravity and/or flowing water are typically controlled by a variety of physical, electrical and chemical forces, such as cohesion, electrochemical forces, pore-water pressure and matric suction [15]. These forces within and between aggregates cause their erosion to be complex. Furthermore, cohesive riverbanks are usually poorly drained due to their silt and clay composition, and thus may experience excess pore water pressures, one of the main agents of subaerial erosion. Clayey banks are also susceptible to desiccation cracking and slaking from wetting-drying cycles [16]. Numerous studies have examined the impact of water content on the riverbank erosion [17-22] while other studies have investigated the subaerial erosion due to the weakening and weathering of bank materials [23-25]. Additionally, Yu [26] completed a series of experimental tests to quantify the influence and the impact of the water infiltration on bank collapse and consequent sediment deposition. They identified that partial erosion can be due to fluvial hydraulic forces or gravitational forces. Moreover, total erosion of the bank can be generated if both forces are combined at their maximum magnitude, with a consequent disintegration of the bank and the transportation of fallen blocks within the flow, changing the bed elevation. Focusing on the Ningxia-Inner Mongolia banks, the erosion process has been found to be influenced by three specific factors: (i) the sand blown by the wind from the desert [27-30]; (ii) the sediment transported by the river from the upstream catchment [31,32]; and (iii) the material falling from the bank due to natural collapse [33]. It is fundamental to replicate all these governing processes within numerical models when assessing stability of the riverbanks. A large amount of literature is available and it covers all the numerical modeling aspects investigated to date [34-38]. One of the numerical tools most commonly used is the Bank Stability and Toe Erosion Model (BSTEM), developed by the National Sedimentation Laboratory in Oxford, Mississippi, USA [39], which has been continually modified and improved by the authors since its creation to improve its performance. To model the riverbanks' stability, BSTEM calculates a factor of safety $\left(F_{s}\right)$ for multi-layers combining three equilibrium-method models: (i) the layers simulated are horizontal; (ii) vertical slices simulate tension crack; and (iii) the common failure mechanisms are cantilever failures. BSTEM also assumes that all the collapsed material is totally removed from the bank and does not accumulate on the toe [40]. BSTEM is frequently used to simulate: (i) the banks' stability and the consequent sediment loading inside the river [41]; (ii) stream rehabilitation projects [42]; and (iii) erosion and failure mechanisms [43,44]. Despite several findings that have resulted in a better understanding of this phenomenon, to the authors' knowledge there is a lack of studies which involve the evaluation of BSTEM for long-term streambank erosion and consequent long-term failure.

Therefore, to fill this gap, this work comprises a collection of field datasets in the Ningxia-Inner Mongolia area that were implemented on the BSTEM model to obtain a new solution to the mechanisms of long-term bank erosion. To achieve that, three hypothesis different from those applied on the original BSTEM model were executed: (i) when the soil collapses from the bank, part of it is washed away by the water, and the remaining part accumulates on the toe; (ii) the shape of the material that accumulates on the toe is considered to have a triangle form considering the cross-sectional view and the angle away from the river bank is the angle of repose of the sediment, which is taken as 30 degrees; and (iii) the downstream area of a bank is considered the first one to be affected by the collapse process.

The paper is organized as follows. In the next sections the study area, the procedure to collect field data and the numerical analysis applied to replicate the river bank collapse recorded (Section 2) are described. Section 3 presents the comparison between numerical and experimental datasets and the factors that could influence the rate of collapse are discussed. Finally, Section 4 reports the conclusions.

## 2. Materials and Methods

### 2.1. Case Study

The Ningxia-Inner Mongolia catchment (Figure 1) is located in the lower part of the upper Yellow River and has a length of 913.5 km , starting from Qingtongxia (Ningxia Hui autonomous
region) and ending at Hekouzhen (Inner Mongolia autonomous region). This site includes six gauging stations (Qingtongxia, Shizuishan, Bayan Gol, Sanhuhekou, Zhaojunfen, and Toudaoguai) and it is characterized by four desert regions (HedongSandyland, Ulan Buh Desert, Tengger Desert and Hobq Desert) and two alluvial plains (Yinchuan Plain and Hetao Plain).

The climate of this region can be classified as temperate continental climate, which is characterized by long cold winters, and warm to hot summers [45]. The annual rainfall (maximum and minimum peaks commonly reached in summer and winter, respectively) ranges from 100 to 288 mm .

The case study selected is located in Dengkou which is in the Inner Mongolia Province. The gauging station Bayan Gol is adjacent to it. Being part of the Hetao plain, the Dengkou catchment is characterized by a low gradient $(\approx 0.17 \%$ ) and loose riverbed materials. This site was carefully chosen based on three specific criteria. Firstly, preliminary monitoring datasets of this site have confirmed that the riverbank was actively retreating. Secondly, the site was sufficiently close to a gauging station (about 5 km ), hence detailed rainfall readings including time-series, frequencies and water surface elevations associated with each flow condition flowing next to the bank site were available and could be collected. Last but not least, the morphology and the soil properties of this area are representative of the cohesive streambank along all the Ningxia-Inner Mongolia catchment which has been drastically eroded from 1958 to 2008 [3]. Therefore, it is fundamental to provide a better understanding of this phenomenon, especially in this zone, to provide mitigation measures and plan actions to reduce the effects due to erosion of the riverbanks.


Figure 1. Location of the case study considered for this work. 1, 2, 3, 4 and 5 are the five surveying cross sections ( 500 m far from each other) selected for the collection of field-data.

### 2.2. Field Data

To analyze the complex processes of riverbank collapse affecting Dengkou, it was necessary to inspect the nature of the bank and the typical flow conditions in the parts of the Yellow river crossing this area. Five cross sections ( $1,2,3,4$ and 5, Figure 1), spaced 500 m from each other, were identified along the banks for the acquisition of field datasets. Parameters and methods selected by the authors for the monitoring and collection of datasets from the field study are displayed in Table 1.

Table 1. Indexes and methods for in-site measurement.

|  | Bank Shape | Soil Composition | Mechanical Properties |
| :---: | :---: | :---: | :---: |
| Parameter monitored | Bank height $(\mathrm{m})$ | Median diameter $(\mu \mathrm{m})$ | Critical shear stress (kPa) |
|  | Bank gradient $\left({ }^{\circ}\right)$ | Unit weight $\left(\mathrm{g} / \mathrm{cm}^{3}\right)$ | Internal friction angle $\left({ }^{\circ}\right)$ |
|  | Moisture content $(\%)$ | $/$ |  |
| Equipment utilized for | Gradometer $\left( \pm 1^{\circ}\right)$, | Scale, Laser particle sizer <br> $( \pm 5 \mu \mathrm{~m})$ | Direct shear apparatus |
| the monitoring | Tape $( \pm 1 \mathrm{~cm})$ |  |  |

Additionally, to measure the magnitude of bank collapse along the area of study, five stakes were positioned vertically to the flow direction at each section selected for the monitoring (Figure 2). Five measurements were conducted respectively on 21 May, 13 July, 9 August, 23 September and 30 September in 2011 to quantify the collapse distance. The collapse distances between each section recorded are displayed in Table 2.

Table 2. Collapse distances (m) recorded in 2011.

| Time Scale | Section 1 | Section 2 | Section 3 | Section 4 | Section 5 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 21 May-13 July | 4.60 | 4.50 | 5.80 | 5.30 | 5.60 |
| 13 July-9 August | 3.05 | 2.80 | 3.10 | 3.95 | 3.60 |
| 9 August-23 September | 5.25 | 5.08 | 6.80 | 6.20 | 6.50 |
| 23 September-30 September | 1.68 | 1.45 | 1.10 | 2.40 | 1.45 |
| Total | 14.58 | 13.81 | 16.80 | 17.85 | 17.15 |



Figure 2. Collapse distance measurement for surveying Section 1.

### 2.2.1. Hydrologic Data

Monthly average hydrologic datasets (2011, year of site inspection) obtained from the gauging station Bayan Gol used for this study are showed in Table 3.

Table 3. Monthly average hydrologic data (2011).

| Month | Flow $\left(\mathbf{m}^{3} / \mathbf{s}\right)$ | Velocity <br> $(\mathbf{m} / \mathbf{s})$ | Water <br> Depth $(\mathbf{m})$ | Sediment <br> Concentration $\left(\mathbf{k g} / \mathbf{m}^{3}\right)$ | Sediment Transport <br> Rate $(\mathbf{k g} / \mathbf{s})$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 494.23 | 0.68 | 3.09 | 0.21 | 102 |
| 2 | 568.11 | 0.74 | 3.02 | 0.22 | 123 |
| 3 | 495.58 | 1.06 | 1.94 | 1.23 | 615 |
| 4 | 684.77 | 1.08 | 1.34 | 2.16 | 1480 |
| 5 | 444.00 | 0.89 | 1.03 | 0.64 | 283 |
| 6 | 369.60 | 0.81 | 0.85 | 0.59 | 217 |
| 7 | 368.35 | 0.87 | 0.83 | 0.77 | 283 |
| 8 | 528.00 | 1.32 | 0.94 | 3.20 | 1690 |
| 9 | 817.3 | 1.42 | 1.40 | 1.95 | 1590 |
| 10 | 612.48 | 1.37 | 0.99 | 1.27 | 779 |
| 11 | 495.90 | 1.18 | 0.62 | 1.17 | 580 |
| 12 | 592.52 | 0.95 | 2.00 | 2.58 | 1530 |

### 2.2.2. Bank Characteristics of Each Section

Riverbank properties at each section (1,2,3,4 and 5, Figure 1) were obtained through five field inspections in 2011 (1. 21 May, 2. 13 July, 3. 9 August, 4. 23 September and 5. 30 September), and details are showed in Table 4. During the characteristic long cold winters in this region, the Yellow River typically freezes, hence the summer season has been selected as sampling period to avoid the quantification of additional effects on river bed changes [46,47] which could have made the already complex comparison between experimental datasets and numerical results even more challenging.

Table 4. Characteristics of the sections selected for this study.

| Section | Bank <br> Height <br> $(\mathbf{m})$ | Bank <br> Gradient <br> $\left({ }^{\circ}\right)$ | Toe <br> Length <br> $(\mathbf{m})$ | Median <br> Diameter <br> $(\mu \mathbf{m})$ | Wet Unit <br> Weight <br> $\left(\mathrm{g} / \mathbf{c m}^{\mathbf{3}}\right)$ | Critical <br> Shear Stress <br> $(\mathbf{k P a})$ | Internal <br> Friction <br> Angle $\left({ }^{\circ}\right)$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 1.9 | 82 | 0.85 | 33 | 1.55 | 7.2 | 32 |
| 2 | 2.1 | 77 | 0.9 | 35 | 1.48 | 7.5 | 31 |
| 3 | 2.3 | 81 | 0.95 | 32 | 1.50 | 7.3 | 32 |
| 4 | 1.7 | 84 | 0.8 | 37 | 1.46 | 7.5 | 30 |
| 5 | 1.6 | 86 | 0.75 | 30 | 1.52 | 7.2 | 31 |

### 2.3. Riverbank Collapse Characterisation

When collecting field data, observations were made to get more insights about the erosion that typically affects the riverbanks of the Ningxia-Inner Mongolia catchment. Figure 3 shows an example of the real case study under investigation prior and after the erosion. Observations confirmed that the bank material is cohesive, the riverbank slope is steep $\left(77-86^{\circ}\right)$, and the pattern of bank collapse is considered to be planar, in conformity with previous studies conducted [48,49]. Additionally, while monitoring the site, it was possible to identify different stages of the continuous collapse process characterized as follows: (i) the bank toe erosion initiates (Figure 4a); (ii) tension cracks develop (Figure 4b); (iii) shearing starts and parts of the bank breaks and detaches from the main body (Figure 4c); (iv) bank failure occurs (Figure 4d). When the soil collapses from the bank, part of it is washed away by the water and the remaining part accumulates at the bank toe. The new shape of the bank including the additional material eroded then becomes the initial form of the next bank collapse.


Figure 3. Example of the existing bank slope (left) and an example of riverbank collapse along Dengkou reach (right).


Figure 4. Typical riverbank processes observed at the case study of Ningxia-Inner Mongolia catchment.

### 2.4. Numerical Modeling

In this study, the BSTEM model, developed by the National Sedimentation Laboratory in Oxford, MS, USA, was used and modified according to the assumptions presented in the introduction.

### 2.4.1. BSTEM Method

There are two separate modules in the conventional BSTEM model: (i) the toe erosion module and (ii) the stability of the bank module [39]. Equation (1) is commonly applied to predict the width of the bank toe eroded due to the hydraulic conditions impacting on the cohesive riverbank [16,50-52]:

$$
\begin{equation*}
B=\kappa\left(\tau-\tau_{c}\right)^{a} \Delta t \tag{1}
\end{equation*}
$$

where $B$ is the toe erosion width (m); $\kappa$ is the erodibility coefficient $\left(\mathrm{m}^{3} \mathrm{~N}^{-1} \mathrm{~s}^{-1}\right)$; $\tau$ is the average shear stress $(\mathrm{Pa}) ; \tau_{c}$ is soil's critical shear stress $(\mathrm{Pa})$; a is an exponent usually assumed to be unity, $\Delta t$ is the time interval (s). $\kappa$ and $\tau_{c}$ are functions of the soil properties and they are characterized by the following relationship, $\kappa=0.2 \tau_{c}^{-0.5}$. For non-cohesive soils, $\tau_{c}$ is typically estimated based on the median particle diameter of the soil [53]. Rinaldi [54] noted the difficulty to accurately estimate $\kappa$ but despite that, other methods provided solutions via a variety of methods to calculate $\kappa$ and $\tau_{c}$. One of
these methods was developed by Hanson [55] using an in situ jet-test device and his experimental results are currently used universally. In Equation (1), $\tau$ can be calculated using Equation (2):

$$
\begin{equation*}
\tau=\gamma_{w} R S \tag{2}
\end{equation*}
$$

where $\gamma_{w}$ is the weight of water $\left(\mathrm{N} / \mathrm{m}^{3}\right) ; R$ is the hydraulic radius $(\mathrm{m}) ; S$ is the channel slope.
For the specific scenario of planar failure assumed for this study, the riverbank stability analysis involved the computation of a safety factor, identified as the ratio between the resisting and the driving forces applied to the failure zone, which is typically calculated by using Equation (3) [56-59]:

$$
\begin{equation*}
F_{S}=\frac{S_{R}}{S_{D}} \tag{3}
\end{equation*}
$$

where $F_{S}$ is the safety factor with respect to bank failure ( $F_{S}<1$ indicates the possibility of an eventual collapse); $S_{R}$ is the shear strength of the soil $(\mathrm{kPa}) ; S_{D}$ is the driving stress $(\mathrm{Pa}) . S_{R}$ can be calculated using Equation (4):

$$
\begin{equation*}
S_{R}=c^{\prime}+S \tan \phi^{b}+\Psi \tan \phi^{\prime} \tag{4}
\end{equation*}
$$

where $c^{\prime}$ is the effective cohesion (the effective cohesion of the soil is the cohesion of the soil in the anti-shear process) ( Pa ); $S$ is the normal stress $(\mathrm{Pa}) ; \phi^{b}$ is an angle that describes the relationship between the shear strength and the matric suction $\left({ }^{\circ}\right) ; \Psi$ is the matric suction which contrasts the pore-water pressure ( Pa ); $\phi^{\prime}$ is the effective internal friction angle $\left(^{\circ}\right.$ ). $S_{D}$ can be calculated using Equation (5):

$$
\begin{equation*}
S_{D}=W \sin \beta \tag{5}
\end{equation*}
$$

where $W$ is the weight of the wet soil per unit area of the failure plane $\left(\mathrm{Nm}^{-2}\right) ; \beta$ is the angle of the failure plane $\left({ }^{\circ}\right)$ [39]. Note that the BSTEM model takes $c^{\prime}$ into account to represent the cohesion effect. Nevertheless, the influence of cohesive materials on erosion would be considered through other approaches, as well. For example, Dodaro et al. $[60,61]$ modified Shields parameter to predict erosion phenomena at a cohesive sediment mixture.

### 2.4.2. BSTEM Method Modified

As defined in Section 2.3, the phenomenon of bank collapse is characterized by four different stages. Despite multiple factors influencing the rate of the riverbank collapse, as previously mentioned, continuous collapses are also affected by the intensity of the antecedent collapse magnitude. When the collapse happens, the riverbank affected typically divides into two sections within a moment-frame: one part collapsed is naturally washed away by the river and the remaining part usually deposits at the bank toe. Before the next bank collapse takes place, the additional deposited soil is eroded. Therefore, it is very important to characterize the continuous changing shape of the riverbank to correctly predict the effects of the continuous erosion. Although the original BSTEM model provides some insights into this process and is very helpful for the analysis of the riverbank stability, it should be noted that BSTEM assumes that the falling part which has collapsed from the riverbank does not accumulate on the toe and is immediately removed. Hence it does not accurately represent the reality of the entire erosion process typical on natural rivers. Authors observed multiple shapes and forms during the erosion process following the collapse of material and have tried to characterize each of them, but the literature published to date lacks formulae to accurately estimate and quantify the amount of material deposited. Therefore, to address this gap, three changes were made in the original BSTEM model as follows.
(i) The quantity of soil falling into the river and carried away by the natural streamflow in the form of suspended material can be calculated using Equation (6):

$$
\begin{equation*}
M_{0}=\left(S_{*}-S_{v}\right) H d \tag{6}
\end{equation*}
$$

where $M_{0}$ is the weight of soil carried away per unit length $(\mathrm{kg} / \mathrm{m}) ; S_{v}$ is the sediment concentration $\left(\mathrm{kg} / \mathrm{m}^{3}\right)$, typically obtained by field monitoring; $H$ is the height of the bank ( m ); $d$ is the width of the flow in the proximity of the bank (m). Because there was a main current which was about 20 m away from the bank, $d$ is assumed as a constant $(d=20)$. $S_{*}$ is the capacity of the flow to transport suspended material $\left(\mathrm{kg} / \mathrm{m}^{3}\right)$ and can be calculated using Equation (7) [62]:

$$
\begin{equation*}
S_{*}=K\left(U_{L}^{3} / g h \omega\right)^{m} \tag{7}
\end{equation*}
$$

where $K$ and $m$ are parameters that can be obtained from the literature [60]; $U_{L}$ is flow velocity ( $\mathrm{m} / \mathrm{s}$ ); $g$ is gravitational acceleration $\left(\mathrm{m} / \mathrm{s}^{2}\right) ; h$ is water depth $(\mathrm{m})$; and $\omega$ is the velocity of the particles setting ( $\mathrm{m} / \mathrm{s}$ ) which can be calculated by using Equation (8) [62]:

$$
\begin{equation*}
\omega=\left(\gamma_{s}-\gamma_{w}\right) g D^{2} / 25.6 \gamma_{w} v \tag{8}
\end{equation*}
$$

where $D$ is the grain size of the material (m); $v$ is kinematic viscosity coefficient $\left(\mathrm{m}^{2} / \mathrm{s}\right)$.
(ii) The quantity of deposition soil can be calculated by using Equation (9):

$$
\begin{equation*}
M_{d}=\left(W_{0}-M_{0}\right) x \tag{9}
\end{equation*}
$$

where $M_{d}$ is the quantity of material deposited (kg); $W_{0}$ is the quantity of material collapsed (excluding the part suspended in the flow) ( kg ); $x$ is a ratio between the material deposited and the material collapsed.
(iii) The new shape generated by the deposition of material on the bank toe is assumed to be triangular and the angle away from the riverbank is the angle of repose of sediment. In general, loose sediment grains in water accumulate with an angle close to the sediment angle of repose [63,64].

In the calculation process, the time step is selected as the hour. This decision is justified by the fact that since the flow rate, water depth, flow rate and other data are used as a daily average, the 24 h cycle was considered more appropriate. After the original boundary has passed 24 h , the river bank stability was tested: if the river bank was still stable, then the next set of water depth and flow rate conditions was inserted and the river bank toe erosion module continued to run. When the river bank stability coefficient was less than 1 , the collapse occurred and consequently the collapse rate should have been recorded. For this scenario, the amount of collapse was calculated according to the shape of the collapse area identified, and the amount of sediment deposited at the foot of the slope was calculated by using Equations (6)-(9). The shape of the material deposited on the slope was considered to be triangular, and the angle away from the river bank was the angle of repose of the sediment, which was taken as 30 degrees. Based on the collapse rate, the new shape of the river bank was obtained and taken as a new initial condition for the next collapse.

The scheme utilized by the modified BSTEM model can be summarized with the flow chart displayed in Figure 5.

It is complex to quantify in real time the collapse processes along the entire riverbank of the study area due to flow conditions under continuous change, but it is possible to provide an approximation of the riverbank collapse processes by using averaged parameters such as monthly average water depths, flowrates, sediment concentration and average grain size. In addition, there are also parameters that require an accurate calibration during the entire calculation process, such as $x . \tau_{c}$ can be obtained by using values furnished in the literature [65]. By applying trial and error techniques, $x=0.39$ corresponds to the optimal numerical value to replicate the realistic distance of collapse measured for this case study and discrepancies obtained between numerical and field measurements are listed in Tables 5-9.


Figure 5. Flow chart of the established model.

Table 5. Numerical results, field measurements and errors for surveying Section 1 of Figure 1.

| Time Scale | Calculating Collapse <br> Distance (m) | Monitoring Collapse <br> Distance (m) | Error (\%) |
| :---: | :---: | :---: | :---: |
| 21 May-13 July | 4.96 | 4.60 | 7.83 |
| 14 July-9 August | 3.24 | 3.05 | 6.23 |
| 10 August-23 September | 5.55 | 5.25 | 5.71 |
| 23 September-30 September | 1.50 | 1.68 | 10.71 |
| Total collapse | 15.25 | 14.58 | 4.60 |

Table 6. Numerical results, field measurements and errors for surveying Section 2 of Figure 1.

| Time Scale | Calculating Collapse <br> Distance $\mathbf{( m )}$ | Monitoring Collapse <br> Distance $\mathbf{( m )}$ | Error (\%) |
| :---: | :---: | :---: | :---: |
| 21 May-13 July | 4.99 | 4.50 | 10.89 |
| 14 July-9 August | 3.01 | 2.80 | 7.5 |
| 10 August-23 September | 5.38 | 5.08 | 5.91 |
| 23 September-30 September | 1.13 | 1.45 | 22.06 |
| Total collapse | 14.51 | 13.81 | 5.07 |

Table 7. Numerical results, field measurements and errors for surveying Section 3 of Figure 1.

| Time Scale | Calculating Collapse <br> Distance $(\mathbf{m})$ | Monitoring Collapse <br> Distance $\mathbf{( m )}$ | Error (\%) |
| :---: | :---: | :---: | :---: |
| 21 May-13 July | 5.46 | 5.80 | 5.9 |
| 14 July-9 August | 3.30 | 3.10 | 6.5 |
| 10 August-23 September | 7.15 | 6.80 | 5.1 |
| 23 Sepember-30 September | 0.94 | 1.10 | 14.5 |
| Total collapse | 16.85 | 16.80 | 0.3 |

Table 8. Numerical results, field measurements and errors for surveying Section 4 of Figure 1.

| Time Scale | Calculating Collapse <br> Distance $(\mathbf{m})$ | Monitoring Collapse <br> Distance $(\mathbf{m})$ | Error (\%) |
| :---: | :---: | :---: | :---: |
| 21 May-13 July | 5.75 | 5.3 | 8.5 |
| 14 July-9 August | 3.72 | 3.95 | 5.8 |
| 10 August-23 September | 6.41 | 6.2 | 3.4 |
| 23 Sepember-30 September | 2.73 | 2.4 | 13.8 |
| Total collapse | 18.61 | 17.85 | 4.3 |

Table 9. Numerical results, field measurements and errors for surveying Section 5 of Figure 1.

| Time Scale | Calculating Collapse <br> Distance $(\mathbf{m})$ | Monitoring Collapse <br> Distance $(\mathbf{m})$ | Error (\%) |
| :---: | :---: | :---: | :---: |
| 21 May-13 July | 5.93 | 5.6 | 5.9 |
| 14 July-9 August | 3.82 | 3.6 | 6.1 |
| 10 August-23 September | 6.24 | 6.5 | 4 |
| 23 September-30 September | 1.75 | 1.45 | 20.7 |
| Total collapse | 17.74 | 17.15 | 3.4 |

By analyzing the results displayed in Tables 5-9, it is possible to confirm that the error between numerical and experimental values is between $6 \%$ and $20 \%$. There are multiple influencing factors that can affect this comparison and the shape of the bank toe, always changing under the action of water flow which provides the higher impact. As water and sand conditions are continuously varying, the error is considerably higher considering measurements vs numerical results for the smallest time frame monitored ( 23 September- 30 September). On the other hand, for longer time scales, the total error is about $5 \%$. Overall, the numerical results are fairly consistent with the data recorded during the monitoring campaign, considering the significant modifications applied within the numerical model.

## 3. Results and Discussion

This section provides the further results obtained and their interpretation.

### 3.1. Collapse Processes Obtained through Numerical Simulations with the Modified BSTEM Model

The riverbank collapses simulated with the modified BSTEM model for the period 21 May-30 September in 2011 are illustrated in Figures 6-10 for surveying river Sections 1-5 respectively. Collapse rates of study sections in different months are listed in Table 10.


Figure 6. Collapse phases for surveying Section 1.


Figure 7. Collapse phases for Section 2.


Figure 8. Collapse phases for Section 3.


Figure 9. Collapse phases for Section 4.


Figure 10. Collapse phases for Section 5.

Table 10. Collapse rates of study sections in different months (Unit: m/d).

| Month | Section 1 | Section 2 | Section 3 | Section 4 | Section 5 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 5 | 0.095 | 0.094 | 0.104 | 0.091 | 0.118 |
| 6 | 0.106 | 0.097 | 0.094 | 0.123 | 0.122 |
| 7 | 0.074 | 0.098 | 0.119 | 0.098 | 0.123 |
| 8 | 0.109 | 0.095 | 0.147 | 0.150 | 0.124 |
| 9 | 0.178 | 0.153 | 0.155 | 0.207 | 0.172 |

To identify hypothetical relationships between hydraulic conditions and collapse rates, different indicators recorded were plotted versus the collapse rates estimated, and factors obtained are displayed in Figure 11.


Figure 11. The relationship between flow conditions and collapse rates, the effects of (a) flowrate; (b) water depth; (c) velocity; (d) sediment carrying capacity; and (e) bank height.

Because the flowrate, water depth, velocity and sediment carrying capacity were of similar magnitudes from June to July, the average collapse rate was used to discuss the effects on collapse rates by influencing factors previously highlighted, and their impacts can be observed in Figure 11.

The authors have attempted to characterize the continuous collapses influenced by multiple factors that can be divided into two categories: autologous and external. The autologous factor considered is the bank height, while external factors include flow rate, water depth, velocity and sediment carrying capacity. Different factors play dissimilar roles on influencing continuous collapse processes. For example, when flow rate, velocity and sediment carrying capacity rise, bank toe erosion can consequently increase due to higher shear stresses. Additionally, when water depth increases, soil shear strength diminishes due to the soil saturation, however the rise of water depth could also improve the bank stability due to the water pressure acting on the bank.

Even if bank collapses are continuously affected by these factors, there are still some interesting regular features observed in this study. For example, in Figure 11a-d, it can be observed that the collapse rate is positively correlated with the flow rate, water depth, velocity and capacity of carrying materials. Although the bank heights are all different in altered sections, collapse rates for the locations considered are higher in the flood season (July to September) than in the dry season (May to June), due to the increase of flow rates, water depth and velocities. Due to the strength of higher flow rates, the flow shear stress is typically greater than the soil shear stress, causing continuous erosion of the bank toe. It should also be noticed then that flow conditions are playing a leading role in the collapse processes and are the main dynamic factors for the quantity of material deposited.

Another interesting phenomenon which can be noticed within the results is that continuous collapse rates are bigger in May than in June, except for Section 3 (Figure 11). During this period, which belongs to the dry season, flow rates, water depth, velocities and sediment carrying capacities are all smaller (Table 3). This is due to the associated phenomena when water depths reduce, with a consequent loss in river bank stability and more intense bank collapses. However, for Section 3, the collapse distance decreases, and the authors believe that this is due to the bank height ( 2.3 m , the highest among the sections).

### 3.2. Non Applicability of the Traditional BSTEM Method

In order to further demonstrate that the original BSTEM model is not applicable for the representation of continuous long term bank collapses, numerical and experimental results are listed in Tables 11-15, together with the errors obtained.

Table 11. BSTEM results, field measurements and errors for surveying Section 1.

| Time Scale | BSTEM Method <br> Results (m) | Monitoring Collapse <br> Distance $(\mathbf{m})$ | Error (\%) |
| :---: | :---: | :---: | :---: |
| 21 May-13 July | 7.80 | 4.60 | 69.6 |
| 14 July-9 August | 7.18 | 3.05 | 135.4 |
| 10 August-23 September | 9.98 | 5.25 | 89.3 |
| 23 September-30 September | 2.08 | 1.68 | 23.8 |
| Total collapse | 27 | 14.58 | 85.2 |

Table 12. BSTEM results, field measurements and errors for surveying Section 2.

| Time Scale | BSTEM Method <br> Results (m) | Monitoring Collapse <br> Distance $(\mathbf{m})$ | Error (\%) |
| :---: | :---: | :---: | :---: |
| 21 May-13 July | 7.70 | 4.50 | 71.1 |
| 14 July-9 August | 5.94 | 2.80 | 112.1 |
| 10 August-23 September | 8.48 | 5.08 | 67.2 |
| 23 September-30 September | 1.73 | 1.45 | 19.1 |
| Total collapse | 23.84 | 13.81 | 72.6 |

Table 13. BSTEM results, field measurements and errors for surveying Section 3.

| Time Scale | BSTEM Method <br> Results (m) | Monitoring Collapse <br> Distance $\mathbf{( m )}$ | Error (\%) |
| :---: | :---: | :---: | :---: |
| 21 May-13 July | 9.63 | 5.80 | 66.1 |
| 14 July-9 August | 6.85 | 3.10 | 121.1 |
| 10 August-23 September | 11.83 | 6.80 | 73.9 |
| 23 Sepember-30 September | 1.36 | 1.10 | 24.1 |
| Total collapse | 29.68 | 16.80 | 76.6 |

Table 14. BSTEM results, field measurements and errors for surveying Section 4.

| Time Scale | BSTEM Method <br> Results(m) | Monitoring Collapse <br> Distance $\mathbf{( m )}$ | Error (\%) |
| :---: | :---: | :---: | :---: |
| 21 May-13 July | 8.9 | 5.3 | 68.1 |
| 14 July-9 August | 9.13 | 3.95 | 131.1 |
| 10 August-23 September | 11.35 | 6.2 | 83.2 |
| 23 Sepember-30 September | 2.9 | 2.4 | 21 |
| Total collapse | 32.28 | 17.85 | 80.8 |

Table 15. BSTEM results, field measurements and errors for surveying Section 5.

| Time Scale | BSTEM Method <br> Results (m) | Monitoring Collapse <br> Distance $\mathbf{( m )}$ | Error (\%) |
| :---: | :---: | :---: | :---: |
| 21 May-13 July | 9.63 | 5.6 | 71.9 |
| 14 July-9 August | 7.85 | 3.6 | 118.1 |
| 10 August-23 September | 12.02 | 6.5 | 85 |
| 23 September-30 September | 1.77 | 1.45 | 22 |
| Total collapse | 31.27 | 17.15 | 82.4 |

It can be concluded that the errors are all very large for longer monitoring periods. That is due to the hypothesis implemented within the BSTEM method, commonly used to calculate collapse distance, considering no soil deposition at the bank toe after the collapse-an unrealistic condition.

### 3.3. Discussions

Comparing simulation results using the modified BSTEM model with field data collected, as showed in Tables 5-9, it can be observed that errors range from $0.3 \%$ to $5.07 \%$, hence are all acceptable and it is possible to confirm the reliability and accuracy of the modified BSTEM model to calculate continuous riverbank collapse.

Furthermore, additional outcomes have to be highlighted to increase the performance of the numerical model. Firstly, as the initial boundary conditions can have an impact on river bank collapse, supplementary studies have to be conducted to investigate this phenomenon. Secondly, due to the lack of advanced experimental measurement techniques, it is very difficult to get the river bed profile at every time step, and for this study a simplified bank shape was used in the calculations presented. This may be one more reason for the errors calculated. To solve this problem, sonar and electromagnetic wave measurement technologies may be adopted in future studies. Thirdly, in natural rivers, flow conditions such as flow rate and water depth vary continuously. To obtain bank collapse distances, monthly average flow conditions were used in this study, hence more targeted and accurate flow conditions should be used in future studies to improve the results. Finally, riverbed erosion and bank erosion typically occur at the same time and both are influenced by each other. For example, riverbed erosion influences the bank collapse by increasing the bank height and when the bank collapse happens, falling soil directly settles along the area where riverbed erosion happened before depositing at the bank toe.

As all these aspects are crucial, by implementing them within the numerical model it is predicted that results will be more accurate.

## 4. Conclusions

(1) As confirmed by the observations made during the monitoring of the area, a single bank collapse can be divided into four different stages that can be summarized as: (i) bank toe erosion initiation; (ii) tension crack development; (iii) shearing initiation; and (iv) bank failure occurrence. When a single collapse happens, part of the collapsed soil is washed away by the water and the remaining part accumulates at the bank toe. The new shape of the bank formed after this process along the river becomes the initial form of the next bank collapse. Bank collapse processes in a longer time scale are continuous collapses that are made from single bank collapse during short time scales.
(2) Based on the original BSTEM model, a new modified version was implemented, applying several new assumptions. The original BSTEM assumed that the falling part which had collapsed from the riverbank did not accumulate on the toe and was immediately removed. This does not accurately represent the reality of the entire erosion process typical in natural rivers, and comparisons between experimental and numerical results have shown that, by using the original approach, significant errors will affect the numerical results, as listed in Tables 11-15.

Furthermore, to address this gap, a modified BSTEM was developed to obtain the quantity of collapsed sediment accumulating on the toe. Several parameters were introduced, such as sediment concentration, sediment carrying capacity and sediment setting velocity. The quantity of collapsed sediment accumulated on the toe could have been obtained using Formulas (6)-(9).

Additionally, another main goal modifying the BSTEM model was to obtain the new shape generated by the deposition of material on the bank toe. It should be noted that the boundary conditions play an important role in the calculations of continuous collapse processes for natural rivers. The new shape generated by the deposition of material on the bank toe was the initial boundary condition of next collapse process. Based on this, after observing multiple shapes during the erosion process following the collapse of material, the shape generated by the deposition of material on the bank toe was assumed to be triangular and the angle away from the riverbank was the angle of repose of sediment. After a single collapse, the new shape of the riverbank could have been obtained from the shape of the deposited sediment and the collapsed plain.
(3) Adopting all the previous modifications within the calculation of every single collapse process, the numerical results obtained using the modified BSTEM are consistent with the monitored datasets for continuous processes, as listed in Tables 5-9.
(4) The relationship between collapse rates and influencing factors was discussed and influencing factors were divided into two categories: autologous and external (flow conditions). Different factors play different roles in continuous collapse processes. For example, the flow rate, velocity and sediment carrying capacity rise can increase bank toe erosion by increasing flow shear stress. Water depth rise can reduce soil shear strength by promoting soil saturation, and water depth rise can also increase river bank stability by providing water pressure. Soil characteristics determine the shear strength of each material, and bank height plays an important role in the bank stability analysis. For similar flow conditions, a higher bank with a steeper slope is more unstable. These factors should be considered together to better characterize the collapse mechanisms.
(5) Aspects such as precisely determining the bank shape and quantifying the more singular flow conditions are crucial, and by implementing them within the numerical model it is predicted that results will become more accurate.
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#### Abstract

This paper investigates numerically the collapses of both a single cavitation bubble and a cluster consisting of 8 bubbles, concerning mainly on the conversions between different forms of energy. Direct numerical simulation (DNS) with volume of fluid (VOF) method is applied, considering the detailed resolution of the vapor-liquid interfaces. First, for a single bubble near a solid wall, we find that the peak value of the wave energy, or equivalently the energy conversion rate decreases when the distance between the bubble and the wall is reduced. However, for the collapses of multiple bubbles, this relationship between the bubble-wall distance and the conversion rate reverses, implying a distinct physical mechanism. The evolutions of individual bubbles during the collapses of multiple bubbles are examined. We observe that when the bubbles are placed far away from the solid wall, the jetting flows induced by all bubbles point towards the cluster centre, while the focal point shifts towards the solid wall when the cluster is very close to the wall. We note that it is very challenging to consider thermal and acoustic damping mechanisms in the current numerical methods, which might be significant contributions to the energy budget, and we leave it open to the future studies.
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## 1. Introduction

As a natural phenomenon, cavitation occurs frequently in a variety of engineering applications. As the local pressure in liquid is lower than its saturated vapor pressure, gas nucleus can develop into cavitation bubbles. When the local pressure is recovered or driven by high pressure waves, the cavitation bubbles collapse, leading to a series of physical scenarios such as micro jetting flows, shock wave emission, heat release etc. In hydraulic systems, cavitation can cause material damage, loss of power, and induce noises. On the other hand, bubble collapse can also be utilized as a tool in the fields of medical treatments and mining, such as drug delivery, ultrasound operation and cavity jet exploits [1]. Numerous experimental and numerical studies have been performed to study the bubble dynamics and the collapses of cavitation bubbles, in order to control or reinforce the effects of cavitation bubble collapse. However, the dynamics of multiple cavitation bubbles and their collapses, particularly the underlying behavior of energy conversion have not been well understood.

Historically, studies on bubble dynamics can date back to 1917, when Reyleigh proposed a theoretical spherical-bubble model [2]. This model was for an ideal spherical bubble, neglecting the effects of viscosity, surface tension, compressibility and mass transfer. It was followed by a series of modifications and perfections [3-8].

In the past few decades, a large amount of works have been undertaken to understand the characteristics of bubble collapse [9-24]. Lauterborn recorded the process of a single bubble collapsing near a rigid wall, in which the shock wave emission was captured by a schlieren system [25-27]. Moreover, the particle image velocimetry (PIV) technique was adopted to monitor the velocity fields by lauterborn \& Vogel [28], who captured the micro jetting flows as the bubble collapses asymmetrically. They revealed the relationship between the noises induced by the bubble collapse and the dimensionless distance $\gamma\left(\gamma=L / R_{\max }\right.$, where $L$ is the distance between the bubble centre and the rigid wall, and $R_{\max }$ is the maximum bubble radius). Gonzalez-Avila measured the pressure emission of laser-induced bubble collapse [29], in which the pressure amplitude was found to be up to $1 k$ Bar when the bubble was close to the rigid boundary [30]. Merouan [31] measured the temperature variations during the growth and collapse of a single cavitation bubble. More recently, Fortes et al. proposed an analytic model to examine the pressure wave emission during bubble collapse, with the conversion rate of the wave energy found to be strongly influenced by gas content in the bubble [32].

However, not many efforts have been made to study the pressure wave emission from the collapses of multiple bubbles due to the difficulties in experimental setup and the consideration of compressibility of liquid in numerics [33-36]. Generally, a bubble cluster collapses inward, generating a high level impulsive pressure wave, and the symmetries for individual bubbles are lost due to the presence of the rigid wall and their nearby bubbles [37,38]. It has been shown that the shock wave emission focuses inward during the bubble cloud collapse, leading to a very high peak pressure, which can exceed that of the collapse of a single bubble with the equivalent volume [39]. Tiwari et al. [40] simulated the expansion and subsequent collapse of a hemispherical cluster of 50 bubbles adjacent to a plane rigid wall, with the detailed compressible-fluid mechanics of bubble-bubble interactions considered. They found that the peak pressure was associated with the centremost bubble, which caused a corresponding peak pressure on the nearby wall. Despite these advances in the few existing researches, the detailed bubble-scale dynamics of a cluster collapse remain poorly understood.

Here, we investigate the characteristics of the collapses of multiple bubbles by solving directly the Navier-Stokes equations considering the compressiblility of the fluid, with particular concerns on the energy conversion. The volume of fluid method is involved to capture the interfaces between the liquid and the cavitation bubbles. The simulation results are organized into two parts: in the first part, a single bubble is studied as a reference to our further multiple-bubble studies. In the second part, we focus the collapses of multiple bubbles, presenting the unique dynamic behaviors in pressure wave propagation and energy conversion, in contrast to the single bubble situation.

## 2. Numerical Methods

The numerical work is performed using a finite-volume based code. Assuming that the liquid is compressible and the cavitation bubbles are filled with pure vapour, and considering viscosity and surface tension, the governing equations are formularized as the following

$$
\begin{gather*}
\frac{d \rho}{d t}+\rho \nabla \vec{U}=0  \tag{1}\\
\rho \frac{\partial \vec{U}}{\partial t}+\rho \vec{U} \cdot \nabla \vec{U}=\rho \vec{g}-\nabla p+2 \nabla \cdot(\mu \overline{\bar{D}})-\frac{2}{3} \nabla(\mu \nabla \cdot \vec{U})+\sigma \kappa \vec{N},  \tag{2}\\
\frac{d \alpha}{d t}=\frac{\partial \alpha}{\partial t}+\vec{U} \cdot \nabla \alpha=0, \tag{3}
\end{gather*}
$$

where $k$ is surface curvature, $\sigma$ is the surface tension coefficient, $\overline{\bar{D}}$ is the strain rate tensor, $\vec{N}$ is the unit normal vector of the interface, $\alpha$ is the volume fraction of the liquid, and $\rho$ and $\mu$ are the density and the viscosity respectively of the mixture fluid, which are obtained by weighting of the volume fractions:

$$
\begin{equation*}
\rho=\alpha \rho_{1}+(1-\alpha) \rho_{2} \tag{4}
\end{equation*}
$$

$$
\begin{equation*}
\mu=\alpha \mu_{1}+(1-\alpha) \mu_{2} \tag{5}
\end{equation*}
$$

where subscripts 1 and 2 denote liquid phase (water) and gas phase (vapour), respectively. The densities of each phase are calculated by

$$
\begin{align*}
& \rho_{1}=\rho_{10}+\psi_{1} p,  \tag{6}\\
& \rho_{2}=\rho_{20}+\psi_{2} p, \tag{7}
\end{align*}
$$

where $\psi_{1}$ and $\psi_{2}$ are two constants associated with the respective compressibilities of water and vapour.
In our simulations, the space discretizations are second-order upwind for the convection terms and central differences for the Laplacian terms, respectively. The time discretization is first-order implicit Euler. The pressure-velocity coupling is obtained using the Pressure Implicit Split Operator (PISO) scheme. The preconditioned conjugate gradient (PCG) method is used to treat the pressure equation and the preconditioned biconjugate gradient ( PBiCG ) method is used for the velocity equations.

The computational domain is a cylinder with a radius of 25 mm , and a height of 50 mm . The grid distributions on some specific sections are shown in Figure 1. The bottom of the cylindrical flow domain is set as a rigid wall, the others are far field boundaries. The initial pressure of the liquid phase is $101,325 \mathrm{~Pa}$, and the pressure of vapor is 3154 Pa . The initial flow is quiescent, and the initial bubbles are spherical, with the radius of 2 mm . The geometrical setup of the multiple-bubble case is shown in Figure 2. The dimensionless wall distance is defined as $\gamma=\mathrm{L} / R_{\max }$. After carefully carrying out self-consistency tests, we find that the current grid with a cell number of $25,581,192$, and an initial maximum time step size of $d t=1 \times 10^{-7} \mathrm{~s}$, are sufficient to assure satisfactory independence of the results with respect to both mesh and time discretizations. We note that the time step is adjustable during the simulations to meet the requirement of local courant number $C o=0.35$.


Figure 1. (a) Top view and (b) side view of the grid distributions within the computational domain. Note that the grid in the central area of the cylindrical domain is refined where the bubbles are placed, and only a coarse grid with $10 \%$ of the cells is displayed to diagram the grid distributions.


Figure 2. Geometrical description for the simulations of multiple bubbles.
To further validate the spatial resolutions, we carry out simulations with different numbers of cells along the diameter of a single bubble. Figure 3 presents the time histories of the dimensionless
radius $R^{*}$, where $R^{*}=R / R_{\max }$, and the time is non-dimensionalized according to $T^{*}=t / t_{c}$. Here, $R_{\max }$ is the maximum or the initial radius of the bubble, and $\mathrm{t}_{c}$ is the collapsing time predicated from the Reyleigh-plesset equation. It is observed that the result converges at 34 cells, which accords well with the theoretical solution. We show in Figure 4 a the evolutions of bubble shapes during collapse simulated based on the current resolution of 34 cells. The numerical results are consistent with the previous experimental observation [41].


Figure 3. Time histories of radius for a single bubble resolved by different number of cells distributed along the diameter. The reference curve is the theoretical solution of the Rayleigh-Plesset equation.


Figure 4. Variations of the bubble shapes during collapse obtained by (a) the present numerical simulations and (b) previous experiments [41].

In the following sections, according to [42], the potential energy of a bubble is defined as

$$
\begin{equation*}
E_{p o t}=\frac{4}{3} \pi R^{3} \Delta p \tag{8}
\end{equation*}
$$

where $R$ is the bubble radius and $\Delta p$ is the pressure difference between two sides of the bubble interface, then the maximum potential energy of a cavitation bubble is defined as $E_{p o t-m a x}$. The total kinetic energy of the flow domain is the integral:

$$
\begin{equation*}
E_{k}=\int \frac{1}{2} \rho U^{2} d V \tag{9}
\end{equation*}
$$

We also define the wave energy emitted by the bubble collapse, following an acoustic approach [28,43], with the following form:

$$
\begin{equation*}
E_{\text {wave }}=\int \frac{\Delta P^{2}}{(\rho c)^{2}} d V \tag{10}
\end{equation*}
$$

where $c$ is the sound speed in water, $c=1500 \mathrm{~m} / \mathrm{s}$ in the current simulations. The conversion rate of the wave generation is defined as

$$
\begin{equation*}
\eta=\frac{E_{\text {wave }}}{E_{\text {pot-max }}} \tag{11}
\end{equation*}
$$

## 3. Result

### 3.1. Collapse of a Single Bubble

In this section, we study a single cavitation bubble collapsing near a solid wall. To understand the presence of the solid wall on the non-spherical deformation, and consequently the energy conversion, we carry out a series of simulations by varying the distance between the bubble and the solid wall. The dimensionless distance $\gamma$ ranges from 1.5 to 4.0.

In Table 1, we present the simulation results. First, we observe that the energy conversion rate reaches its maximum of $29.29 \%$ at $\gamma=12.5$, which is not difficult to understand since the $\gamma=12.5$ case corresponds to a distance very far from the solid wall, which we believe that the wall effect can be reasonably neglected. The values of maximum kinetic energy for all cases are around 4.0 mJ , with slight variations among different distances. We note that the energies and the conversions at $\gamma=2.5$ and $\gamma=4.0$ are very close, exhibiting nontrivial bounding effects of the solid wall.

Table 1. Energies and their conversion rates for various distances for the collapse of a single bubble (note the different units for the two energies).

| $\gamma$ | $E_{k}(\mathrm{~mJ})$ | $E_{\text {wave }}(\mu \mathrm{J})$ | $\eta(\%)$ |
| :---: | :---: | :---: | :---: |
| 1.5 | 3.94 | 352.2 | 10.73 |
| 1.65 | 3.90 | 418.1 | 12.74 |
| 1.85 | 3.97 | 543.8 | 16.57 |
| 2.0 | 3.94 | 564.2 | 17.19 |
| 2.5 | 4.08 | 608.8 | 18.55 |
| 3.0 | 3.95 | 579.3 | 17.65 |
| 3.5 | 4.01 | 630.1 | 19.20 |
| 4.0 | 4.10 | 620.6 | 18.91 |
| 12.5 | 4.36 | 961.3 | 29.29 |

In Figure 5a,b, we present the time histories of different forms of energy at $\gamma=12.5$ and $\gamma=1.5$ respectively, to make a direct comparison between a small and a large distances. In Figure 5a, we observe that the potential energy of the bubble decreases during the process of collapse as the bubble shrinks, while the kinetic energy grows from zero, representing the accelerated process of the bubble collapse. As the bubble collapses to a singular point at $199 \mu \mathrm{~s}$, the kinetic energy reaches its maximum value, while the potential energy drops to nearly zero value. During this whole period, the total energy is approximately equal to the initial bubble potential energy. In other words, the total mechanical energy remains approximately constant, or is conserved. During this process of bubble shrinkage, the potential energy is lost to the re-entrant jetting towards the bubble centre.

After the bubble vanishes, around $200 \mu \mathrm{~s}$, a pressure wave is emitted and travels outwards, resulting in an intensive wave energy observed in Figure 5a. However, since we consider only limited forms of energy in the simulations and neglect thermal and acoustic damping mechanisms, which might be significant, the total energy is not conserved anymore. We understand that it is very challenging to quantify in detail any switch-over of these dominant damping mechanisms
in such violent bubble collapses. We leave it open to the future studies. To help understand this process more intuitively, we present in Figure 6 the flow fields for three time instants demonstrating the alternative dominance of different energy forms. In Figure 6a, at the early stage, the bubble potential energy dominates, while it is converted to kinetic energy when the bubble starts to collapse (see Figure 6b), and in Figure 6c the pressure wave is emitted with only the wave energy prominent in the energy budget.

(a)

(b)

Figure 5. Time histories of different forms of energy in the flow domain during the collapse of a single bubble at (a) $\gamma=12.5$ and (b) $\gamma=1.5$. For both cases, $R_{\max }=2 \mathrm{~mm}$ and $\Delta \mathrm{P}=101,325 \mathrm{~Pa}$.

For comparison, we present the time histories of different forms of energy at $\gamma=1.5$ in Figure 5b, in which case the initial bubble is very close to the solid wall. Apparently, the changing trend of each form of energy is roughly the same with its large distance counterpart (see Figure 5a). They still differ in some aspects: first, the wave energy appears later than the large distance case due to the confinement of the solid wall, which delays the collapse of the bubble. Second, during the whole process, even after the kinetic energy drops, it is always higher than the wave energy, implying a different physical mechanism. We conjecture that the presence of a rigid boundary can lead to asymmetric collapse, which requires more time. In the process of asymmetric collapse, high speed micro jetting flows are induced towards the rigid boundary, the liquid can thus be pushed away along the wall instead of collapsing towards a singular point. Therefore, it is easy to understand that the kinetic energy dominates even after the bubble collapse.

To get a comprehensive understanding of the distance effects, in Figure 7 we present the variations of wave energy with time for various distances corresponding to Table 1. When the bubble is located far away from the rigid boundary, e.g., $\gamma=12.5$, the wave energy reaches the maximum value of 0.95 mJ at $t=1.85 \mathrm{~ms}$ within a very short period of 0.1 ms , and with a very sharp peak. As the distance is reduced, the peak value of wave energy decreases accordingly, and the sharp peak is replaced by a broad distribution of the high wave energy. In specific, the peak value of wave energy for $\gamma=1.5$ is around 0.3 mJ , only one-third of that for $\gamma=12.5$. It is interesting to find that there are secondary peaks in the wave energy distributions at $\gamma=2.5-4.0$. We believe that these secondary peaks are induced by the pressure waves reflected by the solid boundary, which are difficult to be distinguished as we further reduce the distance. The comparison between small and large distances suggests that the near-wall collapses generate less wave energy due to the non-spherical characteristics, but with a longer duration in the computational domain.


Figure 6. Flow fields with pressure contours for three time instants at $\gamma=12.5$, demonstrating different dominant forms of energy: (a) potential energy, (b) kinetic energy and (c) wave energy.

Figure 8 shows the variations of kinetic energy with time for various distances. Again, their overall trends are the same, as we have discussed in Figure 5, and they are consistent with the wave energy variations shown in Figure 7. There are also some slight differences among various distances. In short, the wall effects on kinetic energy can be concluded as: first, the drop of kinetic energy is delayed as the bubble is placed closer to the wall. Second, the sharp peak is replaced by broader distributions of the kinetic energy as the bubble stays closer to the wall. Both conclusions are consistent with the wave energy variations, as shown in Figure 7.


Figure 7. Wave energy variations in the flow fields at different values of $\gamma$.


Figure 8. (a) Kinetic energy variations in the flow fields at different values of $\gamma$, and the enlarged views around the peak regions are shown in (b).

### 3.2. Collapses of Multiple Bubbles

The asymmetric bubble collapse can be brought by placing a solid wall, as we have studied in the last section for a single bubble, it can also be caused by the presence of nearby bubbles. In this section, we study the collapses of multiple bubbles, or more specifically, 8 bubbles, which are placed in a cubic region with two layers, and 4 bubbles on each layer.

In Table 2, we present the peak values of both the kinetic and wave energies, as well as their conversion rates. The value of $\mathrm{E}_{k}$ slightly grows with the distance $\gamma$, while $\eta$ decreases as $\gamma$ increases. In specific, the energy conversion rate at $\gamma=1.5$ is approximately twice of that at $\gamma=11.25$.

To examine the dynamic evolutions of individual bubbles, in Figures 9 and 10, we present the instantaneous shapes of the bubbles in three subsequent time instants. As shown in Figures 9a and 10a for the initial bubble configurations, the two cases represent respectively the small ( $\gamma=1.5$ ) and large ( $\gamma=11.5$ ) distances of the bubbles away from the solid wall. For the small distance, as shown in Figure 9, the wall effect leads to asymmetric collapses of the bubble cluster, with the bubbles in the upper layer collapsing faster than that in the lower layer, due to the solid wall below the lower layer. While at $\gamma=12.5$, as shown in Figure 10, the asymmetry is brought only by the presence of nearby
bubbles, therefore, the collapses and the evolutions of bubbles are symmetric with respect to the symmetry plane between the two layers, which is a straightforward demonstration that the solid wall does not affect the bubble collapse markedly when they are spaced sufficiently far away. The two cases differ in the focal point. For the large distance case, the jetting flows from all bubbles point to the centre of the bubble cluster, while for the small distance case, the focal point shifts towards the solid wall.

Table 2. Energies and their conversion rates for multiple bubbles.

| $\gamma$ | $E_{k}(\mathrm{~mJ})$ | $E_{\text {wave }}(\mathrm{mJ})$ | $\eta(\%)$ |
| :---: | :---: | :---: | :---: |
| 1.5 | 27.96 | 2.97 | 11.31 |
| 2.0 | 28.65 | 2.96 | 11.27 |
| 3.75 | 29.91 | 2.09 | 7.96 |
| 6.25 | 29.28 | 2.03 | 7.73 |
| 11.25 | 30.04 | 1.40 | 5.33 |


(a)

(c)

(b)

(d)

Figure 9. Deformations of multiple bubbles at $\gamma=1.5$ for (a) the initial shapes (side view), (b) $\mathrm{T}=80 \mu \mathrm{~s}$, (c) $\mathrm{T}=340 \mu \mathrm{~s}$ and (d) $\mathrm{T}=400 \mu \mathrm{~s}$.

Figure 11a presents the potential energy variations of multiple bubbles. The drops of potential energy slow down at the small distances, which is apparent, because the collapses of bubbles have been delayed due to the confinement of the solid wall. Comparing to the single bubble, for the multiple bubbles, the solid wall plays a similar role, as the bubbles are very close to the wall. However, the trend of wave energy conversion is quite different with that of the single bubble, which might be raised by the strongly nonlinear interactions between the bubbles. Similar comparisons can be made in the kinetic energy variations, as shown in Figures 8 b and 11b.


Figure 10. Deformations of multiple bubbles at $\gamma=11.5$ for (a) the initial shapes (side view), (b) $\mathrm{T}=80 \mu \mathrm{~s}$, (c) $\mathrm{T}=315 \mu \mathrm{~s}$ and (d) $\mathrm{T}=340 \mu \mathrm{~s}$.


Figure 11. (a) Potential energy and (b) kinetic energy variations in the flow fields for the collapses of multiple bubbles.

The most remarkable difference between the single bubble and the multiple bubbles lies in the wave energy. Figure 12 presents the wave energy variations in the simulations of multiple bubbles. In contrast to that of the single bubble (see Figure 7), here, the ascending and descending branches of the wave energy variations are nearly symmetric with respect to the peak location. The peak values of wave energy for the small distance cases are higher than that of the large distance cases, resulting in the same behaviour for the energy conversion rate. This relationship between the peak wave energy is opposite to that of the single bubble.


Figure 12. Variations of wave energy in the flow fields during the collapsed of multiple bubbles.

## 4. Conclusions

In the present work, we carry out numerical simulations to study the collapses for both a single bubble and a bubble cluster with 8 bubbles. Different forms of energy are evaluated to understand the underlying physical mechanisms of bubble collapse.

The first part concentrates on a single bubble collapsing near a solid wall. The intuitive physical rule tells that the energy should be conserved, which has indeed been observed during the first stage of collapse. As the bubble shrinks, the potential energy determined by the vapour volume converts into kinetic energy. Further, as the bubble vanishes, a part of kinetic energy starts to convert into other energy forms such as wave energy, or is lost due to the thermal and acoustic damping mechanisms, which have unfortunately not been considered in the current simulations. We report that a rigid boundary can affect the process of bubble collapse by deforming the bubble into non-spherical shapes, delaying the collapse, and consequently decreasing the conversion rate.

For a cluster consisting of 8 bubbles, their collapses are more complicated than the single bubble case, because the individual bubbles can be affected by both the solid wall and the surrounding bubbles, and both can break the symmetry of their geometric configurations. By examining the evolutions of individual bubbles during the collapse, we observe that when the bubbles are far away from the solid wall, the jetting flows from all bubbles point towards the cluster centre, while the focal point shifts towards the solid wall as the cluster is located very close to the wall. Moreover, we find that the collapse differentiates from the single bubble case mainly in the relationship between the bubble-wall distance and the wave energy, or equivalently the energy conversion rate.
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#### Abstract

When operated under large water immersion, surface piercing propellers are prone to be in heavy load conditions. To improve the hydrodynamic performance of the surface piercing propellers, engineers usually artificially ventilate the blades by equipping a vent pipe in front of the propeller disc. In this paper, the influence of artificial ventilation on the hydrodynamic performance of surface piercing propellers under full immersion conditions was investigated using the Computational Fluid Dynamics (CFD) method. The numerical results suggest that the effect of artificial ventilation on the pressure distribution on the blades decreases along the radial direction. And at low advancing speed, the thrust, torque as well as the efficiency of the propeller are smaller than those without ventilation. However, with the increase of the advancing speed, the efficiency of the propeller rapidly increases and can be greater than the without-ventilation case. The numerical results demonstrates the effectiveness of the artificial ventilation approach for improving the hydrodynamic performance of the surface piercing propellers for high speed planning crafts.
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## 1. Introduction

Surface-piercing propellers (SPPs) are also known as Surface penetrating propellers. The SPP is so named because part of the propeller is above the water surface and the rest is under the water during normal operation. Compared with the conventional propellers, the SPPs mainly have the following three advantages (Ding et al. [1]): (1) the resistance of the appendages, such as the paddle shaft and the shaft bracket, is minimized; (2) propeller diameter is no longer limited by some parameters such as soak depth and stern frame; and (3) the cavitation erosion on the blade surface is substantially reduced. Due to these advantages, the SPPs become an optimal choice for high-speed boats and some shallow draft ships, and thus have really good application prospects.

However, in some cases the SPPs might be operated under the large water immersion, e.g., the boats are at the bow-up status, which makes the SPPs be in heavy load conditions. One of the practical approaches to solve this problem is setting an aeration pipe in front of SPPs to ventilate the blades. This approach has been adopted in some actual boats and achieved significant results. Nonetheless, few attentions have been paid on how the ventilation of blades improves the hydrodynamic characteristics of SPPs. To this end, this paper is dedicated to investigate the influence of the ventilation of blades on the hydrodynamic performance of SPPs using numerical methods.

In some simplified studies, the surface-piercing process of an SPP blade can be deemed as the water-entry process of a 2D profile, which is easy to be understood. Zhao et al. [2] used the non-linear boundary element method to investigate the characteristics of the sprays generated by the water-entry
of wedges with different bottom-angles. It was found that the increase of the wetted area directly leads to a great slamming pressure on the wetted surface. And when the slope angle of the bottom is larger than $30^{\circ}$, there is no typical slamming pressure concentration phenomenon due to the smaller wetted surface. Young et al. [3], in his doctoral dissertation, carried out similar studies on the water-entry of wedges, and analyzed the pressure distribution on the wetted surface of a flat plate under different entry angles.

Yari et al. [4] conducted a preliminary study on a wedge entering the water under different inclination angles. The obtained pressure distribution, free surface deformation, and so on agree well with the experimental data. Yu et al. [5] carried out a numerical study on the water entry problem of a 2 D cross-section profile, and found that the cup shape of the trailing edge can enhance the hydrodynamic load on the edge, while reducing the lift-to-drag ratio as well as the efficiency of the propeller.

Ghassemi et al. [6] investigated the hydrodynamics of SPPs named SPP-1 and SPP-2 under full and half immersed conditions using a boundary element method (BEM). The numerical results agree well with experimental ones. In the study, they found that the Weber number has significant influence on the ventilation status of the SPP. Kinnas et al. [7] studied the bubble flow around the hydrofoil and SPPs using a BEM, in which they investigated the hydrodynamic effects of the bubble flow on the hydrofoil and SPPs with various blade profiles. Young et al. [8,9] carried out a series of studies on large-scale SPPs and super-vacuum paddles also by using the BEM, which contributed to the knowledge of the hydrodynamics of these propellers.

With the development of the computer technology, the CFD methods become popular and play the role of benchmark in the numerical studies on surface-piercing propellers. Young et al. [3] predicted the hydrodynamic performance of large-scale surface paddles using a coupled boundary element method-finite element method (BEM-FEM), and found that the numerical results compared well with those obtained by the Reynolds Averaged Navier-Stokes (RANS) solver (Fluent software), in which the Reynolds stress tensor was modeled using the SST form of the $k-\omega$ turbulence model. Shi et al. [10] investigated the wake of surface-piercing propellers, as well as the pulsating pressure on the paddles and the deformation of the free surface after the paddles. Alimirzazadeh et al. [11] employed the OpenFOAM software to study the hydrodynamic performance of SPP-841B surface paddle under different sway angles and immersion depths. In the study, the $k-\omega$ based Shear Stress Transport (SST) model with automatic wall functions (mixed formulation) was employed. The numerical results agree with experimental ones well under different immersion depths, while poorly under different sway angles. They found that increasing the yaw angle would decrease the thrust coefficient and torque coefficient, while the efficiency was improved. In addition, the maximum efficiency point has not been achieved at the zero shaft yaw angle, due to the implementation of SPPs.

Obviously, in the existing works the most attention has been paid to investigating the hydrodynamic performance of SPPs under the natural operation conditions, while very little attention has been paid on the artificial ventilated SPPs. It is believed that the hydrodynamic characteristics of the artificial ventilated SPPs should be significantly different from the without-ventilation case. Thereby, we were motivated to study the SPPs under artificial ventilation conditions. In this paper, a right-handed three-blade paddle was proposed for the investigation, and an aeration pipe was installed in front of the paddle disk for the ventilation purpose. The numerical simulation was carried out based on the commercial CFD software Star-CCM+ [12]. The rotation of the blades was realized by using the overlapped mesh technique.

## 2. SPP Model and Numerical Setup

The submergence ratio of SPPs is defined as $I t=h / D$, where $h$ denotes the immersion depth of the propeller disc, $D$ is the diameter of the propeller, as shown in Figure 1.


Figure 1. The submergence ratio of surface-piercing propellers (SPPs), which is defined as the ratio of the immersion depth $h$ to the propeller diameter $D$.

Generally, the SPPs work on the water-air interface, and the blades rush into and out of the water in a staggered manner. In this process, the air is sucked into the water forming an air cavity, which connects the atmosphere and the paddle. This phenomenon is known as the ventilation of SPPs.

When the submergence ratio is sufficient large, the torque on the paddle will dramatically increase. For the adjustable SPPs, the torque can be reduced by decreasing the immersion depth. For the fixed SPPs, however, it is commonly difficult to adjust the immersion depth. Although the paddle may pump some air into water when it rotates, the torque can still be very large. For the purpose of torque reduction, an aeration pipe is generally installed in front of the paddle to ventilate the blades and thus reduce the torque.

### 2.1. SPP Model

The SPP proposed for the calculation is the SPP-1 type surface-piercing propeller model given in Table 1 [6], with the rotation direction being right-handed and the profile being S-C type. The diameter of the aeration pipe is 50 mm , and the distance from the outlet of the aeration pipe to the paddle surface is 100 mm . The sketch of the propeller and the vent pipe are shown in Figure 2.

Table 1. SPP-1 propeller geometric parameters [6].

| Parameters |  |
| :--- | :--- |
| Diameter $D$ | 0.2 |
| Tilt angle $/{ }^{\circ}$ | 10 |
| Number of leaves $Z$ | 3 |
| Pitch ratio $P / D$ | 1.6 |
| Disk ratio $A E / A O$ | 0.5 |
| Hub diameter ratio $d / D$ | 0.2 |
| Side angle $/^{\circ}$ | 0 |
| Profile | S-C |



Figure 2. The sketch of the propeller and the vent pipe.

### 2.2. Control Equation

Under the full immersion condition, ventilation through the aeration pipe allows the paddle always being in an unsteady air-water two-phase flow field. The VOF (volume of fluid) model [13] was selected for capturing the interface between water and air. Air and water in the flow field are deemed incompressible.

Mass conservation equation can be written as:

$$
\begin{equation*}
\frac{\partial p}{\partial t}+\nabla(\rho \vec{\mu})=S_{m} \tag{1}
\end{equation*}
$$

The above equation is a general expression of the mass conservation equation, where the term $S_{m}$ can be any user-defined source term added to the continuity term.

The momentum equations are given as:

$$
\begin{equation*}
\frac{\partial\left(\rho \mu_{i}\right)}{\partial t}+\frac{\partial\left(\rho \mu_{i} \mu_{j}\right)}{\partial x_{j}}=-\frac{\partial p}{\partial x_{i}}+\frac{\partial}{\partial x_{j}}\left(\mu \frac{\partial \mu_{i}}{\partial x_{j}}-\rho \overline{\mu_{i}^{\prime} \mu_{j}^{\prime}}\right)+S_{i} \tag{2}
\end{equation*}
$$

where $\mu_{i}$ is the velocity component in the xi direction $(i, j=1,2,3)$ of the Cartesian coordinate system, $p$ the fluid pressure, $\rho$ the fluid density, $\mu$ the dynamic viscosity coefficient, $t$ the time, and $S_{i}$ the volume force.

In this paper, the $k-\omega$ SST $[14,15]$ was employed as the turbulence model, which could take the transport characteristics of turbulent shear forces into account, and make possible to obtain more accurately results of the flow separation in the counter pressure gradient region [16].

### 2.3. Computational Domain and Grid Division

In order to make the flow field around the propeller be fully developed, and the numerical results be accurate and reliable, the size of the flow domain in the simulation should be large enough. In practice, the entire flow domain is divided into two parts: a cylindrical rotating zone containing the paddle and an outer cylindrical stationary zone. The outer diameter of the stationary zone is 5.0D, the inlet is $3.5 D$ from the paddle plane, and the outlet is 7.0 D from the paddle plane. The diameter of the rotation domain is $1.2 D$, and both end surfaces of the cylinder are $0.45 D$ from the paddle surface. Figure 3 shows an oblique view of the propeller's computational domain.


Figure 3. Oblique view of propeller and computational field.
To simulate the rotation of the paddle in the flow field, the overlapped mesh method was employed. At the overlapping domain between the stationary and the rotational domains, the information of the flow field is exchanged through the overlapping grids. The mesh in the overlapping domain should be the same size as much as possible. We set the polyhedral mesh in the inner rotational domain, while the cutting body mesh in the outer stationary domain. Moreover, local mesh densification was performed around the overlapping domain. Finally, the total number of
grids is 3.5 million, in which the rotation domain is 1.7 million, and the stationary domain is 1.8 million. The min and max size of computational grids are $7.65 \times 10^{-4} \mathrm{~mm}$ and 11 mm , respectively. The surface mesh is shown in Figure 4.


Figure 4. Mesh on the propeller and aeration pipe.

### 2.4. Grid Convergence

Let $Y+$ be the non-dimensional wall distance defined as $Y+\equiv u_{*} y / v$, where $u_{*}$ is the friction velocity at the nearest wall, $y$ the distance to the nearest wall, and $v$ the local kinematic viscosity of the fluid. In this sub-section the sensitivity of numerical results with respect to $Y+$ is studied. Generally, the range of dimensionless wall distance $Y+\approx 30 \sim 100$ is acceptable for blade surfaces. Table 2 lists the error of the thrust coefficient $K_{t}$ and torque coefficient $10 K_{q}$ compared with the test value with different $Y+$ value. It can be seen that three errors reach minimum when the $Y+$ is equal to 60 . Therefore, we set $Y+=60$ in the meshing setup.

Table 2. Results for the $Y+$ for selection.

| $\boldsymbol{Y}+$ | $\boldsymbol{K}_{t}$ | $\mathbf{1 0}_{\boldsymbol{q}}$ | ${\text { Error } \boldsymbol{K}_{\boldsymbol{t}}}$ | Error10 $_{\boldsymbol{q}}$ |
| :--- | :--- | :--- | :--- | :--- |
| Exp. | 0.3093 | 0.8579 |  |  |
| 30 | 0.2759 | 0.7758 | $-10.81 \%$ | $-9.57 \%$ |
| 40 | 0.2791 | 0.7840 | $-9.77 \%$ | $-8.61 \%$ |
| 50 | 0.2825 | 0.7956 | $-8.69 \%$ | $-7.26 \%$ |
| 60 | 0.2857 | 0.8016 | $-7.65 \%$ | $-6.56 \%$ |
| 70 | 0.2836 | 0.7977 | $-8.33 \%$ | $-7.01 \%$ |
| 80 | 0.2800 | 0.7843 | $-9.48 \%$ | $-8.57 \%$ |
| 90 | 0.2786 | 0.7779 | $-9.95 \%$ | $-9.32 \%$ |

Grid convergence study is important in the mesh generation process. Here four grid numbers, 1.77 million (G1), 2.5 million (G2), 3.5 million (G3), and 5 million (G4) are selected for the convergence study. The grid number and simulation results are given in Table 3. From these results, it is clearly noticed that with the growth of grid number, the results get closer to the experimental ones, i.e., the grid convergence can be guaranteed in these numbers. However, the greater the grid number, the lower computational efficiency for the numerical simulation. It is found that the accuracy was only slightly improved in the G4 case at the expense of a lot of calculation time. Hence, when determining the grid number, one should make a compromise between accuracy and efficiency. In this paper, the fine mesh of G3 was adopted in the present simulations, which achieves both computational efficiency and accuracy.

Table 3. Results from the grid convergence.

| Grid | Control Volumes | $\boldsymbol{K}_{\boldsymbol{t}}$ | $\varepsilon \boldsymbol{K}_{\boldsymbol{t}}$ | $10 \boldsymbol{K}_{\boldsymbol{q}}$ | $\varepsilon \boldsymbol{K}_{\boldsymbol{q}}$ |
| :--- | :--- | :--- | :--- | :--- | :--- |
| G1 | $1,770,000$ | 0.2756 | $10.89 \%$ | 0.7761 | $9.53 \%$ |
| G2 | $2,500,000$ | 0.2806 | $9.28 \%$ | 0.7874 | $8.21 \%$ |
| G3 | $3,500,000$ | 0.2857 | $7.63 \%$ | 0.8016 | $6.65 \%$ |
| G4 | $5,000,000$ | 0.2884 | $6.77 \%$ | 0.8070 | $5.93 \%$ |

### 2.5. Boundary and Initial Conditions

Due to the air-suck phenomenon, the flow around the surface-piercing paddle is usually an air-water two-phase unsteady one. The density of water and air in the simulation is $997.56 \mathrm{~kg} / \mathrm{m}^{3}$ and $1.18 \mathrm{~kg} / \mathrm{m}^{3}$, respectively. The dynamic viscosity of water and air is $8.89 \times 10^{-4} \mathrm{~Pa} \cdot \mathrm{~s}$ and $1.86 \times 10^{-5} \mathrm{~Pa} \cdot \mathrm{~s}$, respectively. The VOF approach was employed to track the air-water interface. The principle of this approach is to determine the interface by counting the volume ratio function of the fluid in each cell rather than the motion of the particle on the free surface.

The fluid density can be expressed as:

$$
\begin{equation*}
m \frac{d v}{d t}=\sum \alpha_{m} \rho_{m} \tag{3}
\end{equation*}
$$

where $\alpha_{m}$ is the volume fraction of the $m$ th type of fluid in each cell, which satisfies the following condition:

$$
\begin{equation*}
\sum_{m=1}^{n} \alpha_{m}=1 \tag{4}
\end{equation*}
$$

In this paper, velocity inlet was divided into air velocity inlet and water velocity inlet. Both inlets have the same velocity vector. The volume fraction of the overall inlet was set as the mixture of air and water fractions, where the volume fraction of air at the air velocity inlet was set to 1 , and the water volume fraction was set to 0 . The outlet is set as a pressure outlet and the standard atmospheric pressure is made as the reference pressure. The outer wall of the stationary zone is set as a plane of symmetry, and the surfaces of the surface-piercing paddle and the vent pipe are set to be non-slip and non-penetrable. The outer boundary of the rotation domain is set to overlapped grids.

The second-order schemes were applied for spatial discretization and linear interpolation, as well as the time integration. The time step is $6.94 \times 10^{-5} \mathrm{~s}$, during which the propeller rotates $1^{\circ}$ under the given rotational speed. As suggested by Blocken and Gualtieri [17], this time step makes the condition CFL $\leq 1$ satisfied. The numerical calculation was performed on a PC with an Intel Xeon CPU X5690 ( 6 cores, 3.46 GHz ), and one case simulation approximately costs 40 h .

### 2.6. Validation of the Numerical Setup

To verify the aforementioned numerical setup, the hydrodynamic performance of a propeller in the open water was investigated and compared with experimental results from Ghassemi et al. [6]. The main parameters of the SPP-1 propeller are listed in Table 1. The hydrodynamic characteristics are plotted using solid lines (see Figure 5). Let $T, Q, n$, and $V_{A}$ be the thrust, torque, rotational speed, and forward speed of the propeller, respectively. The relevant parameters for the propeller can be nondimensionalized as follows.

Speed coefficient:

$$
\begin{equation*}
J=\frac{V_{A}}{n D} \tag{5}
\end{equation*}
$$

Thrust coefficient:

$$
\begin{equation*}
K_{t}=\frac{T}{\rho n^{2} D^{4}} \tag{6}
\end{equation*}
$$

Torque coefficient:

$$
\begin{equation*}
m \frac{d v}{d t}=f \tag{7}
\end{equation*}
$$

Promote efficiency:

$$
\begin{equation*}
\eta=\frac{K_{t}}{K_{q}} \frac{J}{2 \pi} \tag{8}
\end{equation*}
$$

In the numerical and experimental setup, the submergence ratio for the propeller is $I t=1 / 3$, and the rotational speed is $n=2400 \mathrm{rpm}$. The speed coefficient $J$ ranges from 0.85 to 1.45 , which was obtained by varying the magnitude of the incoming flow velocity $V_{A}$.

By using the CFD solver, we obtained the thrust coefficient $K_{t}$, the torque coefficient $10 K_{q}$ of the propeller, and the open water efficiency $\eta .10 K_{q}$ is used due to the fact that $K_{q}$ is one order smaller than $K_{t}$ and $\eta$. Figure 5 compares the CFD results with the experimental ones given in Table 1 [6].


Figure 5. Comparison of CFD and experimental results at $I t=1 / 3$.
As shown in Figure 5, the thrust coefficient $K_{t}$ obtained by the CFD is slightly larger than the experimental one when $J=0.85-1.30$, and then the discrepancy gradually decreases with the growth of $J$. The torque coefficient $10 K_{q}$ has a similar trend but the discrepancy between CFD and experimental results is slightly larger than that in the $K_{t}$ case. In contrast, the open water efficiency $\eta$ obtained by the CFD is always slightly smaller than the experimental one when $0.85<J<1.30$, but the error rapidly grows with $J$ when $1.30<J<1.45$ and reaches its maximum $12 \%$ at $J=1.45$. This study demonstrates that the numerical setup in the CFD solver is effective and can provide the required precision for the hydrodynamic simulation of the propeller with the existence of air-water interface.

## 3. Numerical Results of the Ventilated SPP

### 3.1. Calculation of Hydrodynamic Coefficient of Wigley Ship

Figure 6 depicts the wake of the ventilated SPP at $J=1.15$, from which it can be seen that the majority of the air stream flow bypasses the hub, while the rest of the flow is swung away by the rotating blades. Figure 6 displays a snapshot of the air volume fraction (green color) flowing around the rotating propeller. One can find that the trailing edges are enclosed by air bubbles due to the relatively low pressure around them. The air bubbles on the trailing edges generally stretch from the root to the tip of the blades, though on the leading edges the bubbles may only concentrate around the root domain of the blades. In the wake, three helical air bubbles are forming and rotating about the centric air stream. In the near propeller F field, the helical air bubbles and the centric air stream are connected to each other. With the flow moving downstream, the helical air bubbles gradually separate
from the centric air stream, and then both helical air bubbles and centric air stream keep breaking into smaller bubbles until all of them disappear in the far field. Through setting up the interface and defining two-phase flow displayable distribution, it also shows the air and water distribution on the two cross sections $x / D=-0.5$ and $x / D=-1.0$ after the paddle plane. The red and blue colors refer to air and water, respectively. It can be seen that the air-content ratio gradually decreases along the downstream direction of the wake.


Figure 6. The wake after the ventilated propeller at $J=1.15$ when $x / D=-1.0$ (left section) and $x / D=-0.5$ (right section).

### 3.2. Effect of Ventilation on the Hydrodynamic Performance of the SPP

Table 4 compares the numerical results for the ventilated SPP with the unventilated one under full submergence condition.

Table 4. Numerical results for the SPP under full submergence conditions.

| Speed Coefficient $J$ | Unventilated SPP |  |  | Ventilated SPP |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $K_{t}$ | $10 K_{q}$ | $\eta$ | $K_{t}$ | $10 \boldsymbol{K}_{q}$ | $\eta$ |
| 0.85 | Value | 0.3763 | 0.9679 | 0.5259 | 0.3199 | 0.8452 | 0.5120 |
|  | Variation/\% |  |  |  | -14.99 | -12.68 | -2.64 |
| 1.00 | Value | 0.3093 | 0.8579 | 0.5738 | 0.2749 | 0.7441 | 0.5880 |
|  | Variation/\% |  |  |  | -11.12 | -13.26 | 2.47 |
| 1.15 | Value | 0.2495 | 0.7502 | 0.6087 | 0.2308 | 0.6462 | 0.6537 |
|  | Variation/\% |  |  |  | -7.49 | -13.86 | 7.39 |
| 1.30 | Value | 0.1897 | 0.6426 | 0.6108 | 0.1867 | 0.5389 | 0.7168 |
|  | Variation/\% |  |  |  | -1.58 | -16.14 | 17.35 |

From Table 4, it can be seen that the thrust coefficient $K_{t}$ and torque coefficient $10 K_{q}$ of the propeller decrease after ventilation. With the growth of the speed coefficient $J$ (from 0.85 to 1.30 ), the influence of ventilation on the thrust coefficient $K_{t}$ gradually diminishes, while the effect on the torque coefficient $10 K_{q}$ is reinforced. On the other hand, the efficiency $\eta$ of the ventilated propeller is slightly less than the unventilated one under low speed coefficient $J$. However, with the growth of the speed coefficient $J$, the efficiency $\eta$ of the ventilated propeller quickly increases as compared to the unventilated one.

As one sees, the thrust $T$ and the torque $Q$ decrease after ventilation. This is mainly due to the fact that the air bubbles attached to the surfaces of the blades after ventilation. However, with the growth of the speed factor, the effect of the ventilation on the thrust coefficient $K_{t}$ is getting weaker, while the effect on the torque coefficient $10 K_{q}$ becomes stronger, which makes the efficiency $\eta$ of the ventilated propeller greater than the unventilated one.

### 3.3. Effect of Ventilation on the Pressure Distribution

Figure 7 portrays the pressure distribution cloud on the blades of the unventilated SPP at $J=0.85$. Figure 7a,b show the pressure distribution on the pressure surface and the suction surface, respectively. The arrows in the figures indicate the rotational direction of the propeller. From Figure 7a, one notes that on the pressure surface the high pressure is mainly concentrated on the region near the leading edge of the blades. Obviously, the closer the leading edge, the higher the pressure. While the closer the trailing edge, the lower the pressure. On the thick trailing edge, the pressure may even be negative. In contrast, as shown in Figure 7b, the lower pressure mainly locates on the region near the leading edge of the blades.


Figure 7. The pressure distribution on the blades at $J=0.85$ under unventilated condition. (a) The pressure distribution on the pressure surface; (b) The pressure distribution on the suction surface.

As shown in Figure 7b, there exists a pressure jump near the leading edge, which is caused by the geometric characteristics of the SPP, i.e., the relative large pitch of the SPP induces a vortex formed after the leading edge, as shown in Figure 8. Figure 8a,b depict a non-dimensional velocity distribution cloud at the 0.5 R section and a non-dimensional tangential velocity vector near the leading edge, respectively. The flow velocity is nondimensionalized with respect to the forward speed of the propeller $V_{A}$. From Figure 8a,b, one can find that there exists a high flow velocity zone on the suction surface near the leading edge. The local high velocity produces a sudden pressure drop on the suction surface. Moreover, it can be seen from Figure 8a that around the root of the thick trailing edge, the flow velocity is also very high, which makes the pressure in this zone be low and thus the air bubbles can adhere to this zone.


Figure 8. Non-dimensional velocity distribution cloud at $0.5 R$ section. (a) The non-dimensional velocity cloud; (b) The non-dimensional velocity vector cloud near the leading edge.

Figure 9 shows the pressure distribution on the surfaces of the ventilated SPP. Figure 9a,b are the pressure distribution on the pressure surface and the suction surface, respectively. Comparing Figure 9a with Figure 7a, it can be found that the pressure on the trailing edge of the pressure surface increases after ventilating due to the fact that air bubbles adhere to it. On the other hand, comparing Figure 9b with Figure 7b, it can be found that the area of the high pressure zone on the suction surface is significantly increased. This is because of the adsorption of air on the suction surface after ventilation. The increase in the area of the high pressure zone on the suction surface results in a reduction in the thrust and torque of the SPP.

Figure 10 plots the pressure distribution at $J=0.85$ on various profiles $(0.24 R, 0.50 R$ and $0.70 R)$ of the ventilated/unventilated SPP. $C_{p}$ is the pressure coefficient. Blue and red lines refer to the pressure distribution profiles of the unventilated and ventilated SPP, respectively. From Figure 10a one can see that on the profile near the root $(0.24 R)$, when there is no ventilation, the difference between the pressure on the pressure surface and the one on the suction surface is very large, especially near the leading edge. After ventilating, the pressure on the suction surface of the blade significantly increases and evenly distributes along the entire chord direction. The pressure almost remains unchanged because the air bubbles completely cover the root region of the blades, and in the vicinity of the leading edge $(x / C \leq 0.1)$, the pressure on the pressure surface and the suction surface are almost the same. This is because both the pressure surface and suction surface near the leading edge are covered by the air bubble. The same phenomenon can be observed around the trailing edge.

(a)

Figure 9. Cont.

(b)

Figure 9. The pressure distribution on the blades at $J=0.85$ under ventilated condition. (a) The pressure distribution on the pressure surface; (b) The pressure distribution on the suction surface.

(a)

(b)

Figure 10. Cont.

(c)

Figure 10. The pressure distribution profiles at $J=0.85$. (a) The pressure distribution profile at $0.24 R$; (b) The pressure distribution profile at $0.50 R$; (c) The pressure distribution profile at $0.70 R$.

As shown in Figure 10b, on the profile 0.50 , the pressures on the pressure surface of the ventilated and unventilated SPP are almost the same. And only on the suction surface the pressure from the ventilated SPP is slightly bigger than the unventilated one due to the ventilation.

On the profile closer to the tip of the blade ( 0.70 R ), see Figure 10c, the pressure distribution on the pressure surface of the ventilated and unventilated SPP are completely the same. Only in the vicinity of the guide edge were the pressures on the suction surface of the ventilated and unventilated SPP slightly different, which is due to the non-uniformity of the flow field.

Comparing Figure 10a-c, one observes that the effect of ventilation on the pressure distribution of the SPP is limited to a zone in the vicinity of the blade root. In this zone, the ventilation has significant effect on the pressure. And along the outward radius direction, the effect of the ventilation gradually diminishes.

## 4. Conclusions

In this paper, the effect of artificial ventilation on the hydrodynamic performance of a surface-piercing propeller (SPP) was investigated using the CFD technique. The present work is different from previous works as follows. In previous works, such as Ghassemi et al. [6,7], Young et al. [9-11], and Alimirzazadeh et al. [13], the SPPs work under half immersed conditions with the propeller naturally ventilated. In such conditions, all blades experience periodic water-entry and water-exit processes. While in the present work, the SPP works under full immersion conditions with artificial ventilation through a vent pipe in front of the propeller disc. In such condition, all blades are partially surrounded by air bubbles, in which the phenomenon as well as the hydrodynamic performance of the SPP are significantly different from those given in literatures. The main conclusions are summarized as follows:
(1) The turbulence model SST and the overlapped mesh method can make faithful simulation for the ventilated SPP in unsteady flow field, and precisely forecast its hydrodynamic performance.
(2) In the wake of the ventilated SPP, there are three helical air bubbles that rotate about the centric air stream. With the flow moving downstream, the helical air bubbles and the centric air stream gradually break into smaller bubbles until all of them disappear in the far field.
(3) The effect of ventilation on the pressure distribution of the SPP is limited to a zone in the vicinity of the blade root (less than $0.5 R$ ). In this zone, the ventilation has significant effect on the pressure, and along the outward radius direction, the effect gradually diminishes.
(4) The thrust coefficient $\left(K_{t}\right)$ and torque coefficient $\left(10 K_{q}\right)$ of the propeller decrease after ventilation. However, with the growth of the forward speed of the SPP, the influence of the ventilation on
the thrust coefficient is smaller than on the torque coefficient, which makes the efficiency $(\eta)$ of the ventilated SPP, be significantly greater than that of unventilated SPP. The numerical results demonstrate the effectiveness of the ventilation approach for improving the hydrodynamic performance of the SPPs for high speed planning crafts.
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#### Abstract

In this paper, an improved lattice Boltzmann Shan-Chen model coupled with Carnahan-Starling equation of state (C-S EOS) and the exact differential method (EDM) force scheme is used to simulate the cavitation bubble collapse in the near-wall region. First, the collapse of a single cavitation bubble in the near-wall region was simulated; the results were in good agreement with the physical experiment and the stability of the model was verified. Then the simulated model was used to simulate the collapse of two cavitation bubbles in the near-wall region. The main connection between the two cavitation bubble centre lines and the wall surface had a $45^{\circ}$ angle and parallel and the evolution law of cavitation bubbles in the near-wall region is obtained. Finally, the effects of a single cavitation bubble and double cavitation bubble on the wall surface in the near-wall region are compared, which can be used to study the method to reduce the influence of cavitation on solid materials in practical engineering. The cavitation bubble collapse process under a two-dimensional pressure field is visualized, and the flow field is used to describe the morphological changes of cavitation bubble collapse in the near-wall region. The improved lattice Boltzmann Method (LBM) Shan-Chen model has many advantages in simulating cavitation problems, and will provide a reference for further simulations.


Keywords: collapse near a wall; double cavitation bubble; tilt distribution cavitation; parallel cavitation; pseudopotential lattice Boltzmann model

## 1. Introduction

When a liquid is heated at a constant temperature or depressurized by static or dynamic methods at a constant temperature, steam bubbles or vapour-filled cavitation bubbles appear and develop over time. Cavitating water in a low-pressure zone involves a large amount of vapour forming a two-phase flow, and when the water flows through a region with a higher pressure downstream, the cavitation bubbles collapse under the effect of the pressure or temperature. In the collapse event, the cavitation phenomenon includes the nascent development and collapse of cavitation bubbles, which is an unsteady compressible multiphase turbulent flow phenomenon involving mass transfer between the gas and liquid phases. During the collapse of the cavitation bubble, high pressure of up to thousands of atmospheres is generated. When the collapse of the cavitation bubble occurs within a certain distance from a solid sidewall, the sidewall is subjected to continuous impact, causing fracture or fatigue damage of the material, which leads to erosion and cavitation. Corrosion is associated with a series of problems such as mechanical efficiency reduction and equipment damage in devices. Therefore, the formation and collapse of cavitation bubbles near a wall has been a focus of cavitation research.

Cavitation phenomena were first observed experimentally using a flow field. Kling and Hammitt [1] and Lauterborn [2,3] used high-speed photography techniques to study spark- and laser-induced cavitation bubble collapse processes. Lauterborn [3] studied the collapse of cavitation
bubbles near a wall. Some scholars have also conducted in-depth physical research on cavitation [4-13]. However, although the bubble collapse process can be observed through this test method, data such as pressure field and velocity field are not available. With the development of numerical simulation technology, more methods have emerged to simulate the bubble collapse process, such as the interface tracking method, volume-of-fluid (VOF) method, and level set method. LBM is another new and efficient numerical simulation technology that has been developed as a digital model. Relative to traditional computational fluid dynamics (CFD), LBM has substantial advantages. Sukop and Or [14] first simulated the expansion and collapse of cavitation bubbles using the lattice Boltzmann Shan-Chen model; Chen et al. [15] used the lattice Boltzmann method to simulate two-dimensional cavitation within static and shear flows. The Rayleigh-Plesset equation results were compared with their simulation results. Shan et al. [16] and Zhou et al. [17] used LBM to simulate the growth and collapse of a single bubble under a two-dimensional pressure field and the sound field at a plane rigid wall. Kucera and Blake [18] used the mirror image method to simulate cavitation erosion of a plane rigid interface upon single bubble collapse near the interface and simulated bubbles near a rigid interface at different angles but did not consider the influence of cavitation on the flow field. Li et al. [19] used shadow photography and light deflection to investigate the motion of a single cavitation bubble core and the collapse time under different cone angles. Zhang et al. [20] investigated the three-dimensional (3D) cavitation bubble phenomenon at a low liquid pressure and successfully reproduced bubble growth in low-pressure water. Mishra et al. [21] investigated the coupling between the hydrodynamics of a collapsing cavity and the resulting solute chemical species introduced by cavitation based on the Shan-Chen multiphase model. Other scholars have carried out some numerical simulations on cavitation [22-33].

Previous simulations of cavitation have focused on the relationship between bubble collapse and the position of a single cavitation bubble relative to the boundary or the collapse of multiple cavitation bubbles, but no simulation of the density field or pressure field has been performed. In this paper, based on the Shan-Chen lattice Boltzmann method, a C-S state equation and an exact difference method that can accurately derive the external force term are coupled. The non-equilibrium extrapolation format and pressure boundary are used to simulate the collapse of a bubble in the near-wall region. First, the collapse evolution law of a single cavitation bubble is obtained, which is consistent with the physical experiment. On this basis, the collapse evolution law of two cavitation bubbles in the near-wall region is studied, and the collapse evolution law and flow field changes of two cavitation bubbles at different pressures are obtained.

## 2. Basic Principle of the LBM

LBM is considered to be one of the most effective methods to solve multiphase flow problems. Commonly used two-dimensional models are D2Q7, D2Q9, etc., where D is the dimension of space and Q is the number of discrete velocities. In this paper, the two-dimensional case is simulated, and in order to ensure the calculation accuracy, nine discrete velocities are used, so the D2Q9 model is used for simulation. The specific arrangement is shown in Figure 1.


Figure 1. D2Q9 model.

In the Boltzmann model, discrete particle distribution function $f_{i}$ is used to replace the fluid particle distribution function:

$$
\begin{equation*}
f_{i}\left(x+c e_{i} \Delta t, t+\Delta t\right)=f(x, t)-\frac{1}{\tau}\left[f_{i}(x, t)-f_{i}^{e q}(x, y)\right]+F_{i}(x, t) \tag{1}
\end{equation*}
$$

where $f_{i}(x, t)$ is a single particle density distribution function, $f_{i}^{e q}(x, t)$ is the equilibrium particle distribution function, $\tau$ is the relaxation time, and the kinematic viscosity is $v=c_{s}^{2}(\tau-0.5) \Delta t$. The discrete speed can be defined as

$$
\left[e_{1}, e_{2}, e_{3}, e_{4}, e_{5}, e_{6}, e_{7}, e_{8}, e_{9}\right]=c\left[\begin{array}{cccccccc}
0 & 1 & 0 & -1 & 0 & -1 & -1 & 1  \tag{2}\\
0 & 0 & 1 & 0 & -1 & 1 & -1 & -1
\end{array}\right],
$$

where $c=\Delta x / \Delta t$ is the grid velocity and $\Delta x$ and $\Delta t$ are the grid step and time step, respectively. The lattice sound velocity is $c_{s}=c / \sqrt{3}$. In the D2Q9 model, the equilibrium distribution function can be expressed as

$$
\begin{equation*}
f_{i}^{e q}(x, t)=\omega_{i} \rho\left[1+\frac{e_{i} u}{c_{s}{ }^{2}}+\frac{\left(e_{i} u\right)^{2}}{2 c_{s}{ }^{4}}-\frac{u^{2}}{2 c_{s}{ }^{2}}\right] \tag{3}
\end{equation*}
$$

where $u$ is the fluid velocity and $\omega_{i}$ is the weighting factor of the equilibrium distribution function, where $\omega_{1}=4 / 9, \omega_{i}=1 / 9(i=2,3,4,5), \omega_{i}=1 / 9(i=6,7,8,9)$. The discrete velocity weight coefficient is related to the discrete strategy. In the discretized velocity space, the macroscopic velocity and density of the fluid can be expressed as

$$
\begin{align*}
\rho & =\sum_{i} f_{i}(x, t)  \tag{4}\\
\rho u & =\sum_{i} f_{i}(x, t) e_{i} . \tag{5}
\end{align*}
$$

The single-component multiphase flow interaction force $F_{i}(x, t)$ is modelled as follows:

$$
\begin{equation*}
F(X, t)=-G \psi(X, t) \sum_{i=2}^{9} \xi \psi\left(X+e_{i} \Delta t, t\right) e_{i} \tag{6}
\end{equation*}
$$

where $G$ is the interaction strength and $\xi_{i}=1 / 9(i=2,3,4,5), \xi_{i}=1 / 36(i=6,7,8,9)$. According to Yuan and Schaefer (2006) [34], the interaction potential can be expressed as $\psi=\sqrt{2\left(p-\rho c_{s}\right) / G c_{s}^{2}}$, where $c_{s}=\sqrt{R T}$ is the lattice sound velocity. Through this interaction potential, different equations of state can be applied.

The C-S state equation can be expressed as follows:

$$
\begin{equation*}
p=\rho R T \frac{1+b \rho / 4+(b \rho / 4)^{2}-(b \rho / 4)^{3}}{(1-b \rho / 4)^{3}}-a \rho^{2} \tag{7}
\end{equation*}
$$

where $a=0.4963 R^{2} T_{c}^{2} / p_{c}$ and $b=0.18727 R T_{c} / p_{c}$. The critical parameters can be expressed as follows:

$$
\begin{align*}
T_{c} & =\frac{0.3773 a}{b R}  \tag{8}\\
p_{c} & =\frac{0.0706}{b^{2}} \tag{9}
\end{align*}
$$

The forces of the fluid act all over the objects placed in it, and how to integrate these forces into the LBM is very important. An EDM with second-order accuracy is suitable. The Boltzmann equation
is discretized in the velocity space, and the term in accordance with the LB equation is derived by the EDM. The external force term in Equation (1) can be expressed as

$$
\begin{equation*}
F_{i}=f_{i}^{e q}(\rho, u+F \Delta t / \rho)-f_{i}^{e q}(\rho, u) \tag{10}
\end{equation*}
$$

where $F$ is the total interaction force between the fluid and the solid.

## 3. Physical Model

In order to obtain the evolution of cavitation bubbles in the near-wall region, the physical models are shown in Figure 2.


Figure 2. Physical model. (a) (single bubble model); (b) (double bubbles model) ( $\mathrm{R}_{0}$ —bubble initial radius; $\mathrm{b}_{\mathrm{i}}$-distance; $\mathrm{P}_{\mathrm{V}}$-vapour pressure in bubble; $\mathrm{P}_{\infty}$ —ambient pressure).

The figure above shows the initial layout of the simulation. Here, (a) is the physical model of the study of the evolution of a single cavitation bubble in the near-wall region. $R_{0}$ is the radius of the cavitation bubble, $b$ is the distance from the centre of the cavitation bubble, $P_{v}$ is the pressure in the cavitation bubble, and $P_{\infty}$ is the pressure outside the cavitation bubble. The left and right boundaries are infinite areas, the upper boundary is the pressure inlet, and the lower boundary is the rigid wall. (b) is the physical model for the study of the evolution of the double cavitation bubble in the near-wall region. $b_{1}$ is the distance from the centre of the left cavitation bubble to the rigid wall, $b_{2}$ is the distance from the centre of the right cavitation bubble to the rigid wall, and $b_{3}$ is the horizontal distance of the centre of the two cavitation bubbles. The other settings are the same as those of the physical model of a single cavitation bubble in the study of the collapse of the near-wall region.

## 4. Simulation Content and Parameter Initialization Settings

In this paper, the numerical simulation of cavitation collapse in the near-wall region mainly includes three parts: First, the evolution law of the collapse of a single cavitation bubble in the near-wall region is obtained by numerical simulation, and the bubble deformation is compared with the results of classical experiments to verify the model. Second, the pressure field of the bubble is simulated and theoretically study the mechanism of the erosion of the bubble on the solid sidewall. Third, the previously validated model is used to study the evolution of the double cavitation bubble in the near-wall region. In this paper, if there is no special explanation, the unit in the text always uses the grid unit, the length unit is lu, the time unit is ts, the mass unit is mu , and the temperature unit is tu; thus, the density unit is $\mathrm{mu} \cdot \mathrm{lu}^{-3}$, and the pressure unit is $\mathrm{mu} \cdot \mathrm{lu}^{-1} \mathrm{ts}^{-2}$. The simulated initial layout is the same as the physical model. In the simulation, $T / T_{c}=0.689$ is used to simulate and the equilibrium pressure $p=0.0028 \mathrm{mu} \cdot \mathrm{lu}^{-1} \mathrm{ts}^{-2}$ is gotten by the equal area rule is. In the $\mathrm{C}-\mathrm{S}$ state of equation, $a=1$,
$b=4$ and $R=1$ [34] are adopted. The initial temperature is set to a specific temperature, the velocity is zero, and the density field is initialized as follows:

$$
\begin{equation*}
\rho(\mathrm{x}, \mathrm{y})=\left(\rho_{\text {liquid }}+\rho_{\text {gas }}\right) / 2+\left(\rho_{\text {liquid }}-\rho_{\text {gas }}\right) / 2 \cdot\left[\tanh \left(\left(2\left(\sqrt{\left(\mathrm{x}-x_{1}\right)^{2}+\left(\mathrm{y}-y_{1}\right)^{2}}-R_{0}\right) / W\right)\right]\right. \tag{11}
\end{equation*}
$$

where $\mathrm{x}_{1}$ and $\mathrm{y}_{1}$ is the location of the middle of the bubble at the initial moment, the hyperbolic tangent function tanh $=\left(e^{x}-e^{-x}\right) /\left(e^{x}+e^{-x}\right)$ and the phase interface width is $W=4$. Since the cavitation bubble radius is approximately ten times the width of the phase interface, it can obtain better numerical stability of the model, but it is essential to ensure that the bubble collapse is not affected by other boundaries and that the calculation cost is reduced. Therefore, our simulation calculation area is $401 \times 401$.

Through the C-S state equation, the P-V curve of the gas-liquid isotherm curve can be obtained, and then the Maxwell construction should be used, which can be stated as

$$
\begin{equation*}
\int_{V_{m, l}}^{V_{\mathrm{m}, \mathrm{~g}}} P d V_{m}=p_{0}\left(V_{\mathrm{m}, \mathrm{~g}}-V_{\mathrm{m}, l}\right) \tag{12}
\end{equation*}
$$

where $P$ is the pressure in the EOS and $p_{0}$ is a constant pressure. When the equation is established, $p_{0}$ is the equilibrium pressure, and $V m, g$ and $V m, l$ are the physical quantities that characterize the equilibrium gas pressure and the equilibrium liquid pressure, respectively. In addition, the coexistence densities $\rho_{v}$ and $\rho_{l}$ of gas and liquid, respectively, can also be determined by phase separation simulation with a slight random disturbance of the initial density. In the calculation process, $\rho_{l}$ need to be slightly adjusted to ensure $\rho_{l}$ has the same density as the pressure boundary so that an additional pressure difference between the inside and the outside of the bubble is obtained after the fluid balance in the entire calculation domain.

The collapse of cavitation bubbles under the influence of a single wall surface is studied, so infinite areas are needed on both the left and right sides to ensure the computing domain is unaffected by the boundary fluctuations. Under the premise of the minimum calculation area, the unbalanced extrapolation format is well suited for our needs. Therefore, the non-equilibrium extrapolation format is used for the left and right borders. The bottom boundary uses a standard bounce-back format. In addition, a pressure boundary condition is applied at the inlet, and the liquid pressure in the calculation zone is equal to the pressure boundary pressure.

## 5. Study of the Evolution of a Single Cavitation Bubble

Detailed experimental data have been obtained for the evolution of cavitation bubble collapse at different distances from the wall [35]. However, traditional experimental data and numerical simulation have great limitations. For example: Plesset and Chapman [36] made six assumptions, including negligible surface tension, constant vapour pressure and ambient pressure, an incompressible liquid, non-viscous flow, and no permanent gas, which are challenging to satisfy in experiments and LBM simulations, resulting in inapplicability to specific practical problems. In this paper, using the improved Shan-Chen model, numerical simulation data of cavitation bubble collapse at different locations are obtained at a specific temperature. This part of the study mainly consists of two parts: the first part verifies the simulation results by comparison with physical experiments, and the second part obtains the evolution law of the collapse of a single cavitation bubble in detail. The following is a comparative analysis of density field images of LBM numerical simulations and experimental images of cavitation bubbles collapsing at two different positions with the same radius and pressure. Through comparison with the experimental data of Philipp [35], the LBM calculation results which are shown in Figures 3 and 4 are found to be consistent with the qualitative analysis of the experimental data which are shown in Figures 5 and 6.

Figure 3 shows the change of density field during the collapse of cavitation bubbles. In this simulation, a dimensionless quantity $\lambda=b / R_{0}$ was introduced, which is the amount that characterizes the distance from the centre of the bubble to the wall. The figures below show cases with $\lambda=1.6$,
$R_{0}=80 \mathrm{lu}$ and $\lambda=2.5, R_{0}=80 \mathrm{lu}$. The cavitation bubble is initially a circle. The bubble size and the thickness of the gas-liquid boundary layer are controlled by Equation (11). Since the pressure difference exists inside and outside the bubble, the bubble is deformed by extrusion. Due to the influence of the bottom rigid sidewall, the longitudinal flow is blocked, and a negative pressure forms under the bubble to induce longitudinal expansion of the bubble. Due to the shrinkage and deformation of the bubbles, the volume is decreasing, and the surrounding liquid fills the space created by the bubbles, resulting in a decrease in the density and pressure around them. Then, the pressure of the upper pressure boundary is first transmitted to the upper surface of the bubble, and a high-pressure zone is formed in the upper part of the bubble that acts together with the low-pressure zone of the cavitation bubble to form a depression at the upper portion $(t=470)$. Due to the rebound effect of the liquid and the relatively high speed of movement of the upper portion of the bubble, a relatively large conical high-pressure region is formed in the upper portion, which is crucial in the subsequent deformation. Over time, the depression continues to expand $(t=530)$, and with the influence of the surrounding high pressure, the bubble gradually shrinks, assuming a crescent shape ( $t=570$ ). When the sag causes the upper surface of the bubble to touch the lower surface, a large pressure difference directly breaks down the empty bubble, forming a micro shock wave, which has a destructive effect on the wall surface $(t=588)$. At the same time, a complex sound field is generated, which causes additional damage to the rigid wall. By comparison, the morphology of cavitation bubble collapse differs for different dimensionless parameters $\lambda$ and $\Delta P$ is confirmed. In our simulation, a crescent-shaped bubble is formed at $\lambda=1.6$ and is then broken down to form two bubbles, which generates a micro-shock; however, at $\lambda=2.5$, the bubble is squashed directly. A crescent-shaped bubble is formed, but the bubble does not break in the middle and finally collapses in the form of a small bubble. The calculation results are consistent with the results of Philipp [35]. When the bubble is too far from the wall surface, the sidewall has a small retarding effect on the bubble, and a strong negative pressure is unlikely to form under the bubble, so when the bubble collapses, the bubbles are gradually crushed and collapsed, and the impact of the formed pressure on the wall surface is also alleviated.


Figure 3. Density field of the LBM simulation: $\lambda=2.5, R_{0}=80 \mathrm{lu}$.


Figure 4. Density field of the LBM simulation: $\lambda=1.6, R_{0}=80 \mathrm{lu}$.


Figure 5. Experimental images: $\lambda=2.5, R_{0}=1.45 \times 10^{-3} \mathrm{~m}$.


Figure 6. Experimental images: $\lambda=1.6, R_{0}=1.45 \times 10^{-3} \mathrm{~m}$.

## 6. Study of the Evolution of a Double Cavitation Bubble

In the previous section, the collapse evolution of a single cavitation bubble in the near-wall region was discussed, which was found to be in good agreement with the physical experiment, thus verifying the stability of the numerical simulation model. However, in actual engineering, cavitation bubbles do not appear alone. Cavitation clouds typically form in cavitation-concentrated areas, and hundreds of cavitation bubbles interact and collapse under the extra pressure; thus, the erosion of the wall is more complex. This research area merits further study and is instructive for the possibility of reducing cavitation damage. In our study, using the previously validated mathematical model, the collapse evolution law by simulating the collapse of two cavitation bubbles in the near-wall region under pressure induction was obtained. Taking two of these cases as examples, the evolution of the two cavitation bubbles in the near-wall region under pressure induction was analysed. For convenience of description, the left and right bubbles are designated left bubble (LB) and right bubble (RB), respectively. The spatial direction is set as shown in Figure 1. For example, the upper right is the $\mathrm{e}_{6}$ direction. Similar to the previous simulation, the dimensionless quantities $\lambda_{1}, \lambda_{2}$, and $\lambda_{3}$ is introduced, where $\lambda_{1}=b_{1} / R_{0}$, which is the amount that characterizes the distance of the LB centre from the wall; $\lambda_{2}=b_{2} / R_{0}$, which is the amount that characterizes the distance of the LB centre from the wall surface; and $\lambda_{3}=b_{3} / R_{0}$, which is the amount that represents the horizontal distance between the LB and RB centres.

### 6.1. Case 1: Numerical Simulation of Tilt Distribution Cavitation with Two Cavitation Bubbles

When $\lambda_{1}=1.2, \lambda_{2}=2.7$, and $\lambda_{3}=1.5$, the line connecting the centres of the two cavitation bubbles is at an angle of $45^{\circ}$ to the wall surface. The density field and the pressure field coupling with the velocity field of the cavitation bubble collapse process are shown in Figures 7 and 8, respectively.


Figure 7. Density field of cavitation bubble collapse.


Figure 8. Pressure field and velocity field of cavitation bubble collapse.
The cavitation bubble distribution at the initial moment is as shown by $t=1 \mathrm{ts}$, and the specific parameter settings are the same as the previous settings. The collapse process of each cavitation bubble was analysed. When the simulation proceeds to $t=200 \mathrm{ts}$, the change of LB is similar to the collapse of a single cavitation bubble. Due to the blockage of the wall surface, a low-pressure zone is formed in the bottom region, and $L B$ exhibits an elongated deformation state in the $\mathrm{e}_{5}$ direction. The $\mathrm{e}_{6}$ direction of the LB and the $\mathrm{e}_{8}$ direction of the RB are attracted to each other, and the opposite direction is deformed. If the gas density and the liquid density are in equilibrium at this time, the two cavitation bubbles would attract each other and eventually merge into a single bubble. However, since the liquid has been pressurized during the simulated initialization, the additional generated pressure prevents the emergence of the two bubbles. As the simulation progresses, the deformation is further aggravated, and the bubbles decrease under the action of additional pressure. Between them, the change of LB is the most easily detected. When the time reaches $t=350 \mathrm{ts}$, the LB is elongated and deformed due to the low pressure resulting from the blockage of the wall surface; the $\mathrm{e}_{6}$ direction of RB appears the same as the change of a single cavitation bubble in the near-wall region, and a depression occurs. The change becomes more apparent at 400 ts . Around the shrinking bubble, the liquid fills the newly available space, and a slightly lower pressure appears around the cavitation bubble. The transition can be observed in the velocity field. Around the bubble, the velocity direction tends to support cavitation. Note that in the figure of the pressure field and the velocity field, for the sake of convenience, only the velocity of the liquid is shown and we do not plot the velocity inside the bubble. The LB exhibits an elliptical shape that exhibits an inclination in the $\mathrm{e}_{6}-\mathrm{e}_{8}$ direction under the action of the sidewall, the attraction of RB and the external extreme pressure. The RB is also elliptical due to the attraction of the two bubbles, but the deformation is not as strong as with the bubble on the left. At this time, relative with the collapse rule of a single cavitation bubble in the near-wall region, LB is equivalent
to rigidity avoidance for RB , so a low-pressure zone is generated between the two bubbles, and high pressure is generated by the upper pressure boundary. A pressure difference is generated in the $\mathrm{e}_{6}-\mathrm{e}_{8}$ direction of the RB caused the deformation to continue to produce. Inspection of the velocity field reveals that the maximum velocity occurs in the same direction of the RB. At $t=450 \mathrm{ts}$, the cavitation bubble is crescent-shaped. The bubble is strongly compressed from the upper part of the depression until the entire bubble is completely collapsed from the upper part of the bubble, which occurs because the flow field is not completely symmetrical on both sides of the $\mathrm{e}_{6}-\mathrm{e}_{8}$ direction. The upper part is first crushed by the pressure transferred from the pressure boundary. The other reason is that the most attractive part of LB is located at the nearest position of the two bubbles. The velocity field indicates that the maximum velocity direction has been deflected, and RB begins to collapse from top to bottom under the pressure difference, producing a huge jet and complex sound field. The huge pressure generated by the collapse acts in conjunction with other factors to promote the continued collapse of LB. At $t=550 \mathrm{ts}$, the pressure field and velocity field images indicate that the flow field changes due to the collapse pressure of RB, and the micro-jet generated by RB in the $\mathrm{e}_{6}$ direction collides with the downward flowing liquid to generate a high voltage and noise, and energy begins to be consumed; furthermore, the micro-jet in the $\mathrm{e}_{7}$ direction overlaps with the original flow field, and the flow state becomes complex. As the simulation proceeds, the flow field exhibits vortices, and LB begins to collapse. First, the cavitation bubble $\mathrm{e}_{6}$ direction begins to shrink under the influence of the pressure of RB, which causes a protrusion in the upper portion of the cavitation bubble. At this time, the energy generated by the RB collapse is insufficient to continue to compress LB. Under the joint action of the upper pressure boundary pressure and the high pressure generated by the RB collapse, a high-pressure region ( $t=550 \mathrm{ts}$ ) is formed at the upper convex portion, and collapse from the upper portion of the cavitation bubble is induced. As RB is destroyed, the $e_{9}$ direction finally collapses, and a jet from the $e_{7}$ to the $e_{9}$ direction is generated in the flow field, so that the entire flow field exhibits vortices. Finally, LB collapses under the combined action of various factors, and the generated pressure impacts the wall surface to avoid impact. The pressure field diagram of $t=700 \mathrm{ts}$ indicates that a high pressure is generated on the wall surface. Note that after RB collapse, LB collapse occurs under the influence of various factors, and the mechanism of action is relatively complex. The LB high-pressure zone rotates around the cavitation bubble. This visualization is a powerful way to illustrate the complex vortices and other phenomena in the flow field, involving other physical quantities. The parameters of this study cannot describe the more detailed characteristics. The specific mechanism needs further study.

### 6.2. Case 2: Numerical Simulation of Two Parallel Cavitation Bubbles

When $\lambda_{1}=1.2, \lambda_{2}=1.2$, and $\lambda_{3}=2.4$, that is, the line connecting the centres of the two cavitation bubbles is parallel to the wall surface, and the density field of the cavitation bubble collapse process is shown in Figure 9 as well as the pressure field and the velocity field shown in Figure 10.


Figure 9. Density field of cavitation bubble collapse.


Figure 10. Pressure field and velocity field of cavitation bubble collapse ( 800 ts is the pressure field and streamline diagram).

The figure shows the change in the two cavitation bubbles in the near-wall region and the initial boundary and density settings are the same as described above. Since the changes of the two bubbles are basically the same, the LB is used as an example for analysis. At $t=100 \mathrm{ts}$, low pressure is created at the bottom of the cavitation bubbles due to the retardation of the rigid wall. At the same time, the two cavitation bubbles are attracted to each other. The cavitation bubbles that are not attracted to the rigid wall and the cavitation bubbles begin to shrink under the action of the additional pressure, and the new space that is generated from the reduced area was filled by the surrounding liquid. Through the analysis of the pressure field, the conclusion that the pressure decreases in the $e_{9}$ direction of LB can be obtained. The bottom region of the symmetry axis is defined as the pressure change region, which is the region where the pressure change is most obvious during the cavitation process, except for the pressure region generated by the collapse of the cavitation bubble itself. In the simulation, under the condition of the specific additional pressure and the relative position of the cavitation bubble, a new cavitation bubble is generated in the pressure change zone, but it will collapse quickly. Although the new cavitation bubbles are produced for a short period of time, the effect on the flow field is very important and will be explained in detail in the analysis of the maximum wall pressure behind. When the simulation is carried out to $t=200 \mathrm{ts}$, for LB, the high pressure generated by the collapse of the new cavitation bubble in the pressure change zone continues to act on the $\mathrm{e}_{9}$ direction of the cavitation
bubble, showing a slightly lifted shape. As the simulation progresses to $t=400$ ts, the deformation continues; the deformation of the cavitation bubbles is already evident, and the cavitation bubbles are inclined at an inclination angle of $45^{\circ}$, and the cavitation bubbles become crescent-shaped. This is mainly due to the interaction between the cavitation bubbles, the interaction between the cavitation bubbles and the wall surface, and the collapse of the new cavitation bubbles in the pressure change zone. In addition, the velocity field indicates that the velocity of the LB in the $\mathrm{e}_{7}$ direction is the largest. At $t=600$ ts, the LB appears asymmetric on the axis in the $e_{7}-e_{9}$ direction. The upper part is strongly influenced by the pressure boundary and the lower part is strongly influenced by the rigid wall. Therefore, the position where the pressure difference between the upper side and the lower side of the LB is the largest is located at the centre, so that the cavitation bubbles collapse from the upper portion until they completely collapse. For each bubble, a complex eddy current phenomenon occurs in the flow field because the collapse does not occur instantaneously but spreads from the top to the adjacent region. The 800 ts streamline diagram clearly shows the eddy currents in the flow.

## 7. Maximum Wall Pressure

The maximum wall pressure of a single cavitation bubble and two parallel distributed cavitation bubbles collapsed in the near-wall region was identified in this study. The initial conditions are set as follows: For the case of a single cavitation bubble, the value of $\lambda$ (from 1.05-2.0) with a series of gradients is used to simulate the maximum wall pressure resulting from single cavitation bubble collapse under different initial conditions. Since the maximum pressure of a single cavitation bubble on the wall is only likely to occur below the cavitation bubble ( $e_{5}$ direction), the pressure of the wall below the cavitation bubble is recorded to find the maximum value. For the case of a single cavitation bubble, a lambda value (from 1.05-2.0) with a series of gradients is used to simulate the maximum wall pressure resulting from a single cavitation bubble collapse under different initial conditions. Since the maximum pressure of a single cavitation bubble on the wall is only likely to occur below the cavitation bubble ( $\mathrm{e}_{5}$ direction), the pressure of the wall below the cavitation bubble is recorded to find the maximum value. For the case of two cavitation bubbles, $\lambda_{3}=2.4$ is used and, likewise, the value of $\lambda$ (from 1.05 to 2.0 ) with a series of gradients was used to simulate the maximum wall pressure resulting from the collapse of two cavitation bubbles under different initial conditions, where $\lambda=\lambda_{1}=\lambda_{2}$. Since the cavitation bubble collapse process is complicated, the maximum wall pressure is not generated at the same position for the collapse process under different initial conditions. The wall pressure below the cavitation bubble ( $\mathrm{e}_{5}$ direction) and the pressure change zone is recorded to find the maximum value The comparison of the maximum wall pressure under different initial conditions is shown in Figure 11.


Figure 11. Comparison of the maximum wall pressure under different initial conditions.

Some conclusions are given by analysis:

- The maximum wall pressure generated by the collapse of a single cavitation bubble in the near-wall region decreases with increasing distance from the wall surface, and it first drops sharply, then slowly decreases and finally becomes relatively stable. This is because the closer to the wall, the smaller the thickness of the fluid that the micro shock wave generated by cavitation passes to the wall and the smaller the blockage effect of the flow field, the greater the wall pressure generated.
- It is complex for the case where a double parallel cavitation bubble collapses in the near-wall region because the maximum wall pressure produces a different position under different initial conditions. When $\lambda=1.05-1.10$, the wall below the cavitation bubble is subjected to the maximum wall pressure, because the cavitation bubble is closer to the wall surface, and the generated micro-shock is transmitted to the wall surface almost unimpeded and the cavitation bubble of the pressure change region is not fully developed, which is not enough to generate create a huge pressure with the lifting force to bubble. When $\lambda=1.15-1.25$, the maximum wall pressure occurs in the pressure change zone where new cavitation bubbles are generated and collapse rapidly, resulting in a large wall pressure exceeding the maximum wall pressure at other locations. When $\lambda=1.40-2.0$, the area where the maximum wall pressure is generated is the pressure change zone, but the pressure generation at this time is not when the new cavitation bubble collapses but the pressure after the collapse of the two cavitation bubbles overlaps each other on the wall. The change in wall pressure depends mainly on the size of the new cavitation bubble induced and the pressure generated by the collapse and the lifting force of the bubbles.
- When $\lambda<1.7$, the wall pressure generated by the collapse of a single cavitation bubble is relatively large. This is because, for the case where the double cavitation bubble collapses in the near-wall region, the pressure generated by the collapse of the new cavitation bubble induced in the pressure change region has an effect of lifting force on the cavitation bubble. Thereby, the bottom pressure of the cavitation bubble collapse is increased, and the blockage effect of the wall surface is weakened, which is equivalent to an increase of $\lambda$, and the resulting wall pressure is relatively small. When $\lambda>1.7$, the wall pressure of the pressure change zone is formed by the superposition of pressure generated by the collapse of two cavitation bubbles, so the generated wall pressure is greater than the pressure generated by the collapse of a single cavitation bubble.

In summary, the maximum wall pressure generated by the collapse of the two cavitation bubbles in the near-wall region is smaller than the single cavitation bubble at $\lambda<1.7$; the closer the bubble is to the wall, the greater the influence on the wall surface. When $\lambda>1.7$, the distance between the cavitation bubble pair and the wall surface has little effect on the maximum wall pressure. This is a point worthy of further study with different initial conditions. It can be used as a reference for reducing cavitation damage in practical engineering.

## 8. Conclusions

Based on the improved lattice Boltzmann Shan-Chen model coupled with C-S EOS, the collapse phenomenon of cavitation bubbles in the near-wall region is studied. In this paper, the collapse of a single bubble in the near-wall region is simulated and compared with the physical experiment; the results are in good agreement. Then, using the verified mathematical model, the simulation of the collapse of two cavitation bubbles in the near-wall region under different pressure-induced conditions is carried out, and the collapse evolution law is obtained. And analysed the effect of wall pressure on different initial conditions. By analysing in detail the density field changes and pressure field changes during bubble collapse, the following conclusions can be drawn:

1. For the case where a single cavitation bubble collapses in the near-wall region, when $\lambda=1.6$, a crescent-shaped bubble is formed that is broken down to form two bubbles, and a micro-shock is generated; when $\lambda=2.5$, the bubbles are crushed to form crescent-shaped bubbles, but the
bubbles do not break in the middle but rather ultimately collapse in the form of a small bubble. The shape of the cavitation bubble is related to the distance of the cavitation bubble from the rigid wall.
2. For the numerical simulation of tilted distribution cavitation with two cavitation bubbles, in the early stage of simulation, the collapse behaviour is similar to that of the single-bubble case. Subsequently, the $\mathrm{e}_{6}$ direction of RB has a concave deformation, which is very important in the collapse of the two bubbles. The velocity field indicates that the maximum velocity appears in the depression of RB. The tremendous pressure generated by this velocity directly penetrates the bubble; thereafter, the bubble is crescent-shaped until collapsing completely. Due to the asymmetry of the collapse, the flow field becomes complex after RB collapses and particularly so after LB collapses, and vortices appear in the flow field.
3. For the numerical simulation of parallel distribution cavitation of two bubbles, the bubble collapses under the blocking effect of the rigid wall and the attraction of the two bubbles, and the two bubbles collapse simultaneously. Therefore, the mutual influence during the collapse process is smaller than that of Case 1 ; in addition, the erosion effect of the bubble collapse on the wall surface is the result of superimposing the pressure fields formed by the collapse of the two bubbles. However, for each bubble, since the collapse does not occur instantaneously but is collapsed from the upper part of the closest position of the two cavitation bubbles, a complex vortex phenomenon occurs in the flow field.
4. By comparing the maximum wall pressure generated by cavitation under different initial conditions, the factors affecting the maximum wall pressure are obtained. For a single cavitation bubble, the distance from the wall is the most important factor. For two cavitation bubbles, the lifting effect of the new induced cavitation bubble collapse is the most important factor.

The results indicate that the improved LBM Shan-Chen model has many advantages in simulating cavitation problems, providing a reference for further simulation.

All the abbreviations are explained in the Appendix A (Table A1).
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## Appendix A

Table A1. All variables with definitions.

| $f_{i}$ | Single Particle Density Distribution Function |
| :---: | :---: |
| $f_{i}^{\text {eq }}$ | equilibrium particle distribution function |
| $\tau$ | relaxation time |
| $\nu$ | kinematic viscosity |
| $c$ | grid velocity |
| $\Delta x$ | grid step |
| $\Delta t$ | time step |
| $c_{s}$ | lattice sound velocity |
| $\omega_{i}$ | weighting factor |
| u | fluid velocity |
| $F_{i}$ | interaction force |
| $\psi$ | interaction potential |
| $T_{c}$ | critical temperature |
| $P_{c}$ | critical pressure |
| F | total interaction force |

Table A1. Cont.

| $f_{i}$ | Single Particle Density Distribution Function |
| :---: | :---: |
| $\mathrm{P}_{\mathrm{v}}$ | pressure of the cavitation bubble |
| $\mathrm{P}_{\infty}$ | the pressure outside the cavitation bubble |
| $\mathrm{R}_{0}$ | radius of the cavitation bubble |
| $\mathrm{b}\left(b_{1}, b_{2}, b_{3}\right)$ | distance between corresponding points |
| T | lattice temperature |
| a (in Equation (11)) | parameter of the C-S state of equation |
| b (in Equation (11)) | parameter of the C-S state of equation |
| R (in Equation (11)) | parameter of the C-S state of equation |
| $V_{m, g}$ | the equilibrium gas pressure |
| $V_{m, l}$ | the equilibrium liquid pressure |
| $\lambda\left(\lambda_{1}, \lambda_{2}, \lambda_{3}\right)$ | dimensionless value that characterizes the distance |
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#### Abstract

Three-dimensional aerators are often used in hydraulic structures to prevent cavitation damage via enhanced air entrainment. However, the mechanisms of aeration and bubble dispersion along the developing shear flow region on such aerators remain unclear. A double-tip conductivity probe is employed in present experimental study to investigate the air concentration, bubble count rate, and bubble size downstream of a three-dimensional aerator involving various approach-flow features and geometric parameters. The results show that the cross-sectional distribution of the air bubble frequency is in accordance with the Gaussian distribution, and the relationship between the air concentration and bubble frequency obeys a quasi-parabolic law. The air bubble frequency reaches an apex at an air concentration ( $C$ ) of approximately $50 \%$ and decreases to zero as $C=0 \%$ and $C=100 \%$. The relative location of the air-bubble frequency apex is $0.210,0.326$ and 0.283 times the thickness of the layers at the upper, lower and side nappes, respectively. The air bubble chord length decreases gradually from the air water interface to the core area. The air concentration increases exponentially with the bubble chord length. The air bubble frequency distributions can be fit well using a "modified" gamma distribution function.


Keywords: three-dimensional aerator; air concentration; air bubble frequency; air bubble chord length

## 1. Introduction

Cavitation erosion caused by high velocity flows is a common phenomenon in spillways or chutes with high-head dams. A commonly adopted counter-measure to reduce or prevent cavitation damage is aeration [1-6]. Three-dimensional aerators are used to enhance air entertainment into water and to prevent cavitation erosion on spillways. Full interfacial aeration is commonly observed at the free surface of the upper, lower and side nappe along the free jet (Figure 1). The effect of air entrainment is based on the jet disintegration process due to turbulence and secondary interactions with the surrounding atmosphere.


Figure 1. Air water flow in three-dimensional aerators: (a) Three Gorges Project; (b) Xiang Jia-Ba Project.
Air entrainment at the interfacial area is a fundamental parameter in numerical models for simulating two-phase flows. Likewise, it is also an essential consideration when designing optimum aerators. During the last few decades, numerous studies have been conducted to investigate the air concentration and free-surface aeration on an aerator. A series of experiments were conducted to study the free-surface aeration and diffusion characteristics of the bottom aeration devices [7-11]. Results indicate that the quantities and geometric scales of air bubbles are important parameters in characterizing the air concentration in the interfacial area. Chanson [12] described the flow structure of the developing aerated region in a flat chute and found that the maximum mean air content in different cross-sections was $12 \%$. Toombes [13] showed that the maximum bubble count rates typically correspond to air concentration between $40 \%$ and $60 \%$. The distribution of velocity indices at the different nappes, which stays at the downstream of an expanding chute aerator, were found to be different [14] and a solution was also found to improve both the bottom and lateral cavities' length [15]. The longitudinal position of the upper trajectory apex was found to be further downstream than that of the lower trajectory apex [16]. Kramer and Hager [17] found that both the entrainment rate and dimensionless bubble count rate increased with jet length. The mean air concentration is affected by aerators, but the air concentration at the bottom is limited [18]. Furthermore, Toombes and Chanson [19] studied flows past a backward-facing step, where the void fraction distribution, bubble count rate, local air distribution and water chord size were indicated. The results showed that the relationship between bubble count rate and void fraction can be defined by a quasi-parabolic function, while probability density functions of local chord size exhibited a quasi-log-normal shape. Some researchers [20-24] also established analytical equations to predict the air concentration distributions at the aerators' downstream. Numerical models such as the lattice Boltzmann method were found to successfully simulate two-phase flows and free-surface flows [25-27]. These models may be used to complement physical models and experimental measurements after careful validation and verification of model parameters such as the void fraction distribution, velocity, and air-bubble chord sizes. Chanson [28] reviewed the recent progress in turbulent free-surface flows and the mechanics of aerated flows and highlighted that physical modelling tests are efficient methods to validate phenomenological, theoretical and numerical models.

Although numerous studies regarding air-water flows have been conducted over the years, only a few researchers, however, have systematically investigated the air bubble count rate and bubble size of high velocity air-water flows downstream of the pressure outlet joined by a three-dimensional aerator (sudden vertical drop and lateral enlargement) in the tunnel. There is also a lack of knowledge regarding the influence of the bubble count rate and bubble size on the air concentration in two-phase flows, which is necessary for improving turbulence models. Thus, further insight is needed regarding the details of air entrainment in high-speed flows and the related core area features. In this study, a series of experimental investigations were systematically conducted to further the knowledge of
air water flows among the upper, lower and side nappes downstream of a three-dimensional aerator (Figure 2). The experimental data and equations obtained from this study provide novel information and a quantitative description of the aeration flow structure at the high-speed interfacial area.


Figure 2. Schematic with the relevant parameters: (a) side view and (b) plan view.

## 2. Experimental Setup

Experiments were performed at the State Key Laboratory of Hydraulic and Mountain River Engineering, Sichuan University, China. The experimental setup (Figure 3) includes an upstream reservoir, a pressure section, a sudden vertical drop and lateral enlargement aerator, a free flow section, a tail-water section, and an underground reservoir. Water is discharged (can be up to $0.5 \mathrm{~m}^{3} / \mathrm{s}$ ) by a continuous and stable water supply system ( 2.5 m wide, 3.5 m long, and 6.3 m high). The components of the pressure inlet were assembled with a smooth steel plate. The pressure section is a rectangular pipe ( 0.25 m wide, 0.15 high and 2.0 m long) with a variable inclination angle varied with the downstream chute. The sudden fall-expansion aerator (height $h \times$ width $b$ ) was installed at the end of the pressure section. The free-flow section was fabricated from polymethyl methacrylate (PMMA) with a roughness height of 0.008 mm . The upper, lower, and side nappes were exposed to atmospheric pressure. The constant water levels corresponding to a particular head were maintained in the upstream reservoir.

Experiments were carried out for mean velocities $\left(V_{0}\right)$ of $6 \mathrm{~m} / \mathrm{s}, 7 \mathrm{~m} / \mathrm{s}, 8 \mathrm{~m} / \mathrm{s}$, and $9 \mathrm{~m} / \mathrm{s}$; chute slopes of $0 \%, 10 \%$, and $25 \%$; and aerator sizes $(h, b)$ of $0.025 \mathrm{~m}, 0.045 \mathrm{~m}$, and 0.065 m . The test cases are summarized in Table $1\left(0.9<q_{w}<1.35,0.89<R_{e}<1.34\right)$. It should be noted that some combinations (series 7-10, and 13 in Table 1) pertain to cases involving three-dimensional (vertical drop and lateral enlargement) aerators. The other cases involve only either vertical drop aerators or lateral enlargement aerators. Upstream flows were supercritical $(4.95<F r<7.42)$ for all of the investigated flow conditions. Downstream of the aerator, a free jet, with the use of a ventilated air cavity below and/or beside it, was formed.


Figure 3. Sketch of the experimental model and test equipment.
Table 1. Summary of the operating conditions for the experiments.

| Series | $(\boldsymbol{h}, \boldsymbol{b}) / \mathbf{m}$ | $\boldsymbol{\theta}$ |
| :---: | :---: | :---: |
| 1 | $(0.025,0.000)$ | $10 \%$ |
| 2 | $(0.045,0.000)$ | $10 \%$ |
| 3 | $(0.065,0.000)$ | $10 \%$ |
| 4 | $(0.000,0.025)$ | $10 \%$ |
| 5 | $(0.000,0.045)$ | $10 \%$ |
| 6 | $(0.000,0.065)$ | $10 \%$ |
| 7 | $(0.025,0.025)$ | $10 \%$ |
| 8 | $(0.045,0.045)$ | $10 \%$ |
| 9 | $(0.065,0.065)$ | $10 \%$ |
| 10 | $(0.045,0.045)$ | $0 \%$ |
| 11 | $(0.000,0.045)$ | $0 \%$ |
| 12 | $(0.045,0.000)$ | $0 \%$ |
| 13 | $(0.045,0.045)$ | $25 \%$ |
| 14 | $(0.000,0.045)$ | $25 \%$ |
| 15 | $(0.045,0.000)$ | $25 \%$ |

The air concentration, bubble count rate, and chord length were recorded using a CQY-Z8a measurement instrument [14,29,30] with a double-tip conductivity probe (Figure 4). Different voltage indices between air and water were measured by the platinum tip. The probe consisted of two identical tips, including an external stainless steel electrode with $0.7-\mathrm{mm}$-diameter and an internal concentric platinum electrode with $0.1-\mathrm{mm}$-diameter. The tips are aligned in the flow direction and the distance between the two tips is 12.89 mm . Both tips were connected to an electronics device with a response time less than $10 \mu \mathrm{~s}$. The vertical translation of the probe was dominated by a fixed device with an accuracy of 1 mm . The probe measurements were taken at regular intervals of 5 mm along the vertical direction from the chute bottom to the free surface (or side nappe surface) and 100 mm along the flow direction. At each location, signals were recorded at a scan rate $(f)$ of 100 kHz per channel for a scan period $(T)$ of 10 s . The scan period was based on the findings of Toombes [13] which indicated that a scanning period of 10 s was long enough to provide a reasonable representation of the flow characteristics while maintaining realistic time and data storage constraints.

Figure 4 presents a typical aeration structure detected by a probe at a fixed location along the aeration flow. Assuming each segment is either air or water, the air concentration can be presented as the probability of any discrete element being air. The air concentration is computed as the encountering air's probability at the leading tip of the probe.


Figure 4. Sketch of the double-tip conductive probe.
The number of data $(N)$ can be obtained by multiplying the frequency $(f)$ of the measurement instrument with the sampling time $T$, i.e., $N=f \times T$. Those data were classified according to two categories, air and water signals. The air concentration ( $C$ ) was computed as the encountering air's probability at the leading tip of the probe, which can be expressed as [26]

$$
\begin{equation*}
C=\frac{\sum_{i=1}^{N} R_{i}}{N} \tag{1}
\end{equation*}
$$

where $R_{i}$ represents the ratio of bubbles measured all throughout the whole measurement time. When the probe tip is completely immersed in air bubbles $R_{i}=1$, otherwise $R_{i}=0$.

The length of bubble chord is defined as the straight distance between the two intersections of the interface [12]. Note that an air bubble is defined as a volume of air (i.e., air entity), which can be detected by the leading tip of the probe between two continuous air-water interface events. The bubble chord length is calculated by

$$
\begin{equation*}
d_{i}=\frac{v \times n_{i}}{f} \tag{2}
\end{equation*}
$$

where $n_{i}$ is the number of detected bubbles recorded; and $v$ is the bubble velocity equal to the local mean aeration velocity (i.e., no slip between the air and water phases).

## 3. Results

The air bubble frequency and chord length are two important parameters used to characterize the air concentration of aerated flows. We first describe air bubble frequency among the upper, lower and side air-water mixed layers in the experimental flows with various conditions. In this section, the relationships between air concentration with air bubble frequency, and with the relative location at which the maximum air bubble frequency are also discussed. Next, we identify the effects of initial flow velocity on air bubble chord length. In addition, the relationships between the air concentration and air bubble chord length, and between air bubble count rate and air bubble size are also evaluated.

### 3.1. Air Bubble Frequency

The air bubble frequency characterizes the flow fragmentation, which is proportional to the specific area of the interface between two phases. The air bubble frequency, or air bubble count rate, is a function of bubbles' shape and size, surface tension, and shear forces of the fluid. Predicting how air concentration affects the bubble frequency is a complex problem [19]. A simplified analogy would
be to consider on aeration flows past a fixed probe, as a series of discrete one-dimensional air and water elements (Figure 4). Here, the air bubble frequency $(\mathrm{Fa})$ is defined as the number of air-structures ( Na ) per unit time $(t)$ detected by the leading tip of the probe sensor (i.e., $F a=N a / t$ ).

Typical air bubble frequency distributions at each cross-section along the upper, lower, and side nappes are presented in Figure 5. The air bubble frequency distributions exhibit unitary self-similarity along the thickness of the mixed layer and the horizontal distance. The trend of the cross-sectional distribution tends to initially increase and then decrease from the aeration interface to the inside of the water following a Gaussian distribution that is defined by the following functions:

$$
\frac{F_{a}}{\left(F_{a}\right)_{\max }}= \begin{cases}\frac{1}{\sqrt{2 \pi} \sigma_{0}} e^{-\frac{\left(\frac{Z-Z_{2}}{Z_{90}-Z_{2}}-\mu_{0}\right)^{2}}{2 \sigma^{2}}} & \text { the upper nappe }  \tag{3}\\ \frac{1}{\sqrt{2 \pi} \sigma_{0}} e^{-\frac{\left(\frac{Z-Z_{90}}{Z_{2}-\mu_{90}}-\mu_{0}\right)^{2}}{2 \sigma^{2}}} & \text { the lower nappe } \\ \frac{1}{\sqrt{2 \pi} \sigma_{0}} e^{-\frac{\left(\frac{Y-Y_{90}}{Y_{2}-Y_{90}}-\mu_{0}\right)^{2}}{2 \sigma^{2}}} & \text { the side nappe }\end{cases}
$$

where, $F_{a} /\left(F_{a}\right)_{\max }$ is the dimensionless air bubble frequency and $\left(F_{a}\right)_{\max }$ is the maximum bubble frequency in the cross-section; The characteristic value of $\mu_{0}$ reflects the depth corresponding to the air bubble frequency; $\sigma_{0}$ represents the degree of deviation between the relative depth and its mean value.


Figure 5. Cont


Figure 5. Air bubble frequency distributions compared with the theoretical distribution obtained from Equation (3). Upper nappe (a) $(h, b)=(4.5 \mathrm{~cm}, 4.5 \mathrm{~cm}), \theta=25 \%$. (b) $(h, b)=(6.5 \mathrm{~cm}, 6.5 \mathrm{~cm}), \theta=10 \%$; lower nappe (c) $(h, b)=(4.5 \mathrm{~cm}, 4.5 \mathrm{~cm}), \theta=25 \%$. (d) $(h, b)=(6.5 \mathrm{~cm}, 6.5 \mathrm{~cm}), \theta=10 \%$; side nappe (e) $(h, b)=(4.5 \mathrm{~cm}, 4.5 \mathrm{~cm}), \theta=25 \%$. (f) $(h, b)=(6.5 \mathrm{~cm}, 6.5 \mathrm{~cm}), \theta=10 \%$.

For all experimental results, the air bubble frequency distributions correspond well with the data reported by Toombes and Chanson [19], as illustrated in Figure 5. Figure 6 presents a plot of experimental data, $F_{a} /\left(F_{a}\right)_{\max }$, with calculated non-dimensional air bubble frequency using Equation (3). The calculated results at upper, lower, and lateral nappes were in qualitative agreement with experimental data, although there was some scatter. It is noted that the characteristic values of $\mu_{0}$ and $\sigma_{0}$ differed among the upper, lower, and side nappes (Table 2). For the upper nappe, the air bubbles do not easily diffuse and instead transport to the inside of the water due to the buoyancy. This result in the air bubbles being drawn closer to the free surface ( $\mu_{0}=0.210$ ). For the side nappe, the air bubbles can easily diffuse and transport to the interior of the water $\left(\mu_{0}=0.283\right)$ because of the effect of large transverse turbulent diffusion [15]. For the lower nappe, the air bubbles are dragged by the buoyant force to the interior of the water $\left(\mu_{0}=0.326\right)$.


Figure 6. Comparison of Equation (3) with the experimental data. (a) upper nappe; (b) lower nappe; (c) side nappe.

Table 2. Values of $\mu_{0}$ and $\sigma_{0}$.

| Nappe | $\mu_{0}$ | $\sigma_{0}$ |
| :---: | :---: | :---: |
| lower | 0.326 | 0.419 |
| upper | 0.210 | 0.413 |
| side | 0.283 | 0.423 |

Air concentration distribution is just the external manifestation of air-water flows, whereas the internal factors include the count rate and size of the air bubbles. So, it is crucial to understand the features of the air bubble frequency and the air bubble chord length.

The air bubble frequency distributions at various positions along the jet obtained in this study and those reported by Chanson [12] and Toombes and Chanson [19] are shown in Figure 7. It is evident that the air bubble frequency initially increases and then decreases with the increase of air concentrations in the upper, lower, and side nappes. At each cross-section, the air bubble frequency profiles reach to an apex which corresponds to air concentrations of approximately $50 \%$. The profiles tend to zero at extremely low and extremely high air concentrations. Overall, the distributions of the dimensionless air bubble frequency can be well fitted by the parabolic function:

$$
\begin{equation*}
\frac{F_{a}}{\left(F_{a}\right)_{\max }}=4 C(1-C) \tag{4}
\end{equation*}
$$

Qualitatively, the calculated results of Equation (4) correspond with the results of Chanson [12] and Toombes and Chanson [19] (Figure 7). It is worth noting that the data [12] slightly deviate from the fully developed supercritical flows, suggesting that Equation (4) has broad applicability.
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Figure 7. Dimensionless air bubble frequency as a function of the air concentration fitted with Equation (4). Upper nappe (a) $(h, b)=(4.5 \mathrm{~cm}, 4.5 \mathrm{~cm}), \theta=25 \%$. (b) $(h, b)=(6.5 \mathrm{~cm}, 6.5 \mathrm{~cm}), \theta=10 \%$; lower nappe (c) $(h, b)=(4.5 \mathrm{~cm}, 4.5 \mathrm{~cm}), \theta=25 \%$. (d) $(h, b)=(6.5 \mathrm{~cm}, 6.5 \mathrm{~cm}), \theta=10 \%$; side nappe (e) $(h, b)=(4.5 \mathrm{~cm}, 4.5 \mathrm{~cm}), \theta=25 \%$. (f) $(h, b)=(6.5 \mathrm{~cm}, 6.5 \mathrm{~cm}), \theta=10 \%$.

The majority of the data fall within the $\pm 20 \%$ error lines as shown in Figure 8. The calculated non-dimensional air bubble frequency using Equation (4) are in reasonably good agreement with the experimental data at upper, lower, and lateral nappes.


Figure 8. Comparison of experimental data with calculated values of dimensionless air bubble frequency. (a) upper nappe; (b) lower nappe; (c) side nappe.

The relationships between air concentration and the relative distance, which corresponds to the maximum air bubble frequency are presented in Figure 9 where a large fluctuation of air concentration ( $C=30 \% \sim 60 \%$ ) in the initial regime of aeration can be observed. The fluctuation may be due to the aeration layer located close to the pressure outlet, which may be thin and unstable. The air-water layer becomes stable with the development of the aeration further downstream. The air concentration corresponding to the maximum air bubble frequency gradually moves toward to $50 \%$ line. The result is consistent with the findings of Figure 7. Actually, the maximum air bubble frequency does not always coincide with $C=50 \%$ accurately. Factors such as the average size and length scales of discrete air and water elements may affect the local air concentration and flow conditions in air-water flows [13,31].

The relative location corresponding to the maximum air bubble frequency is shown in Figure 10. It can be seen that the relative location of the maximum air bubble frequency is $0.210,0.326$ and 0.283 times the thicknesses of the air-water layers in the upper, lower and side nappes, respectively. The results are consistent with the results of Figure 5. For the upper nappe, the air can easily be
drawn into the water because the air-water external interface directly interacts with the atmosphere. However, the air bubbles cannot easily diffuse and transport to the inside of the jet because of the effect of buoyancy. For the lower nappe, the air bubbles can easily diffuse and move into the interior of the jet due to the local air rotation and eddy currents, which are driven by the air-water interfacial turbulence coupled with the positive effect of buoyancy.


Figure 9. Air concentration corresponding to the maximum air bubble frequency. Upper nappe (a) $(h, b)=(4.5 \mathrm{~cm}, 4.5 \mathrm{~cm})$. (b) $\theta=10 \%$; lower nappe (c) $(h, b)=(4.5 \mathrm{~cm}, 4.5 \mathrm{~cm})$. (d) $\theta=10 \%$; side nappe (e) $(h, b)=(4.5 \mathrm{~cm}, 4.5 \mathrm{~cm})$. (f) $\theta=10 \%$.


Figure 10. Relative location corresponding to the maximum dimensionless air bubble frequency. Upper nappe (a) $(h, b)=(4.5 \mathrm{~cm}, 4.5 \mathrm{~cm})$. (b) $\theta=10 \%$; lower nappe $(\mathbf{c})(h, b)=(4.5 \mathrm{~cm}, 4.5 \mathrm{~cm})$. (d) $\theta=10 \%$; side nappe (e) $(h, b)=(4.5 \mathrm{~cm}, 4.5 \mathrm{~cm})$. (f) $\theta=10 \%$.

### 3.2. Air Bubble Chord Length Distributions

Air bubble size is another parameter reflecting the characteristics of air-water flows. It is difficult to measure the size of air bubbles since their shapes vary greatly, are complex and highly changeable. This value can only be indirectly determined from the bubble chord length which is obtained using the double-tip conductivity probe. Here, the chord length $\left(c h_{a b}\right)_{\text {mean }}$ is adopted to assess the size of the air bubbles, which is defined as follows:

$$
\begin{equation*}
\left(c h_{a b}\right)_{\text {mean }}=\frac{\sum_{j=1}^{N}(c h)_{j} n_{j}}{\sum_{j=1}^{N} n_{j}} \tag{5}
\end{equation*}
$$

where $n_{j}$ is the count of air bubbles in the bubble chord length interval $\Delta\left(c h_{a b}\right)_{j}\left(\Delta\left(c h_{a b}\right)_{j}=0.1 \mathrm{~mm}\right.$ in the experiments); and $\left(c h_{a b}\right)_{j}$ is the average value of the chord length interval (e.g., the probability of chord length from 1.0 to 1.1 mm is represented by the label 1.05 mm ).

The air bubble chord lengths $\left(c h_{a b}\right)_{\text {mean }}$ are presented in Figure 11 at various positions in the upper, lower and side nappes. It is note that the air bubble chord length distributions obtained at the upper, lower, and side nappes have similar shapes. The air bubble chord length in the vicinity of the air-water interface is largest and then gradually decreases toward the inside of the water. A broad spectrum of air bubble chord lengths, i.e., from less than 0.1 mm to greater than 100 mm , is observed at each location and cross-section. At high air concentration (i.e., $C \geq 90 \%$ ), chord length of many air bubbles can reach up to 100 mm or even more. These large values may be large air packets and air volumes surrounding the water structure (e.g., droplets). The reason is that the regime with high air concentration is always close to the air-water interfaces, which become uneven under the influence of turbulent forces. Air in the vicinity of the free surface that are trapped by the generated waves were treated as air bubbles by the conductivity probe. In addition, the shape of the air bubble is not completely spherical, in most cases, it is oval or banding, causing it to be measured to be much larger than it actually is. Indeed, it is nearly impossible to distinguish between air-bubbles and an un-enclosed bubble structure. The results indicate that the large air bubbles are constantly sheared and tore as they move towards the interior of the water. This results in air bubbles located deeper inside the body of water to be much smaller in size. Figure 9 also suggests that for $C<90 \%$, bubble chord lengths will most likely be no more than 20 mm and that bubbles close to the pressure outlet will have small sizes.

A positive correlation is observed between the air concentration and air bubble chord length among the upper, lower and side nappes (Figure 12). The distribution can be defined according to the function:

$$
\begin{equation*}
\left(c h_{a b}\right)_{\text {mean }}=\frac{1}{a_{1}+a_{2} * C^{a_{3}}} \tag{6}
\end{equation*}
$$

where $a_{1}, a_{2}$ and $a_{3}$ are empirical coefficients that may be related to the interaction. For the present experimental data, $a_{1}=0.212, a_{2}=-0.006$ and $a_{3}=0.767$ were used. The coefficients of determination were set to be 0.85. 0.93 and 0.91 for the upper, lower and side nappes respectively.

Figure 13 presents a plot of experimental data, $\left(c h_{a b}\right)_{\text {mean }}$, with calculated results using Equation (6). Since most of the values of $\left(c h_{a b}\right)_{\text {mean }}$ calculated from Equation (6) fall around the line of perfect agreement in an area within $\pm 20 \%$ error lines, although some discrepancy exists. The results exhibit agreement with the theoretical distribution curve of Equation (6) for all flow conditions at various positions.

As the relationships between the air concentration and air bubble frequency, as well as the air bubble chord length have been discussed above, the relationship between the air bubble count rate and bubble size is also considered (Figure 14). It is evident that the correlations are clearly non-symmetric, unimodal and positively skewed and may therefore be represented by a probability density function defined by the Gamma distribution. According to mathematical statistics, the gamma distribution is a continuous probability function that can be written as follows:

$$
\begin{equation*}
G a(x)=\frac{1}{\Gamma(\alpha)} \beta^{-\alpha} x^{\alpha-1} e^{-\frac{x}{\beta}}, x>0 \tag{7}
\end{equation*}
$$

where $\alpha$ is the shape parameter, $\beta$ is the scale parameter, and $\Gamma(x)=\int_{0}^{\infty} t^{x-1} e^{-t} d t$ is the gamma Function, and $\Gamma(x+1)=x \Gamma(x)$.


Figure 11. Air bubble chord length distributions. Upper nappe (a) $(h, b)=(4.5 \mathrm{~cm}, 4.5 \mathrm{~cm}), \theta=0 \%$. (b) $(h, b)=(2.5 \mathrm{~cm}, 2.5 \mathrm{~cm}), \theta=10 \%$; lower nappe (c) $(h, b)=(4.5 \mathrm{~cm}, 4.5 \mathrm{~cm}), \theta=0 \%$. (d) $(h, b)=(2.5 \mathrm{~cm}$, $2.5 \mathrm{~cm}), \theta=10 \%$; side nappe (e) $(h, b)=(4.5 \mathrm{~cm}, 4.5 \mathrm{~cm}), \theta=0 \%$. (f) $(h, b)=(2.5 \mathrm{~cm}, 2.5 \mathrm{~cm}), \theta=10 \%$.


Figure 12. Measured air bubble chord length as a function of the air concentration. The solid lines are determined from Equation (6). Upper nappe (a) $(h, b)=(4.5 \mathrm{~cm}, 4.5 \mathrm{~cm}), \theta=0 \%$. (b) $(h, b)=(2.5 \mathrm{~cm}$, $2.5 \mathrm{~cm}), \theta=10 \%$; lower nappe (c) $(h, b)=(4.5 \mathrm{~cm}, 4.5 \mathrm{~cm}), \theta=0 \%$. (d) $(h, b)=(2.5 \mathrm{~cm}, 2.5 \mathrm{~cm}), \theta=10 \%$; side nappe (e) $(h, b)=(4.5 \mathrm{~cm}, 4.5 \mathrm{~cm}), \theta=0 \%$. (f) $(h, b)=(2.5 \mathrm{~cm}, 2.5 \mathrm{~cm}), \theta=10 \%$.


Figure 13. Comparison of experimental data with calculated values of air bubble chord length. (a) upper nappe; (b) lower nappe; (c) side nappe.
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Figure 14. Dimensionless bubble frequency as a function of the bubble chord length compared with the theoretical curve derived from Equation (9). Upper nappe (a) $(h, b)=(4.5 \mathrm{~cm}, 4.5 \mathrm{~cm}), \theta=10 \%$. (b) $(h, b)$ $=(6.5 \mathrm{~cm}, 6.5 \mathrm{~cm}), \theta=10 \%$; lower nappe $(\mathbf{c})(h, b)=(4.5 \mathrm{~cm}, 4.5 \mathrm{~cm}), \theta=10 \%$. (d) $(h, b)=(6.5 \mathrm{~cm}, 6.5 \mathrm{~cm})$, $\theta=10 \%$; side nappe (e) $(h, b)=(4.5 \mathrm{~cm}, 4.5 \mathrm{~cm}), \theta=10 \%$. (f) $(h, b)=(6.5 \mathrm{~cm}, 6.5 \mathrm{~cm}), \theta=10 \%$.

Equation (7) is a classic two-parameter gamma distribution. Considering the complexity of the air bubble frequency and chord length in aeration flows, the five-parameters form of the generalized gamma distribution (also known as the generalized gamma function with four parameters after translation) is used in this study. The probability density function is written as follows:

$$
\begin{equation*}
G a(x)=\frac{1}{\Gamma\left(a_{1}\right)} a_{2}^{\eta_{1} a_{1}}\left(x-a_{3}\right)^{\eta_{2} a_{1}} e^{-a_{4} *\left(x-a_{3}\right)^{a_{5}}} \quad x>0 \tag{8}
\end{equation*}
$$

where $\eta_{1}$ and $\eta_{2}$ are the coefficients; $a_{1}, a_{2}, a_{3}, a_{4}$, and $a_{5}$ are the five parameters, of which $a_{1}$ and $a_{5}$ denote the shape parameters, $a_{2}$ and $a_{4}$ denote the scale parameters, and $a_{3}$ is the threshold parameter; and $\Gamma(\cdot)$ is the gamma function.

Based on the experimental data and the theoretical distribution curve of Equation (8), the relationship between the air bubble frequency and air bubble chord length can be fitted as follows:

$$
\begin{equation*}
\frac{F_{a}}{\left(F_{a}\right)_{\max }}=115\left[\left(c h_{a b}\right)_{\text {mean }}-1.5\right]^{3.8} * e^{-7.65\left[\left(c h_{a b}\right)_{\text {mean }}-1.5\right]^{0.25}} \tag{9}
\end{equation*}
$$

Examples of a "modified" five-parameters gamma distribution that were used to fit the air bubble chord length distributions (Figure 14). The data is reasonably well represented by a "modified" gamma function distribution, although there is significant scatter.

Additionally, Figure 15 presents a plot of experimental data, $F_{a} /\left(F_{a}\right)_{\max }$, with calculated non-dimensional air bubble frequency using Equation (9). Since most of the values of $F_{a} /\left(F_{a}\right)_{\max }$ calculated from Equation (9) fall around the line of perfect agreement in an area within $\pm 20 \%$ error lines, suggesting that Equation (9) can be considered adequate in calculating the air bubbles chord length distribution. The "modified" gamma function is skewed to the left with a peak that lies in the small chord size values. The mode was found to be between 0.5 and 30 mm .


Figure 15. Comparison of experimental data with calculated values of dimensionless bubble frequency. (a) upper nappe; (b) lower nappe; (c) side nappe.

## 4. Discussion

Air concentration is a macro parameter that is used to describe air-water flows. However, it is still insufficient in providing insight that would lead to a deeper understanding of the said phenomena. The process of aeration defines the general developing process of air moving into a body of water, i.e., the air bubbles. As such, the micro characteristics of air bubbles such as its count rate and size are crucial parameters in the study of aeration flows.

A double-tip conductivity probe used in present study to detect the air-water interfaces at different fixed points downstream of a three-dimensional (vertical drop and lateral enlargement) aerator. Some simple expressions were developed to simulate the distributions of air bubble frequency and bubble chord sizes. The relationships between the air concentration, the air bubble frequency and the air bubble chord length were also established. The obtained air concentration distributions satisfy the analytical model of Chanson [12], Equation (4) for air bubble frequency distributions as observed in supercritical open channel flows and backward-facing step flows (Toombes and Chanson [19]). A "modified" gamma probability density function was found to provide a good fit to the air bubble chord length distributions measured from three-dimensional aerator flows. This is different from the log-normal probability density functions that Chanson (1997) used for supercritical open channel flows. The distributions of the air bubble chord length showed a positive correlation with the void fraction.

Physical modelling may provide some information on the flow motion if a suitable dynamic similarity is selected. Air-water flows depend on Froude, Reynolds, and Weber numbers. Strictly speaking, dynamic similarity of air concentration and air bubble dissipation for free-surface aeration on aerator flows on a reduced-scale model is not possible (Chanson [32]) because it is impossible to satisfy simultaneously Froude and Reynolds similarities. Hence, the experimental results cannot be directly extrapolated to prototypes unless working at full scale. Nevertheless, with the assumption of Froude similarity, the Reynolds number (Re) should be larger than $1 \times 10^{5}$ to minimize the scale effects (Chanson [32]; Heller [33]). This limit is considered in the present study ( $\operatorname{Re} \sim 0.89-1.34 \times 10^{6}$ ). Actually, results from scale experiments using Froude similarity are on the safe side for engineers with respect to air concentrations due to aeration tends to be underestimated in the smaller experiments.

Due to the complexity of bubble distribution in the air-water interfaces, the present results only serve as a preliminary investigation of the air bubble properties in the air-water mixtures downstream of a three-dimensional aerator. Hence, more detailed research is needed to study the air bubbles in aeration flows.

## 5. Conclusions

A number of experiments were performed under various configurations and approach flow velocities for a 3D aerator. The air concentration, air bubble frequency and bubble chord length were
recorded in the developing shear layer of the upper, lower and side nappes downstream. The results are summarized as follows:
(1) The air bubble frequency distributions (yielding to the Gauss function) exhibit a unitary self-similarity along the air-water layer, presenting a trend which initially increases and then decreases from the air-water interface to the inside of the water. A quasi-parabolic relationship between the air bubble frequency and the air concentration is obtained for the upper, lower and side nappes.
(2) The air bubble frequency reaches to apex at approximately $C=50 \%$, and then decreases to zero as $C=0 \%$ and $C=100 \%$. The relative location at which the maximum air bubble frequency is observed is at $0.21,0.326$ and 0.283 times of the thickness of the air-water layers for the upper, lower and side nappes, respectively.
(3) The air bubble chord length decreases gradually from the free interface to the interior of the water When the air bubble chord size is plotted against the air concentration, the resulting distribution follows a power-law function. The relationship between the air bubble frequency and bubble chord size exhibits a "modified" gamma function for the upper, lower and side nappes.
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## Notations

The following symbols are used in this paper:

$\theta \quad$ the slope with respect to the horizontal downstream bottom plane
$Y_{2}, Z_{2} \quad$ characteristic air-water flow heights where the air concentration $C=2 \%$;
$Y_{90}, Z_{90} \quad$ characteristic air-water flow heights where the air concentration $C=90 \%$
$\mu_{0}$
$\sigma_{0}$
$G a(x)$
characteristic depth corresponding to the air bubble frequency
degree of deviation between the relative depth and its mean value
the probability density function of the gamma function
$\alpha \quad$ the shape parameter
$\beta \quad$ the scale parameter
$\Gamma(\cdot) \quad$ the gamma function
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#### Abstract

There is a lack of knowledge on the air concentration distribution in plunge pools affected by aerated jets. A set of physical experiments was performed on vertical submerged aerated jet flows impinging a plunge pool. The air concentration distribution in the plunge pool was analyzed under different inflow air concentrations, flow velocities, and discharge rate conditions. The experimental results show that the air concentration distribution follows a power-law along the jet axis, and it is independent of the initial flow conditions. A new hypothetical analysis model was proposed for air diffusion in the plunge pool, that is, the air concentration distribution in the plunge pool is superposed by the lateral diffusion of three stages of the aerated jet motion. A set of formulas was proposed to predict the air concentration distribution in the plunge pool, the results of which showed good agreement with the experimental data.
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## 1. Introduction

The impingement of a jet flow on a floor is a common issue that is important for many engineering applications, such as the flood discharging of hydraulic structures, and heat and mass transfer in industrial operations. Due to the presence of the floor being located at a distance from the nozzle exit, the diffusion of jets in a plunge pool is different from that of submerged free jets. Based on how the jet impacts the floor, the flow field can be divided into the free jet region, the impingement region, and the free shear region. The jet flow velocity conforms to the distribution law of submerged free jets in the free jet region. In the impingement region, the jet flow velocity decreases rapidly and reaches zero at the stagnation point [1,2].

Aerated and non-aerated impinging jet flows have been studied by many associated investigators [3-5]. Ervine summarized the characteristics of free turbulent jets, and compared the jet diffusion in the plunge pool with submerged and impinging jets [6]. Ervine collected data for both mean and fluctuating components of the pressure field on a plunge pool floor subjected to jet impingement, and compared the data for circular jets with those for wide rectangular nappes and rectangular slot jets [7]. Castillo analyzed the degree of break-up of a rectangular jet before entering the basin, and its relationship to the pressure fluctuation on the plunge pool floor [8]. Chanson discussed the characteristics and similitude of the air-water flow caused by impinging jets [9]. Wei analyzed the influence of aeration and initial water thickness on the axial velocity attenuation of jet flows using experiments and numerical calculations [10,11]. The research concludes that increasing the air concentration of jet flows and decreasing the initial jet thickness are effective ways to improve the axial velocity attenuation of jet flows. Some researchers focused on the pressure on the floor of the plunge pool by an aerated and non-aerated jet flow [12-15]. The results showed that the decreasing effect of air concentration on the time-averaged impact pressure is minimal, if any. However,
the fluctuating pressure rises as the air concentration increases. Duarte compared the jet impingement on the center and side of a block embedded on the floor using plunging and submerged jets [16,17]. Others have inquired into the scouring of the plunge pool floor due to jets [18-20]. In addition to the velocity and pressure fields in the plunge pool, the process of air bubble entrainment at the impinging point of the water surface has also been studied extensively [21,22]. From the interaction of the jet flow and the plunge pool surface, an air sheet forms around the impinging point before air bubbles are entrained into the water surface [23]. Several correlative and predictive models on the air entrainment ratio have been reported, due to plunging jets under different working conditions [24-26]. Some researchers used numerical simulations to study aerated jet flows. Brouillio performed a series of two-dimensional numerical experiments on a translating impacting jet, and studied the dynamics of air entrainment by the jets impacting on the surface of the water [27]. Samanta studied the effect of the permeable wall on secondary cross-stream flow by performing direct numerical simulations of the fully developed turbulent flow through a porous square duct [28]. In model tests, the jet velocity profiles and pressure fluctuations on the plunge floor have been studied extensively, with detailed results available. Numerical simulations can essentially reflect characteristics such as the flow field and air entrainment process on the water surface. However, for mass and heat transfer characteristics at the air-water interface under complex conditions, a large number of systematic tests are still needed.

Few researchers have studied the air concentration distribution in the entire plunge pool, including the free shear region. Dong described the concentration diffusion of an aerated jet in the plunge pool with different plunging angles [29]. The air concentration along the jet axis gradually decreased, following a hyperbolic curve. Chanson conducted separate experiments with a vertical supported jet and a horizontal hydraulic jump [30]. The results showed that the air concentration in both cases exhibits a Gaussian distribution, and the longitudinal maximum air content declines exponentially. Khaled used the Particle Image Velocimetry (PIV) technique to characterize the flow field of both aerated and non-aerated jet flows beneath the water surface [31]. However, analyses and predictions of air concentration distribution in the entire plunge pool, especially where affected by the swirling jet, are still missing.

In the present paper, measurements and analyses of the air concentration distribution are presented for a plunge pool. A new analysis model is proposed to describe the air diffusion, with jet swirling in the entire plunge pool. A set of formulas has been built up to predict the air concentration distribution, and the results are believed to be useful for understanding and predicting the air concentration distribution in both the plunge pool and downstream.

## 2. Experimental Methods

Experiments were carried out at the State Key Laboratory of Hydraulics and Mountain River Engineering (Sichuan University). An experimental facility was set up, as shown in Figure 1. The jet was aerated before being plunged vertically into the still water in a rectangular glass flume of 4.00 m $\times 0.25 \mathrm{~m} \times 0.80 \mathrm{~m}$. The airflow was provided using an air compressor with a power rating of 7.5 kW at a pressure of 0.8 MPa . The inflow jet was controlled using valves and measured with a TDS -100 H ultrasonic flowmeter, of which the measurement range was $0.8-128.0 \mathrm{~L} / \mathrm{s}$, and the relative error of measurement was $\pm 1 \%$. The air was controlled using valves, and measured with a SLDLB-Y150D vortex flowmeter, of which the measurement range was $2.0-60.0 \mathrm{~L} / \mathrm{s}$, and the relative error of measurement was $\pm 1 \%$. To form a stable and well-mixed air-water flow, the air was forced through micro-perforated plates with a diameter of 1 mm , and mixed into the water flow in the air entrainment region. The water in the flume flowed out at both ends, where the water level was maintained at $H=0.55 \mathrm{~m}$. The incident angle of the jet flow was 90 degrees. The rectangular nozzle, 0.20 m in width and $0.02 \mathrm{~m}-0.05 \mathrm{~m}$ at the opening, was installed slightly below the water surface to ensure a precise, stable initial air concentration.


Figure 1. Experimental facility.
The coordinate origin of an $x-0-y$ coordinate system was located on the flume floor, the horizontal $x$-axis faced the downstream direction of the plunge pool, and the vertical $y$-axis coincided with the jet axis. In total, there were 264 measurable points for the air concentration in the plunge. A total of 22 rows were arranged along the x-axis direction. First, six rows were set at an interval of 5 cm ( $0 \mathrm{~cm} \leq x \leq 25 \mathrm{~cm}$ ), and the following 16 rows were set at an interval of $10 \mathrm{~cm}(30 \mathrm{~cm} \leq x \leq 180 \mathrm{~cm})$. In total, 12 rows of measuring points were arranged along the $y$-axis direction, with the first row at $y=1 \mathrm{~cm}$ and the last row at $y=54 \mathrm{~cm}(1 \mathrm{~cm}$ from the flume floor). The remaining 10 rows of measuring points along the $y$-axis were set between $y=5 \mathrm{~cm}$ and $y=50 \mathrm{~cm}$ at intervals of 5 cm . The air concentration was tested using a CQ6-2004 resistance-type air concentration meter (China Institute of Water Resources and Hydropower Research) with a resolution of $1 \%$. The measurement principle of the resistance-type air concentration meter was to determine the air concentration by detecting the clear water resistance and the aerated water resistance between the two electrodes, and averaging the air concentration values in the selected integration time. Accurate flow measurements can be an important factor in obtaining adequate conclusions [32]. Different integration times for the air concentration measurements were tested beforehand, as shown in Figure 2. It can be seen that the mean air concentration data fall in the measurement accuracy zone if the integration time of the air concentration meter exceeds 60 seconds. Therefore, the sampling period for each measurement point was set to 60 seconds to minimize random error.


Figure 2. The uncertainty of air concentration measurements in the plunge pool.

The experiments were performed under different conditions, including the jet flow thickness $d_{0}$ $(2 \mathrm{~cm}, 3 \mathrm{~cm}, 4 \mathrm{~cm}, 5 \mathrm{~cm})$, the initial air concentration $C_{0}(10 \%, 15 \%, 30 \%, 40 \%, 50 \%, 60 \%)$, the clear water flow rate $Q_{\mathrm{w}}(14.0 \mathrm{~L} / \mathrm{s}-35.2 \mathrm{~L} / \mathrm{s})$, and the air flow rate $Q_{\mathrm{a}}(2.1 \mathrm{~L} / \mathrm{s}-42.0 \mathrm{~L} / \mathrm{s})$, as listed in Table 1.

Table 1. Experimental conditions.

| No. | $d_{0}(\mathrm{~cm})$ | $C_{0}(\%)$ | $Q_{\mathrm{w}}(\mathrm{L} / \mathrm{s})$ | $\mathbf{N o .}$ | $d_{0}(\mathrm{~cm})$ | $C_{0}(\%)$ | $Q_{\mathrm{w}}(\mathrm{L} / \mathrm{s})$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 2 | 10 | 18.6 | 16 | 3 | 30 | 21.1 |
| 2 | 2 | 15 | 16.1 | 17 | 3 | 40 | 21.1 |
| 3 | 2 | 30 | 14.0 | 18 | 3 | 40 | 23.9 |
| 4 | 2 | 30 | 16.8 | 19 | 3 | 50 | 23.9 |
| 5 | 2 | 30 | 19.6 | 20 | 4 | 15 | 27.8 |
| 6 | 2 | 30 | 22.4 | 21 | 4 | 30 | 21.1 |
| 7 | 2 | 40 | 16.7 | 22 | 4 | 30 | 28.2 |
| 8 | 2 | 50 | 14.7 | 23 | 4 | 40 | 28.2 |
| 9 | 2 | 60 | 14.5 | 24 | 4 | 50 | 21.1 |
| 10 | 2.3 | 10 | 21.1 | 25 | 4 | 50 | 23.9 |
| 11 | 2.3 | 15 | 23.9 | 26 | 4 | 50 | 27.8 |
| 12 | 2.5 | 15 | 21.1 | 27 | 5 | 30 | 35.2 |
| 13 | 2.5 | 30 | 21.1 | 28 | 5 | 30 | 21.1 |
| 14 | 3 | 10 | 21.3 | 29 | 5 | 40 | 35.2 |
| 15 | 3 | 15 | 21.1 | 30 | 5 | 50 | 23.9 |

In the experiment, the aerated jet was vertically injected and outflowed simultaneously at both ends of the flume, which was slightly wider than the nozzle exit. Jets could develop on the bottom plate of the flume under all experimental conditions. Thus, the development of the aerated jet in the plunge pool could be simplified as a two-dimensional flow, which is symmetrical to the jet axis ( $y$-axis). For typical working conditions ( $d_{0}=2 \mathrm{~cm}, C_{0}=30 \%, Q_{\mathrm{w}}=16.8 \mathrm{~L} / \mathrm{s}$ ), an experimental photograph and a contour map of the air concentration distribution on one side of the jet axis are shown in Figure 3. The majority of the air bubbles flow with the jet flow in the free jet region, before being blocked by the flume floor and deflected by 90 degrees into the wall jet region on both sides. Afterwards, the air bubbles flow gradually towards the water surface, with some eventually escaping into the surrounding air, whereas the rest are carried into the swirling region.


Figure 3. Air concentration distribution for $d_{0}=2 \mathrm{~cm}, C_{0}=30 \%, Q_{\mathrm{w}}=16.8 \mathrm{~L} / \mathrm{s}$.

## 3. Results and Discussion

### 3.1. Air Concentration Distribution in the Free Jet Region

Along the jet axis, the air concentration distribution should be closely related to the jet velocity distribution. The jet velocity decreases sharply as the aerated jet approaches the plunge pool floor. Due to the pressure gradient, the jet carrying air bubbles drifts toward both sides of the plunge pool, resulting in a steep decrease in air concentration in the impingement region. The region higher than one-fifth of the water depth is considered to be the free jet region, where the attenuation of air concentration was studied in the test.

Considering the influencing factors, the initial water velocity $V_{\mathrm{w}}$, the initial air concentration $\mathrm{C}_{0}$, and the clear water flow rate $Q_{\mathrm{w}}$ were adopted, and a series of experiments were performed to test each effect on the air concentration attenuation, as shown in Figure 4. Under a different initial water velocity ( $3 \mathrm{~m} / \mathrm{s}<V_{\mathrm{w}}<8 \mathrm{~m} / \mathrm{s}$ ) and a clear water flow rate ( $21.1 \mathrm{~L} / \mathrm{s}<Q_{\mathrm{w}}<35.2 \mathrm{~L} / \mathrm{s}$ ), the attenuation of $C_{m} / C_{0}$ varies in a similar pattern along the jet axis. The reason for the results is that the velocity attenuation along the jet axis changes little with different flow conditions, including the initial jet velocity and the clear water flow rate [33].


Figure 4. Influence of $V_{\mathrm{w}}$ and $Q_{\mathrm{w}}$ on axial air concentration distribution.
By theoretically analyzing the concentration flux of the aerated jet based on the self-similarity of the velocity and air concentration distribution, the power-law relation was found between the axial air concentration and the flow distance in the free jet region [29]. The relationship between the axial air concentration $C_{m}$ and the distance from the nozzle $x^{\prime}=H-y$, normalized by the initial air concentration $C_{0}$ and the jet flow thickness $d_{0}$ in the plunge pool, respectively, is written as:

$$
\begin{equation*}
\frac{C_{\mathrm{m}}}{C_{0}}=k_{0} \times\left(\frac{x^{\prime}}{d_{0}}\right)^{-0.5}=k_{0} \times \sqrt{\frac{d_{0}}{H-y}} \tag{1}
\end{equation*}
$$

where $k_{0}$ is a coefficient, suggested as approximate 1.2 in this study.
The calculated results of the axial air concentration distribution in the free jet region using Equation (1) was compared with the experimental data, as shown in Figure 5a. Independent of the initial jet velocity and the clear water flow rate, the axial air concentration sharply decreased to about $50 \%$ of $C_{0}$ in a short distance ( $\frac{H-y}{d_{0}} \approx 5$ ) from the nozzle exit. Due to the influence of the pressure gradient near the plunge floor, further from the nozzle exit, the air concentration distribution was more dispersed in the free jet region. It can be derived from the experimental results that the air concentration distribution along lateral cross-sections in the free jet region conformed to the Gaussian distribution law, as shown in Figure 5b. In the free jet region, no significant influence of different initial flow conditions was observed on the cross-sectional air concentration distribution, which tended to be
self-similar. Downstream of the free jet region, the cross-sectional air concentration distribution was affected by the swirling jet in the plunge pool.


Figure 5. Air concentration distribution in the free jet region.
For a two-dimensional constant jet along the $x^{\prime}$ direction in an $x^{\prime}-0-y^{\prime}$ coordinate system, the continuity equation of the air concentration diffusion is:

$$
\begin{equation*}
\frac{\partial(C U)}{\partial x^{\prime}}+\frac{\partial(C V)}{\partial y^{\prime}}=\frac{\partial}{\partial y^{\prime}}\left(D_{y} \frac{\partial C}{\partial y^{\prime}}\right) \tag{2}
\end{equation*}
$$

where $C$ is the air concentration, $U$ is the velocity in the $x^{\prime}$ direction, $V$ is the velocity in the $y^{\prime}$ direction, and $D_{y}$ is the turbulent diffusion coefficient.

The longitudinal velocity $U$ can be approximated using the average velocity $\bar{u}$. The transverse velocity can be negligible, i.e., $V \approx 0$.

According to Prandtl's hypothesis of free turbulence theory [34], $D_{y}$ can be approximated as:

$$
\begin{equation*}
D_{y}=k \bar{u} b \tag{3}
\end{equation*}
$$

where $k$ is the coefficient, and $b$ is the thickness of the jet, which is assumed to expand linearly and can be written as:

$$
\begin{equation*}
b=m x^{\prime}=\tan \theta \times x^{\prime} \tag{4}
\end{equation*}
$$

where $\theta$ is the diffusion angle.
Previous research suggests that with respect to the conventional diffusion angle (about eight degrees), the diffusion angle of aerated water increases due to the influence of bubbles [10]. Twelve degrees is taken as the diffusion angel in this study.

Due to hardly any influence of initial flow conditions on both the axial attenuation and the lateral distribution of air concentration in the free jet region, it is assumed that the air concentration distribution in the free jet region is self-similar, resembling that in the velocity distribution, which can be written as:

$$
\begin{equation*}
\frac{C}{C_{\mathrm{m}}}=f_{1}(\eta), \quad \eta=\frac{y^{\prime}}{b} \tag{5}
\end{equation*}
$$

Combining Equations (2), (3) and (5), $\frac{C}{C_{m}}$ can be expressed as:

$$
\begin{equation*}
f_{1}=\frac{C}{C_{\mathrm{m}}}=\mathrm{A} \times \exp \left[-\frac{m}{2 k} \times \eta^{2}\right] \tag{6}
\end{equation*}
$$

where A is the integral constant and determined by boundary conditions. When $\eta=\frac{y^{\prime}}{b}=0, C=C_{\mathrm{m}}$, $\mathrm{A}=1$, Equation (6) can be rewritten as:

$$
\begin{equation*}
\frac{C}{C_{m}}=\exp \left[-\frac{m}{2 k} \times\left(\frac{y^{\prime}}{b}\right)^{2}\right] \tag{7}
\end{equation*}
$$

The concentration half-width is defined as:

$$
\begin{equation*}
b_{1 / 2}=\left.y^{\prime}\right|_{c=0.5 \mathrm{C}_{\mathrm{m}}} \tag{8}
\end{equation*}
$$

It is assumed that the concentration half-width extends linearly along the path, thus:

$$
\begin{equation*}
b_{1 / 2}=\frac{1}{2} d_{0}+\tan \theta \times x^{\prime} \tag{9}
\end{equation*}
$$

Combining Equations (7) and (8):

$$
\begin{equation*}
\ln \left(\frac{1}{2}\right)=-\frac{m}{2 k} \times\left(\frac{b_{\frac{1}{2}}}{b}\right)^{2}=-0.693 \tag{10}
\end{equation*}
$$

Considering:

$$
\begin{equation*}
-\frac{m}{2 k} \times\left(\frac{y^{\prime}}{b}\right)^{2}=-\frac{m}{2 k} \times\left(\frac{b_{1}}{b}\right)^{2} \times\left(\frac{y^{\prime}}{b_{\frac{1}{2}}}\right)^{2}=-0.693 \times\left(\frac{y^{\prime}}{b_{1 / 2}}\right)^{2} \tag{11}
\end{equation*}
$$

Combining Equations (7) and (11), the air concentration distribution on the flow cross-section can be calculated by:

$$
\begin{equation*}
\frac{C}{C_{\mathrm{m}}}=\exp \left[-0.693 \times\left(\frac{y^{\prime}}{b_{1 / 2}}\right)^{2}\right] \tag{12}
\end{equation*}
$$

where $C$ is the transverse air concentration diffusion, $C_{m}$ is the corresponding air concentration along the jet axis, and $y^{\prime}$ is the transverse distance from the jet axis.

The calculated result of Equation (12) was compared with the experimental results, as shown in Figure 5b. In the free jet region, the calculated results of the lateral diffusion were essentially consistent with the experimental data. Further away from the axis, due to the influence of the swirling jet, the experimental value of the air concentration was greater than the calculated result obtained using Equation (13). Therefore, the next section will focus on the establishment of an analysis model for air concentration diffusion in the plunge pool.

In the $x-0-y$ coordinate system in this study, the air concentration distribution in the free jet region can be calculated by:

$$
\begin{align*}
& C=C_{0} \times 1.2 \sqrt{\frac{d_{0}}{x^{\prime}}} \times \exp \left[-0.693\left(\frac{y^{\prime}}{b_{1}}\right)^{2}\right]  \tag{13}\\
& =C_{0} \times 1.2 \sqrt{\frac{d_{0}}{H-y}} \times \exp \left[-0.693\left(\frac{x}{b_{1 / 2}}\right)^{2}\right]
\end{align*}
$$

### 3.2. Air Concentration Distribution in the Swirling Region of the Plunge Pool

For one side of the plunge pool, the experimental photographs of the submerged jet motion and air concentration distribution are shown in Figure 6. After being plunged into the still water, the aerated jet moves along the vertical axis, and the aerated wall jet forms after a 90-degree deflection of the jet flow near the flume floor. While the wall jet moves downstream, it is gradually developed toward the free surface under the combined effects of turbulence and buoyancy. Due to the existence of the downstream board, part of the aerated flow moves upstream along the water surface and forms a swirling region in the plunge pool. At the downstream end of the swirling region, the direction of
the aerated flow movement is almost vertically upward. While moving with the water flow, the air bubbles expand continuously and laterally into the swirling region under the effects of turbulence.


Figure 6. Air concentration distribution in the plunge pool.
According to Melo [13], the flow patterns in the plunge pool impinged by vertical jets are composed of three distinct regions, as shown in Figure 7a. In the free jet region, the vertical jet develops by shearing with the surrounding water body without the influence of the plunge floor. The impact of the jet against the floor builds up the pressure gradient and deflects the jet parallel to the plunge floor into the wall jet region. Due to the limited area of the plunge pool, the horizontal wall jet develops upwards and flows into the swirling region.


Figure 7. Generalized calculation of air concentration in the swirling region.
When calculating the concentration field in the swirling region, the motion and diffusion of the air bubbles in the plunge pool are generalized into the following three stages, as shown in Figure 7 b :

Stage 1: The aerated jet moves along the jet axis until it reaches the floor of the plunge pool, categorized as the free jet region in Figure 7a. The attenuation and lateral diffusion of the air concentration occurs along the path, which is consistent with the distribution law in the free jet region mentioned above. At this stage, the air concentration that diffuses laterally into the swirling region is taken as $C_{1}$;

Stage 2: The aerated flow is deflected by 90 degrees at the bottom of the plunge pool, and moves along the axis near the bottom plate, categorized as the wall jet region in Figure 7a. Regardless of the local and instantaneous air concentration loss, the initial air concentration at this stage is assumed to be the same as the air concentration at the end of the axis in the previous stage. The air concentration of the aerated jet continues to decrease along the path, until the jet reaches the end section of the swirling region. At this stage, the air concentration that diffuses vertically into the swirling region is taken as $C_{2}$;

Stage 3: The aerated flow moves upstream along the free surface until it reaches the original jet axis at stage 1, categorized as the swirling region in Figure 7a. The initial air concentration value in this stage is obtained by approximating the axis of the aerated jet in the swirling region to a rectangle with a length of $L^{\prime}$ and a width of $H$. The air concentration that diffuses vertically into the swirling region is taken as $C_{3}$.

In the plunge pool, excluding the jet axis, the air concentration at a certain point can be considered as the superposition of $C_{1}, C_{2}$, and $C_{3}$. When calculating the axial air concentration attenuation and the lateral diffusion in the three stages mentioned using Equation (13), separately, the jet flow distance $x^{\prime}$ and the transverse distance from the axis $y^{\prime}$ can be expressed as:

$$
\begin{gather*}
\text { stage } 1: x_{1}^{\prime}=H-y, \quad y_{1}^{\prime}=x  \tag{14}\\
\text { stage } 2: x_{2}^{\prime}=H+x, \quad y_{2}^{\prime}=y  \tag{15}\\
\text { stage } 3: x_{3}^{\prime}=2 H+2 L^{\prime}-x, \quad y_{3}^{\prime}=H-y \tag{16}
\end{gather*}
$$

In order to locate the end section in stage 2 of the air concentration diffusion, the swirling region length $L^{\prime}$ is defined as the distance between the jet axis and the vertical cross-section, where the mean air concentration equals $5 \%$ of $C_{0}$.

$$
\begin{equation*}
L^{\prime}=\left.x\right|_{c_{\text {mean }}=0.05 c_{0}} \tag{17}
\end{equation*}
$$

where $C_{\text {mean }}$ is the mean air concentration.

Under current experimental conditions, the relationship between the swirling region length and the initial water flow velocity is shown in Figure 8, which can be correlated with the linear function as:

$$
\begin{equation*}
\frac{L^{\prime}}{d_{0}}=8 \times \frac{V_{\mathrm{w}}^{2}}{g H}+11, \quad 0.6<\frac{V_{\mathrm{w}}^{2}}{g H}<6 \tag{18}
\end{equation*}
$$

where $V_{\mathrm{w}}$ is the water velocity, and $g$ is the acceleration of gravity. The correlation coefficient is 0.80 . It should be noted that the length of the swirling region was deliberately defined using the statistical mean air concentration of the vertical cross-section. The swirling region was actually determined by the flow field. In the downstream end of the plunge pool, the decrease in flow velocity led to changes in the following behaviors of the air bubbles. This resulted in the deviation of measurements in the experiment.


Figure 8. Distribution of swirling region length $L^{\prime}$.
In stage 2 of the air concentration diffusion, the position of the maximum air concentration values along the vertical cross-sections in the wall jet can be estimated as:

$$
\begin{equation*}
y_{\mathrm{ms}}=\frac{1}{3} \times b \tag{19}
\end{equation*}
$$

where $b$ is the thickness of the jet.
According to Beltaos [35], the relation between the maximum velocity of the wall jet $u_{\mathrm{m} 1}$ and the initial velocity $u_{0}$ is:

$$
\begin{equation*}
\frac{u_{\mathrm{m} 1}}{u_{0}} \sqrt{\frac{H}{d_{0}}}=2.77\left\{1-\exp \left[-38.5\left(\frac{x}{H}\right)^{2}\right]\right\}^{\frac{1}{2}} \tag{20}
\end{equation*}
$$

Considering the symmetrical aerated flow on both sides of the plunge pool, and the relation:

$$
\begin{equation*}
\frac{1}{2} u_{\mathrm{m} 1} \times b=\frac{1}{2} u_{0} \times d_{0} \tag{21}
\end{equation*}
$$

Combining Equations (19)-(21), $y_{\mathrm{ms}}$ can be expressed as:

$$
\begin{equation*}
y_{\mathrm{ms}}=\frac{1}{3} \times \frac{\sqrt{H \times d_{0}}}{2.77\left\{1-\exp \left[-38.5(x / H)^{2}\right]\right\}^{1 / 2}} \tag{22}
\end{equation*}
$$

The air concentration can be linearly solved on the vertical cross-sections between the axis of the wall jet and the plunge pool floor, where the air concentration value is zero.

According to the above analysis, at any point $(x, y)$ in the swirling region of the plunge pool, the calculation of the lateral air concentration diffusion $C_{1}$ from the jet axis can be written as:

$$
\begin{equation*}
C_{1}=C_{0} \times 1.2 \sqrt{\frac{d_{0}}{H-y}} \times \exp \left[-0.693\left(\frac{x}{b_{1 / 2}}\right)^{2}\right] \tag{23}
\end{equation*}
$$

The calculation of the vertical air concentration diffusion $C_{2}$ from near the plunge pool floor can be written as:

$$
\begin{equation*}
C_{2}=C_{0} \times 1.2 \sqrt{\frac{d_{0}}{H+x}} \times \exp \left[-0.693\left(\frac{y-y_{\mathrm{ms}}}{b_{1 / 2}}\right)^{2}\right] \tag{24}
\end{equation*}
$$

The calculation of the vertical air concentration diffusion $C_{3}$ from the free surface can be written as:

$$
\begin{equation*}
C_{3}=C_{0} \times 1.2 \sqrt{\frac{d_{0}}{2 H+2 L^{\prime}-x}} \times \exp \left[-0.693\left(\frac{H-y}{b_{1 / 2}}\right)^{2}\right] \tag{25}
\end{equation*}
$$

Thus, the air concentration value at the point $(x, y)$ can be obtained by:

$$
\begin{equation*}
\left.C\right|_{(x, y)}=C_{1}+C_{2}+C_{3} \tag{26}
\end{equation*}
$$

with 12 degrees of diffusion angles used in calculating $C_{1}$ and $C_{2}$, and zero degrees in calculating $C_{3}$.
Combing Equations (23)-(26), it is possible to calculate the air concentration at any point in the swirling region of the plunge pool.

### 3.3. Comparison of Calculated and Experimental Results

The calculated and experimental results of the air concentration distribution along the vertical cross-sections in the plunge pool are compared in Figure 9. When the initial air concentration was small, such as $C_{0}<40 \%$, the calculated results agreed well with the experimental measurements. When the initial air concentration was large, such as $C_{0}>40 \%$, the calculated results could essentially reflect the variation of the air concentration distribution in the region close to the jet axis, such as $x / d_{0}$ $<15-20$. In the downstream region, on the other hand, such as $x / d_{0}>15-20$, the calculated results were somewhat different from the experimental measurements.

The reason for the deviation is that the bubble motion and diffusion process in the hypothetical analysis model is different from that in the actual jet flow. The influence of the bubble floating process by buoyancy on the actual jet flow was not considered, leading to a decrease in the adaptability of the idealized hypothetical analysis in this paper. However, the absolute value of the air concentration in the downstream region of the plunge pool was relatively small. For example, for $d_{0}=2 \mathrm{~cm}$, $C_{0}=60 \%, Q_{\mathrm{w}}=14.5 \mathrm{~L} / \mathrm{s}$, the absolute value of the air concentration was essentially less than 0.05 in the downstream region, such as $x / d_{0}>10$. Consequently, the present analysis model can essentially predict the air concentration distribution of aerated jet flows in the swirling region of the plunge pool.

(e) $d_{0}=3 \mathrm{~cm}, C_{0}=50 \%, Q_{w}=23.9 \mathrm{~L} / \mathrm{s}$


Figure 9. Comparison of calculated and experimental results.

## 4. Conclusions

In this paper, a series of experimental studies on the air concentration distribution of vertical submerged aerated jet flows in a plunge pool were carried out. Based on the distribution law of the air concentration attenuation along the axial and lateral directions, an analysis model of the air concentration distribution in the plunge pool was proposed. The conclusions were as follows.

In the free jet region, the axial air concentration attenuation followed a power-law distribution, and the air concentration distribution along the lateral cross-sections conformed to the Gaussian distribution law. Both the axial attenuation and the lateral distribution of air concentration in the free jet region were almost unchanged for different initial water velocities, air concentrations, and flow rate conditions. Based on the observation and analysis of the flow patterns in the swirling region in the plunge pool, the air concentration was assumed to be a superposition of lateral diffusion in three stages of the jet flow. The position of the maximum air concentration values along the vertical cross-sections in the wall jet and the length of the swirling region, as well as their relationship with the initial flow conditions, were introduced. A set of formulas was proposed for the prediction of the air concentration distribution in the plunge pool. The present analysis model, the results of which have been compared with experimental data, can essentially predict the air concentration distribution of aerated jet flows in the swirling region of a plunge pool.

In water conservancy projects, the jet flows are aerated, and they form an air concentration distribution inside the plunge pool, which has a significant effect on the downstream energy dissipation and the total dissolved gas. Meanwhile, the increase in aeration results in changes to the mass and heat transfer process at the air-water interface. This research improves our understanding of the air dissolution process downstream practical applications, and provides a new model to predict the air concentration distribution in plunge pools caused by aerated jets. The results of this study reveal the complexity of the air concentration distribution in a plunge pool caused by aerated jets. In order to further improve the prediction accuracy for the air concentration distribution in plunge pools, coupling analyses of bubble floating by buoyancy and jet motion in the air diffusion process should be the focus of future studies.
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#### Abstract

Many researchers have studied the energy dissipation characteristics of two-jet collisions in air, but few have studied the related spatial rainfall distribution characteristics. In this paper, in combination with a model experiment and theoretical study, the spatial distributions of rainfall intensity of two-jet collisions, with different collision angles and flow ratios, are systematically studied. The experimental results indicated that a larger collision angle corresponds to a larger rainfall intensity distribution. The dimensionless maximum rainfall intensity sharply decreased with the flow ratio, while the maximum rainfall intensity slightly increased when the flow ratio was greater than 1.0. A theoretical equation to compute the location of maximum rainfall intensity is presented. The range of rainfall intensity distribution sharply increased with the flow ratio. When the flow ratio was greater than 1.0, the range of longitudinal distribution slightly increased, whereas the lateral distribution remained unchanged or slowly decreased. A formula to calculate the boundary lines of the $x$-axis is proposed.


Keywords: rainfall intensity distribution; two water jets; collision in air; Gaussian distribution; trajectory line

## 1. Introduction

At present, the high dam projects that have been built, are under construction, or are planned in China have the common features of large drops, a narrow river valley, and a large flood discharge flow. The flood discharge energy dissipation mode of the dam body has been mostly adopted by two-jet collisions and downstream water reservoirs, such as Ertan (Figure 1), Xiaowan, Xiluodu, Goupitan, and the Jinping grade I project. Two-jet collisions in air change the motion track of each of the two jets, significantly disperse the water flow, effectively alleviate the dynamic pressure impact of the water flow on the bottom plate of the water cushion reservoir, and have a remarkable energy dissipation effect [1-7]. However, compared with the traditional energy dissipation method, two-jet collisions in air appear to be a serious problem with regard to flood discharge atomization in the existing engineering examples, which has caused great damage to the normal operation, traffic safety, surrounding environment, and even the stability of the downstream bank slopes. It is necessary to study the spatial distribution characteristics of rainfall intensity in two-jet collisions in air, in order to improve the prediction accuracy of the discharge atomization rain strength and influence range, as well as make a relevant protection classification and protection design scheme in the design planning [8-10].


Figure 1. Simultaneous discharge of the surface and the deep hole of the Ertan hydropower station in 2010.

Many former researchers who have studied two-jet collisions in air have focused on the energy dissipation effect of collisions. Xiong [11] introduced the main factors that affect energy dissipation during an in-air collision between the surface and the deep hole. Guo [12] theoretically analyzed the effect of the collision angle on energy dissipation. Using the momentum integral equation of fluid mechanics, Liu [13] derived the related formula of energy dissipation for the collision of two water jets in air in detail, and introduced the concept and calculation method for the energy dissipation rate. Diao [14] studied the relationship between the collision angle, the flow ratio, and the collision energy dissipation effect through model testing, and proposed that the main function of jet collisions is to disperse the water flow. Sun [15] analyzed hydraulic characteristics, such as the energy loss of upand down-collisions, three-dimensional (3-D) diffusion and leakage collision of the surface, and deep orifice slugs. The 3-D collision velocity, collision efficiency, and collision energy loss were derived using the momentum equation and variation law of the air diffusion width of the water tongue, and the optimal hydraulic conditions for collision were obtained. Sun [16] applied the turbulence jet theory and flow momentum equation, in order to introduce the calculation formula of the collision velocity vector and collision energy dissipation efficiency of the combined water tongue when it collides with the left and right sides of the air.

At present, the research on flood discharge atomization is mainly about ski-jump atomization. Liang [17] proposed a calculation model of atomized water flow, and obtained various calculation formulas and methods in the field of atomized water flow influence. Liu [18,19] studies the diffusion law, velocity distribution, and energy loss of a water jet. According to the prototype observation data of the flood discharge atomization and some experimental data of the model, based on the comprehensive analysis of various factors that affect the atomization range, Li [20] discusses the rough estimation method of the range of the energy dissipation atomization precipitation area. Liu [21-24] introduces several key problems with regard to the shape and the numerical simulation of atomized flows, such as the jet calculation of the water tongue, collision between the water tongue and the water surface, and calculation of the fog source quantity. By collecting, inducing, and summarizing the partial flood discharge atomization of engineering prototype observation data, Sun [25] found the longitudinal boundary flood discharge atomization average discharge flow, and a good relationship between the water flow velocity and the water entry angle of the water tongue. Based on the dimensional analysis, a method was established to estimate the rainfall intensity, flood discharge atomization, and longitudinal boundary experience relationship. Liu [26] proposed an atomization forecast model based on artificial neural networks. The Monte Carlo method was applied to add the effect of
environmental, wind, and topographic factors to the atomization mathematical model of overpass discharge by Lian [27]. Sun [28] revised the resistance coefficient of particles, using the research results of raindrop movement, and obtained the resistance coefficient of the splashing water droplet movement. Then the effect of the diameter of a splashing water droplet on the splashing length is preliminarily discussed, which deepens the understanding of the splashing movement. Using the generalized model test in 2013 by Wang [29]—under different hydraulic conditions, to select a tongue that fell into the water downstream of an atomized water source area of rainfall intensity-the flood discharge atomization fog source area of the plane distribution features was measured and analyzed, to determine the reasons for the formation of different areas around the atomization source and the plane distribution of rainfall intensity. Lian [30] proposes a method to predict the spray atomization of spillage by combining a physical model and theoretical analysis. Zhang [31] experimentally studied the motion track, distribution range, water point shape, and velocity of single-strand jets under different air dosages. Although their methods are accurate in predicting the atomization of a ski-jump flow, they are not good at predicting the atomization of two-jet collisions, which add a collision zone and change the trajectory of two jets. In rocket propulsion, extensive experiments-mostly based on physical model investigations-have been conducted on two-jet collisions, including the liquid membrane [32-35], droplet size, and velocity distribution [36-41].

Most domestic and foreign scholars have focused on the atomization of flood discharge by single-strand pick flows. However, compared with the single-strand pick flow, two-jet collisions in air increase the area of collision atomization, where both range and intensity of the atomization increase. For example, Ertan applied this method to flood discharge and cause landslide by rainfall. Therefore, in this paper, through theoretical analysis and a physical model experiment, we studied the distribution characteristics of rainfall intensity after the collision of two jets, the trajectory lines of the water tongue, and the range of the $x$-axis after collision for different flow ratios and collision angles.

## 2. Model Design and Experiment

The experiment was conducted in the State Key Laboratory of Hydrodynamics and Mountain River Engineering in Sichuan University. Figure 2 shows the schematic diagram of the model test. The water flux was supplied by a large rectangular tank (width of 4.0 m , length of 4.0 m , and height of 5.0 m ). When laying the rainfall receiving platform, we considered the symmetry of the surface and deep hole, and only one side was arranged. Water was fed into the iron box through the pump behind the iron box, and the water level of the iron box was maintained through the valve in order to achieve a stable deep and surface flow.


Figure 2. Cont.

(B)

Figure 2. (A) Experiment layout: side view; (B) experiment layout: front view.
In order to be consistent with the prototype which adopts two-jet collisions in air, this experiment used a constant surface hole angle $\theta_{1}$ (a pitch-down angle of $-30^{\circ}$ ) and adjusted the deep hole pick angle $\theta_{2}\left(0^{\circ} \sim 45^{\circ}\right)$ to change the collision angle $\beta$. The width of the surface deep hole was identical, the height of the deep hole could be adjusted, and the range was $0 \sim 5 \mathrm{~cm}$. The maximum single-width flux of the model table hole was $0.1236 \mathrm{~m}^{2} / \mathrm{s}$, the maximum single-width flux of the deep hole was $0.1431 \mathrm{~m}^{2} / \mathrm{s}$, and the flux was measured by a triangular thin-walled weir ( $\pm 1 \%$ ). Four horizontal planes, under the collision points of $36 \mathrm{~cm}, 56 \mathrm{~cm}, 76 \mathrm{~cm}$, and 96 cm , were set to measure the rainfall intensity. The platform was supported by a slide rail system, and the accuracy in the vertical platform position was less than 0.5 cm . Table 1 lists 18 working conditions in the experiment, including almost 30,000 measurement points. To obtain the four different sections, we first used image processing to find the collision point, and then adjusted the height of the measuring platform. Detailed visual observations of the collision points were conducted using a Canon EOS80D DSLR camera (Cannon, Chengdu, China).

Rainwater was collected in the horizontal plane (xy plane in Figure 3) at the different elevations below the collision point and 0.15 m above the faceplate. The rainfall collection platform included the movable base, support, and rainfall collection panel, which was made of an organic glass panel and a PVC pipe. In each plane, up to 121 PVC pipes (each with a diameter of 2.0 cm ) were used simultaneously to collect rain within a period varying from 60 s to 1000 s , depending on the rain intensity in that region, which was found to be sufficient to ensure stable results. Zhang and Zhu [31] indicated that the measurement error could be ignored with different pipe diameters. In their test, the bottles ( 25 mL with a bottle-neck diameter of 1.52 cm ) were tested to give the same ( $3 \%$ difference) result of rain intensity distribution as those of much larger plastic bottles ( 250 mL with a bottle-neck diameter of 3.26 cm ). To avoid the impact of water splashing on the back of the faceplate, the faceplate was hollow, except for the holes and supporting frames. The lower end of the short pipe, whose range was $15 \sim 3000 \mathrm{~mL}$, used a measuring cylinder to collect rainfall. Rainfall intensity varies from point to point, so different cylinders were used. To obtain the whole region's rainfall intensity, the platform was first placed in one region to collect rainwater, then the entire platform was moved 1.2 m in the longitudinal direction to the next region. To ensure measurement accuracy, two measurements were made in the same working conditions, and the average was taken.

Table 1. Working conditions in experiments.

| Run | $\theta_{\mathbf{1}}\left({ }^{\circ}\right)$ | $\theta_{2}\left({ }^{\circ}\right)$ | $q_{\mathrm{m}}\left(\mathrm{m}^{2} / \mathbf{s}\right)$ | $q_{\mathrm{c}}\left(\mathrm{m}^{2} / \mathbf{s}\right)$ | $f$ | $Q \times 2 /\left(q_{\mathrm{m}}+q_{\mathrm{c}}\right)$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| T1-1 | -30 | 0 | 0.0373 | 0.1236 | 0.3 | $103 \%$ |
| T1-2 | -30 | 0 | 0.0745 | 0.1236 | 0.6 | $95 \%$ |
| T1-3 | -30 | 0 | 0.0727 | 0.0800 | 0.9 | $102 \%$ |
| T1-4 | -30 | 0 | 0.1091 | 0.0800 | 1.3 | $104 \%$ |
| T1-5 | -30 | 0 | 0.1073 | 0.0436 | 2.5 | $98 \%$ |
| T1-6 | -30 | 0 | 0.1427 | 0.0436 | 3.2 | $104 \%$ |
| T2-1 | -30 | 30 | 0.0373 | 0.1236 | 0.3 | $95 \%$ |
| T2-2 | -30 | 30 | 0.0745 | 0.1236 | 0.6 | $110 \%$ |
| T2-3 | -30 | 30 | 0.0727 | 0.0800 | 0.9 | $102 \%$ |
| T2-4 | -30 | 30 | 0.1091 | 0.0800 | 1.3 | $105 \%$ |
| T2-5 | -30 | 30 | 0.1073 | 0.0436 | 2.5 | $103 \%$ |
| T2-6 | -30 | 30 | 0.1427 | 0.0436 | 3.2 | $92 \%$ |
| T3-1 | -30 | 45 | 0.0373 | 0.1236 | 0.3 | $111 \%$ |
| T3-2 | -30 | 45 | 0.0745 | 0.1236 | 0.6 | $94 \%$ |
| T3-3 | -30 | 45 | 0.0727 | 0.0800 | 0.9 | $103 \%$ |
| T3-4 | -30 | 45 | 0.1091 | 0.0800 | 1.3 | $106 \%$ |
| T3-5 | -30 | 45 | 0.1073 | 0.0436 | 2.5 | $108 \%$ |
| T3-6 | -30 | 45 | 0.1427 | 0.0436 | 3.2 | $111 \%$ |

$q_{\mathrm{m}}$ is the flow discharge per unit width of deep hole. $q_{\mathrm{c}}$ is the flow discharge per unit width of surface hole. $f$ is the ratio of deep hole flow to surface hole flow, that is $f=q_{\mathrm{m}} / q_{\mathrm{c}}$. $Q$ is the integral of measurement value.


Figure 3. Rainfall collection platform in 2017.
In each test, the total rain flux in the horizontal plane was integrated and compared to the total water flux of the surface and the deep holes. The total water/rain flux $Q$ was calculated from $Q=\int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} I \mathrm{~d} x \mathrm{~d} y$, where $I$ was the measured rain intensity. Comparisons of the integrated values with the water flux at the surface and the deep holes were listed in Table 1. For all tests, the conservation
ratio of rain flux on average was $101.4 \pm 7.0 \%$. In runs T2-6 and T3-6, the loss of rain flux was slight larger $( \pm 9.3 \%)$, which may be related to the fact that the rain had a wider range in the test. Hence, the above comparison showed the reliability of the measurements.

## 3. Experimental Results and Discussion

### 3.1. Spatial Distribution Characteristics of Rainfall Intensity

Figures 4-6 show the distribution of rainfall intensity for several flow ratios, collision angles, and heights of the rainfall intensity collection platform from the collision point. The rainfall intensity boundary defined $5 \%$ of the maximum rainfall intensity under each working condition [31].

In Figure 4, the flow ratios vary, and the height and collision angles from the collision point to the measurement platform are constant. Note that on the section with the same vertical distance from the collision point, the rainfall intensity range showed an increasing trend on the $y$-axis when the flow ratio increased. On the $x$-axis, the rainfall intensity range increased first, and subsequently decreased slowly. For $f=0.3$, the rainfall intensity range was concentrated in the range $0 \mathrm{~cm} \leq x \leq 22 \mathrm{~cm}$; for $f=0.9$, the rainfall intensity range was concentrated in the range of $10 \mathrm{~cm} \leq x \leq 100 \mathrm{~cm}$; while when $f=3.2$, the rainfall intensity range was concentrated in the range of $40 \mathrm{~cm} \leq x \leq 115 \mathrm{~cm}$. Under all of the working conditions, the maximum rainfall intensity was on the $x$-axis.
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Figure 4. Rainfall intensity distribution at different flow ratios on the $x-0-y$ measuring platform. (a) $\theta_{1}$ $=-30^{\circ}, \theta_{2}=30^{\circ}, \beta=77^{\circ}, z=56 \mathrm{~cm}$, and $f=0.3$; (b) $\theta_{1}=-30^{\circ}, \theta_{2}=30^{\circ}, \beta=77^{\circ}, z=56 \mathrm{~cm}$, and $f=0.6$; (c) $\theta_{1}=-30^{\circ}, \theta_{2}=30^{\circ}, \beta=77^{\circ}, z=56 \mathrm{~cm}$, and $f=0.9$; (d) $\theta_{1}=-30^{\circ}, \theta_{2}=30^{\circ}, \beta=77^{\circ}, z=56 \mathrm{~cm}$, and $f=1.3$; (e) $\theta_{1}=-30^{\circ}, \theta_{2}=30^{\circ}, \beta=77^{\circ}, z=56 \mathrm{~cm}$, and $f=2.5$; (f) $\theta_{1}=-30^{\circ}, \theta_{2}=30^{\circ}, \beta=77^{\circ}$, $z=56 \mathrm{~cm}$, and $f=3.2$.
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Figure 5. Rainfall intensity distribution at different collision angles on the $x-0-y$ measuring platform. (a) $\theta_{1}=-30^{\circ}, \theta_{2}=0^{\circ}, \beta=48^{\circ}, z=56 \mathrm{~cm}$, and $f=1.3$; (b) $\theta_{1}=-30^{\circ}, \theta_{2}=30^{\circ}, \beta=77^{\circ}, z=56 \mathrm{~cm}$, and $f=1.3$; (c) $\theta_{1}=-30^{\circ}, \theta_{2}=45^{\circ}, \beta=90^{\circ}, z=56 \mathrm{~cm}$, and $f=1.3$.

In Figure 5, the flow ratios and height from the collision point to the measurement platform are constant, and the collision angles vary. Note that with the increase in the collision angle, the rainfall intensity range on the $x$ - and $y$-axes increased-for example, when $\beta=48^{\circ}, L_{x}=70 \mathrm{~cm}$, and $L_{\mathrm{y}}=20 \mathrm{~cm}$; when $\beta=77^{\circ}, L_{\mathrm{x}}=108 \mathrm{~cm}$, and $L_{\mathrm{y}}=68 \mathrm{~m}$; when $\beta=90^{\circ}, L_{\mathrm{x}}=163 \mathrm{~cm}$, and $L_{\mathrm{y}}=80 \mathrm{~cm}$. However, the maximum rainfall intensity decreased with the increased collision angle-for example, when $\beta=48^{\circ}, I_{\max }=5.78 \times 10^{5} \mathrm{~mm} / \mathrm{h}$; and for $\beta=90^{\circ}, I_{\max }=5.78 \times 10^{5} \mathrm{~mm} / \mathrm{h}$.

In Figure 6, the flow ratio and collision angle were constant, and the collision point varied from the height of the measurement platform. Note that (1) the range of rainfall intensity on the $x$ - and $y$-axes gradually increases along the $z$ direction, and (2) the maximum rainfall intensity value continues decreasing. At $z=56 \mathrm{~cm}$, the maximum value is $5.74 \times 10^{5} \mathrm{~mm} / \mathrm{h}$; at $z=76 \mathrm{~cm}$, the maximum value is $5.32 \times 10^{5} \mathrm{~mm} / \mathrm{h}$; and at $z=96 \mathrm{~cm}$, the maximum value is $4.22 \times 10^{5} \mathrm{~mm} / \mathrm{h}$. The maximum value decreases from $5.74 \times 10^{5} \mathrm{~mm} / \mathrm{h}$ to $4.22 \times 10^{5} \mathrm{~mm} / \mathrm{h}$, which indicates that the maximum rainfall was continuously spreading during the falling process.
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Figure 6. Rainfall intensity distribution at different section heights on the $x-0-y$ measuring platform. (a) $\theta_{1}=-30^{\circ}, \theta_{2}=30^{\circ}, \beta=77^{\circ}, z=56 \mathrm{~cm}$, and $f=0.3$; (b) $\theta_{1}=-30^{\circ}, \theta_{2}=30^{\circ}, \beta=77^{\circ}, z=76 \mathrm{~cm}$, and $f=0.3$; (c) $\theta_{1}=-30^{\circ}, \theta_{2}=30^{\circ}, \beta=77^{\circ}, z=96 \mathrm{~cm}$, and $f=0.3$.

The maximum rainfall of each section $\left(q_{\max }\right)$ is shown in Figure 7. Note that (1) the maximum rainfall intensity decreases with an increase in distance of $z$, (2) $q_{\text {max }}$ sharply decreases for $f<1.4$ and slightly increases for $f>1.4$, and (3) the results indicated that $q_{\max }$ decreases with an increase of $\beta$. In Figure $7 \mathrm{a}, \mathrm{c}$, for $f=1.3$ and $z=96 \mathrm{~cm}, q_{\max } / Q_{\mathrm{t}} \times 10^{3}=1.6$ at $\beta=48^{\circ}$, while $q_{\max } / Q_{\mathrm{t}} \times 10^{3}$ decreased to 0.45 at $\beta=90^{\circ}$, where $Q_{\mathrm{t}}$ is the sum flow discharge of surface hole and deep hole outlets.


Figure 7. The maximum rainfall varies with the collision angles and flow ratios at different sections. (a) $\theta_{1}=-30^{\circ}, \theta_{2}=0^{\circ}$, and $\beta=48^{\circ}$; (b) $\theta_{1}=-30^{\circ}, \theta_{2}=30^{\circ}$, and $\beta=77^{\circ}$; (c) $\theta_{1}=-30^{\circ}, \theta_{2}=45^{\circ}$, and $\beta=90^{\circ}$.

### 3.2. Rainfall Intensity Distribution on the $x$-Axis

The rainfall intensity distributions on the $x$-axis are shown in Figure 8. Note that the rainfall intensity data along the $x$-axis was best correlated with the Gaussian distribution. In addition, the maximum rainfall intensity value gradually decreases with an increase along the $z$-axis. For example, in Figure 8a, the height of the section increases from 36 cm to 96 cm , and the maximum rainfall intensity value decreases from $2.48 \times 10^{5} \mathrm{~mm} / \mathrm{h}$ to $1.43 \times 10^{5} \mathrm{~mm} / \mathrm{h}$. With an increase in section height, the rainfall intensity distribution along the $x$-axis flattens, and the range on the $x$-axis is bigger.


Figure 8. Rainfall intensity distributions along the $x$-axis and comparison with Equations (1) and (2). (a) $\theta_{1}=-30^{\circ}, \theta_{2}=30^{\circ}, \beta=77^{\circ}$, and $f=0.9$; (b) $\theta_{1}=-30^{\circ}, \theta_{2}=45^{\circ}, \beta=90^{\circ}$, and $f=3.2$.

For two-jet collisions in air on the $x$ - and $z$-axis, the rainfall intensity distribution along the $x$-axis after the collision can be expressed by the following formulas (Figure 8):

$$
\begin{gather*}
\lg I=\lg I_{\max } \times e^{\left(-a \times\left(\frac{x-x_{\max }}{z}\right)^{2}\right)}  \tag{1}\\
\alpha=1.7 e^{(-2.1 \times f)}+2 \cos \beta \tag{2}
\end{gather*}
$$

where $I$ is the rainfall intensity and $I_{\max }$ is the maximum rainfall intensity, $\alpha$ is a coefficient.

### 3.3. Trajectory Line after the Collision on the $x$-Axis

As shown in Figure 9, based on previous research on collision flow [9], the surface water tongue and deep water tongue completely collide in air; then, two water tongues combine and shoot in one direction. $V_{1}$ is the surface hole water tongue velocity, $\theta_{1}$ is the angle of depression, and $q_{1}$ is the discharge per unit width; in addition, $V_{1}$ is the deep hole water tongue velocity, $\theta_{2}$ is the pick angle, and $q_{2}$ is the discharge per unit width. Two water jets meet at the unit of $M$. At the confluence, the flow velocity of the upper edge of the water tongue at the confluence is $V_{1 M}$; the angle between the upper edge of the water tongue and the horizontal direction is $\beta_{1}$; the flow velocity of the inner edge of the water tongue is $V_{2 M}$; the angle between the inner edge of the water tongue and the horizontal direction is $\beta_{2}$; the flow velocity of the mixed water tongue after the phase confluence is $V_{M}$, and the angle between the water tongue and the horizontal direction is $\beta_{M}$.

The spatial position of collision point $M$ can be obtained by calculating the trajectories of the inner edge of the surface-hole jet and outer edge of the deep-hole jet. The trajectories of the deep and surface water tongues were obtained from Equation (3).

$$
\begin{equation*}
z(x)=z_{0}+\tan (\alpha) x-\frac{g x^{2}}{2 V_{0}^{2} \cos ^{2}(\alpha)} \tag{3}
\end{equation*}
$$

where $V_{0}$ is the initial speed, $g$ is gravity acceleration.


Figure 9. Schematic diagram of the collision between the surface-hole jet and the deep-hole jet in air.
The coordinate systems $x_{1} 0 z_{1}$ and $x_{2} 0 z_{2}$, in Figure 9 have the following geometric relationship:

$$
\begin{equation*}
x_{1}=x_{2}+\Delta x_{0}, z_{1}=z_{2}+\Delta z_{0} \tag{4}
\end{equation*}
$$

Using the projectile principle, the trajectory equation of the surface water jet was:

$$
\begin{equation*}
z_{1}=\frac{g}{2 V_{1}^{2} \cos ^{2} \theta_{1}} x_{1}^{2}+x_{1} \operatorname{tg} \theta_{1}=A_{1} x_{1}^{2}+x_{1} \operatorname{tg} \theta_{1} \tag{5}
\end{equation*}
$$

where $V_{1}$ is the surface hole jet initial speed, $x_{1}$ is the transverse distance, $z_{1}$ is the vertical distance, $A_{1}=\frac{g}{2 V_{1}^{2} \cos ^{2} \theta_{1}}$.

The energy velocities of $V_{1 M}$ and $V_{2 M}$ before the impact of the surface water jet and deep water jet became:

$$
\begin{align*}
& V_{1 M}=\varphi_{\mathrm{a}} \sqrt{2 g\left(z_{1 M}+\frac{V_{1}^{2}}{2 g}\right)}  \tag{6}\\
& V_{2 M}=\varphi_{\mathrm{a}} \sqrt{2 g\left(z_{2 M}+\frac{V_{2}^{2}}{2 g}\right)} \tag{7}
\end{align*}
$$

where $\varphi_{a}$ is the velocity coefficient of air resistance ( $\varphi_{a} \approx 0.95$ ), $z_{1 \mathrm{M}}$ is the vertical distance from the surface hole to control volume, $z_{2 \mathrm{M}}$ is the vertical distance from the deep hole to control volume. The control volume was taken around point $M$, as shown in Figure 9, and the momentum integral equation and continuous equation of fluid mechanics were used.

$$
\begin{gather*}
\iiint_{M} \frac{\partial \rho}{\partial t} \vec{v} d \mathrm{~V}+\oiint_{M} \rho \vec{v}(\vec{v} \cdot \vec{n}) d \mathrm{~A}=\sum \vec{F}  \tag{8}\\
\iiint_{M} \frac{\partial \rho}{\partial t} d \mathrm{~V}+\oiint_{M} \rho(\vec{v} \cdot \vec{n}) d \mathrm{~A}=0 \tag{9}
\end{gather*}
$$

where $\rho$ is the density of water, and $\vec{F}$ is the external force that acts on the control volume. In the absence of air resistance, $\beta_{M}$ and $V_{M}$ could be obtained with

$$
\begin{gather*}
\tan \beta_{M}=\frac{V_{1 M} q_{1} \sin \beta_{1}-V_{2 M} q_{2} \sin \beta_{2}}{V_{1 M} q_{1} \cos \beta_{1}+V_{2 M} q_{2} \cos \beta_{2}}  \tag{10}\\
V_{M}=\frac{V_{1 M} q_{1} \cos \beta_{1}+V_{2 M} q_{2} \cos \beta_{2}}{q_{M} \cos \beta_{M}} \tag{11}
\end{gather*}
$$

with the assumption that $V_{1 M}=V_{2 M}$. Thus, Equations (10) and (11) become

$$
\begin{align*}
& \tan \beta_{M}=\frac{q_{1} \sin \beta_{1}-q_{2} \sin \beta_{2}}{q_{1} \cos \beta_{1}+q_{2} \cos \beta_{2}}  \tag{12}\\
& V_{M}=\frac{V_{1 M}\left(q_{1} \cos \beta_{1}+q_{2} \cos \beta_{2}\right)}{q_{M} \cos \beta_{M}} \tag{13}
\end{align*}
$$

The comparisons of the measured locations of $I_{\max }$ with Equations (12) and (13) are shown in Figure 10, which indicates good agreement.


Figure 10. Comparison of experimental and calculated values of the maximum rainfall intensity points. (a) $\theta_{1}=-30^{\circ}, \theta_{2}=0^{\circ}$, and $\beta=48^{\circ}$; (b) $\theta_{1}=-30^{\circ}, \theta_{2}=30^{\circ}$, and $\beta=77^{\circ}$; (c) $\theta_{1}=-30^{\circ}, \theta_{2}=45^{\circ}$, and $\beta=90^{\circ}$.

Based on the above results, we assume that the velocity magnitude was identical in all directions after the collision, but that the directions vary. Therefore, the velocities in all directions were $V_{M}$. Downstream of the collision, the trajectory boundaries ( $5 \% \times I_{\max }$ ) are shown in Figure 11. Hence,
using Equation (3), $\alpha_{1}$ and $\alpha_{2}$ can be obtained- $\alpha_{1}$ is the angle between the $z$-axis and the inner edge line, and $\alpha_{2}$ is the angle between the $x$-axis and the outer edge line.


Figure 11. Comparison of the experimental and calculated values of $L_{X 1}$ and $L_{X 2} . L_{X 1}$ is the distance of inner edge water tongue in $x$ axis, $L_{X 2}$ is the distance of outer edge water tongue in $x$ axis. (a1) $\theta_{1}=-30^{\circ}$, $\theta_{2}=0^{\circ}$, and $\beta=48^{\circ}$; (a2) $\theta_{1}=-30^{\circ}, \theta_{2}=0^{\circ}$, and $\beta=48^{\circ}$; (b1) $\theta_{1}=-30^{\circ}, \theta_{2}=30^{\circ}$, and $\beta=77^{\circ}$; (b2) $\theta_{1}=-30^{\circ}$ and $\theta_{2}=30^{\circ}$; (c1) $\theta_{1}=-30^{\circ}, \theta_{2}=45^{\circ}$, and $\beta=90^{\circ}$; (c2) $\theta_{1}=-30^{\circ}, \theta_{2}=45^{\circ}$, and $\beta=90^{\circ}$.

The calculated values of $\alpha_{1}$ and $\alpha_{2}$ are shown in Figure 12. Note that (1) with the identical collision angle $\beta, \alpha_{1}$ increased, and with the increase in flow ratio, $\alpha_{2}$ decreased; and (2) with the identical flow ratio, $\alpha_{1}$ increased with the increase in collision angle $\beta$, and $\alpha_{2}$ decreased with the increase in collision angle $\beta$. It can also be seen from Figure 12 that $\alpha_{1}$ approximately shows exponential growth with the flow ratio, and $\alpha_{2}$ shows logarithmic growth with the flow ratio. Data analysis indicates that the values of $\alpha_{1}$ and $\alpha_{2}$ are obtained as

$$
\begin{gather*}
\alpha_{1}=16 e^{\left(f \sin ^{2} \beta\right)}  \tag{14}\\
\alpha_{2}=\beta \times(-0.182) \times \ln (f)-\beta \times \sin \left(\beta-80^{\circ}\right) \tag{15}
\end{gather*}
$$



Figure 12. Comparison of the values obtained from Equations (14) and (15) with the present data. (A) Inner angle of $\alpha_{1}$, and (B) outer angle of $\alpha_{2}$.

The computed and measured values correlated to $R^{2}=0.97$ (Figure 12A) and 0.96 (Figure 12B). However, up until now, there was a paucity of information on the rainfall characteristics of the two-jet collisions. This present study provides a new method for understanding the rainfall characteristics of the two-jet collision, which will be useful to extend to other models or even prototypes for further research.

## 4. Conclusions

In this paper, the flow characteristics of two-jet collisions with different collision angles and flow ratios were investigated systematically by a series of model tests. The present investigation illustrated the development of the spatial distribution of rainfall intensity. Observations indicated that the maximum rainfall intensity sharply decreased with an increase in flow ratio, while the maximum rainfall intensity slightly increased, as the flow ratio was greater than 1.0

On the $x$-axis, the distribution of rainfall intensity followed a Gaussian distribution. The range of rainfall intensity tended to reach the maximum for the flow ratio $=1.0$. A theoretical equation to compute the locations of maximum rainfall intensity was presented, which is in good agreement with the model tests. The formulas to calculate the boundary lines of the $x$-axis were proposed. The present analysis was based upon experiments performed in a model with $48^{\circ}<\beta<90^{\circ}, 0.3<f<3.2$, and $36 \mathrm{~cm}<z<96 \mathrm{~cm}$. The rainfall intensity distributions on the $y$-axis will be further studied.
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#### Abstract

Chute aerators introduce a large air discharge through air supply ducts to prevent cavitation erosion on spillways. There is not much information on the microcosmic air bubble characteristics near the chute bottom. This study was focused on examining the bottom air-water flow properties by performing a series of model tests that eliminated the upper aeration and illustrated the potential for bubble variation processes on the chute bottom. In comparison with the strong air detrainment in the impact zone, the bottom air bubble frequency decreased slightly. Observations showed that range of probability of the bubble chord length tended to decrease sharply in the impact zone and by a lesser extent in the equilibrium zone. A distinct mechanism to control the bubble size distribution, depending on bubble diameter, was proposed. For bubbles larger than about 1-2 mm, the bubble size distribution followed a-5/3 power-law scaling with diameter. Using the relationship between the local dissipation rate and bubble size, the bottom dissipation rate was found to increase along the chute bottom, and the corresponding Hinze scale showed a good agreement with the observations.


Keywords: chute aerator; spillway bottom; air concentration; air bubble frequency; air bubble chord length

## 1. Introduction

Chute aerators, regarded as a cost-effective method, have been widely used owing to their proven success as a countermeasure in the Grand Coulee dam since 1960 [1]. Previous studies have provided a significant amount of information on the macroscopic air-water flow properties [2-13], such as the air concentration, air entrainment and detrainment. Rutschmann and Hager [2], combining both model and prototype data, proposed two approaches to calculate the air entrainment coefficient $\beta=q_{a} / q$, where $q_{a}=$ air discharge and $q=$ water discharge. The air entrainment coefficient was also investigated by, among others, Shi [14], Pinto [15,16], and Low [17]. Chanson [3] investigated the characteristics of chute aerator flow on the distributions of various bubble parameters (void fraction, velocity, air discharge, turbulent diffusivity, etc.) for different inflow Froude numbers. He also provided a better understanding of the air entrainment processes and found a strong detrainment process occurred in the impact zone. Kramer et al. [5] divided the chute aerator into five zones: inflow region; air detrainment region; minimum air concentration region; air entrainment region; and uniform mixture flow region, and systematically investigated the air detrainment gradients in the far-field of chute aerators. Pfister and Hager [6-8] measured the air concentration and divided the chute aerator into three zones: jet zone, reattachment and spray zone, and far-field zone. The authors also discussed the air entrainment and proposed two comprehensive methods to calculate the average and bottom air concentration development using deflectors and offsets along the chute. Avoiding the upper aeration effect, Bai et al. [9] divided the chute aerator into three zones and found that an
intensive air detrainment occurred in the impact zone and the detrained air escaped into the cavity zone. The previous experimental investigations are summarized in Table 1.

Table 1. Experimental investigations of Chute Spillways.

| Reference | $V_{0}(\mathrm{~m} / \mathrm{s})$ | $h_{0}(\mathrm{~m})$ | $\mathrm{F}_{0}$ | Remarks |
| :---: | :---: | :---: | :---: | :---: |
| Chanson [3] | 9.2 <br> $6.2-11.3$ <br> 5.3 | 0.023 <br> 0.035 <br> 0.081 | 19.5 <br> $10.5-19.5$ <br> 6.0 | Model <br> $(W=0.25 \mathrm{~m})$ |
| Prifser [6-8] | $4.7-7.5$ | $0.041-0.066$ | $7.4-9.3$ | Model <br> $(W=0.30 \mathrm{~m})$ |
| Bai [9,10] | $4.0-9.0$ | 0.15 | $3.3-7.4$ | Model <br> $(W=0.25 \mathrm{~m})$ |
| Shi [14] | 14.0 | 0.058 | 18.6 | Model <br> $(W=0.20 \mathrm{~m})$ |
| Pinto [15,16] | $19.5-27.7$ | $0.38-1.06$ <br> $19.9-32.7$ <br> $19.9-36.2$ | $0.38-1.43$ <br> $0.38-1.29$ | $8.1-10.3$ <br> $10.3-11.1$ |
| Low [17] | $4.2-9.5$ | 0.05 | Prorotype <br> (Foz do Areia) |  |

Many studies concerning the minimum or critical air concentration to avoid cavitation erosion have been conducted [18,19]. Peterka [18] found that when the average air concentration was between 0.01 and 0.06 , no cavitation erosion was observed. Up to now, there is no reliable design guideline for the distance required between two aerators to produce sufficient bottom air concentration [5]. Based on prototype observations on Russian dams, Semenkovand Lantyaev [20] provided an average bottom air concentration decay of $0.40 \%$ to $0.80 \%$ per chute meter.

However, air concentration governs the comprehensive performance of the bubbles, including their chord length and frequency form. In particular, Robinson [21], Xu et al. [22], and Brujan [23] adopted advanced techniques to investigate the mechanism of erosion damage and found that the interaction between the air bubbles and cavitation bubbles was the mechanism that assisted in the prevention of erosion damage. These studies indicate that the bubble size and frequency are significant parameters for the mechanism of erosion damage. However, negligible research has been conducted on the spillway bottom air microcosmic characteristics such as the bottom bubble frequency and chord size. Such investigations are difficult because of the complex nature of the flow and strong impaction of the bottom. In the present study, the development of the bottom bubble characteristics was measured and analyzed.

## 2. Hydraulics Model

The experiments were conducted in a rectangular chute that was $0.25-\mathrm{m}$ wide with a variable bottom slope $5.71^{\circ} \leq \alpha \leq 18.2^{\circ}$ (Figure 1). The measured section was $5-\mathrm{m}$ long and consisted of a smooth convergent nozzle with a width of 0.25 m and height of 0.15 m . The approach flow depth was $h_{0}=0.15 \mathrm{~m}$ and the emergence angle was $0^{\circ} \leq \theta_{0} \leq 14.1^{\circ}$. The water discharge was supplied by a large tank ( $3.1-\mathrm{m}$ wide, $3.2-\mathrm{m}$ long, and $9.2-\mathrm{m}$ high) and was measured using a rectangular sharp-crested weir with an accuracy of approximately $1 \%$. In order to gain sufficient velocity, the nozzle was located in the bottom of the tank. A range of approach flow velocities was set from $4.0 \mathrm{~m} / \mathrm{s}$ to $9.0 \mathrm{~m} / \mathrm{s}$. Observations indicated that the approach of the flow was stable. Hence, the Froude number $\mathrm{F}_{0}\left(V_{0} /\left(g h_{0}\right)^{0.5}\right)$ was within the range of 3.3 to 7.4 (Table 2), where $g$ was the gravity. $x$ was the streamwise coordinate along the chute bottom, $h_{s}$ was the offset height, $L$ was the cavity length, and $L_{m}$ and $L_{D}$ were the specific lengths [9].


Figure 1. Definition sketch with relevant parameters (a) and side view of chute aerator flow with high speed camera (b).

Table 2. Experimental conditions of chute aerator flow.

| Run | $V_{\mathbf{0}}(\mathrm{m} / \mathrm{s})$ | $h_{\boldsymbol{s}}(\mathrm{m})$ | $\theta_{0}\left({ }^{\circ}\right)$ | $\alpha\left({ }^{\circ}\right)$ | $F_{0}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| S1 | $5.0-7.0$ | 0.03 | 5.71 | 12.5 | $3.8-5.8$ |
| S2 | $4.0-6.0$ | 0.05 | 12.5 | 18.2 | $3.3-4.9$ |
| S3 | $5.0-7.0$ | 0.045 | 0 | 5.7 | $3.8-5.8$ |
| S4 | $4.0-6.0$ | 0.045 | 5.7 | 14.1 | $3.3-4.9$ |
| S5 | $6.0-9.0$ | 0.045 | 14.1 | 14.1 | $4.9-7.4$ |

All measurements were performed on the channel centre line. The air-water flow properties were measured with a phase-detection needle probe. The working principle of a conductivity probe was based on the difference in the voltage indices at the platinum tip between the air and water phases. The response time of this sensor was less than $10 \mu \mathrm{~s}$. The signals from the conductivity probe were recorded at a scan rate of 100 kHz per for a 40 s scan period. The accuracy of the air concentration was $\Delta C / C=3 \%$, and the bubble frequency was $\Delta f / f=1 \%$, where $C$ was the air concentration and $f$ was the bubble frequency. The length of the impact zone was very short. A few studies in the impact zone have been performed with a space of 0.03 m along the chute bottom.

## 3. Basic Chute Aerator Flow Properties

## Air Concentration and Bubble Frequency Profiles

A typical photo of the offset-aerator flow is shown in Figure 2, where four zones were introduced. The typical distributions of the air concentration and bubble frequency in the different zones are depicted in Figure 2 as a function of the dimensionless distance perpendicular to the bottom, i.e., $z / h_{0}$. Owing to a sufficient depth of the approach flow, the unaerated water prevented the upper aeration effect.


Figure 2. Distributions of air concentration (a) and bubble frequency (b) along the chute (S5: $V_{0}=9 \mathrm{~m} / \mathrm{s}$, $\mathrm{F}_{0}=7.4$ ).

In the cavity zone $(0<x / L<1)$, air entrainment occurs in the form of air bubbles entrapped into the lower flow and the air concentration decreased from the lower surface to the vertical direction. At $x / L=1$, the lower jet impacted on the chute bottom. Further downstream $(x / L>1)$, the distributions of air concentration were different from the cavity zone. Figure 2a shows that the air concentration distributions downstream of the cavity zone, exhibiting an air concentration peak in the turbulent shear region, whereas the air concentration increases from the chute bottom to its maximum value, and then decreases in the vertical direction.

Note that: (1) for $x>L$, the maximum value air concentration $C_{m}$ decreased sharply in the impact zone, while in the equilibrium zone, the peak air concentration $C_{m}$ decreased slightly. (2) Experimental results indicated the existence of a maximum value $f_{m}$ in bubble frequency (Figure 2b), but its location differed from the locus of the maximum void fraction as noticed by Bai et al. [10]. In the cavity, the location of $f_{m}$ approached $C=0.50$ with the development of the low jet aeration. The location of $f_{m}$ was approximately the same as that of the section maximum air concentration $C_{m}$ at a section in the impact zone, but lower than that in the equilibrium zone.

For more than 25 experiments conducted in this model, only one set of experiments is shown herein to illustrate the basic chute aerator flow property [9]. However, equations presented hereafter are based on all experiments.

## 4. Bottom Air Bubble Characteristics

The entrained air from the chute aerator aims to prevent erosion damage. Recent investigations have indicated that the bubble size and frequency are the significant factors preventing erosion damage [22,23]. The air bubbles generated in the cavity zone travelled through the impact zone to
continue downstream. For the chute aerator flows, a large amount of air entrained in the cavity zone was only partially transported to the downstream flow. Under the effect of rollers, large bubbles broke into small bubbles before being transported downstream zone simultaneously in the impact zone.

### 4.1. Bottom Air Concentration and Bubble Frequency

Bottom air concentration $C_{b}$ was defined experimentally using the values measured closest to the model chute bottom ( $z=1-1.5 \mathrm{~mm}$ ). The experimental data of bottom air concentration $C_{b}$ is presented in Figure 3. Note the following: (1) the decay rate of $C_{b}$ was different in the impact ( $L<x<L_{m}$ ) and equilibrium zones ( $L_{m} \leq x<L_{D}$ ); $C_{b}$ decreased sharply in the impact zone and decreased slightly in the equilibrium zone. In the impact zone, bottom air concentration $C_{b}=0.64$ at $x / L=1.06$ and it decreased to 0.18 at $x / L=1.16$. In contrast, the bottom air concentration decreased slightly in the equilibrium zone, with concentration $C_{b}=0.145$ at $x / L=1.31$ decreasing to 0.064 at $x / L=1.91$. (2) With the increase in $\mathrm{F}_{0}$, the values of $C_{b}$ increase in the present experiments, in agreement with the results of Pfister and Hager [7]. (3) The comparison of the measured values of $C_{b}$ with the values from the formula proposed by Pfister and Hager [7] is shown in Figure 3, which displays a similar trend downstream of the chute aerator. However, the present values are generally larger than those of Pfister and Hager [7]. At a sufficient water depth, the detrained air bubbles cannot escape into the atmosphere through the upper surface; it can only escape into the cavity zone, which may cause the level of $C_{b}$ to be larger than that of previous studies. In addition, for a shorter length of the impact zone, the fewer measurement sections may cause an insufficient sharp decrease. (4) It can be concluded that the air transportation regularity is different in the impact and equilibrium zones.

(a)

Figure 3. Cont.

(b)

Figure 3. Bottom air concentration along the chute and compared with Pfister [7] (a): S2; (b): S5.

From the experimental data analysis, bottom air concentration $C_{b}$ can be expressed by the following equation (Figure 3):

$$
\begin{align*}
& \frac{C_{b}}{\left(C_{b}\right)_{L}}=\left(\frac{x}{L}\right)^{0.985 F_{0}-17.5} \text { for } L<x<L_{m}, R^{2}=0.89  \tag{1}\\
& \frac{C_{b}}{\left(C_{b}\right)_{L^{m}}}=\left(\frac{x}{L_{m}}\right)^{0.071 F_{0}-1.73} \text { for } x>L_{m}, R^{2}=0.97 \tag{2}
\end{align*}
$$

where $R$ is the correlation coefficient, $\left(C_{b}\right)_{L}$ is the bottom air concentration at $x=L,\left(C_{b}\right)_{L m}$ is the bottom air concentration at $x=L_{m}$.

The experimental data of bottom bubble frequency $f_{b} h_{0} / V_{0}$ along the chute are displayed in Figure 4. There are a few reports on the chute bottom bubble frequency of the lower jet downstream of the chute aerator. Note the following: (1) $f_{b} h_{0} / V_{0}$ decreased in both the impact and equilibrium zones, whereas decay rate of $f_{b} h_{0} / V_{0}$ differed slightly. For $\mathrm{F}_{0}=7.4, f_{b} h_{0} / V_{0}=11.2$ at $x / L=1.06$, and it decreased to 10.88 at $x / L=1.17$ in the impact zone (Figure 4d). In contrast, the bottom bubble frequency decreased slightly more in the equilibrium zone, with $f_{b} h_{0} / V_{0}=9.44$ at $x / L=1.31$ decreasing to 6.22 at $x / L=1.91$. (2) In contrast, $f_{b} h_{0} / V_{0}$ decreased slightly in the impact zone, and there was a large variation in air bubble concentration $C_{b}$. (3) Furthermore, $f_{b} h_{0} / V_{0}$ increased with increasing $\mathrm{F}_{0}$.


Figure 4. Cont.


Figure 4. Bottom air bubble frequency along the chute (a): S2; (b): S3; (c): S4; (d): S5.

Overall, the present data could be described by

$$
\begin{equation*}
\frac{f_{b} h_{0}}{V_{0}}=2.81 F_{0} \times \exp \left(-\frac{x}{L} F_{0}^{-0.27}\right) \text { for } x>L, R^{2}=0.94 \tag{3}
\end{equation*}
$$

where $R$ was the correlation coefficient.

### 4.2. Bottom Bubble Chord Length Distributions

The chord length distribution of the air bubbles shows microscopic variations passing a measurement point in the stream-wise direction. For all the flow conditions, the experimental results exhibited a broad range of the chord length, varying from less than 0.1 mm to more than 30.0 mm . In this study, the chord length interval was 0.1 mm . The chord lengths are not the bubble diameters, but are the characteristic stream-wise bubble sizes.

Garrett et al. [24] and Deane et al. [25] indicated that the bubble chord length distribution $N_{a}$ depended on the dissipation rate $\varepsilon$ and bubble diameter $d_{a b}$, and the scaling law followed as

$$
\begin{equation*}
N_{\mathrm{a}} \propto A \varepsilon^{1 / 3} d_{a b}^{-5 / 3} \tag{4}
\end{equation*}
$$

where A was a constant, $N_{a}=N_{t} / t, N_{t}$ was the number of air bubbles detected in the scan period $t(t=40 \mathrm{~s})$.
The distributions of the bottom bubble chord length in the impact and equilibrium zones are depicted in Figure 5. In the impact zone, the air concentration was within the range of $0.10<C<0.90$, such that the intermediate region neither corresponded to the high-air concentration region nor to the bubbly flow region. In the equilibrium zone, the maximum air concentration was less than 0.3, so that the zone corresponded to the bubbly flow region. Note the following: (1) the distributions of bottom bubble chord length were skewed with a large proportion of small bubbles. Compared with the impact region, the range of bubble chord length distributions decreased. In the impact zone, the largest probability of bubble chord lengths was concentrated in the range $0.1 \leq d_{a b} \leq 30 \mathrm{~mm}$, while in the equilibrium zone, the highest probability of bubble chord lengths was concentrated in the range 0.1 $\leq d_{a b} \leq 10 \mathrm{~mm}$. (2) The curve of distribution of the bottom bubble chord sizes was also sharper and narrower along the chute. The power-law scaling of bubble density on diameter is about $\beta=-5 / 3$ for larger than about $1-2 \mathrm{~mm}$ bubbles in the impact and equilibrium zones. (3) In the impact zone, $\beta$ showed a slight increase from -1.2 at $x / L=1.06$ to $-5 / 3$ at $x / L=1.15$ due to the air detrainment. In the equilibrium zone, $\beta$ showed a slightly increase from $-5 / 3$ at $x / L=1.21$ to -2.4 at $x / L=1.64$ due to the buoyancy effect.


Figure 5. Bottom bubble chord length distributions in the impact zone (a) and equilibrium zone (b) ( $\mathrm{S} 5, V_{0}=8 \mathrm{~m} / \mathrm{s}, \mathrm{F}_{0}=6.6$ ).

### 4.3. Bottom Turbulent Dissipation Rate

Xu et al. [22,23] and Brujan et al. proved that the size of air bubbles near the bottom was a significant parameter for the collapse process of cavitation bubbles. There was little information to investigate the air bubble variations on the chute bottom. The equilibrium zone belonged to the bubbly flow region and the dynamic behavior of the flow was considered to be a steady state air-water two-phase flow.

Hinze [26] indicated that any fluid gas bubbles or droplets were likely to fragment if the pressure forced on its surface exceeds the restoring forces associated with surface tension.

$$
\begin{equation*}
\rho \frac{u^{2}}{\sigma} d_{c}=\mathrm{W}_{\mathrm{c}} \tag{5}
\end{equation*}
$$

where $\mathrm{W}_{c}=$ the critical Weber numbers, $u=$ the turbulent velocity field on the scale of the bubble. If the fluctuating velocity field was assumed to be described by Kolmogorov's inertial subrange, so that $u^{2}=2 \varepsilon^{2 / 3} d_{\mathrm{ab}}{ }^{2 / 3}$, then only bubbles with diameters larger than the Hinze scale would fragment [17-19].

$$
\begin{equation*}
d_{c}=\left(\frac{\mathrm{W}_{\mathrm{c}} \sigma}{2 \rho}\right)^{3 / 5} \varepsilon^{-2 / 5} \tag{6}
\end{equation*}
$$

where $d_{c}=$ the Hinze scale, $\varepsilon=$ turbulent dissipation rate, which was estimated rather than measured directly. Recent experiments suggest that $\mathrm{W}_{\mathrm{c}}$ lied in the range $0.585-4.7$, and we have used the value $\mathrm{W}_{\mathrm{c}}=1.0$ (Table 3). For this to exceed a critical value, $\mathrm{W}_{\mathrm{c}}$ required that $d>d_{c}$.

Table 3. Critical Weber numbers for the splitting of air bubbles in water flows.

| Reference | $\mathbf{W}_{\mathbf{c}}$ | Fluid | Flow Situation | Comments |
| :---: | :---: | :---: | :---: | :---: |
| Hinze [26] | 0.585 |  | Two co-axial cylinders, the <br> inner one rotating | Dimensional analysis. |
| Killen [27] | 1.017 | Air bubbles in water | Turbulent boundary layer | Experimental data. $V$ in <br> the range 3.66 to $18.3 \mathrm{~m} / \mathrm{s}$. |
| Lewis and Davidson [28] | 2.35 | Air and Helium bubbles in <br> water and Fluorisol | Circular jet | Experimental data. $V$ in <br> the range 0.9 to $2.2 \mathrm{~m} / \mathrm{s}$. |
| Evans et al. [29] | 0.60 | Air bubbles in water | Confined plunging water jet | Experimental data. $V$ in <br> the range 7.8 to $15 \mathrm{~m} / \mathrm{s}$. |
| Chanson [3] | 1.00 | Air bubbles in water | Self-aerated flow | Experimental data. $V$ in <br> the range 3.2 to $5.3 \mathrm{~m} / \mathrm{s}$. |
| Martínez-Bazán et al. <br> [30,31] | 1.00 | Air bubbles in water | Submerged water jet | Experimental data. <br> $V=17.0 \mathrm{~m} / \mathrm{s}$. |
| Deane and Stokes [25] | 4.7 | Air bubbles in water | Breaking waves | Experimental data. |
| Bai et al. [9] | 1.00 | Air bubbles in water | Chute aerator flow | Experimental data. $V$ in <br> the range 4.0 to $9.0 \mathrm{~m} / \mathrm{s}$. |

If the Hinze scale was known, the turbulent energy dissipation rate $\varepsilon$ on the chute bottom could be estimated from Equation (7). Hinze [26] used the definition that $95 \%$ of the air is contained in bubbles with a diameter less than $d_{c}$ and the calculated turbulent energy dissipation rate $\varepsilon$ for Deane's [18] data was much smaller. Garrett et al. [24] used the results of Martínez-Bazán et al. [30,31] and established a one-to-one relationship between the local dissipation rate and bubble size.

$$
\begin{equation*}
\varepsilon=(1 / 2)^{5 / 2}\left(\frac{\sigma}{\rho}\right)^{3 / 2} \int_{0}^{\infty}\left(\frac{d_{a b}}{2}\right)^{1 / 2} N_{a} \mathrm{~d} d_{a b} / \int_{0}^{\infty}\left(\frac{d_{a b}}{2}\right)^{3} N_{a} \mathrm{~d} d_{a b} \tag{7}
\end{equation*}
$$

The bottom dissipation rate $\varepsilon$ calculated from Equation (7) is shown in Figure 6 and tends to increase in the measured distance. From Equation (6), a change in dissipation rate $\varepsilon$ from 0.10 to $0.75 \mathrm{~m}^{2} \mathrm{~s}^{-3}$ corresponded to a change in Hinze scale from 5.5 to 2.4 mm . Thus, the estimate of 2.4 mm for the Hinze scale was in good agreement with the observed change in power-law scaling of the bubble distribution at around $1-2 \mathrm{~mm}$ (Figure 5b). Because bubbles smaller than the Hinze scale are stabilized by surface tension forces, a reasonable estimate for this scale is the diameter of the smallest bubbles observed to fragment. In the present study, the bubble chord lengths were smaller than the bubble diameters, due to the measurement technique utilizing conductivity probes. A challenge remains to observe the bubble diameter in a model facility, or even a prototype facility.


Figure 6. Calculated values of turbulent energy dissipation rate $\varepsilon$ on the chute bottom.

## 5. Conclusions

This study presented new information on the bottom air bubble characteristics in the downstream of chute offset-aerators, which were measured with an accurate measurement technique utilizing conductivity probes. For eliminating the upper aeration, the bottom concentration, bubble frequency, bubble chord length, and bottom dissipation rate were analyzed along the chute longitudinal direction. The present study complemented the existing studies on the bubble properties of chute aerator flows.

The bottom air concentration was found to decrease sharply in the impact zone and to decrease slightly in the equilibrium zone. The bottom air bubble frequency was found to decrease slightly along the chute bottom. A formula to predict the bottom bubble frequency in the impact and equilibrium zones was proposed.

Observations showed that the range of probability of bottom bubble chord lengths tended to decrease sharply in the impact zone and to a lesser extent in the equilibrium zone. The bubbles larger than the Hinze scale were subject to fragmentation and showed $-5 / 3$ power-law scaling with diameter. Using the relationship between the local dissipation rate and bubble size [24], the bottom dissipation rate was found to increase along the chute bottom. The Hinze scale estimated from Equation (6) showed a good agreement with the observed change in power-law scaling of the bubble distribution.
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#### Abstract

As a hydrodynamic phenomenon, cavitation is a main concern in many industries such as water conservancy, the chemical industry and medical care. There are many studies on the generation, development and collapse of cavitation bubbles, but there are few studies on the variation of the cyclic impact strength on walls from the collapse of cavitation bubbles. In this paper, a high-speed dynamic acquisition and analysis system and a pressure measuring system are combined to study the impact of a cavitation bubble generated near a wall for various distances between the cavitation bubble and the wall. The results show that (1) with the discriminating criteria of the impact pressure borne by the wall, the critical conditions for the generation of a micro-jet in the collapse process of the cavitation bubbles are obtained, and therefore collapses of cavitation bubbles near the wall are mainly divided into primary impact area collapses, secondary impact area collapses and slow release area collapses; (2) it can be seen from the impact strength of the cavitation bubble collapse on the wall surface that the impact of cavitation bubbles on the wall surface during the first collapse decreases as $\gamma$ (the dimensionless distance between the cavitation bubble and the wall) increases, but the impact of the second collapse on the wall surface increases first and then decreases sharply. When $\gamma$ is less than 1.33 , the impact on the wall surface is mainly from the first collapse. When $\gamma$ is between 1.33 and 2.37 , the impact on the wall surface is mainly from the second collapse. These conclusions have potential theoretical value for the utilization or prevention and control technologies for cavitation erosion.
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## 1. Introduction

When the collapse of cavitation bubbles occurs near a wall, the wall will bear the cyclic impact from the collapse of the cavitation bubble. The characteristic of the interaction between the cavitation bubble and the wall has become the focus of many technical fields, such as water conservancy, shipbuilding, the chemical industry and many other industries.

Theoretical study about cavitation bubbles can be tracked back to the last century [1-3]. The study of the cavitation field mainly focuses on the damage and destruction of a solid wall surface upon cavitation bubble collapse [4,5].

Shaw et al. [6] used a laser to generate a cavitation bubble and combined this with Schlieren photography to conduct a study on the impact performance of the impact wave and micro-jet generated during the first collapse of a cavitation bubble on a wall. Adopting high-speed photographic equipment with a camera speed of up to 100 million frames per second to study the evolution properties of cavitation bubbles around a wall, Lindau and Lauterborn [7] discovered the annular form during the collapse of a cavitation bubble, the formation of a contrajet and the shock wave. Liu et al. [8] used the method of laser-inducing a cavitation bubble to conduct a study on the impacts of a micro-jet caused by laser-induced cavitation bubble collapse on a metallic copper surface, and found that the liquid-jet
was the main damage mechanism in cavitation erosion. Xu et al. [9] studied the cavitation bubble dynamic characteristics on an aluminum surface by using the technology of a sensitive fiber-optic sensor based on the optical beam deflection principle. Ren et al. [10] used a hydrophone to conduct a study on the strength mechanism of impact from cavitation collapse within the range of the relative bubble-wall dimensionless distance $\gamma\left(\gamma=h / R_{\max }, R_{\max }\right.$ is the maximal radius of the cavitation bubble, $h$ is the distance between the center of the cavitation bubble and the wall) which is between 0.5 and 2.5. The above studies on the collapse of cavitation bubbles either focus on the first collapse or adopt the indirect method of hydrophone measurement. In addition, from the research on the impact of the micro-jet or high-velocity droplet on a wall with the use of high-speed photography, only qualitative rules can be obtained. However, measuring the microscopical area of the wall under the impact of the micro-jet or high-velocity droplet with the pressure test system provides a new quantitative method for solving millimeter-sized impact-related issues [11].

In recent years, some new research directions on cavitation have been proposed, such as extracorporeal shock-wave lithotripsy [12] and ultrasonic cleaning [13,14]. In addition, studies on the interaction between cavitation bubbles and cavitation bubbles, cavitation bubbles and air bubbles, cavitation bubbles and particles, and cavitation bubbles and ice blocks have also been reported. Fong et al. [15] adopted the underwater discharge technique to induce multiple cavitation bubbles so as to study the coupling effect between two cavitation bubbles generated at different instants. Pain et al. [16] studied the jet flow in an air bubble induced by a nearby cavitation bubble and discovered that the speed of such a jet flow can be up to $250 \mathrm{~m} / \mathrm{s}$. Luo et al. [17,18] used the method of high-voltage discharge technology to generate a cavitation bubble to study the interaction between a cavitation bubble and an air bubble, and the interaction between two cavitation bubbles and a rigid wall. Goh et al. [19] studied the interactions between cavitation bubbles horizontally placed below the underwater slab and air bubbles attached to it and discovered that the ratio between the oscillation time of the air bubbles and the oscillation time of the cavitation bubbles is the important parameter impacting the micro-jet caused by cavitation bubble collapse. The interaction between a cavitation bubble and a particle was researched by adopting a high-voltage discharge technology to induce a cavitation bubble [20] and low-voltage underwater discharge technology to induce a cavitation bubble [21]. The interaction between ice and cavitation bubbles was researched by Cui et al. [22], and the direction of the micro-jet and the propagation of shock waves were captured.

Due to the very small volume and short life cycle of cavitation bubbles during the evolution, great difficulties have been imposed on related studies. Therefore, numerical simulation studies have been performed by various researchers. Coupled boundary element and finite element methods have been performed on bubble-structure interactions [23-25]. The boundary element method is used for research on the toroidal configuration and jet impact characteristics in the later stage of the collapse of cavitation bubbles in the inviscid and irrotational field [26-28] numerically simulated the late rebound phenomena of a cavitation bubble by the method of vortex lines. Instead of using a vortex surface, Klaseboer et al. [29] simulated the ring stage of a cavitation bubble with a vortex ring, and profoundly understood the dynamic characteristics of a cavitation bubble and the interaction with walls for different distances between the bubble and the wall, which was in agreement with the experimental results.

For the past few decades, many researchers have tried to find out the impulses associated with cavitation bubble collapse. In most existing studies, these results are only qualitative due to the non-uniform spatial sensitivity of the transducer. Therefore, in this paper, cavitation bubbles are induced by adopting a low voltage spark-discharge system, the cavitation bubble evolution and corresponding wall pressure change processes are measured simultaneously by the piezoresistive pressure sensor. The impact strength of the first collapse and rebound-regeneration collapse of the cavitation bubble on the wall surface is mainly analyzed with the high-speed photographic image and pressure testing data of the wall surface, and the influence of the dimensionless distance of the bubble wall on the impact strength of the wall surface is revealed.

## 2. Experimental Setups

### 2.1. Cavitation Bubble Induction Device

In order to get the impact characteristics of the cavitation bubble collapse on the wall, the experimental setup requires a cavitation bubble induction device, a high-speed dynamic collection and analysis system and a transient pressure testing system, as shown in Figure 1.


Figure 1. Schematic diagram of experimental facilities.
There are three ways to induce cavitation bubbles in quiescent water: by focusing a laser, by a high-frequency ultrasound wave or by an underwater discharge. The laser technique to induce a cavitation bubble has many advantages, such as its higher accuracy in controlling the focal spot, but the focusing method of the laser is rather complex and costly [30]. In the current work, the method of low-voltage underwater discharge was adopted. The method can accurately control the position and size of the cavitation bubble. To minimize possible interference, the diameter of the electrodes used is 0.15 mm , and the bubbles created have a maximum radius of 30 times the diameter of the electrodes. The copper electrodes (length 50 mm ) are fixed in the trestles. The trestles are placed in a water tank ( $40 \mathrm{~cm} \times 30 \mathrm{~cm} \times 40 \mathrm{~cm}$ ), which is filled with twice deionized water (at a constant temperature of $22^{\circ} \mathrm{C}$ ). To create the bubble, two capacitors are fully charged to the specified voltage (the adjustable range is $0 \mathrm{~V} \sim 100 \mathrm{~V}$ ) through a $1 \mathrm{~K} \Omega$ resistor, then switched to the discharge circuit, and the capacitor is discharged through the pair of crossed electrodes.

The life cycle of cavitation bubbles is very short; in order to study the impact process of the collapse of the cavitation bubble on the wall surface, a high-speed dynamic collection and analysis system and a transient pressure testing system must be adopted for synchronized recording. The high-speed dynamic collection and analysis system is composed of a high-speed camera, lens assembly, lighting equipment, etc., and the transient pressure testing system is composed of the resistance-type pressure sensor and the data acquisition instrument. These two systems are respectively connected to a computer through a synchronous trigger device. The Fastcam SA-Z high-speed camera (maximum acquisition rate: $1,000,000 \mathrm{fps}$, Photron Inc., Tokyo, Japan,) is used. The radius is of millimeter-size when the cavitation bubble generated after the discharge between electrodes in the water body evolves to its maximum volume. Thus, in order to obtain the clear outline of the cavitation bubbles, a micro-lens and LED lamp ( 150 W ) must be adopted in the acquisition system and synchronized with the high-speed photography system. A framing rate of 150,000 frames per second is used to capture the bubble dynamics in this paper, with a shutter speed of $5.06 \mu \mathrm{~s}$. The width of the frame is 256 pixels.

### 2.2. Measurement of Cavitation Bubbles During the Evolution Process and the Impact Process

Considering the size of the cavitation bubbles (the radius of cavitation bubbles produced from the system in the experiment ranges from 5.00 mm to 12.00 mm ) and the time for the impact of the collapse of the bubble on the wall surface being very short, the size of the sensor in the transient pressure testing system must be small enough, and the sampling frequency and accuracy must be high enough; in addition, by observing the high-speed photographic images, the time for the impact of the micro-jet on the wall due to the collapse of the cavitation bubbles induced by the experimental system lasted about $100 \mu \mathrm{~s}$. The minimum rise time was at least $10 \mu \mathrm{~s}$. The pressure sensor used in the experimental system has a high-frequency bandwidth ( 200 kHz ). Therefore, with the existing sensor technology, the piezoresistive pressure sensor used in this paper can meet the requirements for the measurement of the impact of the collapse of cavitation bubbles on the wall surface. The radius of the sensing area of the sensor adopted in the test is 1.50 mm (the maximum measuring range is 40 MPa ). The sampling frequency is 2 MHz , and the accuracy is $0.5 \%$ of the maximum measuring range.

The method of image gray processing is used to obtain the maximum radius of the cavitation bubble. In this paper, a circle radius with the same number of the pixels is regarded as the equivalent radius $R_{e q}$ of the cavitation bubble ( $R_{\max }$ is $R_{e q}$ when the cavitation bubble radius reaches maximum), and the centroid of the cavitation bubble in the high-speed photographic image is regarded as the center of the cavitation bubble. The dimensionless distance $\gamma$ is the ratio of the distance $h$ between the centers of the cavitation bubble and pressure sensor and the maximum value of the maximal equivalent radius $R_{\max }$ of the cavitation bubble. Figure 2 shows the data processing process: therein, the scatter diagram shows the relationship between the first cycle of the cavitation bubble time and the corresponding $R_{\max }$, and it can be seen that this data processing method provides good reproducibility.


Figure 2. Processing method of characteristic parameters. (a) Cavitation bubble photograph; (b) characteristic parameters.

## 3. Results and Discussion

### 3.1. Influence of Distance Between the Cavitation Bubble and Wall on the Development of Micro-Jetting

A selected set of high-speed photographic images of the cavitation bubbles in the collapse stage for different $\gamma$ (dimensionless distances between the cavitation bubble and the wall) are shown in Figure 3. Therein, the wall surface is located at the bottom of the image. In the three sets of tests, the dimensionless distances $\gamma$ s are 2.91, 1.91 and 0.83 , respectively, the maximum values $R_{\max }$ of the
equivalent radius $R_{e q}$ are $9.40 \mathrm{~mm}, 9.31 \mathrm{~mm}$ and 9.47 mm respectively, and the distances $h$ from the center of the cavitation bubbles to the wall's surface when the cavitation bubbles expand to their maximum radii are $27.35 \mathrm{~mm}, 17.76 \mathrm{~mm}$ and 7.86 mm , respectively.


Figure 3. High-speed photographic images of the cavitation bubbles in the contraction collapse stage under the conditions of different distances $\gamma$ (frame-rate: 150,000 fps; exposure time: $5.06 \mu \mathrm{~s}$; frame width: 32.00 mm ).

When the cavitation bubble expands to the maximum radius in the testing, as shown in Figure 3 $\left(a_{1}, b_{1}, c_{1}\right)$, the cavitation bubbles begin the contraction stage through an action of the external water body. With the gradual contraction of the cavitation bubble, due to the existence of the wall under the cavitation bubble, the surrounding water begins to fill the surrounding space released by the cavitation bubbles in their contraction process, and the upper and lower surfaces of the cavitation bubble begin to form asymmetrical shapes gradually. The wall surface under the cavitation bubble blocks the filling of water, resulting in a slow contraction speed of the lower surface of the cavitation bubble, while the upper surface belongs to the unbounded domain and contracts quickly. Thus, this asymmetric contraction gradually begins to form from the upper surface (as shown in $\mathrm{a}_{9}, \mathrm{~b}_{9}$ and $\mathrm{c}_{11}$ in Figure 3). The development of the asymmetric collapse of the surface has been accompanied by the shrinkage of cavitation bubbles to the minimum volume (as shown in $\mathrm{a}_{11}, \mathrm{~b}_{11}$ and $\mathrm{c}_{13}$ in Figure 3). The cavitation bubbles will rebound-regenerate after they shrink to the minimum volume, and as shown in Figure 3, the surface of the rebound cavitation bubble is not very smooth (as shown in $a_{12}$ and $b_{12}$ in Figure 3), but just as in the first cycle, the cavitation bubble will again undergo the expansion-contraction process. In the second expansion-contraction process, the surface is not smooth enough, but this non-smoothness is not enough to change the collapse direction of cavitation bubbles. In Figure 3b, the rebound cavitation bubbles move quickly toward the wall surface in the expansion-collapse process and impact onto the wall in the second collapse.

From the above three tests, the following can be concluded: when the dimensionless distance $\gamma$ is small, the micro-jet directly impacting the wall surface can be formed during the first asymmetric contraction of the cavitation bubble; as the dimensionless distance $\gamma$ has been increasing continuously, the cavitation bubbles will move to the wall surface quickly and will eventually impact on the wall surface. With the further increase of $\gamma$, cavitation bubbles do not impact on the wall surface through two or three times of contraction. Therefore, the collapse of cavitation bubbles near the wall surface can be divided into main impact area collapse, secondary impact area collapse and slow release area collapse as per the parameters of the distance between the cavitation bubble and wall.

### 3.2. Impact of Cavitation Bubble Collapse on Wall

The collapse position of cavitation bubbles near the wall surface can be obtained directly through high-speed photography for the development of the micro-jet under the above different $\gamma$ conditions, but the impact strength of cavitation bubbles on the wall surface during the first collapse, whether the impact can reach the wall surface during the second collapse, and the impact strength of the second collapse on the wall surface cannot be ascertained. With these questions, the high-speed dynamic collection and analysis system and transient pressure testing system are combined in this part, obtaining the impact process of the first and second cavitation bubble collapses on the wall surface (that is, the main impact area and secondary impact area). Figure 4 shows the impact process of the two groups of cavitation bubble collapses on the wall surface when the dimensionless distances $\gamma$ are 0.91 and 1.79 respectively. The wall surface is located at the bottom of the image, and the pressure sensor is placed inside of the wall surface.

The maximum radius of the cavitation bubble in Figure 4 a is 9.98 mm , and when the cavitation bubble reaches the maximum volume, the distance from the center to the wall surface is 9.08 mm . When the electric spark discharges into the water during the induction of the cavitation bubble, the pressure value appears to fluctuate slightly, and the pressure returns to a normal condition after discharge. The subsequently generated cavitation bubbles will begin the expansion-contraction-collapse-rebound stage. In the cavitation bubble development process, the pressure on the wall surface is stable; when the cavitation bubble contracts to the minimum volume (the first expansion-contraction cycle is 2.91 ms ), the pressure on the wall surface sharply increases, abd from the contents of the previous section it can be seen that because of the short dimensionless distance $\gamma$, the collapse generated due to asymmetrical cavitation bubble contraction directly forms the micro-jet impacting the wall surface (shown as the image in Figure 4a), and the maximum peak
value of impact pressure of the first cavitation bubble collapse on the wall surface is 19.37 MPa . After that, the peak pressure gradually decreases when the cavitation bubble is in the rebound-regeneration stage, the pressure on the wall surface is relatively stable for the whole rebound regeneration stage, and the pressure borne on the wall surface greatly increases again when the cavitation bubble contracts to the minimum volume again. The time period of the whole regeneration rebound is 1.23 ms ; the wall surface bears the collapse impact of the rebound cavitation bubble again, and by this time, the maximum pressure on the wall surface is 6.50 MPa . It can be seen from the whole impact process of the cavitation bubbles on the wall surfaces in the condition of $\gamma=0.91$ that the strength of the two impacts of cavitation bubbles on the wall surfaces will gradually reduce from 19.37 MPa in the first impact to 6.50 MPa in the second impact.


Figure 4. The impulsive process generated by cavitation bubble collapse for (a) $\gamma=0.91$; (b) $\gamma=1.79$.
The maximum radius of the cavitation bubble in Figure 4 b is 11.02 mm , and the distance from the center to the wall surface is 19.73 mm when the cavitation bubble reaches the maximum radius.

The first peak and the second peak are the impact on the wall surface during the first collapse and rebound collapse of the cavitation bubble, with the peak pressure values of $6.38 \mathrm{MPa}(2.64 \mathrm{~ms})$ and $21.89 \mathrm{MPa}(4.01 \mathrm{~ms})$, respectively. The minimum distance to the wall surface when the cavitation bubble shrinks to the minimum volume for the first time is 13.81 mm , and at this moment, the dimensionless distance from the center of the cavitation bubble to the wall surface is 5.06 . The cavitation bubble will quickly move to the wall surface in the rebound evolution process; when the cavitation bubble contracts to the minimum volume once more, the cavitation bubble is close to the wall surface, which is as shown in Figure 4b.

It can be clearly seen from Figure 4 that when the dimensionless distance $\gamma$ is small, the impact of the first collapse of the cavitation bubble on the wall surface is greater than the impact during rebound collapse; when $\gamma$ can meet a certain condition and the cavitation bubble completes the impact of the first collapse on the wall surface, the rebound cavitation bubble will quickly move to the wall surface, and the impact pressure greater than that of the first collapse will act on the wall surface once more.

Shaw et al. [6] used laser-induced cavitation bubbles and a pressure (voltage) transducer to obtain the waveform of the impact of the first collapse of cavitation bubbles on the wall when $\gamma$ is between 0.56 and 1.5. The waveform of the impact of the first collapse of cavitation bubbles on the wall reported in the literature is very similar to that in Figure 4a. The similarities between the two are as follows: (1) there are three peaks in the pressure rise. Except the maximum peak, the other two are distributed on both sides of the maximum pressure value; (2) the time interval between the two peaks before the pressure in the experiment increases to the maximum value is $8 \mu \mathrm{~s}$, and the time interval during the pressure drop is $3 \mu \mathrm{~s}$; (3) the time of the pressure rise is slightly greater than that of the pressure drop. The differences between the two are as follows: (1) the time span between several peaks is different. The time span in the experiment in this paper is greater than the corresponding value in the literature; (2) the time span of the pressure rise and that of the pressure drop differ. The time of the pressure rise in this experiment is about $13 \mu \mathrm{~s}$, and that of the pressure drop about $6 \mu \mathrm{~s}$, which are both greater than that in the literature. The above phenomenon is mainly caused by the influence of the size of the cavitation bubbles. The maximum radius of the corresponding cavitation bubble is 1.17 mm when $\gamma$ is 0.89 in the literature, and 9.98 mm when $\gamma$ is 0.91 in this paper.

The impact of the jet on the wall will cause a water hammer effect. The water hammer pressure keeps a linear relation with the jet velocity and is calculated as follows [3]:

$$
\begin{equation*}
P_{w h}=\frac{\rho_{w} c_{w} \rho_{s} c_{s}}{\rho_{w} c_{w}+\rho_{s} c_{s}} v_{t} \tag{1}
\end{equation*}
$$

where $\rho_{w}$ and $c_{w}$ are the density and sound velocity of the jet medium, respectively; $\rho_{s}$ and $c_{s}$ are the density and sound velocity of the solid wall, respectively; and $v_{t}$ is the velocity of the jet as it impacts the wall. The wall used in this paper is made of plexiglass, with a density and sound velocity of $2700 \mathrm{~kg} / \mathrm{m}^{3}$ and $2692 \mathrm{~m} / \mathrm{s}$, respectively. The density and sound velocity of the jet medium are $1000 \mathrm{~kg} / \mathrm{m}^{3}$ and $1435 \mathrm{~m} / \mathrm{s}$, respectively.

Figure 5 is a high-speed photographic image of the collapse of cavitation bubbles in Figure 4b, where $v$ is the micro-jet velocity. The frame-rate used in the experiment was 150,000 frames per second, and the pictures in Figure 5 were acquired every 15 frames based on the experimental rate. The micro-jet was formed during the first collapse of the cavitation bubble when the velocity of the micro-jet was approximately $74.96 \mathrm{~m} / \mathrm{s}$. When the cavitation bubble entered the rebound stage, a micro-jet was again formed with impact on the wall. The micro-jet developed gradually and eventually imposed an impact on the wall, with its speed decreasing to approximately $13.00 \mathrm{~m} / \mathrm{s}$ when arriving at the wall. According to the formula for the water hammer pressure, the impact pressure of the micro-jet formed from the rebound cavitation bubbles against the wall is estimated to be 21.36 MPa , and the pressure peak measured by the pressure sensor is 21.89 MPa , both of which are very close. It can be seen that the impact of the micro-jet formed from the rebound cavitation bubbles against the wall mainly comes from the impact of the micro-jet. For the impact of the micro-jet from the first collapse
on the wall when the distance between the bubble and the wall is small, due to the limited speed of the high-speed camera used in this experiment, no clear shock wave can be obtained. Therefore, it is currently impossible to tell whether the main reason for the pressure peak of the impact of the cavitation bubble on the wall from the first collapse is the shock wave or the micro-jet.


Figure 5. Process of the impact of micro-jet of rebound cavitation bubbles on a wall (frame-rate: $150,000 \mathrm{fps}$; exposure time: $5.06 \mu \mathrm{~s} ; R_{\max }=11.02 \mathrm{~mm}, \gamma=1.79$ ).

### 3.3. Influence of the Distance Between the Cavitation Bubble and Wall on the Impact Strength of the Wall Surface

In the whole process of cavitation bubble evolution, when the dimensionless distance $\gamma$ meets a certain condition, the second collapse impact strength on the wall surface is greater than the first collapse impact strength. Thus, in this section, the dimensionless distance $\gamma$ and the impact strength on the wall surface are systematically studied to gain the relationship of the peak impact pressure on the wall surface at cavitation bubble collapse stages under different $\gamma$ conditions.

In order to obtain the evolution process and impact process of the cavitation bubble with different dimensionless distances $\gamma$ on the wall surface, the distance from the discharge electrode to the wall surface (with pressure sensor buried inside) will be slightly adjusted in the testing, and the characteristic radius $R_{\max }$ of the cavitation bubble will be changed under each $h$ condition. For the peak value of the impact strength of the cavitation bubble on the wall surface, the maximum pressure of the first impact and second impact during the impact of the cavitation bubble on the wall surface is selected in this section to reflect the impact strength of the cavitation bubble on the wall surface.

Figure 6 shows the relationship between the dimensionless distance $\gamma$ and the wall peak pressure; therein, the horizontal axis indicates the dimensionless distance $\gamma$ and the vertical axis indicates the corresponding pressure peaks on the wall surface during the first and second collapses of the cavitation bubble. It can be seen from Figure 6 that for the first collapse of the cavitation bubble, the relationship between the dimensionless distance $\gamma$ and pressure peak on the wall surface shows an exponential-type distribution overall: with the gradual decrease of $\gamma$, the maximum value of the impact on the wall surface rapidly increases. Then, the peak value will increase first and then rapidly decrease as a whole during the impact of the second collapse of the cavitation bubble on the wall surface. When the distance between the cavitation bubble and the wall increases, the peak pressure on the wall can be divided into the following three parts: when $\gamma$ is less than 1.33 , the impact of the first collapse of the cavitation bubble on the wall surface is greater than the impact of the second collapse on the wall surface; when $\gamma$ between the cavitation bubble and wall is greater than 1.33 and less than 2.37, the impact strength on the wall surface caused by the second collapse of the cavitation bubble will be greater than the impact strength of the first collapse on the wall surface; when $\gamma$ is greater than 2.37, the impact of the first collapse of the cavitation bubble on the wall surface is greater than the impact of the second collapse on the wall surface, and the maximum of the first impact peak is less than 4 MPa .


Figure 6. The relationship between the dimensionless distance $(\gamma)$ and the wall peak pressure.
It can be seen from the above analysis that for the collapse of cavitation bubbles near the wall surface, when the dimensionless distance $\gamma$ is less than 2.37 , the impact of the first and second collapses of the cavitation bubble on the wall surface is huge; when $\gamma$ is greater than 1.33 and less than 2.37, the impact on the wall surface caused due to the second collapse of the cavitation bubble is greater than the impact on the wall surface caused due to the first collapse. The reason why the above impact characteristics are seen can be analyzed from the following two aspects: on the one hand, when the bubble is very close to the wall surface, during the first bubble-asymmetric shrinkage, a micro-jet with a direct impact on the wall is formed. When the cavitation bubble is a little further away from the wall surface, the impact of the wall on the first shrinkage form of the cavitation bubble is weakened, and a micro-jet is formed during the shrinkage of the cavitation bubble. The micro-jet towards the wall surface drives the cavitation bubble, and finally, during the second shrinkage, the micro-jet is formed. This micro-jet can impose an impact on the wall. Although the energy of the cavitation bubble itself is attenuated after the first cycle of evolution, the impact of the micro-jet from the second shrinkage on the wall is still considerably large. As the distance between the cavitation bubble and the wall surface further increases, the bubble during the second shrinkage obviously moves toward the wall surface, but the resulting micro-jet from the second collapse is not sufficient to impose an impact on the wall, and then the bubble enters the next expansion and contraction stage. On the other hand, the cavitation bubble has a certain energy after the birth. The energy is dissipated due to the viscosity of the water body and other factors after the first and second expansion. After the two-fold expansion and shrinkage, the energy is significantly reduced. As a result, less obvious movement toward the wall is observed and the impact on the wall is reduced greatly in the subsequent evolution of the cavitation bubble.

Philipp and Lauterborn [3] studied the deterioration of the wall under different bubble-wall conditions when the cavitation bubble's $R_{\max }=1.45 \mathrm{~mm}$ with the laser-induced cavitation technology. There were over 100 groups of samples. By analyzing the deterioration and bubble-wall distance $\gamma$, it is found that when $\gamma \geq 2.2$, no deterioration was found on the solid wall; when $2.2 \geq \gamma \geq 1.5$, the area of deterioration increased with the decrease of $\gamma$. By comparing the deterioration in the literature and the impact of the cavitation bubble on the wall obtained in this paper, it can be found that the critical values are basically consistent. Since a low-pressure discharge-induced cavitation bubble is used here, it is more difficult to achieve cavitation under the condition of smaller values of $\gamma$. Furthermore, the cavitation bubble was larger with the low-voltage underwater discharge technology used in this paper, and the size in the literature is smaller, which may cause the slight difference in the
critical value between the paper and the literature. This difference, however, does not affect the zoning characteristics of the impact of the cavitation bubble on the wall.

## 4. Conclusions

Through the combination of the high-speed dynamic collection and analysis system and transient pressure testing system, the impact characteristics of the collapse of the low-voltage spark-discharge cavitation bubble on the wall surface are studied in this paper, drawing the following important conclusions:
(1) The dimensionless distance between the cavitation bubble and wall $(\gamma)$ has an important influence on the formation of the micro-jet in the late evolution stage of the cavitation bubble. When the dimensionless distance $\gamma$ is less than 1.33, a micro-jet directly impacting the wall surface can be formed during the first contraction of the cavitation bubble; subsequently, the collapse of the main impact area will occur. When $\gamma$ is within 1.33~2.37, the second collapse of the cavitation bubble after rebound will cause a greater impact on the wall surface, then the collapse of the secondary impact area will occur. When $\gamma$ is greater than 2.37, the influence of wall on the development of a micro-jet is not obvious, that is, collapse in the slow release area occurs.
(2) Concerning the peak value of the impact pressure of the cavitation bubble collapse on the wall surface, the impact of cavitation bubbles on the wall surface during the main impact gradually decreases with the increase of the distance between the cavitation bubble and the wall, and the impact of the cavitation bubble on the wall surface during the secondary impact increases first and then decreases. More specifically, when the dimensionless distance $\gamma$ is less than 1.33 , the impact on the wall surface due to cavitation bubble collapse is mainly from the first collapse, and with increasing $\gamma$, the impact of the second collapse on the wall surface increases. When $\gamma$ is within $1.33 \sim 2.37$, the impact of the cavitation bubble on the wall surface during the first collapse will be less than the impact strength of the re-collapse after rebound on the wall surface with increase of $\gamma$. When $\gamma$ is greater than 2.37 , the impact of the first and second collapses of the cavitation bubble on the wall surface will decrease considerably.

The above conclusions have potential theoretical value for the anti-erosion design of hydraulic engineering, the erosion resistance of blades in hydraulic machinery and the better exertion of the cavitation effect in ultrasonic cleaning technology.
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#### Abstract

A numerical method is applied here to simulate the unstable flow and the vibration of a plane gate. A combination of the large eddy simulation (LES) method and the volume of fluid (VOF) model is used to predict the three-dimensional flow field in the vicinity of a plane gate with submerged discharge. The water surface profile, the streamline diagrams, the distribution of turbulent kinetic energy, the power spectrum density curve of the fluctuating pressure coefficient at typical points underneath the gate, and the complete vortex distribution around the gate are obtained by LES-VOF numerical calculation. The vibration parameters of the gate are calculated by the fluid-structure coupling interface transferring the hydrodynamic load. A simultaneous sampling experiment is performed to verify the validity of the algorithm. The calculated results are then compared with experimental data. The difference between the two is acceptable and the conclusions are consistent. In addition, the influence of the vortex in the slot on the flow field and the vibration of the gate are investigated. It is feasible to replace the experiment with the fluid-structure coupling computational method, which is useful for studying the flow-induced vibration mechanism of plane gates.
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## 1. Introduction

With the wide application of a high head gate in hydraulic engineering, the vibration problem of the plane gate is increasingly prominent. Essentially, the flow-induced vibration of the plane gate is a complex fluid-structure interaction phenomenon. The time varying hydrodynamic load that is caused by the unstable flow around the gate is the main excitation source. The coexistence of the vortices at the gate's bottom edge, in the gate slot and in the gate downstream, further complicates the flow structure of the sluice flow. However, it is difficult to capture these vortices simultaneously and to catch the comprehensive information of the vortex-induced vibration by using an experimental approach. Researchers, such as Hardwick [1], Kolkman [2], Jongeling [3], and Ishii [4], have been making efforts to explore the mechanism of gate vibration. Hardwick conducted a model test investigation on the plane gate vibration. It is believed that this nonlinear vertical vibration response is caused by the resonance between the fluid shear force acting at the bottom edge of the gate and the gate. Kolkman et al. believed that the flow fluctuation and the variation of the pressure due to the inertia effect of sluice flow might be the main reason for the vertical vibration of the gate. Jongeling proved that the streamwise vibration of the gate is induced by the instability of the bottom edge shear layer. Ishii considered that the vortices at the bottom edge of the gate and the interaction with the structure lead to the streamwise vibration of the gate. These research results are mostly limited to the qualitative description of the physical process of the gate vibration, and tend to separate the vertical vibration and the streamwise flow vibration.

Therefore, it is especially important to analyze the vibration of the gate combining the vertical and the streamwise vibration. Simultaneously, these researches mainly focus on investigating the vibration mechanism that resulted from the vortex at the bottom edge of the gate.

With the rapid development of computational fluid dynamics (CFD) and computer technology, the accuracy of numerical calculation of flow field and the complexity of solving problems have been greatly improved, and it has been possible to numerically simulate the sluice flow in some extent. The method adopted is mainly based on the finite volume scheme. The SIMPLE series algorithm is used in the calculation of pressure field and velocity field. When dealing with turbulence problems, the turbulence model is employed to solve the Reynolds time-averaged Navier-Stokes equation. Pani et al. [5] used a finite element technique to investigate the fluid-structure interaction effect on the hydrodynamic pressure. Erdbrink et al. [6] also assessed the local velocities and pressures of the two-dimensional field by using the finite element method. Liu et al. [7] adopted the two-dimensional (2-D) mathematical model of Reynolds-averaged equations to study the turbulent flow behind a sluice gate. Kostecki [8-10] predicted the two-dimensional flow field in the vicinity of anderflow vertical lift gate by using a combinative numerical model of the vortex method and the boundary element method. Kazemzadeh [11] applied the smoothed fixed grid finite element method to simulate free surface flow in gated tunnels. In recent years, some novel computational methods and models have been developed. For example, Zhu et al. [12,13] proposed a new slip model, which was used in the study of lid-driven cavity flows in both continuum and transition flow regimes. However, there is still a lack of theories and methods to analyze effectively and deal with the complex vibration phenomenon of plane gates.

The development of parallel algorithms and supercomputers has strongly promoted the progress of direct numerical simulation (DNS) and large eddy simulation (LES) methods. Analyzing the pressure pulsation of turbulent flow using LES method has received more and more attention. However, the application of CFD technology, especially simulating pressure pulsation, in the sluice flow is still preliminary.

Different from the arc gate, the side walls of a plane gate have the gate slots that are used for the lifting movement of gate. In the case of the submerged sluice flow, the random movement of multiple vortices behind the gate, in the gate slot and at the gate's bottom edge will aggravate the pulsation of velocity and the pressure. When water flow crosses the slot, such as that which exists in the hydraulic plane gate, the vortices in the slot will interact with the separated flow near the downstream corner of the slot due to local boundary mutation in the slot area, which can easily lead to flow cavitation and even endanger the safe operation of hydraulic projects [14]. The vortex-induced vibration of a blunt body or other solid boundary caused by vortex shedding has been studied most [15-18], while studies of the gate vibration induced by the vortex in the gate slot has been reported rarely.

Based on the theory of fluid-structure interaction, the present investigation studies the characteristics of the flow-induced vibration of the hydraulic plane gate with a submerged discharge. The three-dimensional numerical simulation method with a large eddy simulation turbulence model can obtain a complete flow structure, including a funnel vortex in the slot. The vibration parameters of the gate are acquired by the fluid-structure coupling interface transferring the hydrodynamic load. The fluid-structure coupling method is validated by the experimental evidence.

## 2. Computational Modeling

### 2.1. Turbulence Model

The large eddy simulation (LES) method uses instantaneous flow control equations to directly simulate the large scale vortex in a turbulent flow field. After processing by using the filtering function, the instantaneous Navier-Stokes equation and continuity equation of control fluid flow become:

$$
\begin{align*}
\frac{\partial}{\partial t}\left(\rho \bar{u}_{i}\right)+\frac{\partial}{\partial x_{j}}\left(\rho \bar{u}_{i} \bar{u}_{j}\right)= & -\frac{\partial \bar{p}}{\partial x_{i}}+\rho g_{i}+\frac{\partial}{\partial x_{j}}\left[\mu\left(\frac{\partial \bar{u}_{i}}{\partial x_{j}}+\frac{\partial \bar{u}_{j}}{\partial x_{i}}\right)-\rho \tau_{i j}\right]  \tag{1}\\
& \frac{\partial \rho}{\partial t}+\frac{\partial}{\partial x_{i}}\left(\rho \bar{u}_{i}\right)=0 \tag{2}
\end{align*}
$$

where $i, j=1,2,3 ; \rho$ is the specific mass; $\mu$ is the dynamic viscosity; $g_{i}$ is the mass force; and, $\bar{p}$ and $\bar{u}_{i}$ are the filtered pressure and velocity components, respectively. $\tau_{i j}=\overline{u_{i} u_{j}}-\bar{u}_{i} \bar{u}_{j}$ are the components of the sub grid scale (SGS) stress tensor representing the effect of the small scale motion on the large scale motion. According to the basic SGS model, Smagorinsky [19] assumes the SGS stress in the following form:

$$
\begin{equation*}
\tau_{\mathrm{ij}}-\frac{1}{3} \tau_{k k} \delta_{i j}=-2 \mu_{t} \bar{R}_{i j} \tag{3}
\end{equation*}
$$

The Smagorinsky-Lilly model is used in this paper. In the Smagorinsky-Lilly [20] model, the eddy-viscosity is modeled by:

$$
\begin{equation*}
\mu_{t}=\left(C_{s} \Delta\right)|\bar{R}| \tag{4}
\end{equation*}
$$

where $|\bar{R}|=\sqrt{2 \bar{R}_{i j} \bar{R}_{i j}}, \bar{R}_{i j}=\frac{1}{2}\left(\frac{\partial \bar{u}_{i}}{\partial x_{j}}+\frac{\partial \bar{u}_{j}}{\partial x_{i}}\right), C_{s}$ is the Smagorinsky constant; and, $\Delta$ is the local grid scale, which is computed according to the volume of the computational cell using $\Delta=V^{1 / 3}$.

It is more difficult to simulate the free surface accurately, and the volume of fluid (VOF) method is more advantageous to track the complex free surface in the multiphase flow models. Due to the downstream flow directly in contact with the atmosphere, the VOF model is used to track the air-water surface in the present investigation.

The tracking of the interface between the phases is accomplished by solving the continuity equation of the volume fraction of one or more phases. The volume fraction of water is a function of time and space, so the VOF model must be solved by transient. Assuming that $\alpha_{w}$ denotes the volume fraction for water phase, $\alpha_{w}=0$ indicates the exclusion of the water phase in the region, $\alpha_{w}=1$ indicates that the region is full of water phase, and $0<\alpha_{w}<1$ indicates the interface for water phase and other phases.

The tracking equations of the interface are as follows:

$$
\begin{equation*}
\frac{\partial \alpha_{w}}{\partial t}+u_{i} \frac{\partial \alpha_{w}}{\partial x_{i}}=0 \tag{5}
\end{equation*}
$$

### 2.2. Structural Model

The gate structure is assumed to consist of linear elastic small deformation material, which is made of organic glass. Under the Lagrangian system, structural vibration control equations with a small deformation assumption are as follows:

$$
\begin{align*}
& \rho^{s} \frac{\partial^{2} u^{s}}{\partial t^{2}}=\operatorname{div}\left(J \sigma^{s} F^{-\mathrm{T}}\right)+\rho^{s} g  \tag{6}\\
& \sigma^{s}=J^{-1} F\left(\lambda^{s}(\operatorname{tr} E) I+2 \mu^{s} E\right) F^{\mathrm{T}} \tag{7}
\end{align*}
$$

The $F, E$, and $J$ are defined as:

$$
\begin{gather*}
F=I+\nabla u^{s}  \tag{8}\\
E=\frac{1}{2}\left(F^{\mathrm{T}} F-I\right)  \tag{9}\\
J=\operatorname{det} F \tag{10}
\end{gather*}
$$

where $\rho^{s}$ is the density of structure, $u^{s}$ is the vibration displacement, $\sigma^{s}$ is Cauchy's stress tensor of the gate structure, $\lambda^{s}=v E^{s} /((1+v)(1-2 v))$ and $\mu^{s}=E^{s} /(2(1+v))$ are the constants of the gate material, $E^{s}$ is material elastic modulus, and $v$ is Poisson's ratio.

For complete fluid and structure coupling, the geometry coordination condition and the force equilibrium condition on the fluid-structure coupling interface should be satisfied.

The geometry coordination condition on the fluid-structure coupling interface $S^{f s}=\Omega^{f} \cap \Omega^{s}$ is:

$$
\begin{equation*}
u_{i}^{f}=u_{i}^{s} \text { on } S^{f s} \tag{11}
\end{equation*}
$$

The force equilibrium condition on the fluid-structure coupling surface $S^{f s}=\Omega^{f} \cap \Omega^{s}$ is:

$$
\begin{equation*}
\sigma_{i j}^{f} n_{j}^{f s}=\sigma_{i j}^{s} n_{j}^{f s} \text { on } S^{f s} \tag{12}
\end{equation*}
$$

where $n_{j}^{f s}$ is the normal unit vector on the fluid-structure interface, $\Omega^{f}$ is the fluid region, and $\Omega^{s}$ is the structure region. Due to the water flow effect, the gate structure contacting with the fluid vibrates, which leads to flow field changes. The changing flow field acts on the gate structure again, which forms fluid-structure interaction problems.

### 2.3. Meshing and Numerical Approach

The direction of flow is the $x$ direction, the depth direction of flow is the $y$ direction, and the direction across the flume is the $z$ direction. Submerged discharge occurs downstream of the gate. The flow inlet is the speed boundary, and the flow outlet is the pressure boundary converted by the head. The top of the downstream flow is the air boundary, and the relative pressure is zero. The flume bottom and the sidewalls are no-slip solid boundary conditions, and the given normal velocity is zero. The method of the wall function is used for processing the near-wall viscous sublayer.

Due to the symmetry of the gate and the flume, half the model is selected to be meshed to reduce the calculating work. In this paper, the cases of the calculation are shown in Table 1, where $e$ is the opening of the gate and $H$ is the upstream water head. The underflow ratio $U$, is used to access the characteristics of the gate vibration caused by the submerged flow. Comprehensively considering the upstream and the downstream water head, underflow ratio $U$ is defined, as follows:

$$
\begin{equation*}
U=\frac{h_{t}-h_{c}^{\prime \prime}}{H_{0}-h_{c}^{\prime \prime}} \tag{13}
\end{equation*}
$$

where $h_{t}$ is the downstream water depth, $h_{c}$ is the contraction section depth, $h_{c}^{\prime \prime}$ is the conjugate water depth of the contraction section, and $H_{0}$ is the total head.

Table 1. A list of the cases of calculation.

| Case | $\boldsymbol{e} / \boldsymbol{H}$ | $\boldsymbol{U}$ |
| :---: | :---: | :---: |
| 1 | 0.049 | 0.059 |
| 2 | 0.197 | 0.355 |
| 3 | 0.375 | 0.730 |

For $U=0.059$, the half grid of fluid with tetrahedral mesh has 252,758 units and a total of 49,112 nodes (Figure 1). The time step length of unsteady flow is 0.001 s , and the maximum number of
iterations of each step is 20 times. At the same time, the numerical simulation of turbulent flow under the unslotted condition is carried out to calculate the vortex effect of the gate slot. The half grid of the plane gate is shown in Figure 2a, and the size of the plane gate is shown in Figure 2b.

The ANSYS Worckbench17.0 is used to solve the system of dependent variables. After constructing a three-dimensional fluid-structure coupling model, the flow field in the vicinity of the lift gate with a submerged discharge condition is simulated by the finite volume method. A combination of the $\mathrm{k}-\epsilon$ double-equation turbulence model and the VOF model of the multiphase flow is used to calculate the flow field before 10.5 s . With the result as the initial conditions of the Smagorinsky-Lilly subgrid model and the LES method after 10.5 s , the VOF model is still adopted to determine of the water-air interface. Velocity pressure coupling by the PISO algorithm and the momentum equation in discrete form by the second-order windward scheme are used to obtain the hydrodynamic pressure distribution that acts on the gate surface. Under the action of the surface pressure load, the vibration response of the gate structure is analyzed by the finite element method. To analyze the calculation results visually, the magnitude and the materials of the calculation model are consistent with the synchronous experiment model. The density, elastic modulus, and the Poisson's ratio of the gate material are $1400 \mathrm{~kg} / \mathrm{m}^{3}, 3 \times 10^{9} \mathrm{~N} / \mathrm{m}^{2}$, and 0.4 , respectively. Constraints are imposed on the top and sides of the gate. The width-to-depth ratio of the gate slot is 1.78 .


Figure 1. The grid of fluid.

(a)

(b)

Figure 2. The plane gate: (a) the grid; and, (b) the size (unit: mm).

## 3. The Results of Numerical Simulation

To verify the validity of the numerical simulation method, the numerical results are compared with the experimental data. The flow field behind the plane gate with submerged discharge, the hydrodynamic pressure process at typical points underneath the gate and the vibration parameters of the gate are acquired by the combination experiment [21] of three-dimensional particle image velocimetry (3D-PIV) made by TSI Company, the digital pressure sensor with high precision and the multichannel vibrating data acquisition system made by Lance Measurement Technologies Company, respectively.

The PIV test uses the Insight3G software to start the laser, and simultaneously captures the flow field particle images with two PIV-specific cross-frame CCD cameras. The autocorrelation or cross-correlation principle is used to extract the image of flow characteristics. Finally vector diagram of transient flow velocity in the measured range is obtained by professional post-processing software, such as Tecplot and Matlab. The maximum emission frequency of the laser is set to 14.5 Hz . In this test, a certain concentration of $\mathrm{SiO}_{2}$ is selected as the tracer particle, and the particle size is $10-15 \mu \mathrm{~m}$. The three-axis accelerometer is directly attached to the upstream surface of the gate. The accuracy of the pressure sensor and accelerometer both are $\pm 0.1 \% \mathrm{FS}$, and the sampling interval of the pulsating pressure and the vibration displacement are 0.01 s and 0.001 s , respectively. Three instruments are tested simultaneously.

The size of the organic glass flume is $4880 \mathrm{~mm} \times 100 \mathrm{~mm} \times 190 \mathrm{~mm}$, and the length behind the plane gate is approximately 3000 mm . The calculations and the experimental cases are consistent with each other. The general arrangement of the experiment is shown in Figure 3.


Figure 3. General arrangement of the experiment.

### 3.1. Flow Field Distribution

The calculation length after the lift gate is 920 mm and width B of the flume is 100 mm . The computation results of the time-averaged surface profiles with the whole flow passage of the modeling after the gate in $U=0.059$ are shown in Figure 4. Blue represents the water phase and red represents the gas phase.


Figure 4. The color nephogram of the time-averaged flow profile.
Figure 5 shows the time-averaged flow profile comparison behind the gate of section $z=0 \mathrm{~mm}$ for the calculation and experiment of $U=0.059$. The maximum and minimum of relative difference of the height between the calculation and the test values of the flow profile are $4.8 \%$ and $0.16 \%$, respectively, which shows that the VOF method can simulate the water-air interface well.


Figure 5. The time-averaged flow profile.
The calculational time-averaged streamlines on sections $z=0 \mathrm{~mm}$ and $z=35 \mathrm{~mm}$ in different cases are presented in Figure 6. According to (a), (b), and (c) in Figure 6, there is only a vortex on section $z=35 \mathrm{~mm}$ in the time-averaged flow field behind the plane gate in the $x$ direction, but there are two vortices on section $z=0 \mathrm{~mm}$ that are within the 300 mm range. At different sections in the same case, the vertical distances of the vortex center from the $x$-axis are approximately the same. With the $e / H$ increasing, the vertical distance of the vortex center from the $x$-axis increases gradually.


Figure 6. The calculational time-averaged streamlines.
The size of the PIV calibration target is $200 \mathrm{~mm} \times 200 \mathrm{~mm}$. Due to the size limitation, it is impossible to test the vortices in the slot and at the bottom edge of the gate by PIV, so the computational results of only the vortices behind the gate are compared carefully with those of the three-dimensional PIV test. Both the simulated and the experimental velocity vector diagrams are achieved at 20.6 s .

Figure 7 shows the instantaneous streamlines behind the gate on the same section $z=0 \mathrm{~mm}$ for the calculation and the experiment. The numerical simulation can make up for the drawback of losing the velocity vector by 3D-PIV positioning. When compared with the experimental results, the vortex center, which is closest to the gate obtained by the simulation, is lower in the $y$ direction under $U=0.059$, but this distance is basically same for the other two cases. On the whole, the numerical simulation still obtained the most ideal vortex information.


Figure 7. The instantaneous streamlines $(z=0 \mathrm{~mm})$.
It can be seen from the instantaneous streamlines in Figure 7a-c that there are the same number of vortexes on section $z=0 \mathrm{~mm}$ between the computation and the experiment. Under $U=0.059$, the numerical simulation captures the phenomenon of the vortex detachment from the gate's bottom edge, but there is no such phenomenon when $U=0.355$ or $U=0.730$. Therefore, when the $e / H$ and $U$ reach a certain extent, the vortex shedding phenomenon can be generated from the bottom edge of the gate.

Normalizing the turbulent kinetic energy by the square of the mean flow velocity of the gate downstream section, Figure 8 presents the computational normalized turbulent kinetic energy distribution on section $z=0 \mathrm{~mm}$ and section $z=35 \mathrm{~mm}$. Turbulent kinetic energy under the gate on section $\mathrm{z}=0 \mathrm{~mm}$ is higher than the value on section $z=35 \mathrm{~mm}$. The different magnitude of turbulent kinetic energy is one of the significant factors affecting the gate vibration extremum. The experiment proved that the extremum of vibration displacement on section $z=0 \mathrm{~mm}$ is larger than that on section $z=35 \mathrm{~mm}$.


Figure 8. Normalized turbulent kinetic energy distribution.

### 3.2. Hydrodynamic Pressure

The measuring points of hydrodynamic pressure just below the gate are point $1(0,0,0 \mathrm{~mm})$ and point $2(0,0,35 \mathrm{~mm})$. The digital pressure sensor with high precision is used to test the hydrodynamic pressure with a sampling frequency of 0.01 s , while the monitoring points are also set up in the numerical calculation.

Figure 9 shows the time history curves of the fluctuating pressure coefficient of points 1 and 2 in 10 s . $C_{p}=(p-\bar{p}) / 0.5 \rho v_{2}$, where $C_{p}$ is the fluctuating pressure coefficient, p is the instantaneous pressure, $\bar{p}$ is the average pressure, $\rho$ is the water flow density, and $v$ is the average velocity of the exit section. Under the same case, the fluctuating pressure of point 1 is stronger than that of point 2 . The time to reach the extreme of the two points is out of synchronization.

Figure 10 shows the normalized power spectrum density curve of the pressure for point 1 in different cases. $S t$ is the Strouhal number and $S t=\mathrm{f} \cdot \mathrm{L} / \bar{v}$, Where $f$ is the frequency of the pressure pulsating, $L$ is the characteristic length and taken as the gate opening, and $\bar{v}$ is the mean velocity of section just below the gate. With the $e / H$ or $U$ increasing, the energy of pulsating pressure of point 1 decreases. The computational Strouhal numbers for dominant frequencies of the pressure are $0.332 \times 10^{-3}, 2.217 \times 10^{-3}, 1.545 \times 10^{-3}$ with the corresponding cases of $U=0.059,0.355,0.730$. Accordingly, the experimental Strouhal numbers for dominant frequencies of the pressure are $0.337 \times 10^{-3}, 2.242 \times 10^{-3}, 1.552 \times 10^{-3}$ in corresponding cases. The Strouhal number difference for main frequency of the pressure between the computational and the experimental results is very small.


Figure 9. The time history curve of the pressure pulsating coefficient for different point.


Figure 10. The power spectrum density (PSD) curve of the pressure for point 1 in different cases.
In order to illustrate the influence of the gate slot on the flow field and the gate vibration, both calculation and experiment are carried out on the filling of the slots underneath the gate (unslotted). Figure 11 shows the time history curve of the slotted and unslotted pressure pulsating coefficients in $U=0.059$. It can be found that the maximum values of the slotted pressure pulsation coefficients for both points 1 and 2 were larger than those of the without a slot. The characteristic values of the pressure pulsating coefficients (slotted and unslotted) for both the experiment and for the calculation in $U=0.059$ are presented in Figure 12. When comparing the value of the computational and the synchronous experimental results, the relative difference is within $10 \%$, which indicates that the numerical simulation results meet the basic requirements.


Figure 11. The time history curve of the pressure pulsating coefficients (slotted and unslotted).


Figure 12. The comparison of characteristic value of the pressure pulsating coefficient.
In the experiment, the dominant frequency of the pressure at the measuring points underneath the gate are only $0.025 \sim 1.245 \mathrm{~Hz}$, and the dominant frequency of the pressure at the measuring points behind the gate are only $0.183 \sim 14.63 \mathrm{~Hz}$. The natural frequencies of the gate vibration by the modal analysis are $247.43 \mathrm{~Hz}, 529.85 \mathrm{~Hz}, 1086.6 \mathrm{~Hz}, 1280.6 \mathrm{~Hz}, 1605.1 \mathrm{~Hz}$, and 1963.1 Hz , respectively. The natural frequency of the gate vibration is far from the dominant frequency of the flow pressure, so it would not have produced resonance.

Figure 13a presents the computational pressure distribution and streamlines in the gate slot for different level cross sections ( $y / e=0.067, y / e=0.2, y / e=0.333, y / e=0.467, y / e=0.6, y / e=0.733$ ) from the bottom to the top in $y$ direction for $U=0.059$. It can be seen from the superimposed vortex diagram that the low-pressure zone of the vortex gradually enlarges from the bottom to the top, which is shaped like a funnel and it shifted to the downstream. The pressure is lowest in the vortex center where it is also most prone to generate cavitation in the gate slot. Due to the water impacting the slot from the left to the right, the pressure is highest at the right of the slot. The closer to the bottom the place is, the higher the pressure is. Under $U=0.355$ (Figure 13b) and $U=0.730$ (Figure 13c), the range of the low pressure and the high pressure zones in the gate slot is much smaller than that in $U=0.059$.

The funnel vortex of $U=0.355$ still exists, but the center of the vortex is shifted to the upstream from the bottom to the top, and the center pressure of the bottom vortex is relatively large. For $U=0.730$, the centerline of the vortex is similar to the spiral line, and the funnel vortex is not obvious.


Figure 13. Pressure (pa) distribution and streamlines at 22.0 s in the gate slot.
The maximum vibration displacement of the gate with a submerged condition in the $x$ direction is not due to the resonance, but it is due to the mixed vortex-induced process, including the vortices behind the gate, in the gate slot and at the gate's bottom edge. It can be seen from the above analysis that the numerical simulation method in this paper can obtain not only the pressure fluctuation distribution, but also a more complete flow structure, such as multiple vortices of the sluice flow, and it forms the excitation force of the plane gate vibration.

### 3.3. Vibration of the Gate

Define the non-dimensional coefficient $K_{d}=(d-\bar{d}) / \sigma_{d}$, where $d$ is vibration displacement, $\bar{d}$ is the average vibration displacement, and $\sigma_{d}$ is the vibration standard deviation. Point A , which is located on the central axis of the upstream surface of the gate and 10 mm away from the bottom edge, is used to study the response of the gate vibration.

The normalized power spectrum density curve of vibration displacement for point A in $U=0.059$, which is obtained by the computation and the experiment, is shown in Figure 14. In the experiment, the acceleration sensor and the multichannel data acquisition instrument were used to monitor the acceleration of the gate vibration in the $x$ direction and $y$ direction. The vibration displacement is achieved by the second integral of the acceleration. The computational Strouhal number for dominant frequency of vibration displacement in $x$ direction is 2.582 with the corresponding experiment of 2.660 . In addition, the computational Strouhal number for dominant frequency of vibration displacement in $y$ direction is 3.724 with the corresponding experiment of 3.768 . The Strouhal number for main frequency of the vibration displacement between the computational and the experimental results is closer.


Figure 14. The power spectrum density (PSD) curve of vibration displacement for point A.

Figure 15 plots the time-history curve of the vibration displacement coefficient $K_{d}$ in the $x$ direction and in the $y$ direction of point A , with and without slots, by using the numerical simulation. It can be seen that the maximum value of the vibration displacement coefficient of the plane gate with a slot is larger than that of the plane gate without a slot in both the $x$ and $y$ directions. When there is no slot, the maximum value of the $x$ direction vibration displacement coefficient appears at 12.7 s and the minimum value appears at 21.8 s . The maximum value in the $y$ direction appears at 14.7 s and the minimum value appears at 17.6 s . The moment when the vibration displacement coefficient of the $x$ direction and the $y$ direction appears is out of sync.


Figure 15. The time history curve of the vibration displacement coefficient $K_{d}$ of point A .

## 4. Conclusions

In this study, numerical simulations were performed to compute the flow field and the water surface profile for a plane gate with a submerged discharge by the combination of the LES and the VOF methods. Overall, the numbers and locations of the vortex are consistent with the synchronous experimental results. When compared with the experimental values, the relative difference of both the standard deviation pressure and the maximum pressure of the calculation is within $10 \%$, which verifies the validity of the numerical simulation methods that were adopted in the present work. Simultaneously, the maximum vibration displacement coefficient was acquired from a calculation of the vibration displacement process of Point A, which was very close to that of the experiment. So, the fluid-structure coupling computational method used in certain conditions can replace the complex experiment and make up for the lack of experiment.

The turbulent kinetic energy under the gate on section $z=0 \mathrm{~mm}$ was higher than the value on section $z=35 \mathrm{~mm}$. The change trend of the turbulent kinetic energy was consistent with the amplitude of the gate vibration displacement, which shows that the turbulent kinetic energy under the gate plays an important role in the amplitude of the gate vibration. The maximum value of the vibration displacement coefficient of the plane gate with a slot was larger than that of the plane gate without a slot in both $x$ and $y$ directions. Thus, the vortex in the gate slot aggravates the vibration of the gate. Turbulence pressure pulsation and multiple vortices in the flow field are the main causes of gate vibration. The mixed vortex-induced process includes the vortices behind the gate, in the gate slot, and at the gate's bottom edge.
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#### Abstract

Multi-Horizontal-Submerged Jets are successfully applied to dissipate energy within a large-scale hydropower station. However, notable near-field vibrations are generated when releasing high discharges through the gates, which is generally typical in a flooding case scenario. Under these conditions, the magnitude of the vibrations varies when applying different gate-opening modes. To investigate and find optimized gate-opening modes to reduce the near-field vibration, multiple combinations were tested by varying gate-opening modes and hydraulic conditions. For each of the tests conducted, fluctuating pressures acting on side-walls and bottoms of a stilling basin were measured. The collected datasets were used to determine the maximum and minimum fluctuating pressure values associated with the correspondent gate-opening mode and a detailed comparison between each of the gate-opening modes was completed. The paper presents the quantitative analysis of the discharge ratio's effect on fluctuating pressures. It also investigates the influence of different gate-opening modes by including side to middle spillways and upper to lower spillways configurations. The flow pattern evolutions triggered by each different gate-opening mode are discussed and optimal configurations that minimize near-field vibrations at high discharges are recommended to support both the design of new systems and assessment of the performance of existing ones.
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## 1. Introduction

Since 2000, over 300 hydropower projects have been completed or are under construction in China [1]. Flood discharge and energy dissipation are crucial to maintaining the safety of these hydropower installations. Furthermore, lessons must be drawn from the past dam disasters, e.g., Vajont Dam [2,3] and Banqiao Dam [4]. Decades ago, hydropower stations were not constructed in proximity to residential areas, and as a result, research at that time mainly focused on the stability and the functionality of the hydraulic structures. However, in recent years, due to increasing urbanization [5], some large hydropower stations had to be located in the proximity of residential areas. Moreover, due to the climatic scenario [6], it is likely that in the future there will be numerous and more frequent intense rainfall events, and consequently large volumes of water may need to be released from dam reservoirs. Therefore, it is essential to provide solutions to a need for increasing the stability of these hydraulic structures and surrounding areas, minimizing environmental impacts due to extreme flow discharges [7].

The purpose of this work is to optimize a recently developed novel technique for energy dissipation, Multi-Horizontal-Submerged Jets (simplified as MHSJ). MHSJ have been studied and improved by many researchers in recent years [8-17]. It has been demonstrated that MSHJ possesses three main advantages when compared with the hydraulic jump, which is the traditional energy dissipater: (1) lower atomization; (2) a higher rate of energy dissipation; (3) more flexibility of gate-opening modes [12-14]. Thus, it seems feasible to implement MHSJ to tackle the problem of energy dissipation within large hydropower stations that are typically characterized by higher water heads and larger flowrates. The adoption of MHSJ was tested by Deng et al. [12] and successfully applied as energy dissipation in large-scale hydropower stations [14].

However, despite positive progress on solving energy dissipation and erosion problems, there is still a lack of studies on the considerable flow-induced vibrations that occur in this kind of structure and propagate towards the near-field when releasing the greater flowrates. These near-field vibrations can be considered a serious threat for the stability of the structure, and hence this phenomenon needs to be further investigated. Yin and Zhang [18] and Yin et al. [19] studied the relationship between the discharge flow and the induced vibrations and simulated the results with a finite element method. Yin et al. [19] found that at higher flowrates during flooding situations, the flow is complex and unsteady, and this is the main cause of near-field vibrations. Therefore, if the vibrations are caused by releasing higher flowrates, optimizing gate-opening modes could reduce this effect and near-field vibrations could decrease correspondingly. To date, this issue has not been investigated in detail and to address this gap, this paper presents an experimental study to explore the relationship between complex flow scenarios and gate-opening modes in order to recommend an optimal solution to minimize the formation of vibrations.

## 2. Methods

The experimental facility, shown in Figure 1, was constructed based on a large-scale hydropower station (Xiangjiaba hydropower station. It sits on the Jinsha River, a tributary of the Yangtze River in Yunnan Province and Sichuan Province, Southwest China). The experimental facility follows Froude similarity, i.e., the ratio between inertial and gravitational forces remains constant, with the scale of 1:80. The experimental model is composed of the upper and lower reaches of the river, a dam, mid-level channels, spillways and two stilling basins with identical layout (the difference between two stilling basins is the their location on the dam, being parallels). The single stilling basin includes 5 mid-level channels and 6 spillways. Both of mid-level channels and spillways were arranged alternately and division piers were located between them.

In the model, the outlets of spillways are horizontal with symmetrical contraction of 1 m and width of 8 m . Also, the mid-level channels' outlets are horizontal, without any contraction, and their width is 6 m . The division piers are 3 m wide. The offset of mid-level channels, spillways, and division piers from the bottom of the stilling basin are $8 \mathrm{~m}, 16 \mathrm{~m}, 26 \mathrm{~m}$, respectively. The test section ( $\mathrm{L}=15 \mathrm{~m}$, $\mathrm{W}=2 \mathrm{~m}$ and $\mathrm{H}=1 \mathrm{~m}$ ) is made of plexiglass. The modelled stilling basin is 3 m long and a gate is adopted to control tail-water level downstream of the model. To measure the fluctuating pressure within the system, 135 measurement taps for pressure transducers are located in the right-side wall and bottom of the stilling basin, as well as in the right-side wall and bottom of spillway (1\# spillway in Figure 1) and mid-level channel (1\# mid-level channel in Figure 1). For each test, the fluctuating pressure was measured synchronously by sensors for pressure transducers at each measurement point. The accuracy of the pressure sensors utilized in this study is $0.1 \%$, with a $0-50 \mathrm{kPa}$ working range and a frequency response of 100 Hz .

(a)

(b)

(c)

Figure 1. Sketch of experimental arrangement (single stilling basin). (a) 3D view of gate session; (b) plan view; (c) side view.

Multiple experimental flooding scenarios were completed within the experimental facility, varying flowrate and changing gate-opening modes. The area under investigation includes the: (i) stilling basin bottom (BB); (ii) stilling basin side-wall (BS); and (iii) piers, spillways and mid-level channels (PSO). Discharges considered varied gradually between 800 and $24,500 \mathrm{~m}^{3} / \mathrm{s}$. The downstream water elevation was measured within the model for each test.

## 3. Results and Discussion

### 3.1. Relation between Fluctuating Pressure and Flood Discharge

After calculating the root-mean-square (RMS) of the fluctuating pressure measured for each hydraulic condition tested, the arithmetic mean of RMS values obtained for every part of the BB, BS and PSO were calculated individually and these final values are used in the following sections.

Figure 2 shows (a) the maximum and minimum RMS of fluctuating pressure on BB against the flood discharge scenario and (b) the gate-opening modes considered. In Figure 2a, the best fitting
line and its correspondent equation are displayed. The configuration of gate-opening modes has a significant impact on the magnitude of the fluctuating load acting on the BB during the release of flows in the range of 2000 to $12,000 \mathrm{~m}^{3} / \mathrm{s}$. This is a clear indicator that the fluctuating load can be reduced effectively by optimizing gate-opening modes. As a consequence, the near-field vibrations induced by releasing higher flow associated with flooding scenario can also be reduced. However, this cannot be confirmed when the flood discharge increases to $15,000 \mathrm{~m}^{3} / \mathrm{s}$ into a single stilling basin (as shown in Figure 2a) due to the limited adjustment of the gate-opening modes available within this experimental facility. Additionally, Figure 2b highlights that the use of side spillways seems favorable to reduce fluctuating pressure on the $B B$.


Figure 2. (a) Maximum and minimum RMS of fluctuating pressure on $B B$ and (b) corresponding gate opening modes with flood discharge. (Black indicates closed and white indicates open).

Figure 3 displays the maximum and minimum RMS of fluctuating pressure on the BS during flood discharge scenarios, similar to Figure 2. Outcomes displayed in Figure 3 are clear indicators that it is beneficial to reduce pressure values in the BS by reducing the discharge associated with the side spillways as they are directly connected with BS, and hence cause a higher impact. For example, the maximum is more than 7 times higher than the minimum on BS , with $Q$ of $12,000 \mathrm{~m}^{3} / \mathrm{s}$.


Figure 3. (a) Maximum and minimum RMS of fluctuating pressure on BS and (b) corresponding gate-opening modes with flood discharge. (Black indicates closed and white indicates open).

Figure 4 indicates maximum and minimum RMS of fluctuating pressure on the PSO and corresponding gate opening modes. Although fluctuating pressure on the PSO is larger than those on the BB and BS , the main sources of near-field vibration are the BB and BS . The effect of PSO is relatively small according to Yin and Zhang [18] and Yin et al. [19].


Figure 4. Cont.


Figure 4. (a) Maximum and minimum RMS of fluctuating pressure on PSO and (b) corresponding gate-opening modes with flood discharge. (Black indicates closed and white indicates open).

### 3.2. Effect of Flow Discharge Ratio and Configuration Adopted to Release the Flow on Fluctuating Pressure

To quantitatively study the effect of different flowrates, more experiments were carried out. Specifically, three kinds of gate-opening modes were tested at higher flowrates typical of flooding scenarios: (i) mid-level channels separately, (ii) spillways separately, and (iii) combining both previous cases (i) and (ii). Based on measured fluctuating pressure and flow pattern evolution of these three different configurations, recommended gate-opening modes are proposed for various flood discharge rates.

The following notations are used to simplify the understanding of outcomes described in the upcoming sections: $Q$ is total flood discharge for single stilling basin $\left(\mathrm{m}^{3} / \mathrm{s}\right)$; $Q_{u}$ and $Q_{d}$ are the total discharge of spillways and mid-level channels, respectively ( $\mathrm{m}^{3} / \mathrm{s}$ ); $Q_{\mathrm{ds}}$ and $Q_{\mathrm{dm}}$ are the total discharge of two side mid-level channels (1\# and 5\# as shown in Figure 1) and three middle ones (2-4\#), respectively ( $\mathrm{m}^{3} / \mathrm{s}$ ); $Q_{\mathrm{us}}$ and $Q_{\mathrm{um}}$ are total flood discharge of two side spillways (1\# and 6\#) $\left(\mathrm{m}^{3} / \mathrm{s}\right)$ and four middle ones $(2-5 \#)\left(\mathrm{m}^{3} / \mathrm{s}\right)$.

Figure 5 illustrates the effect of the ratio $Q_{\mathrm{ds}} / Q_{\mathrm{dm}}$ on fluctuating pressure on the $B B$ and $B S$. It indicates that fluctuating pressure tends to increase on the BS and to reduce on the BB as $Q_{\mathrm{ds}}$ increases slightly if the mid-level channels are used separately. This result suggests that mid-level channels should be opened uniformly to avoid this disruption.


Figure 5. Effect of the ratio $Q_{\mathrm{ds}} / Q_{\mathrm{dm}}$ on RMS of fluctuating pressure on BB and BS .
Figure 6 shows the effect of the ratio $Q_{\mathrm{us}} / Q_{\mathrm{um}}$ on fluctuating pressure on $B B$ and $B S$. By slightly increasing $Q_{\mathrm{us}}$, if spillways are used separately, Figure 6 shows that the corresponding fluctuating pressure generated increases on the $B S$ and reduces on the $B B$. This effect is consistent if applied to the
mid-level channels configuration. Therefore, the same as the mid-level channels, spillways should be opened uniformly to reduce the magnitude of pressure on the BB.


Figure 6. Effect of the ratio $Q_{\mathrm{us}} / Q_{\mathrm{um}}$ on RMS of fluctuating pressure on BB and BS.
Figure 7 displays the effect of the ratio $Q_{\mathrm{u}} / Q_{\mathrm{d}}$ on fluctuating pressure on the PSO, BB, and BS. When combination of the spillways and mid-level channels is adopted, fluctuating pressure increases on the BS and reduces on the BB and PSO as $Q_{u}$ increases maintaining constant $Q$. Additionally, by applying this configuration, fluctuating load varies more rapidly on the PSO, and this effect is clearer as $Q$ increases. When the ratio $Q_{\mathrm{u}} / Q_{\mathrm{d}}$ is between 2 and 3, values of fluctuating pressure in all of three areas of study are relatively small.


Figure 7. Effect of the ratio $Q_{u} / Q_{d}$ on RMS of fluctuating pressure on $B B, B S$ and PSO.

### 3.3. Effect of Flow Discharge Ratio and Configuration Adopted to Release the Flow on Flow Patterns in the Stilling Basin

In this section, the flow patterns in the stilling basin generated by the different hydraulic conditions and gate-opening configurations tested are discussed. As observed by previous studies [10], there is a correlation between the flow fluctuations and the flow patterns in the stilling basin. This explains why there is a significant difference, considering the same discharge flowrate, between fluctuating pressure on the PSO, on BB, and on BS. Figure 8 displays some examples of flow patterns observed in the stilling basin when the mid-level channels were used separately for diverse discharge flowrates. This is an indicator that various jets tend to quickly merge together and are likely to swing in the stilling
basin if two or three of the middle mid-level channels are opened symmetrically. The formation of these flow patterns generates an increase in fluctuating pressure on the side-walls of the stilling basin. This phenomenon is mainly due to the outlet' width of each mid-level channel that is much smaller than the width of the stilling basin. When replicating this hydraulic condition of using mid-level channels separately, a backflow characterized by an " $S$ " shape emerges in the stilling basin. The flow stability is relative good in the case of combination of 1\#, 3\#, 5\# orifices (Figure 8c), or 1\#, 2\#, 4\#, 5\# orifices (Figure 8d), but the flow is not stable when all 1-5\# orifices (Figure 8f) are fully open. This result suggests that mid-level channels can only be used individually for small flowrates during flooding events, and mid-level channels should only be opened symmetrically.


Figure 8. Flow pattern evolution in the stilling basin with opening of mid-level channels separately for different flow rates. (a) Opening partly of $2 \#$ and $4 \# Q=2000 \mathrm{~m}^{3} / \mathrm{s}$; (b) Opening partly of 2\#, 3\# and 4\# $Q=4000 \mathrm{~m}^{3} / \mathrm{s}$; (c) Opening fully of $1 \#, 3 \#$ and $5 \# Q=5300 \mathrm{~m}^{3} / \mathrm{s}$; (d) Opening fully of $1 \#, 2 \#$, 4\# and 5\# $Q=7000 \mathrm{~m}^{3} / \mathrm{s}$; (e) Opening partly of 1-5\#, $Q=7000 \mathrm{~m}^{3} / \mathrm{s}$; (f) Opening fully of $1-5 \#, Q=8874 \mathrm{~m}^{3} / \mathrm{s}$.

Figure 9 displays flow patterns that tend to develop when spillways are opened separately. It shows that the flow pattern is stable when the spillways are uniformly opened and separately regardless of the gate-opening height. Moreover, flow patterns are still stable if the middle spillways
are opened symmetrically by closing side spillways. Finally, Figure 10 shows flow patterns generated when combining discharging orifices and spillways. In this case, flows discharged and flow in the stilling basin fully mix, and the flow patterns produced confirm the stability of the flow in the stilling basin. This stability continues until the outlet section of the stilling basin.


Figure 9. Flow pattern evolution in the stilling basin with opening of spillways separately for different flowrates. (a) Opening fully of $2-5 \#, ~ Q=4000 \mathrm{~m}^{3} / \mathrm{s}$; (b) Opening fully of 1\#, 3\#, 4\#, 6\#, $Q=8634 \mathrm{~m}^{3} / \mathrm{s}$; (c) Opening partly of $1-6 \#, Q=2000 \mathrm{~m}^{3} / \mathrm{s}$; (d) Opening fully of $1-6 \#, Q=5868 \mathrm{~m}^{3} / \mathrm{s}$.


Figure 10. Flow pattern evolution in the stilling basin for combining mid-level channels with spillways for different flowrates. (a) Opening fully of $1-6 \#$ spillways and partly of $1-5 \#$ mid-level channels $Q=17,800 \mathrm{~m}^{3} / \mathrm{s}$, (b) Opening fully of $1-6 \#$ spillways and $1-5 \#$ mid-level channels $Q=24,200 \mathrm{~m}^{3} / \mathrm{s}$.

To summarize, flow patterns are stable in the stilling basin when combinations of mid-level channels and spillways are applied. The lack of clear and repeatable flow patterns in the stilling basin generated under different scenarios when mid-level channels are opened separately suggest that such
a scenario should be avoided. Despite this, there is a consistent good agreement between the flow patterns and the measured fluctuating pressure values acting on the overflow walls.

## 4. Conclusions

According to the experimental results, the relationship between gate-opening modes and fluctuating pressure on the overflowing walls was explored and optimal gate-opening modes were recommended. Based on the above study, the following conclusions can be stated:
(1) Gate-opening modes are very flexible for MHSJ. Moreover, proper and strategical adjustment of gate-opening modes can be very effective in reducing fluctuating loads on overflow walls (e.g., fluctuating pressure can be reduced by nearly $50 \%$ for the same flood discharge by optimizing the opening mode of the gates).
(2) To improve the overall performance and stability of the hydraulic structure, both spillways and mid-level channels should be opened uniformly, but side spillways should be opened slightly less to reduce fluctuating pressure on the side-wall of the stilling basin. The discharge ratio $Q_{u} / Q_{d}$ (the ratio of spillway discharge to mid-level channel discharge) should be kept between 2-3 when side spillways and mid-level channels are used together.
(3) The flow patterns in the stilling basin show remarkable differences depending on gate-opening modes. No repeatable shape was observed when trying different configurations. It is recommended to open the mid-level channels partially and uniformly when discharging orifices are used separately. The flow patterns are always stable when spillways are used separately regardless of full or partial opening. The flow patterns are relatively stable in the stilling basin when a combination of spillways and mid-level channels are used to release a high flowrate typical of flooding scenarios.
(4) It is proposed to use spillways and mid-level channels separately for middle orifices and small flowrates released. The combination of mid-level channels and spillways can be used for large discharge.
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| Abbreviations |  |
| :---: | :---: |
| BB | stilling basin bottom |
| BS | stilling basin side-wall |
| H | height dimension (m) |
| L | length dimension (m) |
| MHSJ | Multi-Horizontal-Submerged Jets |
| PSO | piers, spillways and mid-level channels |
| RMS | root-mean-square of fluctuating pressure |
| W | width dimension (m) |
| $Q$ | discharge ( $\mathrm{m}^{3} / \mathrm{s}$ ) |
| $Q_{\text {d }}$ | total discharge of mid-level channels ( $\mathrm{m}^{3} / \mathrm{s}$ ) |
| $Q_{\text {ds }}$ | total discharge of two side mid-level channels(1\# and 5\#) ( $\mathrm{m}^{3} / \mathrm{s}$ ) |
| $Q_{\text {dm }}$ | total discharge of three middle mid-level channels (2-4\#) ( $\mathrm{m}^{3} / \mathrm{s}$ ) |
| $Q \mathrm{u}$ | total discharge of spillways ( $\mathrm{m}^{3} / \mathrm{s}$ ) |
| Qum | total flood discharge of four middle spillways (2-5\#) ( $\mathrm{m}^{3} / \mathrm{s}$ ) |
| $Q_{\text {us }}$ | total flood discharge of two side spillways (1\# and 6\#) ( $\mathrm{m}^{3} / \mathrm{s}$ ) |
| $\sigma$ | RMS of fluctuating pressure ( 9.81 kPa ) |
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#### Abstract

An appropriate digital elevation model (DEM) is required for purposes of hydrodynamic modelling of floods. Such a DEM describes a river's bathymetry (bed topography) as well as its surrounding area. Extensive measurements for creating accurate bathymetry are time-consuming and expensive. Mathematical modelling can provide an alternative way for representing river bathymetry. This study explores new possibilities in mathematical depiction of river bathymetry. A new bathymetric model (Bathy-supp) is proposed, and the model's ability to represent actual bathymetry is assessed. Three statistical methods for the determination of model parameters were evaluated. The best results were achieved by the random forest (RF) method. A two-dimensional (2D) hydrodynamic model was used to evaluate the influence of the Bathy-supp model on the hydrodynamic modelling results. Also presented is a comparison of the proposed model with another state-of-the-art bathymetric model. The study was carried out on a reach of the Otava River in the Czech Republic. The results show that the proposed model's ability to represent river bathymetry exceeds that of his current competitor. Use of the bathymetric model may have a significant impact on improving the hydrodynamic model results.
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## 1. Introduction

Knowledge of terrain morphology is crucial for the hydrodynamic modelling of floods. The accuracy and applicability of hydrodynamic models is driven by the nature, availability, and accuracy of source topographic data [1-3].

The digital elevation models (DEMs) are required as a main input for hydrodynamic modelling. Topographic mapping is conventionally conducted by ground surveying. The main advantage of such a method is its high accuracy. Among the major limitations of measured data acquisition are its high cost and time-consuming data collection. Therefore, ground mapping is increasingly being replaced by remote-sensing methods. Radar and laser altimetry are among the most commonly used remote-sensing techniques [4-6].

A description of the river channel and its surrounding area is necessary to create a DEM for purposes of hydrodynamic modelling. The DEM must have precise vertical accuracy and spatial resolution [1,7]. DEMs obtained from satellites are commonly used on a global scale, but the spatial resolution of these models often does not meet the requirements of precise hydrodynamic modelling. The most commonly cited DEMs used for hydrodynamic modelling are the Advanced Spaceborne Thermal Emission and Reflection Radiometer (ASTER), and the Shuttle Radar Topography Mission (SRTM) [8-11].

Aerial laser scanning (ALS) can be another source of input data for a DEM intended for hydrodynamic modelling. This data source can produce DEMs with high spatial resolution [4]. The method is based on Light Detection and Ranging (LiDAR) technology. ALS methods usually use an infrared laser beam, which is unable to penetrate the water surface or scan the river bed [12]. This problem can be solved by using dual LiDAR (DiAL) technology, which uses a combination of two laser beams [13-15]. However, in some cases, this technology fails because the green laser beam (used for scanning water areas) is not able to penetrate an aquatic environment characterized by high turbidity [16-18].

The most commonly used method for creating a DEM with correct bathymetry is to merge topographic (e.g., ALS) data with another source of bathymetric data. Often used for this purpose are acoustic Doppler current profilers (ADCP), Sound Navigation and Ranging (SONAR) techniques, theodolites, and Global Positioning System (GPS) stations [3,19,20]. The main advantage of these methods is their high accuracy of the acquired data. The main disadvantage lies in the cost of the data's acquisition.

Interpolation approaches have been developed in an attempt to reduce the volume of measured data needed to represent river bathymetry [21,22]. Some interpolation techniques for the creation of bathymetry use cross-sections with various spacings as input data [21,23,24]. Nevertheless, measured data are still required.

Another option for representing river bathymetry can be to use mathematical modelling methods. In works of Dutch and Wang [25] and James [26], the cross-section shape of fluvial sediment deposits was estimated using analytical curves. Moramarco et al. [27] have used entropy-based methods for estimation of the cross-section. Roub et al. [28] introduced a bathymetric model, which estimates the river channel on the basis of hydraulic parameters. The river channel is thereby schematized into a trapezoidal shape. The flow area of this channel is determined using Chezy's equation.

This paper explores new possibilities in mathematical representation of river bathymetry. A new model of river bathymetry based on topographic data describing the area surrounding the river channel is proposed. In this work, the model's ability to represent actual bathymetry is evaluated. A two-dimensional (2D) hydrodynamic model is used to evaluate the influence of the bathymetric model on the results of hydrodynamic modelling. Also presented is a comparison of the proposed model with another state-of-the-art model, the Cross-section Solver ToolBox (CroSolver) [28].

## 2. Materials and Methods

The proposed bathymetry model is based on analytical curves. The curves are bent into the shapes of the cross-sections. The most precise values of the model parameters are needed in order to obtain the best description of the river bathymetry.

### 2.1. Input Data for the Bathy-Supp Model

Three types of input data are needed for a river bathymetric model. The first is a DEM, describing the floodplain topography. Also extracted from the DEM are the terrain characteristics, the altitudes for height adjustment of the new cross-sections, and a definition for the aquifer area of the river channel. The second type of input data is the design flow rate. The design flow rate is the flow rate at the time of elevation data acquisition. The last, but not least, type of input data is Manning's roughness coefficient for the river channel.

### 2.2. Construction of the Bathy-Supp Model

The proposed bathymetric model is constructed in four main steps:

1. The user defines the number and location of the new cross-sections (location of cross-section endpoints) from which a new bathymetry model will be composed.
2. Computation of the spatial terrain characteristics (predictor variables) derived from the floodplain DEM, and estimation of the model parameters $\mathrm{m}_{1}$ and $\mathrm{m}_{2}$.
3. Cross-section construction and transformation.
4. River bed reconstruction.

### 2.2.1. Location of the New Cross-Sections

After displaying the input DEM, it is possible to identify the position of the river channel itself as a no-data region, which thereby divides the model into two (or more) parts. In this no-data region, the user defines the number of new cross-sections and their locations. The distance between the first and last cross-section defines that part of the river for which new bathymetry will be estimated. Each cross-section is defined by two endpoints. The distance between these endpoints defines the width of the channel. The endpoints have coordinates X and Y. A DEM point with the lowest altitude is searched in the circular space around each endpoint. The altitude of this lowest point is used as the $Z$ coordinate of the endpoint. The radius of the circular space is called the lowest point search radius. An example of the cross-section location can be seen in Figure 1.


Figure 1. Defining the position of the new cross-sections. (width (W), endpoint (E), lowest point search radius $(R)$ ).

### 2.2.2. Explaining Model Parameters

Usually, the best-fit model parameters $\left(\mathrm{m}_{1}, \mathrm{~m}_{2}\right)$ are unknown. To establish them (without using an inverse problem-solving method), it is necessary to find the relationship between the search parameters and other explanatory variables. Spatial terrain characteristics can be used as possible explanatory variables [21,26]. The overall curvature, planar curvature, profile curvature, overall slope, slope in the $x$-direction, and slope in the $y$-direction were, in the present case, selected for predicting individual model parameters. The characteristics were determined as described by Zevenbergen and Thorne [29]. The source of terrain characteristics was the DEM input. Terrain characteristics were calculated for the all raster cells located behind the bank lines around the river. The terrain characteristics of the nearest raster cell were used to estimate the parameters of a given endpoint. As explanatory variables, the left bank terrain characteristics for model parameter $m_{1}$ and the right bank terrain characteristics for parameter $m_{2}$ were used.

Statistical learning methods were used for finding the dependence between model variables and terrain characteristics. Those statistical learning methods studied were multiple linear regression, extended linear regression, and random forest (RF).

A simple linear model (LM) is used for finding a linear relationship between a response and its predictor, and, in the case of multiple linear regressions, this relationship is based upon more than a single predictor. The LM is described in Equation (1):

$$
\begin{equation*}
y=\beta_{0}+\sum \beta_{i} x_{i}+\varepsilon_{i}, \varepsilon_{i} \sim N\left(0, \sigma^{2}\right), i=1, \ldots, M \tag{1}
\end{equation*}
$$

where $\beta x$ are the linear parameters, $x_{i}$ are predictor variables, $\varepsilon_{i}$ is the error term, and $M$ is the number of predictor variables. A mixed selection procedure, as described by Gareth et al. [30], was adopted for choosing the optimal number of variables.

An extended linear model with no random effects (GLS) was also used. This method extends linear regression with an ability to fit models with heteroscedastic and correlated within-group errors, but with no random effects [31]. The extended formula of the LM is described in Equation (2):

$$
\begin{equation*}
y=\beta_{0}+\sum \beta_{i} x_{i}+\varepsilon_{i}, \varepsilon_{i} \sim N\left(0, \sigma^{2} A^{i}\right), i=1, \ldots, M \tag{2}
\end{equation*}
$$

where $A_{i}$ are positive-definite matrices composed using variance and covariance matrices, $\beta_{x}$ are the linear parameters, $x_{i}$ are predictor variables, $\varepsilon_{i}$ is the error term, and $M$ is the number of predictor variables. Again, the mixed selection procedure, as described by Gareth et al. [30], was adopted for choosing the optimal number of variables.

Random forest (RF) is a combined machine learning method for classification and regression. This method is based on an ensemble of a regression tree (RT) algorithm. RT deals with tree structure by dividing the dataset into homogenous groups. That division is driven by some classification criterion, such as minimizing the variance of a given set of variables. In the case of RF, a dataset is divided into multiple sub-datasets by a bootstrap aggregating algorithm. For each sub-dataset, an RF of its own is constructed. This creates a group of random trees, termed RF. For each predictor variable, a measure of variable importance can be determined. Based on variable importance values, it is possible to decide which variables have significant impact for the response and which can be omitted [32].

All statistical analyses in this work were performed using statistical software R. The extended linear model with no random effects was applied using the package nlme [33], and the package randomForest [34] was used for random forests.

The coefficient of determination $\left(R^{2}\right)$ was used to evaluate the reliability of model parameters. As a second quality assessment, vertical differences between models based on the best model parameters and a model based on estimated parameters were calculated. For this comparison, a similar approach is used in Section 2.1.

### 2.2.3. Cross-Section Construction and Transformation

Once the model parameters are estimated, new cross-sections can be constructed. A tested theoretical cross-section model Equation (3) is able to estimate the natural river cross-section on the basis of estimated parameters [35]. The studied theoretical model of the river cross-section is explained as:

$$
\begin{equation*}
z(d)=m_{1} m_{2} d^{m_{1}-1}\left(1-d^{m_{1}}\right)^{m_{2}-1} \tag{3}
\end{equation*}
$$

where $z(d)$ is the depth of water at a distance $d$ from the left endpoint of the cross-section, while $m_{1}$ and $m_{2}$ are theoretical model parameters that are unique for each river cross-section. An example of the estimated shapes of the cross-section is shown in Figure 2.


Figure 2. Example showing ability of the proposed bathymetric model to schematize a cross-section.
Due to the mathematical nature of the proposed model, a new cross-section width of 0-1 [35] must be selected in the first step. Note that the value 0 represents the left side of the cross-section. Additional points are inserted between the points 0 and 1 . The user decides upon the number of points to insert. Once new stationing is defined, the depth value for each cross-section point is computed by applying Equation (3). New cross-sections produced by the proposed bathymetric model are in normative state (width and flow area are equal to (1)). Width transformation is simple. Stationing of the new cross-section is multiplied by the distance ( W ) between its endpoints (Figure 1). For the flow area transformation, an adequate flow area must be identified. This adequate flow area defines the flow area of the river channel required for the transfer of the design flow. The adequate flow area is determined using Chezy's equation on the basis of Manning's roughness coefficient, water surface slope, and design flow rate. This adequate flow area is compared with the area of the new cross-section. If the adequate flow area is smaller than the cross-sectional area, then the depths of the cross-section points are multiplied by the area multiplication parameter. This step is repeated until the adequate flow area is equal to or less than the area of the cross-section. Manning's coefficient, design flow rate, and area multiplication parameter are the input parameters. The water longitudinal surface slope and water surface elevation of each cross-section are extracted from the DEM. A similar approach had been used in the work of Roub et al. [28].

The final transformation step is to add the new cross-section into the coordinate system used. The XY coordinates of the first and last point of the cross-section correspond to the coordinates of the endpoints $\mathrm{E}_{1}$ and $\mathrm{E}_{2}$, for which the cross-section has been created. All internal points are placed on the line connecting the endpoints. Therefore, the coordinates of the internal points can be calculated based on the coordinates of the endpoints and its station value. The method of calculating the coordinates of internal points may vary depending on the coordinate system used. The lower of the altitudes of both endpoints is determined as the water level of this cross-section. The altitude ( Z value) of each point is obtained by subtracting the water level and its depth. All cross-section points have coordinates $\mathrm{X}, \mathrm{Y}$, and Z and stationing after transformation.

### 2.2.4. River Bed Reconstruction

To create a three dimensional (3D) bathymetric model composed of isolated linear structures, such as cross-sections, spatial interpolation between these cross-sections must be used. Many different bed reconstruction algorithms are available in the literature [23,24,36,37]. In this contribution,
we adopted the approach of Caviedes-Voullième [23]. This bed reconstruction algorithm is based upon cubic Hermite splines (CHS). Spline trajectory connects two depth points in two consecutive cross-sections, and it is driven by their normal vectors. The spatial interpolation ( $\mathrm{X}, \mathrm{Y}$ ) of new bathymetric points is performed using CHS, and linear interpolation is performed for the height $(\mathrm{Z})$. For a more detailed description, see the work of Caviedes-Voullième [23].

### 2.3. Model Suitability

Global optimization methods are used for estimating the best model parameters. The global optimization schemes are based on heuristics inspired by natural processes. Methods of differential evolution [38] are used for determining the solutions of inverse problems related to the parameters of a mathematical model of river bed surfaces. Differential evolution is a population-based stochastic optimization search algorithm that iteratively estimates a candidate solution with regard to a given measure of quality [38]. The analyzed objective function is a least squares method, determining the differences between the depths of the real cross-sections and the modelled cross-sections. We employed the best1bin algorithm in this work [38]. Analysis of the model's suitability was made in the C++ programming environment.

## Model Suitability Evaluation

For evaluating the model's suitability, a vertical differences comparison between the model cross-sections (with the best model parameters) and the measured cross-sections (see Section 2.5.2) was made. The root mean square error (RMSE) and the mean absolute error (MAE) were calculated for this purpose. The equations for these evaluation criteria are as follows:

$$
\begin{align*}
R M S E & =\sqrt{\frac{1}{N} \sum_{i=1}^{N}\left(\text { Elev }_{M O D}-\text { Elev }_{R E F}\right)^{2}},  \tag{4}\\
M A E & \left.=\frac{1}{N} \sum_{i=1}^{N} \right\rvert\, \text { Elev }_{M O D}-E^{2} \operatorname{lev}_{R E F} \mid, \tag{5}
\end{align*}
$$

where Elev ${ }_{M O D}$ represents the elevation (m) obtained from each model cross-section and Elev ${ }_{\text {REF }}$ represents the equivalent reference point obtained from the measured cross-section (see Section 2.5.2). $N$ represents the number of the cross-section points.

### 2.4. Case Study Area

A part of the Otava River in the Czech Republic was chosen as an area of interest (Figure 3). The full length of the Otava River is 111.7 km with the basin area of $3840 \mathrm{~km}^{2}$. The studied river reach is located into the lower part of the river (between 22.83 and 24.58 river km ) and is 1.75 km long. The average depth of the river reach fluctuates around 1 m . The average bankfull width is between 22.8 and 52.7 m . The average annual flow rate is $23.4 \mathrm{~m}^{3} / \mathrm{s}$. The average water level is 354.84 m above sea level. The flow rates for N -year floods in the Otava River reach are shown in Table 1. $\mathrm{Q}_{\text {a.a. }}$ denotes the average annual discharge.

Table 1. The flow rates for N -year floods in the Otava River reach [39].

| N-year Floods | $\mathbf{Q}_{\text {a.a. }}$ | $\mathbf{Q}_{\mathbf{1}}$ | $\mathbf{Q}_{\mathbf{5}}$ | $\mathbf{Q}_{10}$ | $\mathbf{Q}_{50}$ | $\mathbf{Q}_{\mathbf{1 0 0}}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Flow rate $\left(\mathrm{m}^{3} / \mathrm{s}\right)$ | 23.4 | 146 | 300 | 394 | 680 | 837 |



Figure 3. The study area: Otava River reach.

### 2.5. Ground and Bathymetry Data

This section of the paper describes the topographic source data and bathymetry data source used for identification of the model parameters and creating the DEMs.

### 2.5.1. Aerial Laser Scanning Data

The technology used for ALS data collection in this study was aerial laser scanning with one infrared laser beam. These ALS data were provided by the Czech Office for Surveying, Mapping, and Cadastre. Provided data were in the form of the list of elevation points. The point density per square meter varies depending on the slope of the terrain described. The point density starts with one point (flat area) and ends with dozens of points (steep area). Vertical data accuracy is $+/-0.18 \mathrm{~m}$ in open areas and $+/-0.3 \mathrm{~m}$ in forest areas. [40].

### 2.5.2. Acoustic Doppler Current Profiler Data

The data obtained by using an ADCP measurement device have the depth range $0.2-80 \mathrm{~m}$ and accuracy of $+/-1 \%$ of the depth. The ADCP technology was successfully applied in recent works $[18,41,42]$. The data were sampled as a set of single cross-sections. The distance between these cross-sections was approximately 5 m . The distance between points within the cross-sections was less than 0.5 m . A total of 375 cross-sections were measured. These data were used for testing the suitability of the bathymetric model as well as for determining the best model parameters.

### 2.5.3. Compared DEMs

A total of four DEMs, based upon different sources of bathymetric data, were compared in this practical demonstration. The first DEM (ALS) was created only from the ALS data. It contains no bathymetric data and represents models of that sort produced by remote-sensing techniques.

The second DEM (CRO) was composed using ALS data, which describe the floodplain, and data from the Cross-section Solver ToolBox (CroSolver) bathymetric model. CroSolver is a software tool for improving an existing DEM in the riverbed area. The newly formed channel is schematized as trapezoidal or rectangular. The Chezy equation is used to determine the channel flow area for the design flow rate. The depth of the new channel is determined on the base of the size of the flow area, channel width, and selected channel schematization [28]. Table 2 provides the settings overview for the CroSolver model.

Table 2. The Cross-section Solver ToolBox (CroSolver) software specific settings.

| Parameter | Value |
| :---: | :---: |
| Calculation method | Longitudinal gradient |
| Lowest point search radius $(\mathrm{m})$ | 5 |
| Manning's roughness $\left(\mathrm{s} / \mathrm{m}^{1 / 3}\right)$ | 0.031 |
| Bank slope 1:m | 2 |
| Flow rate $\left(\mathrm{m}^{3} / \mathrm{s}\right)$ | 36.8 |
| Water surface slope calculation $(\mathrm{m})$ | 100 |

The third DEM (BAT) was composed using ALS data, which describes the floodplain and the Bathy-supp model proposed in this paper. The cross-section distance for the bathymetry creation was about 100 m . Table 3 provides the settings overview for the proposed model.

Table 3. Bathy-supp model specific settings.

| Parameter | Value |
| :---: | :---: |
| Lowest point search radius $(\mathrm{m})$ | 5 |
| Manning's roughness $\left(\mathrm{s} / \mathrm{m}^{1 / 3}\right)$ | 0.031 |
| Flow rate $\left(\mathrm{m}^{3} / \mathrm{s}\right)$ | 36.8 |

The last DEM (ADP) is a model composed using ALS data and ADCP data. This model is used as a reference model because it is based on measured data (i.e., on data with assured accuracy). Table 4 provides background information on the DEMs being compared.

Table 4. Overview of compared digital elevation models (DEMs).

| Digital Elevation Model | Floodplain Data | Bathymetry Data | Resolution (m) |
| :---: | :---: | :---: | :---: |
| ALS | LiDAR | - | 0.5 |
| CRO | LiDAR | CroSolver | 0.5 |
| BAT | LiDAR | Bathy-supp | 0.5 |
| ADP | LiDAR | ADCP | 0.5 |

### 2.5.4. DEM evaluation

For evaluation of the DEM quality, the vertical differences between compared DEMs (ALS, CRO, BAT), and the reference DEM (ADP) were assessed. This comparison was made for all corresponding cells in the river channel area. Comparison of the models in the floodplain is not relevant. Identical data were used for its description. RMSE Equation (4) and MAE Equation (5) values were employed for evaluation.

### 2.6. Hydrodynamic Modelling

All hydrodynamic simulations were performed using a 2D HEC-RAS model [43]. HEC-RAS 2D allows computations for steady and unsteady flow conditions. The hydrodynamic results are determined on the base of solving of 2D Saint-Venant equations. Many authors successfully employed HEC-RAS 2D for hydrodynamic simulations [44,45].

In this study, hydrodynamic simulations for four different DEMs were made (see Section 2.5.3). For each DEM, four simulations were made with chosen N-year flow rates. Manning's roughness coefficients were set separately for each land cover category. Values in the range $0.035-0.10 \mathrm{~s} / \mathrm{m}^{1 / 3}$ were determined for inundations and the value for the main channel was $0.031 \mathrm{~s} / \mathrm{m}^{1 / 3}$. Selection of the Manning's values was verified by a calibration-verification process. The validation of model parameters was based on a flood event from December 2012, where, for discharges of $143 \mathrm{~m}^{3} / \mathrm{s}$, the recorded water level (hydrological station located in the model river reach) was equal to 356.43 m . The normal
depth was used as the downstream boundary condition. The results of the basic hydrodynamic model (topography source was ADP DEM) for the given discharge provided a difference of 2 cm in the water level. That verified the accuracy of the model setup. All simulations began from a minimal start discharge, which then grew until eventually becoming steady [18,46,47]. Table 1 shows the selected N -year floods that were used as boundary conditions.

Water surface elevation (WSE) and Inundation areas (IAs) were evaluated to determine the influence of channel bathymetry representation. WSE was evaluated by comparing the differences between vertical measurements for the raster-based WSE (ALS, CRO, BAT) and those of the reference WSE (ADP). The RMSE (Equation (4) and MAE (Equation (5) values were used in the evaluation.

For IAs, the following compliance criterion was used:

$$
\begin{equation*}
I A_{d i f}=\frac{\left|I A_{D E M}-I A_{R E F}\right|}{I A_{R E F}} \times 100 \tag{6}
\end{equation*}
$$

where $I A_{\text {dif }}$ represents the difference in inundation areas (\%), $I A_{D E M}$ represents the inundation area $\left(\mathrm{km}^{2}\right)$ of compared models (ALS, CRO, BAT), and $I A_{\text {REF }}$ represents the inundation area of the ADP model ( $\mathrm{km}^{2}$ ).

## 3. Results and Discussion

### 3.1. Bathymetric Model Suitability

The ability of the proposed bathymetric model to schematize the measured cross-section was evaluated. The best model parameters were used for this purpose. The parameter range $\mathrm{m}_{1}$ ranged from 1.0202 to 1.8219 , and for the $m_{2}$ parameter from 1.0929 to 2.0376 . Overall, 375 measured cross-sections were evaluated. The mean RMSE and MAE values were 0.16 m and 0.11 m , respectively. The variability of the RMSE and MAE values is shown in Figure 4.


Figure 4. Comparing ability of the bathymetric model (with ideal parameters) to represent a measured cross-section. Shown are variances of root mean square error (RMSE) and mean absolute error (MAE) values.

### 3.2. Explaining Bathymetric Model Parameters

High-quality coefficient estimation is a prerequisite for correct bathymetric model creation. Therefore, various methods for its estimation were evaluated. For LM and GLS methods, overall curvature, planar curvature, overall slope, slope in the x direction, and slope in the y direction were considered as predictor variables. For the RF method, overall curvature, planar curvature, profile curvature, overall slope, slope in the $x$ direction, and slope in the $y$ direction were considered. LM and GLS methods provided similarly poor results. In contrast, the RF method produced a good result. Table 5 provides an overview of determination coefficients for the compared techniques. In view of these findings, the RT method was adopted for creating the bathymetric model.

Table 5. Coefficients of determination for the best-fit model parameters in comparing the estimation techniques linear model (LM), the extended linear model with no random effects (GLS), and the random forest (RF).

|  | LM | GLS | RF |
| :---: | :---: | :---: | :---: |
| $\mathrm{R}^{2}\left(\mathrm{~m}_{1}\right)$ | 0.145 | 0.161 | 0.918 |
| $\mathrm{R}^{2}\left(\mathrm{~m}_{2}\right)$ | 0.085 | 0.118 | 0.914 |

Differences in parameter estimation quality may be due to nonlinear relationships in the data structure. More detailed analysis of the suitable regression structures and evaluation of its results are planned in follow-up research.

### 3.3. DEM Comparison

This comparison was made for cross-sections extracted from compared DEMs. The smallest divergence from the reference model (ADP) was achieved by the BAT model. The CRO model is unable to closely simulate the depth variability across the cross-section. This is due to the trapezoidal schematization of the channel. [28]. The ALS model almost completely neglects the riverbed area, which is specific for the sampling method used $[4,12,40,48]$. A graphical comparison is shown in Figure 5.


Figure 5. Visual comparison: Random cross-section derived from evaluated digital elevation models.
Table 6 describes the RMSE and MAE values achieved for the river channel (raster comparison). Both evaluated errors for the ALS model are $>1$. Note that the mean water depth in the channel at the time of acquiring ALS data was around 1 m . This suggests that the ALS model neglected almost the entire flow area of the river channel $[16,20,28,42]$. The RMSE and MAE values for the CRO model were 0.46 and 0.36 m , respectively. The smallest error values, RMSE 0.30 and MAE 0.23 m , were achieved by the BAT model. The raster cell difference variability is shown in Figure 6. Greater difference variability was achieved by the ALS model, and the smallest variability was achieved by the BAT model.

Table 6. RMSE and MAE errors for the compared DEMs (channel comparison).

|  | ALS | CRO | BAT |
| :--- | :---: | :---: | :---: |
| RMSE (m) | 1.19 | 0.46 | 0.30 |
| MAE (m) | 1.06 | 0.36 | 0.23 |



Figure 6. Variance of raster cell differences among compared digital elevation models.
Channel difference maps are shown in Figure 7. The biggest differences can be seen for the ALS model. The largest difference values are located along the thalweg (or stream centerline) location. Indeed, description of the river bottom was unrealistic. The error map presented for the CRO model identifies some areas with high cell difference values. These areas are located near embankment areas. The differences would probably be less significant if the cross-section were actually to have a trapezoidal shape (reflecting technical modification of the channel). For a natural river, the differences may be more significant. The BAT difference map provides the best results. Even here, however, it is possible to identify areas with a poor match. In this case, there was an excessive recess of one cross-section in the BAT model. The water surface slope derived from inundation data was slightly underestimated. This may be due to the accuracy of the data used to describe the floodplain [40].


Figure 7. Error maps comparing evaluated digital elevation models (ALS, CRO, BAT) and the reference model (ADP).

### 3.4. Thalweg Comparison

The ALS model provided a poor match with the ADP model. Thalweg derived from the ALS model was shifted toward the water surface, where it fluctuated. Thus, it is evident that almost the entire flow area was neglected $[16,20]$. The CRO model had higher deviations relative to the BAT model. These deviations may occur in places where the channel narrows or expands locally. This is due to the fact that the local changes in flow velocity are not reflected in the CroSolver software [28]. The graphical comparison is shown in Figure 8, and the results of the numerical comparison of thalwegs are shown in Table 7.


Figure 8. Visual comparison of thalwegs.
Table 7. RMSE and MAE values for the compared DEMs (thalweg comparison).

|  | ALS | CRO | BAT |
| :---: | :---: | :---: | :---: |
| RMSE (m) | 1.52 | 0.37 | 0.30 |
| MAE (m) | 1.49 | 0.31 | 0.21 |

### 3.5. Water Surface Elevations Comparison

Figure 9 presents the variability in WSE errors between the compared DEMs (ALS, CRO, BAT) and the ADP DEM. The greatest deviations in WSE were seen in the ALS model, which manifested significant overestimation of WSE at all modelled flow rates. At flow $\mathrm{Q}_{\mathrm{a} . \mathrm{a}}$, the RMSE was more than 1.2 m , although the WSE variability was comparable to that for other models. For models CRO and BAT, the medians of the differences, as well as their variability, decreased with the increasing flow rate. The BAT model provided the smallest median values and the smallest variance for all rated flows. Table 8 presents RMSE and MAE values for WSE comparison.

Table 8. RMSE and MAE values for WSE comparison.

|  | Model | Qa.a. | $\mathbf{Q}_{\mathbf{1}}$ | $\mathbf{Q}_{\mathbf{1 0}}$ | $\mathbf{Q}_{\mathbf{1 0 0}}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| RMSE (m) | ALS | 1.24 | 0.87 | 0.80 | 0.85 |
|  | CRO | 0.15 | 0.14 | 0.10 | 0.07 |
|  | BAT | 0.13 | 0.06 | 0.04 | 0.03 |
| MAE (m) | ALS | 1.24 | 0.87 | 0.79 | 0.84 |
|  | CRO | 0.13 | 0.12 | 0.09 | 0.05 |
|  | BAT | 0.10 | 0.04 | 0.03 | 0.02 |



Figure 9. Variance of raster cell differences in water surface elevation between the compared digital elevation models (ALS, CRO, BAT) and the reference model (ADP).

### 3.6. Inundation Areas Comparison

Table 9 presents a comparison of inundation areas. The ALS model in all cases overestimated inundation vis-à-vis the reference ADP model. This overestimation was $>50 \%$ in the case of $Q_{\text {a.a. }}$ These differences were diminishing with increasing flow, but nevertheless were $>20 \%$ for the $\mathrm{Q}_{100}$ flow rate. Similar results had been presented in the works of Bures et al. [18] and Roub et al. [42]. In both those cases, software-modified DEMs (CRO, BAT) provided better results than the ALS model. The CRO model underestimated the ADP model values by as much as $4.5 \%$. The BAT model underestimated them by as much as $3.8 \%$. The fact that CRO and BAT consistently underestimate the results may reflect their similar model settings. The flow area for model cross-section transformation was set the same for the two models.

Table 9. Inundation area (IA) differences for compared DEMs.

|  | Model | $\mathbf{Q}_{\text {a.a. }}$ | $\mathbf{Q}_{\mathbf{1}}$ | $\mathbf{Q}_{\mathbf{1 0}}$ | $\mathbf{Q}_{\mathbf{1 0 0}}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Inundation | ADP | 0.0540 | 0.0911 | 0.1288 | 0.1608 |
| Area | ALS | 0.0830 | 0.1182 | 0.1415 | 0.1953 |
| $\left(\mathrm{~km}^{2}\right)$ | CRO | 0.0536 | 0.0870 | 0.1277 | 0.1587 |
|  | BAT | 0.0519 | 0.0898 | 0.1283 | 0.1598 |
| Difference | ADP | - | - | - | - |
| in Area | ALS | 53.83 | 29.73 | 9.84 | 21.49 |
| (\%) | CRO | 0.6 | 4.5 | 0.87 | 1.27 |
|  | BAT | 3.76 | 1.44 | 0.35 | 0.62 |

Overall, the ALS model showed the poorest results. That is because the technology used is unable to capture terrain under water. It was a LiDAR technology that, in our case, used an infrared laser beam [40]. Similar poor results could be expected from other remote-sensing methods [8-11]. The error produced by these models depends on the size of the neglected flow area of the river channel [18,42]. Although differential absorption LiDAR (DiAL) technologies may constitute exceptions to this general case $[14,15]$, even using DiAL technology does not ensure any increase in accuracy. That is particularly the case when a high-turbidity river channel is measured [16-18,20].

The ALS model used in this study is a basic DEM, representative of the group of other remote-sensing models.

In the BAT model, the longitudinal water surface slope and water surface elevations were determined for all constructed cross-sections. Both of these parameters are derived from DEM inputs. The uncertainty in determining these parameters depends upon the accuracy of the data from which they are derived. It is possible, however, to assume that the development of remote-sensing techniques will reduce the uncertainty in determining water surface slope and elevations. Uncertainty in determining roughness parameters is the same for both models (CRO, BAT) and depends upon user experience. Further research in the field of model parameter estimation may bring improvement in this area. More appropriate regression relationships can be found, as can other explanatory variables. These variables might, for example, be the curvature of the flow centerline [21,38], mutual tilt of consecutive cross-sections [23], or ratio of the bank line distances.

In comparing the quality of the DEMs, we can see that the BAT model produced better results than the CRO model. The extent of the differences between the CRO and BAT models will probably depend upon the nature of the channel described. With respect to its adaptability, it can be assumed that the BAT model will produce better results in the case of natural channels. If the river channel has been technically adjusted (into trapezoidal shape), it can be assumed that the BAT model will produce similar results to a CRO model.

In the present bathymetric model, the interpolation mechanism introduced by CaviedesVoullième [23] was used. Several interpolation methods can alternatively be used for this step [24,37,38]. Which of these methods will yield more reliable results remains an open question.

In the presented study, the importance of river bathymetry was evaluated mainly from the perspective of flood modeling. However, the proposed bathymetric model can find its place in other scientific disciplines, such as understanding the morphological changes of the river segment or understanding the hydrodynamic behavior of the river.

## 4. Conclusions

In this study, the new theoretical bathymetric model Bathy-supp was presented. The model is based on the analytical curves, which schematizes the river cross-sections. The shape of the analytical curves is driven by the floodplain topography. In the case study, the practical usability of the model was evaluated.

The vertical differences in the model's ability to represent the cross-sections were 0.16 m for RMSE and 0.11 m for MAE. For estimation of the model parameters, the three regression methods were used. The best parameter estimates were provided by the RF method. However, the regression relationships between model parameters and topographical characteristics need to be further investigated.

The study's results also show that, in the DEM quality assessment, the BAT model provides the best results in the river channel and thalweg representation. When assessing the WSE and IA, the BAT model provided better results than the CRO model, especially for high design flows rates.

Both DEMs created by merging ALS data with mathematical bathymetric models (CRO and BAT) provided significantly better results. The extent of this improvement was directly proportional to the size of the flow area neglected by using the ALS data itself.

The newly proposed Bathy-supp model was also compared with the state-of-the-art CroSolver model. The results showed that the Bathy-supp model describes the river bathymetry more accurately than the CroSolver model. This is because the analytical curves used in the Bathy-supp tool are more able to simulate the individual cross-sections of the channel than the trapezoidal shapes used by the CroSolver tool. Another advantage of the Bathy-supp model is in determining the flow area for each single cross-section from which the model is composed. This allows the model to take into account local narrows or expansions of the river channel.

The merging of bathymetric models with other types of remote-sensing data can significantly improve the DEMs, thereby enhancing their practical usefulness. Hence, the methods for mathematical schematizing of riverbeds should be further studied and improved.

The Bathy-supp model as an appropriate mechanism to improve DEM quality when other bathymetry measurements that are not available can be used. However, it will never be able to fully replace large bathymetric measurements.
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#### Abstract

The purpose of the paper was to present selected techniques for the control of river flow and sediment transport computations with the programming language Python. The base software for modeling of river processes was the well-known and widely used HEC-RAS. The concepts were tested on two models created for a single reach of the Warta river located in the central part of Poland. The ideas described were illustrated with three examples. The first was a basic simulation of a steady flow run from the Python script. The second example presented automatic calibration of model roughness coefficients with Nelder-Mead simplex from the SciPy module. In the third example, the sediment transport was controlled by Python script. Sediment samples were accessed and changed in the sediment data file stored in XML format. The results of the sediment simulation were read from HDF5 files. The presented techniques showed good effectiveness of this approach. The paper compared the developed techniques with other, earlier approaches to control of HEC-RAS computations. Possible further developments were also discussed.
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## 1. Introduction

River flow modeling is a very popular approach in science and education, as well as in small, medium-size, and large technical projects in the areas of water management [1,2], river regulation [3,4], sediment transport [5], flood protection [6], and many others [7,8]. There are several professionally prepared and widely used commercial and non-commercial models for river flow, e.g., HEC-RAS [9], MIKE 11 [10], Delft Sobek [11], BASEMENT by ETH [12], and SRH1D [13]. The first of the mentioned models, HEC-RAS, is very specific. The acronym HEC means Hydrologic Engineering Center, and it is the name of the software developer. The second element, RAS, means River Analysis System. It defines the software application area which is focused on modeling of flow and transport processes in rivers, floodplains, and reservoirs. All of the modeled elements are solved with highly accurate numerical methods [9]. Additionally, HEC-RAS is freeware with a professionally developed graphical user interface. It makes application of the software easier, and it is considered to be the reason that HEC-RAS is so popular. Today a strong focus on modeling of uncertainty related to river processes is observed. It is a particularly crucial problem in the areas of model calibration [14,15], sediment transport [16,17], and flood hazard mapping [18,19]. The effective management of such computational tasks is not possible without automation of simulation and integration with other tools, e.g., GIS software. The examples analyzed in the paper present crucial automation techniques for the mentioned applications.

The main purpose of this paper is to present selected techniques for controlling HEC-RAS computations with the programming language Python. Control of river flow simulations with external
scripts opens several new opportunities in the fields of flood hazard assessment, water management, and river hydraulics. It also enables application of more sophisticated methods in these fields, such as sensitivity analysis, automatic model calibration, and probabilistic flood mapping. The control of the HEC-RAS computations is possible due to the fact that this package is installed with the Component Object Module (COM). This COM library of methods is called HECRASController. The COM library enables outer access to the computational elements of HEC-RAS. The discussion presented here is focused on three specific examples. The ideas presented are not limited to the basic running of flow model simulation. Some concepts are aimed at integration of HEC-RAS with specific tools available in Python modules, e.g., SciPy, while others extend the capabilities of HECRASController and open access to more sophisticated data formats, e.g., XML (eXtensible Markup Language) and HDF5 (Hierarchical Data Format 5).

The HECRASController is a collection of Visual Basic subroutines and functions within the HEC-RAS package. It may be effectively used with VBA (Visual Basic for Applications) in Excel [20,21]. The main capabilities of this collection include running HEC-RAS and particular HEC-RAS editors, running computations plans, reading results of flow simulation, etc. One very interesting feature is the possibility of manipulation of roughness coefficients. It is a very important problem studied by many researchers, e.g., Yang et al. [22] and Lacasta et al. [23]. This capability is implemented in AHYDRA software [24]. The AHYDRA supports calibration of roughness coefficients and boundary conditions for steady flow conditions. The software cooperates with the initially configured HEC-RAS model, enabling automatic change of settings.

The capabilities of HECRASController are still limited. Even the main author promoting the use of this programming tool, Goodell [20,21], advises manipulation of the HEC-RAS data files in ASCII format. Another problem is the use of Visual Basic/VBA. Although it is a very handy programming language, its use is rather limited and still narrowing, e.g., VBA was replaced in ArcGIS by Python and its extension ArcPy. Hence, other languages are also implemented to handle HECRASController, e.g., MATLAB [25].

Python [26] is one of the most popular programming languages used today worldwide. It is easily applied in practical cases, as well as in highly scientific problems [27,28]. Its popularity follows from two factors: (1) relative simplicity and (2) a broad range of application areas. Considering the specific problem considered here, Python has several advantages and unique features. They include very easy access to text files in standard form, e.g., [26]; several specific libraries included, e.g., [29-33]; opportunities to handle the components of the Windows operation system, e.g., [34,35]; access to sophisticated data formats, e.g., [36,37]; and linking with a number of Windows application, e.g., $[38,39]$.

It is no surprise that the first approach to control of HEC-RAS with Python was developed. The PyRAS module prepared by Peña-Castellanos [40] is one such approach. Unfortunately, PyRAS only transforms objects and functions of HECRASController available in VBA to Python. Hence, the limitations of HECRASController still apply. Another disadvantage is that the module was prepared for older versions of HEC-RAS, namely 4.1 and 5.0.0. It has not been developed further to date. Despite these facts, the codes of PyRAS could be an inspiration for independent development. Another open-source application linking Python and HEC-RAS is the example included in the package PyFloods [41]. Unfortunately, it is the only example for the previous version of HEC-RAS with some important elements hard-coded.

No general approach to linking Python and HEC-RAS has been proposed as yet, and it seems to us that it should be done on the basis of available Python modules for management of COM libraries. Another requirement is to develop the potential of HECRASController with additional Python modules, e.g., optimization of model parameters, access to specific data in XML files, and reading and handling of results in HDF5 files. These problems are addressed in the present paper.

The next section, Methods, includes general description of all important elements in the presented manuscript. Theoretical aspects of open channel flow, as well as Python scripting issues related to
the applied codes, are discussed. In the section Results and Discussion, examples illustrating the invented concepts are described in detail. At the beginning of this section, the HEC-RAS models used are presented. In the final section, the summary, concluding remarks, and further developments are discussed.

## 2. Methods

### 2.1. HEC-RAS

HEC-RAS is a well-known hydrodynamic model for rivers and water reservoirs. The concepts applied in the package are well described by Brunner [9]. The HEC-RAS is applied for simulation of flow and transport processes in river networks, including floodplains and reservoirs. The modeled flow conditions include steady and unsteady longitudinal flow. The first is based on the simple equation of energy balance. The form of this equation implemented in HEC-RAS is shown below:

$$
\begin{equation*}
z_{1}+h_{1}+\alpha_{1} \frac{u_{1}^{2}}{2 g}=z_{2}+h_{2}+\alpha_{2} \frac{u_{2}^{2}}{2 g}+h_{e} \tag{1}
\end{equation*}
$$

where $z$ is bottom elevation, $h$ is the depth, and $u$ is mean velocity in the channel cross-section. $\alpha$ is called the St. Venant coefficient and plays the role of correction factor, including the effect of velocity profile non-uniformity. $g$ is well known acceleration of gravity. The Equation (1) is written for gradually-varying flow, when the assumption of hydrostatic pressure distribution may be suitable. The subscripts 1 and 2 denote two different cross-sections in the same channel reach. The basic assumption is that the cross-section number 1 is located upstream of the cross-section number 2. The first three terms of both sides represent the potential energy of the stream, work of pressure forces, and kinematic energy of the stream. The last element of the right side, $h_{e}$, describes friction losses due to bed and banks influence on flowing water. It also includes effects of channel contraction and extension. If the depth is known in one cross-section, on this basis, the depth may be also determined in the second cross-section. To calculate the distribution of the depth along the channel, its value must be known in one cross-section a priori. In practical cases, this cross-section is the inlet or outlet boundary of the channel reach. Hence, the condition is frequently called "boundary condition", but it is rather hydraulic jargon than strict mathematical terms. The discharge $Q$ is a very important parameter of the Equation (1). The kinematic energy terms, as well as friction losses, depend on the magnitude of the flow. The influence of floodplains is included in the calculation of the St. Venant coefficients and calculation of weighted distance between cross-sections. The last element is important for the determination of the total losses $h_{e}$. More detailed description of this equation and its implementation may be found in Reference [9].

For description of the second model, the unsteady flow, the numerical solution of the St. Venant system of equations for 1D flow is implemented. This system consists of two partial differential equations shown below.

$$
\begin{gather*}
\frac{\partial A}{\partial t}+\frac{\partial(\phi Q)}{\partial x_{c}}+\frac{\partial[(1-\phi) Q]}{\partial x_{f}}=0  \tag{2}\\
\frac{\partial Q}{\partial t}+\frac{\partial}{\partial x_{c}}\left(\phi^{2} \frac{Q^{2}}{A_{c}}\right)+\frac{\partial}{\partial x_{f}}\left[(1-\phi)^{2} \frac{Q^{2}}{A_{f}}\right]+g A_{c}\left(\frac{\partial H}{\partial x_{c}}+S_{f c}\right)+g A_{f}\left(\frac{\partial H}{\partial x_{f}}+S_{f f}\right)=0 \tag{3}
\end{gather*}
$$

The Equation (2) describes mass balance in the open channel flow. The second equation represents the momentum balance. It is written for gradually-varying flow conditions in the channel. There are two independent variables: $t$-time and $x$-distance. The distance is measured not only along the channel, but also along the floodplains. Hence, there are denotations $x_{c}$ and $x_{f}$ for channel and floodplain flow paths, respectively. It is important that the pair of distance ( $x_{c}, x_{f}$ ) is unique for each cross-section. $Q$ is still the total discharge in the cross-section and $g$ is acceleration of gravity. $H$ is
the water surface elevation, which is the sum of the bottom elevation $z$ and the depth $h$ shown in the previously discussed Equation (1). It is assumed that the transversal slope of the water surface is zero in the single cross-section. Hence, $H$ is constant in the cross-section, but varies along the channel. Denotation $A$ without subscript is the total cross-section area in a single cross-section. However, $A_{c}$ and $A_{f}$ are the area of channel and floodplain parts of the cross-section, respectively. The hydraulic slopes describing the friction losses along the channel and along the floodplains are denoted as $S_{f c}$ and $S_{f f}$. The HEC-RAS specific element is coefficient $\phi$. It describes the distribution of the discharge between the parts of the cross-section. Hence, $\phi Q$ is the flow along the channel and $(1-\phi) Q$ is the flow along the floodplains. The coefficient $\phi$ depends on the hydraulic parameter called conveyance, which is the function of the water surface elevation $H$ and other elements of the cross-section, such as shape and roughness. In the Equation (2), the first term represents the local storage of water, whilst two other terms describe the net inflow of water along the channel and floodplains. In Equation (3), the first three terms represent the inertia forces, the terms including gradient of $H$ describe the gravity and pressure forces, and the terms with hydraulic slopes $S_{f c}$ and $S_{f f}$ represent the friction forces. The solution of the system (2)-(3) are two functions of time $t$ and distance pair $\left(x_{c}, x_{f}\right)$. These are discharge $Q$ and water surface elevation $H$. To solve the system (2)-(3), the initial and boundary conditions have to be specified. The basic forms of the initial condition are known distributions of $Q$ and $H$ along the modeled reach. In each inlet and outlet cross-section, there should be one boundary condition imposed in gradually-varying flow. These conditions may have a basic form of discharge or water stage hydrographs. They can also be imposed as other more complex relationships of discharge and water stage, e.g., normal depth, rating curve, etc. The Preissmann scheme is used for the approximation. More detailed description of the St. Venant equations used in HEC-RAS and their implementation may be found in Reference [9].

The number of hydro-structures, such as bridges, culverts, etc., is also available for incorporation with the prepared water system. Both these mathematical models of open channel flow are well described in many books [42-45], as well as software manuals mentioned above [9-13]. In HEC-RAS, there is also a module enabling so-called quasi-unsteady flow simulation, i.e., simplified flow simulation in unsteady conditions on the basis of the energy equation. In the latest versions of the package, a 2D flow module is also available. The HEC-RAS modules for simulation of transport processes include different transport of solutes, heat, and sediments with deposition and erosion. Heat and solute transport is based on numerical solution of convection-dispersion equations with source terms. Models of this kind are described in some books on mathematical modeling of river processes, e.g., References [9,46,47]. The QUICKEST scheme with the ULTIMATE limiter is applied as an approximation method [48]. The sediment transport is modeled with the standard Exner equation, enabling simulation of different fractions of sediments. The Exner equation is shown below:

$$
\begin{equation*}
(1-p) B \frac{\partial z}{\partial t}+\frac{\partial Q_{s}}{\partial x}=0 \tag{4}
\end{equation*}
$$

where $x$ is the distance along the channel and $t$ is time. $z$ represents bottom elevation, $B$ is the width of this bottom part, where the sediments are deposited or removed from. $p$ is porosity of the bed layer. $Q_{s}$ is volumetric intensity of sediment transport. This element is described by subjectively chosen empirical formulae, e.g., Meyer-Peter and Müller (MPM). It depends on the hydraulic parameters and the sediment characteristics. The first term represents the local change of the sediment deposited. The second term is the net inflow of sediments. The solution of Equation (4) is the change of bottom elevation $z$ in time $t$, and along the channel $x$. The initial and one boundary condition have to be imposed to solve the problem. The initial condition is simple initial bottom elevation profile along the modeled channel. The boundary condition is imposed in the inlet cross-section. It may have the form of bottom elevation changes, sediment inflow intensity varying in time, or equilibrium sediment load in the stream. In HEC-RAS, the applied solution method is the basic upwind scheme [9,45]. More details may be found in Reference [9].

The HEC-RAS package also includes several useful tools for data preparation and results processing. These tools include the module for GIS data processing called RAS Mapper [49].

### 2.2. HECRASController

HECRASController is a part of the HEC-RAS application programming interface (API). It is a collection of programming tools: Classes, functions and subroutines. Access to the HEC-RAS elements is possible because this package is compiled as the Component Object Module (COM). Any program able to read COM DLL (Dynamic-Link Library) may be used to control HEC-RAS computations. The most convenient approach is to use Visual Basic in any form, i.e., as a separate suite for developers or linked with another application, e.g., MS Excel.

The most detailed description of the above-mentioned collection of programming tools was presented by Goodell [20,21]. Appendix A of his book [20] is a very good source of information about syntax, and usage of HECRASController functions and subroutines. The examples presented there, illustrate the great potential of these concepts. VBA in MS Excel is very powerful in computing, as well as in data analysis [50]. Linking HECRASController with VBA in Excel opens new opportunities for handling simulation data and results, as presented by Goodell [20,21]. The controller makes it possible to open HEC-RAS projects, run simulations, read results, and store them in other specific formats. It is also possible to open HEC-RAS editing tools for manual configuration of input data. The controller also enables direct manipulation of project data, but its capabilities in this area are rather limited. There are three procedures for changing roughness coefficients, and one for setting the area of the element called storage area.

Although this concept is not new and seems to be very useful, there are still areas of HEC-RAS computations in which controller functions are not able to help. The basic HEC-RAS data, such as geometry and flow boundary conditions, are stored in ASCII files. They may be accessed by manually written code. Goodell [20] has advised such an approach. However, some HEC-RAS data are stored in formats other than pure text, e.g., sediment data in XML format. Access to such data requires application of additional modules. The results of more complex simulations are also beyond HECRASController access, e.g., 1D sediment and 2D flow simulation results are stored only in HDF files.

In addition, the opportunities afforded by the controller depend on the application areas of VBA. This powerful language is widely used. However, there are also very important areas where VBA has been withdrawn, e.g., scripting in ArcGIS. There are also areas in which VBA has never been present, e.g., scripting in QGIS. Relying on VBA for automation of HEC-RAS simulation could limit possible applications.

### 2.3. Python Scripting and Applied Modules

Python is one of the most popular programming languages today, and it is still under development. In this paper, version 2.7.12 was used. Its usefulness and popularity in many areas have been reported in References [51-53]. This scripting language is relatively simple for the beginner, but it is also very powerful if applied by an experienced coder. A description of this language may be found in many books or on internet websites, e.g., Downey et al. [54], Python Software Foundation [26]. Considering the problem considered here, Python has several specific advantages:
(1) The basic language is extended by additional modules for numerical simulation and general scientific analysis, e.g., NumPy and SciPy [29-31].
(2) The usefulness of Python in numerical simulations may be extended by the user with modules enabling transformation of Fortran or C routines to Python code, e.g., F2Py [32] and ctypes [33] modules.
(3) It is possible to access COM libraries using additional modules, e.g., Pywin32 [34,35].
(4) Python enables access to more sophisticated data structures, e.g., XML [36] and HDF5 [37].
(5) There are Python modules integrating this language with geoprocessing software, such as ArcGIS [38] and QGIS [39].

VBA is a compiled language, which makes it faster in comparison with any scripting language in stand-alone applications. However, in the analyzed cases, the programming language is used to run an external application, HEC-RAS. Hence, the efficiency of the external application determines the efficiency of the whole concept, which reduces this advantage of VBA. The above list of Python features is the list of undoubted advantages of this scripting language over standard VBA. In some cases, the application of Python is as easy as VBA, e.g., access to COM libraries or XML data. Other elements, such as libraries for numerical computations, make Python implementation more effective. There are also features that are unique to Python, e.g., access to HDF5 data, and linking with Fortran and C. The undeniable advantage of Python is also clearly visible in the area of geoprocessing. This area is important for any hydrological or hydraulic modeling of flow and transport processes in natural water systems. As mentioned above, the former applications of VBA in older versions of ArcGIS are now replaced by modern scripting languages, such as Python [38], JavaScript [55], and R [56]. Python is the primary scripting language used in commercial Esri software, such as ArcGIS 10.x and ArcGIS Pro. This is also the only scripting language implemented in QGIS, which is the open source and cross-platform equivalent of Esri's packages.

Several Python modules are used in this research, including: (1) Pywin32, (2) NumPy, (3) SciPy with optimization, (4) ElementTree XML API, and (5) HDF 5 for Python. The first of them, the Pywin32 module, is used to access COM objects and COM servers in Python code [34,35]. Brief descriptions of available Pywin32 packages may be found in the PythonCOM Documentation Index [35]. The part of the module win32com.client is used in this paper. To access COM objects in the presented scripts, the Dispatch function is applied.

NumPy is a well-known module including objects and tools for scientific computing [20,57]. The functions and objects from the NumPy module work faster in numerical applications than standard Python functions and variables. The reason is that the main elements of NumPy were translated from Fortran and implemented in Python. This mechanism of method transfer may be continued by the user with the F2PY package [32] or ctypes module [33]. In the present research, only the array constructors available in NumPy were applied. These are array and empty methods. The string, integer, and float element arrays were used. However, extension of some presented examples, e.g., Examples 2 and 3, enables application of one's own methods and opens the way for more sophisticated techniques.

Another important package used here was SciPy [29,31]. The optimization part of SciPy was implemented in Example 2. The scipy.optimization module contains several optimization methods and root finding algorithms [31]. In this study, the most basic and well-known Nelder-Mead downhill simplex algorithm was used. A detailed description of it was provided by Press et al. [58].

The sediment simulation data in HEC-RAS are stored in XML format. It is a text-based markup language, derived from the Standard Generalized Markup Language. A detailed description of XML format and usage may be found in Reference [59]. To access data stored in an XML file, the ElementTree module is applied as described in References [35,60]. This package includes objects of the Element type. They are container objects designed to store hierarchical data structures, such as XML. The Element type is a cross between a list and a dictionary in Python. The module imported is xml.etree.ElementTree.

The results of the sediment simulation are stored in HDF5 format. Large sets of numerical data are easily accessed in HDF5 through the well-described hierarchy. A description of this format may be found in HDF Group [37]. To access these data the h5py module is applied [61].

### 2.4. General Remarks on Analyzed Examples

Three examples were tested. The first was a code of a basic simulation composed in a way that enabled comparisons with the examples presented by Goodell [20,21]. The comparison revealed the most important differences between VBA and Python, such as initialization of HECRASController, access to controller methods, handling of data and results.

The second example was the calibration of the steady flow model. Although there is a procedure for the calibration of roughness coefficients in HEC-RAS, it works only with the unsteady flow model. However, calibration of the steady flow model is useful in many cases. Additionally, the approach presented in this example could also be applied in sensitivity analysis of the model performance or probabilistic flood risk mapping. The Nelder-Mead simplex algorithm was applied to search for the proper roughness coefficients. This is routine from the optimization part of the SciPy module, namely scipy.optimize. It works for similar purposes as the AHYDRA application [24], but the optimization algorithm is applied instead of manual alteration of roughness coefficients. The code is prepared in such a way that the applied Nelder-Mead method may be replaced with any optimization algorithm, e.g., the Genetic Algorithm as proposed by Leon and Goodell [25] with MATLAB.

The objective of the third example was to automatically change sediment samples in sediment data and run a sediment simulation. Such an approach has not been found by the author in the literature to date. The sediment sample data describe the percentage of sediment fractions in a sample. In HEC-RAS, they are called gradations. This function plays the role of a model parameter. It is necessary for the calculation of the total sediment transport, as well as transport of particular fractions. However, in practical applications it should be a piece of material sampled from the river bed. Collection of sediment samples is not very common. The measurements are local and extrapolated to a region, e.g., the cross-section. Hence, such measurements are highly uncertain, which is an additional reason for presentation of Example 3. This example is very simple, but may be extended for more sophisticated cases. It requires handling of XML and HDF5 data with special Python modules. Although, the control of sediment simulation is a more complex problem, the example is focused on change of the sediment samples, because these data are accessible in the most difficult way. If the sediment fractions may be changed by the Python script, all other elements of the sediment simulation, e.g., sediment transport formula, parameters of chosen formula, method for calculation fall velocity, etc., may be changed too. Hence, the adjustment of sediment sample in the XML file is a good illustrative example of sediment data management in general.

There are two main application areas for the mechanism presented in Example 3. The first is obviously the uncertainty or sensitivity analysis of sediment transport simulation. Considering the complexity of such computations, the analysis of sensitivity is too difficult to perform in the standard manual way. However, it is necessary if the sediment transport models are going to be used for forecast purposes, which sometimes happens today. The sediment, as well as flow data, are too uncertain to neglect this problem. The second application area is related to historical data and their processing. Sometimes data collected in the past include the full longitudinal profiles, as well as cross-sections, for different moments in time. The present author had at his disposal such data for Ner river collected for 1983, 2003, and 2007 [62]. These data were collected by the company BIPROWODMEL, for the analysis of regulation requirements. They illustrate the effects of the sedimentation process along the analyzed channel. Unfortunately, the company taking measurements did not collect sediment samples at the same time. Hence, the modeling of sediment transport in the Ner river is possible only if the model is calibrated with respect to these data. There is one important aspect which should be carefully considered. The calibration should also consider other factors, such as the sediment transport formula. However, the differences in the role and structure of the factors influencing the sediment transport simulation lead to the design of separate computational processes for each factor. One such process should be searching for an optimal sediment sample or samples, with other factors kept as constants. The third example presents the powerful capabilities of Python in this area.

An example with change of data stored in ASCII files of HEC-RAS is not presented here. Such examples have been discussed by other authors [20,25] with VBA and MATLAB. In the author's personal opinion, the handling of the ASCII files with Python is easier than with the other languages mentioned above. Hence, such an example would not bring anything new. The third and more difficult example, with XML and HDF files, may be treated as a help or guide in dealing with ASCII files. If Python enables reading and writing of information stored in such complex formats as XML and

HDF5, and it is quite easy to access the data in the ASCII files, it means that the presented scripting mechanisms could be applied to manipulate all data and results of any HEC-RAS model. This is also a huge advantage of the presented approach.

### 2.5. Applied Rules of Coding

There are important differences between VBA and Python, which have to be discussed before the particular examples are presented. To explain them, the well-known examples given by Goodell [20,21] are quoted and compared with the devised Python code.

The first difference is declaration of variables. In Python, the variables are created dynamically during running of the program. Their type is recognized as the values that are assigned to them. The assignment operator may change this type, any time in the script. There are exceptions to these rules, e.g., special variables such as NumPy arrays. Their shape and type have to be declared before the variable is used. In VBA, dynamic creation is also available. However, it is more convenient to switch off this mechanism with the command Option Explicit at the beginning of the module. Then the variables have to be declared statically with the Dim statement.

To use the HECRASController object in the VBA code, it has to be declared as a variable [20,21]. In Python, the object is created in a similar way by calling the Dispatch function from the module win32com.client. Then all the functions and subroutines of the HEC-RAS controller are available in Python. The access is similar to the VBA calling of the HECRASController. The scheme is shown in Scripts 1-4.

In Script 1. HECobject is the HECRASController variable in the project, arguments is the list of input parameters and return_values is the list of the values we would like to get from the subroutine. The HECobject has to initialized with the Dispatch function of the win32com.client module. Although it seems to be quite simple, there is one technical problem. The subprograms in VBA and Python have different structures and different mechanisms of data exchange with the main body of the program. There are two types of arguments used by VBA subroutines. These are the "called-by-value" and "called-by-references" arguments. Exchange of information between the subprogram and the main program based on "by-value" and "by-reference" mechanisms are well known. The arguments of the first type are used only as inputs. The second calling mechanism may work as input and output. When the function construction is used, another method for output is available, i.e., the returned value of the function. Although these mechanisms are very common and are applied in many programming languages, e.g., VBA, Pascal, Fortran, C/C++, etc., the subprograms used in Python are constructed in a different way. In general, the Python subprograms are functions. The parameters set in the function head are only inputs. The output is exchanged with the outer code only by returned values of the function. It is important to indicate that the function may return a list of values and each of them can be of different type.

```
import win32com.client
HECobject = win32com.client.Dispatch("RAS503.HECRASController")
# ...
return_values = HECobject.method(arguments)
```

Script 1. Code sample 1. Initialization of HEC-RAS object and schematic use of its methods.
To adopt HECRASController methods in Python, a change in the calling is necessary. Imagine such an example: One of the subroutines determines the value of the parameter "called-by-reference". Let this argument be $x$. In the case of arguments "called-by-reference", the variable storing the output value must be created before the subroutine is run. In Python, the variable storing the None value must be created, which means the variable without a value assigned. Such a statement is equivalent to the variable declaration in VBA and other programming languages. Then the x variable is set as the argument of the subroutine and repeated as the variable in the return list, as shown in Script 2.

```
import win32com.client
HECobject = win32com.client.Dispatch("RAS503.HECRASController")
# ...
x = None
x = HECobject.method(x)
```

Script 2. Code sample 2. Initialization of the HEC-RAS object and use of its methods requiring passing of the argument by reference.

In more complex cases it should be noted that the return list should follow the sequence of the argument list. An example is presented in Script 3.

```
import win32com.client
HECobject = win32com.client.Dispatch("RAS503. HECRASController")
# ...
x, y, z = None, None, None
x, y, z = HECobject.method( X, y, z)
```

Script 3. Code sample 3. Passing the arguments by reference to the method of the HEC-RAS object playing the role of a subroutine.

If the function is run, the first variable in the return list stores the original return value of the function. It is illustrated in Script 4. The variable RV used there is the return value of the function. This approach is used in all three presented examples.

```
import win32com.client
HECobject = win32com.client.Dispatch("RAS503.HECRASController")
# ...
x, y, z = None, None, None
RV, x, y, z = HECobject.method( x, y, z)
```

Script 4. Code sample 4. Passing the arguments by reference to the method of the HEC-RAS object playing the role of a function with one return value.

The main codes presented in Scripts 5-8 consist of the main elements necessary to access capabilities of the HEC-RAS application in Python code. There are also additional codes written in support.py. They are used for support of the main scripts. The support.py file contains the subroutines for data loading from ASCII files, for handling files and directory names, etc. All these additional subroutines are subject to the coder and may be written in several ways. Hence, they are not discussed here. The additional codes are loaded to the particular scripts, if there is such a need.

## 3. Results and Discussion

### 3.1. Case Study-Model of a River Reach

Two HEC-RAS models, called model A and model B, were used to test the presented concepts. Both of them represented a short reach of the Warta river in the central part of Poland. The reach is about 10 km long. The average width and depth of the main channel are 40 m and 1.5 m , respectively. There are two bridges along the reach. The estimated mean flow in the analyzed channel was about $47.45 \mathrm{~m}^{3} / \mathrm{s}$. This value was estimated on the basis of the hydrological data collected at the Sieradz gauge station during 1970-2013. The observed flows for the same period vary from the minimum of $15 \mathrm{~m}^{3} / \mathrm{s}$ to the maximum of $408 \mathrm{~m}^{3} / \mathrm{s}$ [63].

In both models, the number of cross-sections was 35 . The average distance between cross-sections was about 300 m . The differences between the model A and model B include the geometry and configuration of flow conditions. Model A was based on the full geometry, including bridges. The flow conditions were steady with basic discharge of $120 \mathrm{~m}^{3} / \mathrm{s}$ for the whole reach. The downstream
boundary condition was the simple Normal Depth with bottom slope as a parameter. This model was used for basic simulation in Example 1. It was also applied in Example 2, for the test of calibration.

In model B, the geometry was simplified. The bridges were removed, because the model was used for simulation of sediment transport with different sediment samples. Hence, the configuration of flow conditions was based on a quasi-unsteady flow module. The upstream boundary condition was Flow Series with a constant discharge of $269 \mathrm{~m}^{3} / \mathrm{s}$. In the downstream boundary the Normal Depth was applied once again. The slope equals $0.2 \%$. The sediment transport intensity was calculated on the basis of the Meyer-Peter and Müller (MPM) formula. The simulation horizon was set to 4 months, with a 6-h time step. The time step guarantees necessary numerical stability and accuracy. The simulated period was rather short. In practice, the changes of the river bed due to sediment deposition and erosion are observed in longer periods, e.g., years. Such a configuration is chosen to avoid too long computational time in this illustrative example.

### 3.2. Example 1-Basic Simulation

The first example presented here was composed in a way similar to the introductory example discussed by Goodell [20,21] for the reach of Beaver Creek. In this paper, model A described above was used. The main scheme of computations is shown in Figure 1. The code of this example is presented as Script 5.

```
import win32com.client
import os, numpy
from support import sc1_ShowNodes
# Initiate the RAS Controller class
hec = win32com.client.Dispatch("RAS503.HECRASController")
hec.ShowRas() # show HEC-RAS window
# full filename of the RAS project
RASProject = os.path.join(os.getcwd(),r'test01\test01.prj')
hec.Project_Open(RASProject) # opening HEC-RAS
# to be populated: number and list of messages, blocking mode
NMsg,TabMsg,block = None,None,True
# computations of the current plan
v1,NMsg,TabMsg,v2 = hec.Compute_CurrentPlan(NMsg,TabMsg,block)
# ID numbers of the river and the reach
RivID,RchID = 1,1
# to be populated: number of nodes, list of RS and node types
NNod,TabRS,TabNTyp = None, None, None
# reading project nodes: cross-sections, bridges, culverts, etc.
v1,v2,NNod,TabRS,TabNTyp =
hec.Geometry_GetNodes(RivID,RchID,NNod,TabRS,TabNTyp)
# ID of output variables: WSE, ave velocity
WSE_id,AvVel_id = 2,23
TabWSE = numpy.empty([NNod],dtype=float) # NumPy array for WSE
TabVel = numpy.empty([NNod],dtype=float) # NumPy array for velocities
for i in range(0,NNod): # reading over nodes
    if TabNTyp[i] == "": # simple cross-section
        # reading single water surface elevation
        TabWSE[i],v1,v2,v3,v4,v5,v6 = \
        hec.Output_NodeOutput(RivID,RchID,i+1,0,1,WSE_id)
        # reading single velocity
        TabVel[i],v1,v2,v3,v4,v5,v6 =
        hec.Output_NodeOutput(RivID,RchID,i+1,0,1,AvVel_id)
hec.QuitRas() # close HEC-RAS
del hec # delete HEC-RAS controller
    sc1_ShowNodes( NNod, TabRS, TabNTyp, TabWSE, TabVel )
```

Script 5. Example 1. Calculation of a single water profile.


Figure 1. Main elements of computations in Example 1.
As can be seen in the first block of the diagram in Figure 1, the computations have to start with initialization of the variable, which is the HECRASController object. In the brackets, the method used for this purpose is indicated. In the second step, the HEC-RAS project is open. The name of the project is the necessary input. Then the computations are run and the results are processed in two steps. The first is reading information about computational nodes. It is done with one of the "geometric" routines of HECRASController. The second step is reading the output of computations. Then the results may be saved, displayed, or applied in another simulation.

The program presented in Script 5 includes four main steps reflecting the sequence presented in Figure 1. These are: (a) Opening HEC-RAS and loading the project (lines 9-10), (b) running the simulation (lines 12-14), (c) reading the output variables (lines 16-35), and (d) processing the output variables (line 37), e.g., displaying them on the screen. At the beginning, the necessary modules and subroutines are loaded. They are win32com.client for handling COM libraries [34,35], os for management of files and directories and numpy for numerical data. Additionally, the subroutine sc1_ShowNodes is loaded from the script support.py. It is used for displaying results.

The first step of the program is initialization of the HECRASController variable hec (line 6). The Dispatch function of the win32com.client module is applied. The HEC-RAS version used is 5.0.3. When the hec variable is created, the ShowRas and Project_Open functions may be used to open the HEC-RAS windows and load the project. Detailed descriptions of these and other functions used in the paper were provided by Goodell [20]. The next two methods of HECRASCcontroller used are Compute_CurrentPlan (line 14) and Geometry_GetNodes (line 21). The first function runs the current computational plan. The second one reads tables of River Stations, TabRS, and node types, TabNTyp. Both of them need initialization of proper arguments (lines 12 and 18). The approach presented in Code Samples 2-4 is applied. The river and reach ID numbers are also set in line 16. The variables $\mathrm{v} 1, \mathrm{v} 2$, and in general v X , where X is some digit, are used when the return value does not have to be stored.

The next step is reading of the output variables. It starts at line 23 , with setting of the ID numbers for water stages and velocities, WSE_id and AvVel_id. Then the NumPy arrays, TabWSE, and TabVel, for storing the results are prepared (lines 24-25). The results are read in a loop over nodes (line 26-33), with calls to the function Output_NodeOutput. The values of water stages and velocities in regular cross-sections are accessed. In such nodes, the node type is an empty string (line 27).

Finally, the HEC-RAS windows is closed with QuitRas. Then the hec variable may be deleted. The last element of the code is the display of results. It is performed by sc1_ShowNode from the support module. A screenshot with the run of Example 1 and display of results is shown in Figure 2.


Figure 2. Run of Example 1 and display of results.

### 3.3. Example 2-Calibration of Roughness Coefficients

The problem of model calibration was considered. Model A described above was used here. The roughness coefficients were sought. The computations were performed in the steady mode. The calculated water surface profile should fit the imposed "observed" values. In fact, the "observed" values were calculated earlier for known roughness coefficients. Very simple distribution of their values was assumed. For the main channel along the whole reach, the value 0.025 was applied. For the left and right floodplains, one value of 0.04 was set in the same way. The purpose of the program was to find the set of optimal coefficients. It was assumed that only three values were necessary. Hence, the dimension of the problem was relatively small, but the generality of this solution is not lost.

The "observed" values were determined for each cross-section along the reach. However, they were applied with different frequencies in the search algorithm. It means that only some values were selected, and the simulated water surface was fitted only in the selected cross-sections. Hence, the objective function is as follows:

$$
\begin{equation*}
F(x)=\sqrt{\frac{1}{N} \sum_{i=1}^{N}\left(W S E_{i}^{(c)}-W S E_{i}^{(o)}\right)^{2}} \tag{5}
\end{equation*}
$$

In the above formula, $N$ is number of observations, $W S E_{i}^{(c)}$ is the computed water surface elevation, and $W S E_{i}^{(o)}$ is the "observed" one determined in the same $i$-th cross-section. This function should be minimized to find the optimal set of roughness coefficients $x$, where $x=\left[n_{L O B}, n_{C h}, n_{R O B}\right]$ for the left floodplain, the main channel, and the right floodplain, respectively.

The algorithm for calculation of the objective function is presented in Figure 3. It starts with processing of the input parameters. At this step, the optimization variable is transformed into computational roughness coefficients. Then the coefficients are set in all model cross-sections. This step requires access to the global variable representing the object of the HECRASController. The next elements of the algorithm are similar to the operations presented in Figure 1. The computations start and the results are read. In both these steps, the HECRASController object is processed. To read the results properly, identification of the nodes where referenced or "observed" values of the water surfaces are located is necessary. This information is taken from another global variable. Then the calculated and referenced water surface elevations are used to determine the final value of the objective function according to Equation (5). The reference water surfaces are also stored in the global variable.


Figure 3. Algorithm for calculation of objective function values.
The main elements of the computations in this example are shown in Figure 4. The computational process starts with initialization of the HECRASController object. Then the HEC-RAS variable is used for opening of the HEC-RAS project, setting the current computational plan and running preliminary computations. These steps are necessary to compare the information about the reference nodes and values with the structure of the computational model. For this purpose, the project name and the reference values must be loaded. After these steps, the object of the HECRASController is ready and the numbers of computational nodes for comparisons with reference nodes are known. After loading of the initial estimate, which is the set of preliminary roughness coefficients, the optimization process starts. It uses the objective function presented in Figure 3.


Figure 4. Main computational elements of Example 2.

The starting point is an arbitrarily chosen set of roughness coefficients. The values chosen were 0.08 for the left floodplain, 0.014 for the main channel, and 0.08 for the right floodplain.

In Script 6, such modules as win32com.client, os, math, numpy and scipy.optimize are necessary. They are loaded at the beginning of the script. The function for reading the "observed" values is also loaded from the support module.

```
import win32com.client, os, math
import numpy as np
from scipy import optimize as opt
from support import sc2_ReadObs
def ObjFun(x): # objective function
    global hec,RivID,RchID,WSE_ID,ProfID,RivName,RchName, nRS,RScmp,RStyp
    global Nobs,iRSobs,WSEobs
    nLOB,nCh,nROB = x[0],x[1],x[2]
    for i in range(0,nRS):
        ErrMsg = None # list of error messages
        v0,v1,v2,v3,v4,v5,v0,ErrMsg =
        hec.Geometry_SetMann_LChR(RivName,RchName,RScmp[i],nLOB,nCh, nROB,ErrMsg)
    NMsg,ListMsg,bloc}k= Non\overline{e},None,True # no. and list of messages, blocking
    v1,NMsg,ListMsg,v2 = hec.Compute_CurrentPlan(NMsg,ListMsg,block)
    TotSum = 0.0 # total sum of square errors
    for i in range(0,Nobs):
            wse,v1,v2,v3,v4,v5,v6 =
            hec.Output_NodeOutput(RivID,RchID,iRSobs[i],100,ProfID,WSE_ID)
            TotSum += (wse - WSEobs[i])**2 # single square error added
    TotSum = math.sqrt( TotSum / Nobs ) # final value
    return TotSum
def PokazIter(xk): # iteration control function
    print 'nLOB=%15.6f, nCh=%15.6f, nROB=%15.6f, ' %
    (xk[0],xk[1],xk[2]),
    print ' funk=%15.6f' % (ObjFun(xk))
    return 0
# observed: number, RSes as strings, RSes as floats, WSEs
Nobs,lRSobs,dRSobs,WSEobs = sc2 ReadObs('test01','ObsH','ObsH1x.txt')
# init HEC-RAS Controller
hec = win32com.client.Dispatch('RAS503.HECRASController')
RivID,RchID = 1,1 # ID of river and reach
ProfID,WSE_ID = 1,2 # ID of profile, ID of WSE variable
projekt = os.path.join(os.getcwd(),r'test01\test01.prj') # project file
hec.Project_Open(projekt) # opening HEC-RAS
hec.ShowRas() # show HEC-RAS window
# setting current computational plan
test1 = hec.Plan_SetCurrent('plan_basic')
# river and reach names
RivName,RchName = 'Warta','Dop_Jeziorsko'
# number and list of messages, blocking mode
NMsg,TabMsg,block = None,None,True
# computations of the current plan
v1,NMsg,TabMsg,test2 = hec.Compute_CurrentPlan(NMsg,TabMsg,block)
# numbers of nodes with observation}
iRSobs = np.empty([Nobs],dtype=int)
for i in range(0,Nobs):
    iRSobs[i],v1,v2,v3 = hec.Output_GetNode(RivID,RchID,IRSobs[i])
# computational: number, RS and types
nRS,RScmp,RStyp = None,None,None
v1,v2,nRS,RScmp,RStyp = hec.Output_GetNodes(RivID,RchID,nRS,RScmp,RStyp)
print "\nIteration process: Nelder-Mead simplex"
x0 = np.array([0.08,0.014,0.08]) # initial solution
Xopt = opt.fmin(ObjFun,x0,callback=PokazIter) # optimization
hec.QuitRas() # close HEC-RAS
del hec # delete HEC-RAS controller
```

Script 6. Example 2. Calibration of HEC-RAS steady flow model.
Script 6 includes two functions. The first one plays the role of an objective function and is called ObjFun. It is an argument of the optimization algorithm. Its structure is discussed below. The second one, PokazIter, is used by the same algorithm to display results of the single iteration.

The main body of the script starts with the reading of "observed" values in line 31. They are stored as lists of River Stations, 1RSobs and dRSobs, and a list of water surface elevations, WSEobs. Then the HEC-RAS variable, hec, is created (line 33). Before the project is opened (line 37), the HEC-RAS window is displayed (line 38) and the current plan is set (line 40), the project constants are set (line 34-35). They are the river and reach IDs, RivID and RchID, profile number, ProfID, and ID of the output variable storing water surfaces, WSE_ID. The names of the river and the reach, RivName and RchName (line 42), are also hard-coded in the script, though they could be read using the methods of the HEC-RAS controller.

The first computations are run in line 46. The necessary variables are prepared earlier (line 44). The only purpose of these preliminary computations is to check the numbers of nodes, at which the "observed" values are determined. The function Output_GetNode is used for this purpose. The important argument of the function is River Station, inserted as a string, lRSobs[i]. The numbers of the "observed" nodes are stored as NumPy array of integers, iRSobs.

The computational nodes, RScmp, and their types, RStyp, are also read from the results of the preliminary computations.

The optimization process with Nelder-Mead simplex starts at line 57. A detailed description of this function may be found at SciPy.org [28]. Before this the initial guess, $x 0$, is prepared as a NumPy array. The main argument of the optimization algorithm is the objective function, ObjFun. It is defined as a separate function (lines 6-22).

The basic argument of the objective function is the set of searched parameters $x$. It is a 3-element NumPy array. At the very beginning, the parameters $x$ are assigned to the variables, representing roughness coefficients $\mathrm{nLOB}, \mathrm{nCh}, \mathrm{nROB}$. The roughness coefficients are set for any cross-section of the HEC-RAS project in a loop over nodes with the function Geometry_SetMann_LChR. The subsequent steps are running of the computations (line 15) and reading the results (line 19) in the loop over nodes (lines 17-20). These processes are performed with the HECRASController functions Compute_CurrentPlan and Output_NodeOutput. Both of them were used in the previous example. The difference between the computed, wse, and "observed", WSEobs[i], water surfaces in a single node is calculated in line 20. The final value of the objective function is determined beyond the loop, in line 21. When the optimization process stops, the HEC-RAS window is closed and the controller variable is deleted.

The results obtained in Example 2 are shown in Figure 5. Part (a) presents the convergence of the channel roughness during the run. Part (b) shows changes of the objective function (5) during the computations.


Figure 5. Results of Example 2: (a) convergence of channel roughness coefficient, (b) convergence of objective function.

### 3.4. Example 3-Control of Sediment Simulation

The purpose of this example is to show that sediment simulation in HEC-RAS may be run several times for different sediment samples. Model B described above is used in this case. The samples are changed automatically by the Python code. The HEC-RAS sediment data file has the XML format. Hence, the xml.etree.ElementTree module [36] is necessary to read and handle data. The results are then read from HDF files with the methods available in the h5py module [59]. The code in this example is very simple. However, the methods presented here may be extended and applied in a more sophisticated code, e.g., calibration of the sediment routing algorithm, analysis of sediment simulation uncertainty, or assessment of flow regime changes caused by sediments.

The third example is too long to present all lines of code in one script. Hence, it is split into Scripts 7 and 8 . There are four files with data and results managed in this script. The first is the file storing the tested sediment samples. The format of this file is arbitrary and it will not be discussed here. The only requirement is that the loaded sediment samples should have a form similar to those stored in HEC-RAS. Three other files are more specific. They are the XML file with HEC-RAS sediment data, the HDF file with geometric data, and the HDF file with the results.

```
import win32com.client
import os, h5py, numpy
import xml.etree.ElementTree as ET
from support import sc3_LoadPrb,sc3_SaveRes
# loading samples
pnames, sampA, sampB, sampC, sampD =
sc3_LoadPrb('test_sedi','samples','samples.txt')
# init HEC-RAS Controller
hec = win32com.client.Dispatch('RAS503.HECRASController')
projekt = os.path.join(os.getcwd(),r'test sedi\test sedi.prj') # project name
hec.ShowRas() # Show HEC-RAS window
# loading River Stations from geometry
hdfname = os.path.join(os.getcwd(),r'test_sedi\test_sedi.g03.hdf')
dane = h5py.File(hdfname,'r') - # opening of HDF file
# link to the River Stations in HDF file
ListRS = dane.get('Geometry').get('Cross Sections').get('River Stations')
GeomRS = numpy.empty([len(ListRS)],dtype='S15') # NumPy array of RSes
for i in range(0,len(ListRS)):
    GeomRS[i] = ListRS[i]
dane.close()
NXS = len(GeomRS) # number of cross-sections
```

Script 7. Example 3. Automatic control of sediment transport simulation-part 1.
An example of the sediment data file is shown in Figure 6a. It is presented in the XML Viewer. It has a structure similar to a tree. The groups include subgroups and so on. A description of the XML format can be found in the document prepared by the Python Software Foundation [36]. The group with bed gradation is opened in the XML Viewer. The name of the file and the full hierarchy to access these data are shown in Table 1. Particular gradations are stored as the group attribute. This attribute is a dictionary, where the class symbols ' GC 1 ', ' $\mathrm{GC} 2^{\prime}$, etc. reflect the gradation in the format '\%Finer'. Every XML file is an ASCII file, and it may be opened in Windows Notepad.

The HDF files may be opened in HDFViewer, as presented in Figure 6b. These are simulation results files in binary format. It is not possible to use Notepad to open them, but the HDF also has a structure similar to a tree with successive branches. Two elements are read from the opened HDF file. These are (a) the invert elevations and (b) the water surface elevations. The first is shown in Figure 6b. The hierarchy to access these data is also presented in Table 1.


Script 8. Example 3. Automatic control of sediment transport simulation-part 2.
Table 1. Loading data and results from XML and HDF files: type of data, type of file, access hierarchy.

| Data | File |  | Access Hierarchy |
| :---: | :---: | :---: | :---: |
|  | Type | Name | test_sedi.s01 |



Figure 6. View of data and result files used in Example 3: (a) Sediment data file in XML Viewer, (b) sediment results in HDFViewer.

The flow chart of the main computations in this example is shown in Figure 7. The main element is a loop over sediment samples. Before the loop starts, the HECRASController object has to be initialized and the name of the project has to be loaded. If the HEC-RAS variable is ready, the information about computational nodes may be read from the HDF5 file storing geometry data. Before the loop starts, the sediment samples have to be loaded to the script. The first step in the loop is access to the XML file with sediment data. The grain fractions are written and the XML file is closed. Then the project can be opened, because any change of the sediment data in the XML file is noticed by the HEC-RAS project
only in the phase of the data loading. Further changes of the data in files stored on the disk do not affect the project. Then the computations start and the results are read from the HDF5 file. At the end of each step, the bed elevations and positions of the computational nodes are written to the separate ASCII file, which enables preparation of the bed profiles.


Figure 7. Main computational elements of Example 3.
The program presented in Scripts 7 and 8 starts with import of necessary modules (lines 1-4). The modules win32com.client, os, numpy are also applied in the previous examples. The new elements are xml .etree.ElementTree and h5py. The first one is loaded as ET, and it is used for handling the XML documents. The second one is used for reading of data and results from HDF files. Two functions are loaded from the support module. They are sc3_LoadPrb for loading sediment samples, and sc3_SaveRes for saving results in ASCII files. For the sake of simplicity, no local functions are defined.

The first command is reading of the sediment samples for tests (lines 7-8). The samples are stored as dictionaries sampA, sampB, sampC, and sampD. Their items are composed of sediment class denotation in the format 'GC\#' and weighted gradation as '\%Finer'. The keys of the dictionary should be the same as those used in the HEC-RAS and XML files with sediment data. The first element of the return list, pnames, is the table with samples' names.

The HECRASController starts at line 11. The HEC-RAS window is opened (line 13) and the full path of the project file is set, but the project is not loaded. Every change in the data requires reloading of the project. Hence, the project is loaded later.

The HDF file including geometry data is opened first (line 16). The link to the River Stations is created (line 18) with the get method of the h5py module. Then the NumPy array for storing these data is prepared (line 19). The data are assigned as value-by-value in a loop over nodes. Then the first HDF file is closed (line 22). The important element taken from the River Station array is the number of cross-sections NXS (line 23). The rest of the commands are shown in Script 8.

The longest part of the script is the loop over tested samples (lines 28-68). At the beginning of each step, the XML file with sediment data is opened (line 29). Then the link to bed gradation grad is created. In the internal loop (lines 32-33) over items of the sample, the bed gradations in the XML file are replaced with bed gradations of the current sample (line 33). Then the file is saved (line 34) and closed by deleting the variable representing this file. At this moment the XML file with sediment
data is ready. The HEC-RAS project is opened (line 36) and the computational plan is set properly (line 37). After the current plan is computed (line 40), the project is closed (line 42). The last file of the current iteration is accessed (line 45). This is the HDF file with results of the computations (Table 1). Two elements are read from this file: Bed elevations and water surface elevations. These results are stored as list of successive time steps. Each time step is a list of values stored for each cross-section. The links to the bed and water surface elevations, XSbed and XSwse, are created in lines 47-49 and $52-54$. The number of time steps is assigned to the variable NTS.

The NumPy arrays for storing the initial and final bed and surface elevations are created in lines 56-59. The results are assigned to them in another internal loop (lines 60-64) over cross-sections. Later, the HDF file is closed (lines 65-66). Finally, the results are saved in a file specific for each iteration, whose name is the name of the sample. At the end of the script, HEC-RAS is closed and the variable hec is deleted.

The sediment simulation running from the Python script is shown in Figure 8. The display of typical output for such simulation is also shown in the screenshot. The sieve curves of tested sediment samples are plotted in Figure 9a. The variability of assumed sieve curves is typical for a lowland river. The differences in the content of bed sediments are relatively small. However, more complex examples may also be tested in the same way. Figure 9 b shows the results of the simulation as bed changes in the selected cross-sections. Considering the time horizon of the simulation, which is 4 months, the bed changes from -20 cm to +60 cm seem to be quite significant. The reason is the relatively huge discharge of $269 \mathrm{~m}^{3} / \mathrm{s}$, kept constant during the whole simulation. The differences between the changes of bed elevations vary from a few to 10 cm . If we compare this result with the range of changes, which is about 80 cm , it transpires that the differences between consecutive simulations are up to $12.5 \%$ for a very short simulation period. This stresses the importance of the sediment sample variability for the sensitivity of the sediment transport model.


Figure 8. Run of sediment simulation and typical display of sediment output.


Figure 9. Sediment simulations: (a) Sieve curves of tested samples, (b) bed changes in selected River Stations.

## 4. Conclusions

The examples presented in this paper explain the techniques necessary to control HEC-RAS computations with Python. The main element of the presented methods is the application of Python module Pywin32 for handling COM libraries. This module was used in all three examples. The comparison of the code developed for Example 1, with basic examples discussed by Goodell [20,21] and Leon and Goodell [25], illustrates the ease of Python application for handling HECRASController. The use of Python is not more difficult than VBA or MATLAB. Additionally, Example 1 presents a more general approach for application of Python for control of HEC-RAS computations than described in previous papers [40,41]. This example explains how to control any version of HEC-RAS, including the future developments. It also opens doors for further extension of HECRASController capabilities. Possible further extensions were shown in Examples 2 and 3.

The second example presented the application of HECRASController and Python specific modules, for the automatic calibration of the HEC-RAS model. The roughness coefficients were determined by the optimization method from the SciPy module. This approach was similar to that presented by Leon and Goodell [25], where the Genetic Algorithm from the MATLAB toolbox was applied for control of gate operation. Example 2 was also a more advanced approach for determination of roughness coefficients than that presented in the AHYDRA package [24]. Further development of the techniques presented in Example 2, could focus on application of a faster and/or more sophisticated optimization method than the Nelder-Mead simplex. It is also possible to develop a more general Python module for automatic calibration of HEC-RAS, on the basis of the concept presented here. Example 2 may also be improved by preparation of a user optimization algorithm. It could be implemented in Fortran, which is very fast and aimed at numerical computations, and then it could be translated to Python with the F2PY or ctypes modules.

Example 2 presented the linkage of HEC-RAS computations with numerical routines available in specific Python modules, NumPy and SciPy. The number of useful routines in SciPy is greater than those presented. Other extensions and HEC-RAS applications are also possible. The elements available in NumPy are also very useful for storing and handling of computational results. These features of Python are undoubted advantages of Python over standard VBA.

Example 3 illustrated an extension of HECRASController capabilities to control sediment simulation. To the best of the author's knowledge, such an approach or a similar one has not been tested yet. These examples presented a real advantage of Python, owing to the access to very complex data formats, XML and HDF5. The Python modules enabling such access are ElementTree and H5PY, respectively. There are several applications of the presented approach. The most basic is sensitivity analysis of sediment transport simulation. Another possible use is calibration of the sediment model on the basis of the historical data. These two application areas are discussed in the text. Other applications are also possible in the area of water management. Examples may be the
impact of sediment deposition on flood hazard, prediction of morphodynamic changes in the river after regulation, etc. The uncertainty of sediment transport modeling may also be estimated with the techniques used in Example 3.

The illustrated capabilities of Python are not the only advantages of this scripting language over specific VBA applications. Another is access to geoprocessing tools, such as ArcGIS and QGIS. It makes integration of Python with HEC-RAS more necessary. Not only are VBA capabilities too poor to compete with Python in this area; more dedicated numerical software such as MATLAB does not have such broad capabilities for geoprocessing.

Application of Python for control of hydrodynamic simulations with HEC-RAS opens new opportunities in such areas as water management, river engineering, and flood risk management. Good opportunities are available by access to more different data formats from simple text files to more complex XML and HDF5. A huge advantage is the linking of HEC-RAS with other software, such as numerical routines or geoprocessing. More advanced future applications are also possible.

Software Availability: https:/ /sourceforge.net/projects/hec-ras-and-python/.
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#### Abstract

Water-saving irrigation development level (WIDL) refers to reasonably and accurately judging a water-saving area based on the analysis of all factors affecting the water-saving irrigation development. The evaluation of regional WIDL is the premise of scientific planning guidance to irrigation work. How to select reasonable evaluation indexes and build a scientific and comprehensive model to evaluate WIDL is of great significance. In this study, the comprehensive evaluation index system of WIDL in 21 cities (states) of the Sichuan province in China (a typical humid region in southern China) was constructed, and the TOPSIS (Technique for Order Preference by Similarity to an Ideal Solution) method was improved to evaluate WIDL. Results showed that the overall development level of water-saving irrigation was "poor" in Sichuan province. The water-saving irrigation level turned out to be "good" in three regions with advantageous geographical conditions and developed economies, "general" in four regions with good economic levels where agronomy water saving has been popularized, and "poor" in fourteen regions of mountainous and hilly areas, especially Ganzi, Aba, and Liangshan, located in the Northwest plateau of Sichuan province, with poor natural resources and insufficient economies. The evaluation results were in good agreement with the actual situation, and in this area, there is enormous potential for the development of water-saving irrigation strategies. This study provides an important technical approach for the evaluation of water-saving irrigation development in humid regions of Southern China.
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## 1. Introduction

Water scarcity has become a major restraint factor for social and economic development among many regions, especially in semiarid and arid regions [1,2]. Agriculture consumes the largest amount of water resources among human activities: Irrigation water withdrawals represent $70 \%$ of the total human use of renewable water resources [3-6]. About $18 \%$ of croplands worldwide, or about $2 \%$ of the total land surface, are irrigated and meet $40 \%$ of the global food demand [7].

There are various available measures to solve global water scarcity, such as water re-pricing, water re-use, desalination, water diversion and distribution, improvements in water delivery systems, alternative plants, and water conservation through efficient irrigation, among which
water-saving irrigation is one of the most feasible and effective measures attributing to significant water-savings [8-11]. The factors affecting water-saving irrigation mainly feature engineering (drip irrigation, micro-irrigation, etc.), agronomy (regulated deficit irrigation, water-saving varieties, etc.) and management (water price, government police, etc.) measures [12-18].

The natural conditions, such as hydrogeology, channel soil, irrigation soil, crop species, the management and maintenance level of irrigation districts, farmer's habits of water use, and water price policy vary in different regions, which will lead to different engineering technologies, economic benefits, environmental benefits, and development level of water-saving irrigation in various regions. Although many studies have focused on the evaluation of water-saving irrigation technology or comprehensive benefits [19-23], less research has been conducted on the comprehensive evaluation of the regional water-saving irrigation development level (WIDL). WIDL refers to reasonably and accurately judging a water-saving or high-efficiency water-saving area based on the analysis of all factors affecting water-saving irrigation development. It is an objective summary of past achievements and also a judgment of the current starting point. In most cases, we used the agricultural integrated gross irrigation quota to express water-saving irrigation development level. However, the regional WIDL is the organic embodiment of engineering, agronomy, and management the water-saving level under the conditions of optimal allocation of water resources. WIDL has never been reported in the humid regions of Southern China. Although water resources in these regions are relatively abundant, with annual precipitation greater than 1000 mm , seasonal drought often occurs, combined with serious engineering water shortages, leading to more serious droughts. Therefore, it is necessary to develop water-saving irrigation in the humid regions of Southern China. With the continuous enrichment of multi-index comprehensive evaluation methods such as the fuzzy comprehensive evaluation method [24], analytic hierarchy process method [25,26], set pair analysis [27], TOPSIS method [28] and so on, the comprehensive evaluation of WIDL is worthy of study and improvement.

Attaining the weights of indexes is a prerequisite for a comprehensive evaluation since the weight of the index represents the relative importance of the index in the evaluation system, and the accuracy of the weight directly affects the final evaluation results [29]. There are two kinds of methods to judge weight. One is the subjective method (such as analytic hierarchy process). Weights of indexes are obtained by the subjective judgment of experts. This method reflects the knowledge and experience of experts but easily leads to deviations due to personal subjective elements. The other is the objective weighting method (such as entropy weight method). Weights are judged according to the relationship among the original data with a strong mathematical theoretical basis. In order to make the evaluation results more convincing, in this study weights were obtained by combining the subjective and objective methods.

Sichuan province is a typical humid region of Southern China, with annual precipitation of $1000-1200 \mathrm{~mm}$. The objective of this paper is to evaluate WIDL in 21 cities (states) of Sichuan province. How could we evaluate the development level of water-saving irrigation strategies? First, we established a comprehensive evaluation index system of WIDL from three aspects of engineering, agronomy, and management. Second, in order to simplify the evaluation indexes and enhance the accuracy of index weight, the principal component analysis (PCA) was used to extract the principal indexes, and the combined weight method was used to judge the relative importance of each index. Third, the TOPSIS method was improved to evaluate WIDL in 21 cities (states) of Sichuan province.

## 2. Materials and Methods

### 2.1. Study Area

Sichuan province, covering 21 cities (states), is the main producing area of grain in China (Figure 1). In this area, 500,000 small and medium-sized irrigation districts were built up until 2013. The effective irrigation area and water-saving irrigation area are 2647 thousand $\mathrm{hm}^{2}$ and 1125 thousand $\mathrm{hm}^{2}$, respectively. High-efficiency water-saving irrigation areas, with sprinkler irrigation, micro-irrigation,
and pipe conveying irrigation of $37.9,9.5$, and 50 thousand $\mathrm{hm}^{2}$ respectively, account for only $8 \%$ of the water-saving irrigation area. The demand for irrigation water in Sichuan province is $5595 \mathrm{~m}^{3}$ per $\mathrm{hm}^{2}$, the per capita income of the agriculture population is 5239 CNY , and the generalization area of agriculture water-saving technology is 667 thousand $\mathrm{hm}^{2}$. A total of 3540 water user associations have been built to control 714.1 thousand $\mathrm{hm}^{2}$ of irrigation croplands. A property rights system reform has been implemented in 380 thousand small water conservation projects. The current agriculture water price standard is $50 \%$ of the average water supply. The agricultural irrigation water fee in Sichuan province is supposed to be 320 million CNY, but the actual yield is less than $80 \%$.


Figure 1. Twenty-one cities (states) of Sichuan province.

### 2.2. Methods

### 2.2.1. Principal Components Extracting of Evaluation Indexes

The principal component analysis (PCA) is one of the most widely applied tools which allows researchers to manipulate more variables [30-34]. The aim of the PCA algorithm is to reduce the dimensionalities of variables and meanwhile keep much information about the variables. When $m$ principal components whose cumulative contribution rate $\geq 85 \%$ are selected in the real issue, this indicates that the first $m$ principal components contain the total information of all indexes. In the paper, the indexes with the highest correlation with $m$ principal components were chosen, which reduced the number of evaluation indexes and provided convenience for practical problems analysis.

### 2.2.2. Weight Assignments for the Indexes

The analytic hierarchy process (AHP) is a non-structure decision theory built by operational research experts Saaty [35]. It is applied perfectly to complex problems which are difficult to fully address with quantitative indexes for analysis. The basic idea is that the decision maker decomposes the complex problem into several levels and elements. A simple comparison, judgment, and calculation were carried out for the elements in order to get the weights of the different elements and the pending program. The entropy weight method (EWM) is found to be very useful in multi-attribute problems [36]. The smaller the value of the information entropy of the given parameter is, the larger the amount of contribution it will provide for the comprehensive evaluation.

We multiply the weights of the $j$-th index calculated by the above two methods, and normalize the product to obtain the combination weight $\omega_{j}$ :

$$
\begin{equation*}
\omega_{j}=\frac{\alpha_{j} \times \beta_{j}}{\sum_{j=1}^{n}\left(\alpha_{j} \times \beta_{j}\right)}, 1 \leq j \leq n \tag{1}
\end{equation*}
$$

where $\alpha_{j}, \beta_{j}$ are the weights of the $j$-th index determined by AHP and EWM, separately.

### 2.2.3. The Improved TOPSIS Method

TOPSIS (Technique for Order Preference by Similarity to an Ideal Solution), first developed by Hwang and Yoon (1981), is a simple ranking method which attempts to choose alternatives in the shortest distance from the positive ideal solution and the farthest distance from the negative ideal solution simultaneously $[37,38]$. The TOPSIS method can be summarized in a series of steps.

Step 1 involves the construction of the original performance rating matrix. A set of cases ( $M=\left(M_{1}\right.$, $\left.M_{2}, \ldots, M_{m}\right)$ ) are compared with respect to a set of attributes $\left(C=\left(C_{1}, C_{2}, \ldots, C_{n}\right)\right)$. The performance matrix can be obtained as follows:

$$
Z=\left[\begin{array}{ccccc} 
& C_{1} & C_{2} & \cdots & C_{n}  \tag{2}\\
M_{1} & Z_{11} & Z_{12} & \cdots & Z_{1 n} \\
M_{2} & Z_{21} & Z_{12} & \cdots & Z_{2 n} \\
\vdots & \vdots & \vdots & \vdots & \vdots \\
M_{m} & Z_{m 1} & Z_{m 2} & Z_{m 3} & Z_{m n}
\end{array}\right] \quad(i=1,2, \cdots, m ; j=1,2, \cdots, n)
$$

Step 2 involves the construction of the normalized performance rating matrix.

$$
\begin{equation*}
v_{i j}=\frac{Z_{i j}}{\sqrt{\sum_{i=1}^{m} Z_{i j}^{2}}} \quad(i=1,2, \cdots m ; \quad j=1,2, \cdots, n) \tag{3}
\end{equation*}
$$

Step 3 is the construction of the weighted normalized decision matrix. Attribute weights $\left(w_{j}\right)$ have to be determined to indicate their relative importance and to calculate the weighted normalized values ( $r_{i j}$ ) through:

$$
\begin{equation*}
r_{i j}=w_{i j} v_{i j} \quad(i=1,2, \cdots, m ; \quad j=1,2, \cdots, n) \tag{4}
\end{equation*}
$$

where $w_{j}$ is the index weight determined by both AHP and EWM.
Step 4 indicates the determination of the positive ideal solution (PIS) and negative ideal solution (NIS).

$$
\begin{align*}
\text { PIS }= & A^{+}=\left\{r_{1}^{+}(x), r_{2}^{+}(x), \cdots, r_{j}^{+}(x), \cdots, r_{n}^{+}(x)\right\} \\
& =\left\{\max _{i}\left(r_{i j}(x) \mid j \in J_{1}\right), \min _{i}\left(r_{i j}(x) \mid j \in J_{2}\right), \mid i=1,2, \cdots, m\right\}  \tag{5}\\
\text { NIS }= & A^{-}=\left\{r_{1}^{-}(x), r_{2}^{-}(x), \cdots, r_{j}^{-}(x), \cdots, r_{n}^{-}(x)\right\} \\
& =\left\{\min _{i}\left(r_{i j}(x) \mid j \in J_{1}\right), \max _{i}\left(r_{i j}(x) \mid j \in J_{2}\right), \mid i=1,2, \cdots, m\right\} \tag{6}
\end{align*}
$$

where $J_{1}$ and $J_{2}$ are the benefit and the cost attributes, and $r_{j}{ }^{+}(x)$ and $r_{j}{ }^{-}(x)$ are the maximum and minimum values for the $j$-th attribute.

Step 5 involves the calculation of the separation from the PIS and the NIS between alternatives. The determining distances $S_{i}{ }^{+}, S_{\mathrm{i}}{ }^{-}$of each scheme away from the PIS and the NIS are as given as:

$$
\begin{align*}
& S_{i}^{+}=\sqrt{\sum_{j=1}^{n}\left[v_{i j}(x)-v_{j}^{+}(x)\right]^{2}}, \quad i=1, \cdots, m  \tag{7}\\
& S_{i}^{-}=\sqrt{\sum_{j=1}^{n}\left[v_{i j}(x)-v_{j}^{-}(x)\right]^{2}}, \quad i=1, \cdots, m \tag{8}
\end{align*}
$$

Step 6 involves the calculation of the similarities to the ideal solution. The scheme decision and relative closeness between kinds of schemes and ideal solution are as follows:

$$
\begin{equation*}
\varepsilon_{i}=\frac{S_{i}^{-}}{S_{i}^{+}+S_{i}^{-}} \quad i=1,2, \cdots, m \tag{9}
\end{equation*}
$$

Scheme $M_{i}$ is sequenced according to $\varepsilon_{i}$. The larger the value of $\varepsilon_{i}$, the closer scheme $M_{\mathrm{i}}$ is to the ideal solution, which is better. In the opposite case, the scheme is worse.

The above TOPSIS method (traditional method) is only a ranking method. It cannot judge the level of the scheme $M_{i}$ according to $\varepsilon_{i}$. In the study, the corresponding classification thresholds (the number of classification standard is $k$ ) of each index were seen as $k$ schemes, which were evaluated together with the original program using the TOPSIS method. $\varepsilon_{j}^{\prime} j(j \leq k)$ is the relative closeness between the $k$ schemes and ideal solution. Then, the relative closeness was graded as $\left(\varepsilon^{\prime} \sim^{\sim}\left(\varepsilon^{\prime} 1+\varepsilon^{\prime} 2\right) / 2\right), \ldots,\left(\varepsilon^{\prime} k-2+\right.$ $\left.\left.\left.\varepsilon^{\prime} k-1\right) / 2\right) \sim\left(\varepsilon^{\prime} k-1+\varepsilon^{\prime} k\right) / 2,\left(\varepsilon^{\prime} k-1+\varepsilon^{\prime} k\right) / 2\right)$, by which we can determine which level the scheme $M_{\mathrm{i}}$ is in.

## 3. Results

### 3.1. Construction of Evaluation System

The regional water-saving strategies were divided into three categories: Engineering, agronomy, and management water-saving. The indexes selected and the relationships among them were used as the foundation to establish the comprehensive evaluation index system of WIDL.

### 3.1.1. Engineering Water-Saving Evaluation Indexes

Engineering construction is the foundation of water-saving irrigation, and the contents are selected from the perspective of advanced and economic technology and reducing losses caused in the course of water transportation. Considering the present operation level and factors influenced by the engineering in the irrigation area, this research selected 12 indexes (Table 1) based on technical specifications for water-saving irrigation engineering (Chinese National Standard GB/T 50363-2006), and a detailed description of the following indexes was presented:
$L_{1}$ represents the ratio of the water-saving irrigation area to the effective irrigation area. This ratio indirectly reflects the water-saving level. The effective irrigation area refers to those areas of farmland, equipped with water sources and irrigation engineering subsidiaries, and their ability to conduct irrigation in normal years.
$L_{2}$ represents the ratio of the established high-efficiency water-saving irrigation area to the total water-saving irrigation area. High-efficiency water-saving engineering is also named as pressure irrigation, normally including some advanced irrigation methods such as sprinkler irrigation, micro-irrigation, drip irrigation, etc. Applying high-efficiency water-saving irrigation technology greatly increases water utilization efficiency.
$L_{3}$ represents the water efficiency of irrigation. This refers to the ratio of irrigated water available to crops in the field to the volume of water transported from the canal head. Since 2005, calculation of the water efficiency of irrigation has been performed all over China.
$L_{4}$ represents the economic benefits per $\mathrm{hm}^{2}$ of water-saving irrigation. This is a comprehensive index used to evaluate the effects of water-saving irrigation. A complicated calculation method is required to figure out the value of it, and a lot of factors should be taken into consideration. On one hand, the comprehensive benefits of water-saving irrigation for economic crops vary a lot from food crops; on the other hand, the costs of economic crops and food crops vary greatly because of the use of different indexes such as operation costs, water-saving costs, and energy-saving costs, etc., used in the different engineering projects.
$L_{5}$ represents the water usage amount per $\mathrm{hm}^{2}$ for irrigation. Water usage amount refers to the water consumed for the growth of crops, including loss amount in water delivery. It varies a great deal in different areas for different crops and in different weather conditions. The water usage amount
equals the sum of irrigation water consumption in each growth periods of crops while considering the water loss caused by the irrigation system.
$L_{6}$ represents the ratio of water-saving irrigation area to cultivated area. Cultivated area refers to the field for growing crops and includes irrigation paddy fields, upland fields, and irrigated land. The cultivated area is larger than the irrigation area. The ratio of water-saving irrigation area to cultivated area, on the one hand, objectively reveals the local agricultural irrigation development level, and on the other hand, it reflects the present development level of water-saving agriculture.
$L_{7}$ represents the main crops yield per unit. This index significantly reflects the production benefit as well as the scientific development of the planting industry. The usual method used to increase the per unit yield of the main crops is the rational close planting method which provides relatively large space for sunlight and helps control organic consumption in respiration within a relatively small amount at the same time; an optimum density is selected by considering those two factors to increase the organic accumulation.
$L_{8}$ represents per capita GDP. Per capita GDP significantly reflects economic development and people's living standards. Water-saving irrigation commences with a rather late start, a large scale of engineering projects is under construction, and heavy investment for water-saving engineering construction is eagerly demanded. Investing capacity is closely related to regional economic development, so per capita GDP is considered as one index in engineering the water-saving evaluation.
$L_{9}$ represents the percentage of canal lining. This refers to the ratio of the calculated area of canal seepage proof to the maximum flow section area.
$L_{10}$ represents the percentage of working lining channels Restrained by a depressed economy and poor technology during the period of construction, most channels were built below the construction standard in the irrigation area. Furthermore, after working for years, the channels have suffered some degree of damage. Therefore, maintenance for the channel system is needed. The percentage of working lining channels is significant to reflect the maintenance of damaged channels.
$L_{11}$ represents the water usage amount for agriculture. This covers the water used for field irrigation, fishery, and forestry and fruit industries. Water used for forestry and the fruit industry belongs to the classification of agricultural irrigation water. Water used for agriculture is less likely to increase because of water shortage. Sichuan province measures the water usage amount for agriculture, and thus the amount can be directly obtained.
$L_{12}$ represents agriculture investment. Agriculture investment reflects local economic development level as well as the degree of attention paid to agriculture. Funds invested in water-saving irrigation construction and agricultural investment come from various sources such as national finance, local finance, credit funds, collective economy, individual investment, or even foreign investment. With rapid economic development, the amount of funds invested in water-saving irrigation construction from local finance, collective agricultural economic organizations, and individual investments tends to increase year by year.

### 3.1.2. Agronomy Water-Saving Evaluation Indexes

Agronomy water-saving refers to a certain comprehensive agricultural technology which integrates the resources of water, soil, and crops by optimizing the cropping and farming system to effectively reduce soil evaporation and luxury transpiration of crops, and further improves water efficiency with regards to water-saving and productivity. The main features of the agronomy water-saving strategy are the rational layout of farm crops and the improvement of planting methods. Five indexes were selected from the contents to establish the evaluation system and a detailed description of the following indexes was presented as follows.
$M_{1}$ refers to the ratio of the rice dry nursery seedling area to the rice planting area. The rice dry nursery seedling ratio is distinctive with a short seedling stage and convenience of management, with the advantages including saving field planting resources, water conservation, high economic
benefit, disease resistance, cold resistance, and so on. Compared with the water-raised seedling, the rice dry nursery seedling saves roughly $50-90 \%$ of water use.
$M_{2}$ represents the ratio of the area with the "Thin-Shallow-Wet-Dry" technique to the rice cultivated area. The "Thin-Shallow-Wet-Dry" irrigation technology is a scientific water-saving method used to plant rice. "Thin" means that a thin layer of water is needed for seedlings to take root when planting. "Shallow" means that rice seedlings turn green in shallow water. "Wet" refers to the practice of keeping the water-holding seedlings at an early tilling stage. "Dry" means stopping irrigation and adapting the seedlings to an external environment to train the seedlings at a late tilling stage. This technology is consistent with the water demand of the rice growth at different stages, which helps to save irrigation water as well as to invigorate its physiological activities to save water and increase production.
$M_{3}$ refers to the per capita income of the agriculture population. The development and popularization of water-saving irrigation technology has much to do with the economic development level, as applying a series of measures and technologies is concerned with the agronomy water-saving demand investment. So far, government finance-oriented investment has not been established in the application of agronomy technology. Therefore, the application of this technology is closely related to the income of the local population.
$M_{4}$ refers to the ratio of the drought-tolerant crops cultivated area to the cultivated area of all crops. The outstanding advantage of drought-tolerant crops is the water-saving advantage, hence one of the effective measures to solve water shortages in dry farming areas is to grow drought-tolerant crops. This practice has been popularized in Northwest of China; however, more efforts should be made to implement this in Sichuan province.
$M_{5}$ refers to water use efficiency. Water use efficiency (WUE) refers to the quantity of economic product yielded by water consumption and it is significant as a reflection of the water-saving irrigation efficiency. At present, WUE is the major economic index used to evaluate water-saving irrigation benefits.

### 3.1.3. Management Water-Saving Evaluation Indexes

Management water-saving includes all management and maintenance work after the completion of a water-saving construction project. Sixteen indexes, which were divided into 6 qualitative indexes and 10 quantitative indexes, were included in this section. Six indexes, i.e., the establishment of subsidiary policies and regulations $\left(N_{1}\right)$, the degree of support from the government $\left(N_{4}\right)$, propaganda and education level $\left(N_{5}\right)$, water-saving engineering design level $\left(N_{7}\right)$, the rationality of the irrigation system $\left(N_{10}\right)$, and the sound level of the water-saving incentive mechanism $\left(N_{14}\right)$, which are difficult to evaluate with data-measurement, were obtained using the investigation method. We described the 16 indexes as follows:
$N_{1}$ refers to the establishment of subsidiary policies and regulations. The perfection of legal systems and regulations is effective for the practice of irrigation water management. Thus, for the local government, promoting water-saving technology is a top priority in compiling an agricultural development plan, and much attention should be paid to develop, demonstrate, and extend key water-saving technologies.
$N_{2}$ refers to the reform execution situation of the property system. The reform execution situation of the property system refers to the proportion of the number of identified property rights and identified management and maintenance of main body projects to the number of small-scale agricultural water conservancy projects.
$N_{3}$ refers to the construction level of the technology popularizing system. This refers to the proportion of existing technical service institutions to the technical service institutions which are supposed to be established.
$N_{4}$ refers to the degree of support from the government. The attention paid to water saving strategies from governments is of benefit for the earlier execution of related water-saving regulations, measures, and funding.
$N_{5}$ refers to the propaganda and education level. Propaganda promoting water saving targets both government officials and citizens, especially farmers and other irrigation water users. Improving the public's water-saving consciousness is a long-term task. Water saving habits and consciousness should be cultivated among the public, and water saving knowledge should be popularized as well.
$N_{6}$ refers to the user participation level. This indicates the proportion of user-based management irrigation areas to total irrigation areas
$N_{7}$ refers to the water-saving engineering design level. It is key to the promotion of water-saving irrigation to guarantee engineering quality, as well as ensure good operation of the system across long periods of time.
$N_{8}$ refers to the degree of perfection of engineering subsidiaries. This indicates the proportion of existing canal-attached facilities to attached facilities which are supposed to be constructed according to statistical data from the irrigation region.
$N_{9}$ refers to the management and maintain level of water-saving engineering. This indicates the proportion of the maintenance expense of irrigation engineering to the required maintenance cost.
$N_{10}$ refers to the rationality of irrigation system. With the enforcement of the rationality of the irrigation system, the optimum design of water-saving irrigation systems has become increasingly important. The irrigation system design should be developed on the basis of comprehensive technologies of agricultural water-saving irrigation and experimental data, which underlies the basic research foundation of this method.
$N_{11}$ refers to monitoring the coverage rate of soil moisture. The monitoring coverage rate of soil moisture refers to the proportion of existing monitoring stations to the total number of planned soil moisture monitoring stations.
$N_{12}$ refers to the degree to which water measurement is popularized, indicating the proportion of practicing water measurement areas to total irrigation areas.
$N_{13}$ refers to the ratio of planned water use irrigation areas to total irrigation areas.
$N_{14}$ refers to the sound level of water-saving incentive mechanisms. Establishing water rights-based optimal water dispatching and allocation is the core of the water-saving incentive mechanism. It is urgent to accelerate the confirmation of agricultural irrigation water rights, to develop the water right trade market, and to establish agricultural water saving incentive mechanisms.
$N_{15}$ refers to the popularity rate of the measurement charges of water, indicating the proportion of practicing water measurement charges areas to total irrigation areas.
$N_{16}$ refers to the rationality of the water price. The rationality of the water price refers to the proportion of the collected price for agricultural irrigation water to the cost.

### 3.1.4. The Comprehensive Evaluation Index System of WIDL

The hierarchy of the comprehensive evaluation index system was classified into three layers: The target layer, system layer, and index layer. According to the actual situation in Sichuan province and available data, 12,5 , and 16 indexes were adopted for engineering, agronomy, and management WIDL, respectively. The target layer (first-class index) was the evaluation result of WIDL, the system layer (second-class index) contained engineering, agronomy and management WIDL, and the index layer (third-class index) included the 33 specific evaluation indexes (Table 1). The 33 indexes were divided into 2 categories according to the method of data acquisition. One included the 6 qualitative indexes using the questionnaire method, and the other included the 27 quantitative indexes from the 2014 Sichuan province Provincial Water Conservancy Statistical Yearbook, the 2014 Sichuan province Water Management Yearbook, and the 2014 Sichuan province Agricultural Yearbook.

Table 1. The index system of the comprehensive evaluation model for the water-saving irrigation development level (WIDL).

| Target Layer | System Layer | Index Layer | Source |
| :---: | :---: | :---: | :---: |
| Water-saving irrigation developing level | Engineering water-saving | Ratio of water-saving irrigation area to effective irrigation area (\%) ( $L_{1}$ ) | B,D |
|  |  | Ratio of established high-efficient water-saving irrigation area to the total water-saving irrigation area (\%) $\left(L_{2}\right)$ | C |
|  |  | Water efficiency of irrigation ( $L_{3}$ ) | C |
|  |  | Economic benefits per $\mathrm{hm}^{2}$ of water-saving irrigation (CNY) $\left(L_{4}\right)$ | D |
|  |  | Water usage amount per $\mathrm{hm}^{2}$ for irrigation $\left(\mathrm{m}^{3}\right)\left(L_{5}\right)$ | B,D |
|  |  | Ratio of water-saving irrigation area to cultivated area (\%) ( $L_{6}$ ) | B, C |
|  |  | Main crops yield per unit (kg/hm ${ }^{2}$ ) ( $L_{7}$ ) | B |
|  |  | Per capita GDP (CNY) ( $L_{8}$ ) | D |
|  |  | Percentage of canal lining (\%) ( $L_{9}$ ) | C |
|  |  | Percentage of working lining channels $(\%)\left(L_{10}\right)$ | C |
|  |  | Water usage amount for agriculture ( $\left.\mathrm{m}^{3} / \mathrm{hm}^{2}\right)\left(L_{11}\right)$ | C, D |
|  |  | Agriculture investment ( $\mathrm{CNY} / \mathrm{hm}^{2}$ ) $\left(L_{12}\right)$ | B,C |
|  | Agronomy water-saving | Ratio of rice dry nursery seedling area to rice planting area (\%) ( $M_{1}$ ) | B,D |
|  |  | Ratio of area with the technique of "Thin-Shallow-Wet-Dry" to rice cultivated area (\%) ( $M_{2}$ ) | D |
|  |  |  | B |
|  |  | Ratio of drought tolerant crops cultivated area to all crops cultivated area <br> (\%) $\left(M_{4}\right)$ <br> Water use efficiency $\left(\mathrm{Kg} / \mathrm{m}^{3}\right)\left(\mathrm{M}_{5}\right)$ | B,D |
|  |  |  | C, D |
|  | Management water-saving | Establishment of subsidiary policies and regulations ( $N_{1}$ ) | A |
|  |  | Reform execution situation of property system (\%) ( $\mathrm{N}_{2}$ ) | B, C |
|  |  | Construction level of technology popularizing system ( $N_{3}$ ) | B,C |
|  |  | Degree of support from the government ( $N_{4}$ ) | A |
|  |  | Propaganda and education level ( $N_{5}$ ) | A |
|  |  | User participation level ( $N_{6}$ ) | B,C |
|  |  | Water-saving engineering design level ( $N_{7}$ ) | A |
|  |  | Degree of engineering subsidiaries perfection $\left(N_{8}\right)$ | B |
|  |  | Management and maintained level of water-saving engineering ( $N_{9}$ ) | C |
|  |  | Rationality of irrigation system ( $N_{10}$ ) | A |
|  |  | Monitoring coverage rate of soil moisture (\%) ( $N_{11}$ ) | C,D |
|  |  | Degree of popularizing water measurement (\%) ( $N_{12}$ ) | B,C |
|  |  | Ratio of planned water use ( $N_{13}$ ) | C |
|  |  | Sound level of water-saving incentive mechanisms ( $N_{14}$ ) | A |
|  |  | Popularity rate of measurement charges of water (\%) ( $N_{15}$ ) | B,C |
|  |  | Rationality of water price ( $N_{16}$ ) | C |

Note: A, B, C, and D respectively indicate the qualitative indexes, the 2014 Sichuan province Provincial Water Conservancy Statistical Yearbook, the 2014 Sichuan province Water Management Yearbook, and the 2014 Sichuan province Agricultural Yearbook.

### 3.2. Index Quantification

We adopted a questionnaire method among the staff in the water administration department in Sichuan province and 21 cities (states) to quantify the 6 qualitative indexes. The staff had ample knowledge of water-saving irrigation management and were very familiar with the conditions of Sichuan province. Therefore, they could give a proper judgment or assessment for each index. Their work provided reliable information for our research. The current survey data of 6 qualitative indexes were quantified as follows:

$$
\begin{equation*}
Q=\left(f_{1} \times M_{1}+f_{2} \times M_{2}+f_{3} \times M_{3}+f_{4} \times M_{4}+f_{5} \times M_{5}\right) / N \tag{10}
\end{equation*}
$$

where $M_{1} \sim M_{5}\left(M_{1}=10, M_{2}=8, M_{3}=6, M_{4}=4, M_{5}=2\right)$ were the quantitative index values corresponding to "better, good, general, poor, poorer". $f_{1} \sim f_{5}$ were the sample numbers in the corresponding class and $N$ is the total sample numbers.

Taking Sichuan province as an example, 20 qualified staff from the water administration department of Sichuan province were invited to the survey to quantify the 6 indexes. The staff had ample knowledge of water-saving irrigation and were very familiar with the conditions of Sichuan province. Therefore, they could give a proper judgment or assessment for each index. Their work provided reliable information for our research. The quantitative values of the 6 indexes in Sichuan province were obtained by Equation (10) as seen in Table 2.

Table 2. The quantification of the management WIDL indexes in Sichuan province.

| $\mathbf{N}_{\mathbf{O}}$ | Qualitative Indexes | Quantitative Value |
| :---: | :---: | :---: |
| 1 | $N_{1}$ | 6.8 |
| 2 | $N_{4}$ | 6.7 |
| 3 | $N_{5}$ | 6.1 |
| 4 | $N_{7}$ | 7.2 |
| 5 | $N_{10}$ | 6.2 |
| 6 | $N_{14}$ | 4.7 |

Similarly, 6 qualitative evaluation indexes of WIDL in 21 cities (states) of the Sichuan province were quantified, and 33 indexes of WIDL in the Sichuan province and 21 cities (states) were shown in Table 3.

### 3.3. Principal Component Extracting

Although the 33 evaluation indexes contained more comprehensive information on the development level of water-saving irrigation, they will increase the complexity of the evaluation process. We therefore chose PCA to simplify the engineering, agronomy, and management evaluation indexes, respectively. The principal components of engineering WIDL in Sichuan province and 21 cities (states) were analyzed using PCA in the DPS program. The eigenvalues and contribution rates of the principal components were shown in Table 4. From Table 4, the accumulative contribution rate of the first 5 principal components was up to $89.64 \%$ and above $85 \%$. Therefore, the first 5 principal components can represent all the information of the 12 engineering WIDL.

The weights of coefficients between each index and the five principal components $\left(F_{1}-F_{5}\right)$ were then shown in Table 5. The indexes with maximum weight coefficients were selected as the simplified principal indexes. Thus, the engineering WIDL evaluation indexes were simplified to 6 indexes as the water efficiency of irrigation $\left(L_{3}\right)$, the economic benefits per $\mathrm{hm}^{2}$ of water-saving irrigation $\left(L_{4}\right)$, the ratio of water-saving irrigation area to cultivated area $\left(L_{6}\right)$, the percentage of canal lining $\left(L_{9}\right)$, and the agriculture investment $\left(L_{12}\right)$.

Similarly, three indexes, including per capita income of agriculture population $\left(M_{3}\right)$, water use efficiency $\left(M_{5}\right)$, and the ratio of the area with the technique of "Thin-Shallow-Wet-Dry" to the rice cultivated area $\left(M_{2}\right)$ were extracted from five indexes of agronomy WIDL using PCA with the accumulative contribution rate of $88.6 \%$. The evaluation indexes of management WIDL could be simplified to six items as follows: the degree of support from the government $\left(N_{4}\right)$, the degree of popularizing water measurement $\left(N_{12}\right)$, the sound level of water-saving incentive mechanisms $\left(N_{14}\right)$, the construction level of technology popularizing systems $\left(N_{3}\right)$, the monitoring coverage rate of soil moisture ( $N_{11}$ ), and the water-saving engineering design level ( $N_{7}$ ). So, 33 evaluation indexes were simplified to 14 indexes, which greatly facilitated our evaluations (Table 6).

The grading standard of each index is the basis for determining the WIDL grade. Five grades of evaluation standards were established for each index of the regional WIDL according to the mean and standard deviation grading method and the actual situation of Sichuan province. These standards, (better, good, general, poor, and poorer) correspond to the I-V levels shown in Table 6 [39]. Although this standard will be further improved or updated in the future, at this stage we established a relatively objective evaluation system to ensure the accuracy of the evaluation results.
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Table 3. The thirty-three indexes of WIDL in Sichuan province and 21 regions




































Table 4. The eigenvalues and contribution rates of the principal components.

| No. | Eigenvalues | Contribution Rate (\%) | Cumulative Contribution Rate (\%) |
| :---: | :---: | :---: | :---: |
| $F_{1}$ | 6.0462 | 50.3852 | 50.3852 |
| $F_{2}$ | 1.7518 | 14.5984 | 64.9836 |
| $F_{3}$ | 1.424 | 11.8667 | 76.8504 |
| $F_{4}$ | 0.7881 | 6.5679 | 83.4182 |
| $F_{5}$ | 0.7467 | 6.2224 | 89.6406 |

Table 5. The loading matrix of the principal components.

| Evaluation Indexes | $\mathbf{F}_{\mathbf{1}}$ | $\mathbf{F}_{\mathbf{2}}$ | $\mathbf{F}_{\mathbf{3}}$ | $\mathbf{F}_{\mathbf{4}}$ | $\mathbf{F}_{\mathbf{5}}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $L_{1}$ | 0.35 | 0.15 | -0.04 | 0.15 | -0.34 |
| $L_{2}$ | 0.08 | -0.55 | -0.11 | -0.13 | 0.41 |
| $L_{3}$ | 0.57 | 0.09 | -0.01 | 0.23 | 0.18 |
| $L_{4}$ | 0.37 | 0.05 | 0.52 | 0.27 | 0.16 |
| $L_{5}$ | 0.27 | -0.33 | 0.29 | -0.41 | -0.33 |
| $L_{6}$ | 0.58 | 0.05 | -0.07 | -0.01 | -0.04 |
| $L_{7}$ | 0.25 | 0.36 | -0.32 | -0.21 | 0.24 |
| $L_{8}$ | 0.35 | -0.07 | 0.14 | 0.28 | 0.01 |
| $L_{9}$ | -0.03 | 0.57 | 0.24 | -0.52 | 0.27 |
| $L_{10}$ | 0.25 | 0.06 | -0.56 | -0.18 | -0.03 |
| $L_{11}$ | 0.17 | 0.14 | 0.63 | 0.13 | 0.27 |
| $L_{12}$ | -0.32 | 0.26 | -0.12 | 0.47 | 0.65 |

Table 6. The classification standard of the WIDL evaluation indexes.

| Indexes | I | II | III | IV | V |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $L_{3}$ | $>0.6$ | $0.5 \sim 0.6$ | $0.45 \sim 0.5$ | $0.40 \sim 0.45$ | $\leq 0.40$ |
| $L_{4}$ | $>2250$ | $1650 \sim 2250$ | $1050 \sim 1650$ | $450 \sim 1050$ | $\leq 450$ |
| $L_{6}$ | $>60$ | $60 \sim 45$ | $45 \sim 30$ | $30 \sim 15$ | $\leq 15$ |
| $L_{9}$ | $>75$ | $60 \sim 75$ | $50 \sim 60$ | $35 \sim 50$ | $\leq 35$ |
| $L_{12}$ | $\geq 1500$ | $1200 \sim 1500$ | $600 \sim 1200$ | $300 \sim 600$ | $<300$ |
| $M_{2}$ | $>50$ | $35 \sim 50$ | $15 \sim 35$ | $5 \sim 15$ | $\leq 5$ |
| $M_{3}$ | $>8000$ | $6000 \sim 8000$ | $4000 \sim 6000$ | $2000 \sim 4000$ | $\leq 2000$ |
| $M_{5}$ | $>1.75$ | $1.35 \sim 1.75$ | $1.0 \sim 1.35$ | $0.8 \sim 1.0$ | $\leq 0.8$ |
| $N_{3}$ | $>0.86$ | $0.71 \sim 0.86$ | $0.56 \sim 0.71$ | $0.40 \sim 0.56$ | $\leq 0.40$ |
| $N_{4}$ | $9 \sim 10$ | $7 \sim 9$ | $5 \sim 7$ | $3 \sim 5$ | $0 \sim 3$ |
| $N_{7}$ | $>7.94$ | $7.02 \sim 7.94$ | $6.10 \sim 7.02$ | $5.18 \sim 6.10$ | $\leq 5.18$ |
| $N_{11}$ | $>0.50$ | $0.40 \sim 0.50$ | $0.30 \sim 0.40$ | $0.20 \sim 0.30$ | $\leq 0.20$ |
| $N_{12}$ | $>0.12$ | $0.10 \sim 0.12$ | $0.07 \sim 0.10$ | $0.04 \sim 0.07$ | $\leq 0.04$ |
| $N_{14}$ | $>5.41$ | $4.78 \sim 5.41$ | $4.15 \sim 4.78$ | $3.52 \sim 4.15$ | $\leq 3.52$ |

### 3.4. Weight Determination

Assigning weights to the 14 indexes was a key step in our evaluation. The weight vector of the second-class indexes determined by AHP was $\alpha=(0.395,0.262,0.344)$, which passed the consistency test. The weights of the third-class indexes were determined considering both subjective weights vector $\alpha$ by AHP and objective weights vector $\beta$ by EWM, and the combined weight $\omega$ was acquired by Equation (9). The final weights of each index were shown in Table 7, and the distributions of several indexes with high weights in 21 regions were shown in Figure 2. From Table 7, the ratio of water-saving irrigation areas to cultivated land area $\left(L_{6}\right)$, which was the direct reflection of the development level of water-saving irrigation, had the highest weight of 0.132 , followed by the per capita income of the agriculture population $\left(M_{3}\right)$, the water use efficiency $\left(M_{5}\right)$, the degree of support from government $\left(N_{4}\right)$, and the water-saving engineering design level $\left(N_{7}\right)$ with higher weights of
about 0.1. The construction level of technology popularizing system $\left(N_{3}\right)$, the monitoring coverage rate of soil moisture $\left(N_{11}\right)$, the degree of popularizing water measurement $\left(N_{12}\right)$, and the sound level of water-saving incentive mechanisms $\left(N_{14}\right)$ had the smallest weights $(<0.05)$.

Table 7. The weights of each evaluation index.

| Target Layer | System <br> Layer | Second-Class <br> Weights | Indexes <br> Layer | Third-Class <br> Weights | Final <br> Weights |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | $L_{3}$ | 0.167 | 0.066 |
|  | Engineering |  | $L_{4}$ | 0.163 | 0.064 |
|  | water-saving | 0.395 | $L_{6}$ | 0.334 | 0.132 |
|  |  |  | $L_{9}$ | 0.167 | 0.066 |
| Regional water-saving | Agronomy |  | $L_{12}$ | 0.169 | 0.067 |
| irrigation developing level | water-saving | 0.262 | $M_{2}$ | 0.246 | 0.064 |
|  |  | $M_{3}$ | 0.378 | 0.099 |  |
|  |  | $M_{5}$ | 0.376 | 0.098 |  |
|  |  |  | $N_{3}$ | 0.119 | 0.041 |
|  |  | $N_{4}$ | 0.274 | 0.094 |  |
|  | Management |  | $N_{7}$ | 0.266 | 0.092 |
|  | water-saving | 0.344 | $N_{11}$ | 0.116 | 0.040 |
|  |  |  | $N_{12}$ | 0.114 | 0.039 |
|  |  |  | $N_{14}$ | 0.111 | 0.038 |



Figure 2. The key evaluation indexes between 21 regions of the Sichuan province. (a) The ratio of water-saving irrigation area to cultivated area (\%) $\left(L_{6}\right)$; $(\mathbf{b})$ the per capita income of the agriculture population (CNY) $\left(M_{3}\right)$; (c) the degree of support from the government $\left(N_{4}\right)$.

### 3.5. The Calculation of Relative Closeness

In the study, we made some improvements when adopting TOPSIS method. Firstly, the corresponding classification thresholds of 14 indexes were seen as 5 schemes. Based on the classification thresholds in Table 6 and the principal indexes in the 21 cities (states) and in Sichuan province, decision matrix $Z$ was constructed as follows. In matrix $Z$, the first 5 lines were the thresholds of the 14 indexes corresponding to the five categories (better, good, general, poor, and poorer), and the next 22 lines were the values of the 14 indexes in Sichuan province and 21 cities (states).

$$
Z=\left|\begin{array}{cccccccccccccc}
0.6 & 150 & 60 & 75 & 1500 & 1.75 & 50 & 8000 & 9 & 0.12 & 5.41 & 0.86 & 0.5 & 7.94  \tag{11}\\
0.5 & 110 & 45 & 60 & 1200 & 1.35 & 35 & 6000 & 7 & 0.1 & 4.78 & 0.71 & 0.4 & 7.02 \\
0.45 & 70 & 30 & 50 & 600 & 1 & 15 & 4000 & 5 & 0.07 & 4.15 & 0.56 & 0.3 & 6.1 \\
0.4 & 30 & 15 & 35 & 300 & 0.8 & 5 & 2000 & 3 & 0.04 & 3.52 & 0.4 & 0.2 & 5.18 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0.4 & 65 & 28 & 45.16 & 315.3 & 1.2 & 14.7 & 2802 & 6.7 & 0.1 & 4.7 & 0.67 & 0.43 & 7.2 \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
0.37 & 47.5 & 23 & 49.82 & 302 & 1.25 & 0.01 & 2438 & 7.8 & 0.02 & 2.9 & 0.3 & 0.001 & 7.2
\end{array}\right|
$$

The standard decision matrix $V$ was then obtained using the dimensionless method in Equation (3). The weight decision matrix $R$ was established by multiplying the standard decision matrix $V$ and weights $w$ (Table 7) according to Equation (4). Finally, according to the 14 benefit indexes based on principal component analysis, the positive ideal solution (PIS) was obtained using Equation (5), and the negative ideal solution (NIS) was obtained using Equation (6). We calculated the distance $S^{+}, S^{-}$of 27 schemes to PIS and NIS using Equations (7) and (8), and further obtained the relative closeness $\varepsilon$ between the 27 schemes and the ideal solution.
$S^{+}=(0.0055,0.0267,0.0523,0.0737,0.1023,0.0571,0.0432,0.0627,0.0437,0.0601,0.046,0.0562$, $0.0582,0.057,0.0554,0.0661,0.0593,0.0523,0.0598,0.0622,0.0561,0.0626,0.063,0.0602,0.0791,0.0771$, 0.0663);
$S^{-}=(0.0991,0.0763,0.0525,0.0334,0,0.0517,0.0774,0.0472,0.0706,0.0518,0.0662,0.0567,0.0549$, $0.0488,0.0509,0.0461,0.0539,0.0572,0.0467,0.0496,0.053,0.0506,0.0493,0.0499,0.0339,0.0385,0.0474)$;
$\varepsilon=(0.9125,0.6301,0.5498,0.4124,0,0.4754,0.6418,0.4294,0.6174,0.4627,0.5900,0.5022,0.4855$, $0.4610,0.4789,0.4110,0.4762,0.5224,0.4388,0.4437,0.4858,0.4470,0.4389,0.4535,0.2996,0.3328,0.4168)$;

The first 5 relative closeness $(\varepsilon)$ values were $0.9125,0.6301,0.5498,0.4124$, and 0 , respectively. So, the grading standard was $(>(0.9125+0.6301) / 2,(0.6301+0.5498) / 2 \sim(0.9125+0.6301) / 2,(0.5498$ $+0.4124) / 2 \sim(0.6301+0.5498) / 2,(0.4124+0) / 2 \sim(0.5498+0.4124) / 2,0 \sim(0.382+0) / 2)$, that $(>0.7713$, $0.5899 \sim 0.7713,0.4811 \sim 0.5899,0.2062 \sim 0.4811,0 \sim 0.2062$ ), corresponding to the 5 categories (better, good, general, poor, and poorer). The WIDL in each region was judged using the grading standard, and the evaluation results are shown in Table 8 and Figure 3.

Table 8. The relative closeness $(\varepsilon)$ of the water-saving irrigation development level in 21 regions of Sichuan province.

| Region | $\varepsilon$ | Level | Region | $\varepsilon$ | Level |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Sichuan | 0.4754 | Poor | Nanchong | 0.4762 | Poor |
| province | 0.6418 | Good | Meishan | 0.5224 | General |
| Chengdu | 0.4294 | Poor | Yibin | 0.4388 | Poor |
| Zigong | 0.6174 | Good | Guang'an | 0.4437 | Poor |
| Panzhihua | 0.6467 | Poor | Dazhou | 0.4858 | General |
| Luzhou | 0.4627 | Good | Ya'an | 0.4470 | Poor |
| Deyang | 0.5900 | General | Bazhong | 0.4389 | Poor |
| Mianyang | 0.5022 | General | Ziyang | 0.4535 | Poor |
| Guangyuan | 0.4855 | Aba | 0.2996 | Poor |  |
| Suining | 0.4610 | Poor | Ganzi | 0.3328 | Poor |
| Neijiang | 0.4689 | Poor | Ganzi | Liangshan | 0.4168 |
| Leshan | 0.4110 | Poor | Poor |  |  |

From Table 8, the overall development level of water-saving irrigation was "poor" in Sichuan province with a $\varepsilon$ value of 0.4754 . Only 3 regions were in "good", 4 regions were "general", and the other 14 regions were "poor". By consulting experts or relevant managers from the Sichuan province

Water Conservancy Bureau, we determined that this result was consistent with the general situation of Sichuan province and was consistent with the previous reports of Lou [39].


Figure 3. The water-saving irrigation development level (WIDL) in 21 regions of Sichuan province.
Only Chengdu, Panzhihua, and Deyang were at the "good" level, with $\varepsilon$ values of about 0.6. The economic development levels in these regions were higher; the per capita GDP of Chengdu and Panzhihua was in the top 3 of Sichuan province, more than 60 thousand CNY higher than the average of 32.5 thousand CNY of Sichuan province. The per capita income of the agriculture population was relatively higher, so local people had a strong awareness of water conservation. The ratio of water-saving irrigation area to total cultivated land in those 3 regions ranks in the top 3 . With better economic development level than other regions in Sichuan province and more funds invested to water-saving irrigation engineering maintenance in these regions, the existing lining canals were in better conditions than in the other 18 regions. The same was true with information management in irrigation areas. In 2004, Panzhihua was listed as the "national agricultural water-saving demonstration city", and it made a lot of exploration in engineering and management construction. The government attached great importance to water-saving irrigation development, leading to the improvement of water-saving incentive mechanisms.

The four regions of Meishan, Guangyuan, Dazhou, and Mianyang were at the "general" level, with a $\varepsilon$ value of about 0.5 . In these regions, the engineering and agronomy water-saving development level was higher than the average level of Sichuan province. The per capita GDP of these regions were up to or exceeding the average level of Sichuan province. With strong support by local government, the indexes of water use efficiency, the percentage of working lining canals, and the ratio of water-saving irrigation area to the total cultivated area were better in these 4 regions than in the other regions in Sichuan province. In GuangYuan, the agriculture planting structure was adjusted according to the differences of the water demand and drought resisting characteristics in different kinds of crops. The "Thin-Shallow-Wet-Dry" area of the rice was relatively high.

Fourteen regions were in "poor" condition, such as Neijiang, Bazhong, Ganzhi, and Aba, with $\varepsilon$ values of less than 0.48 . Most of these regions are located in mountainous and hilly areas of Sichuan province, especially Ganzi, Aba, and Liangshan, which are located on the Northwest plateau of Sichuan province, with poor natural resources and insufficient economies. This led to a lack of investment in country public utilities and a funds shortage for the construction and maintenance of water-saving engineering. With the water efficiency of irrigation below 0.4 in these regions, the ratio of the water-saving irrigation area to the total cultivated area is at the inadequate-average level in Sichuan province, only reaching around 5\% in Ganzi and Aba. Agronomy water-saving and management water-saving levels were also relatively poor in these regions. Moreover, information management for
irrigation (soil moisture content supervision and measurement technology) was hardly conducted in Ganzhi, Aba, and Liangshan.

## 4. Discussion

The shortage of water resources has become an important factor restricting the sustainable development of regional economies. The development of water-saving irrigation methods to improve the utilization efficiency of water resources is an important way to deal with the engineering water shortage and seasonal drought conditions in the humid regions of Southern China. A reasonable and accurate assessment of WIDL is not only a basis for further scientific planning and construction to promote the development of regional water-saving irrigation, but also a basis to promote and guarantee the sustainable development of agricultural production. Therefore, the objective evaluation of regional WIDL has great significance to promote the development of water-saving irrigation along a scientific, healthy, and positive track, and to ensure sustainable development of the national economy.

According to the evaluation results, great efforts should be made to increase water-saving irrigation levels in Sichuan province. Firstly, more focus should be placed on increasing the investment in agricultural water-saving irrigation and promoting water-saving engineering. The governmental authority should implement the policy that $10 \%$ of land transaction fees are extracted to invest into farmland water conservancy construction in order to solve problems such as the inadequate service of necessary facilities for key projects in the irrigation region, the low qualified canal (channel) number, the aging canal system structures, and so on. On the other hand, investment and financial reform should increase, and diversified investment should be established to play the role of the financial fund, and to fully utilize preferential policy, incentive measures, and credit aid to attract new major participants in agricultural operations such as leading enterprises, major planting farmers, and cooperatives to invest in water-saving efficiency.

Secondly, more focus should be placed on adjusting agricultural industry distribution and extending water-saving technologies. It is necessary to establish the agricultural industry layout so that it is appropriate for local water resources, land, and ecosystems, and to adjust the agricultural water utilization structure. Highly efficient water-saving irrigation strategies in accordance with water resources, planting structure, and geographic conditions, land management should be adopted. In hilly regions with water scarcity and poor water conservancy facilities, such as Guangyuan, Bazhong, and Nanchong, etc., the principle of exploring water sources combined with saving water should be conducted to plan water conservancy engineering in a scientific way. In plains and large-scale agricultural management areas, such as Chengdu and Deyang, high water-saving irrigation efficiency should be practiced with the assistance of a traceability system in agricultural production chains and a brand marketing system for agricultural products. Internet-accelerated speed must be introduced to advance the development of high-efficiency water-saving technologies. Efforts should be made to practice information management in agricultural water saving engineering, extend efficient water-saving technology in irrigation, and enhance the transformation of the achievements made in agricultural water-saving technology. Advanced water-saving technology from both at home and abroad should be assimilated and utilized.

Thirdly, more focus should be placed on amplifying the water price system and creating incentives for water-saving irrigation. Legislative, economic, and administrative incentives should be executed to reform the total agricultural water consumption and water quota. Firstly, an index system of water allocation and permits of water-withdrawal volume control in the administrative districts at the provincial, municipal, and county level ought to be established respectively, which would be convenient for decomposing the index throughout the three levels from the top-down. Secondly, water pricing for agricultural use should be reformed to encourage volumetric pricing, improve terminal water pricing, and enhance the ratio of agricultural water use. Meanwhile, compensation and incentive mechanism for saving water should be established to encourage local officials and individual farmers to actively practice water-saving irrigation.

Finally, more focus should be placed on enhancing management and maintenance capabilities. It is important to perfect the management and maintenance system by clearly defining the responsibilities of project property owners and water administrative supervisors. Meanwhile, technological guidance should be provided to constitute regulations and standards for highly-efficient water-saving irrigation and to compile standardized management manuals. Furthermore, integrated institutions of water conservancy services, professional teams, water users associations, and village-level water management should be established to guarantee long-term water use efficiency.

## 5. Conclusions

Regional WIDL evaluation is a task which involves multi-target and multi-attribution methods. In the paper, we choose 3 second-class indexes of engineering, agronomy, and management water-saving along with 33 third-class indexes to establish a comprehensive evaluation index system for WIDL. The principal components analysis method was adopted for simplifying the water-saving indexes of engineering, agronomy, and management, and the number of third-class indexes was simplified into 14 . The combined weight which considered both objective weight and subjective weight was applied to judge the relative importance of each index. The combination weight offset the deficiency of the evaluation index weights determined only by expert subjective experience or indexes of sample data. Moreover, the TOPSIS method was improved to evaluate WIDL in 21 cities (states) of Sichuan province.

Results showed the overall development level of water-saving irrigation was "poor" in Sichuan province with a $\varepsilon$ value of 0.4754 . The water-saving irrigation level turned out to be "good" in the following three regions with advantageous geographical conditions and developed economies: Chengdu, Panzhihua and Deyang. The water-saving irrigation level was "general" in the following four regions with good economic levels where agronomic water saving has been popularized: Meishan, Guangyuan, Dazhou, and Mianyang. Water-saving irrigation level was and "poor" in fourteen regions of mountainous and hilly areas in Sichuan province, especially in Ganzi, Aba, and Liangshan. Located on the Northwest plateau of Sichuan province, these areas feature poor natural resources and insufficient economies. According to the evaluation results, efforts should be made to increase the water-saving irrigation level in Sichuan province. We should increase the investment in agricultural water-saving irrigation and enhance management and maintenance, especially in "poor" regions. Besides, we should adjust the agricultural industry distribution and extend water-saving technology to be more appropriate for local water resource, land, and ecosystem conditions. Furthermore, we should amplify the water price system and create new incentives for the promotion of water-saving irrigation strategies.

This paper also has limitations and shortcomings. The evaluation of the data collection needs to be broader to fully represent the actual conditions of the studied areas. In the meantime, the evaluation standard can only be adapted in Sichuan province, and more evaluation methods should be used to verify the results. Although water-saving irrigation policies, technologies, agronomy measures, and evaluation criterion vary in other areas, the evaluation of WIDL in Sichuan province established a demonstration of the potential effect of these strategies in other humid regions of southern China.
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#### Abstract

The cold-wet effect of oasis improves the extreme natural conditions of the desert areas significantly. However, the relationship between precipitation and the width of oasis is challenged by the shortage of observed data. In this study, the evolution of annual precipitation from desert to oasis was explored by the model establishment and simulation in Tarim Basin of northwestern China. The model was developed from the principle of maximum information entropy, and was calibrated by the China Meteorological Forcing Dataset with a high spatial resolution of $0.1^{\circ}$ from 1990 to 2010. The model performs well in describing the evolution of annual precipitation from the desert to oasis when the oasis is wide enough, and the $R^{2}$ is generally more than 0.90 and can be up to 0.99 . However, it fails to simulate the seasonal precipitation evolution because of the non-convergence solved by nonlinear fitting and the unfixed upper boundary condition solved by the least square method. Through the simulation with the parameters obtained from the nonlinear fitting, the basic patterns, four stages of precipitation evolution with the oasis width increasing, are revealed at annual scale, and the current stages of these oases are also uncovered. Therefore, the establishment of the model and the simulated results provide a deeper insight from the perspective of informatics to understand the regional precipitation evolution of the desert-oasis system. These results are not only helpful in desertification prevention, but also helpful in fusing multisource data, especially in extreme drought desert areas.
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## 1. Introduction

Oasis serves to improve the extreme natural conditions of the arid regions by affecting the regional hydrometeorological factors [1-7], and the oasis-desert interactions are important for the stable co-existence of oasis and desert ecosystems [8] and water resources management [9]. Hence, quantifying the spatial evolution of precipitation with the oasis width increase is crucial to the regional eco-environmental security in the arid areas.

In fact, the spatial evolutions of precipitation are affected by the cold-wet effect of oasis. The cold effect is mainly resulted from the greater absorption of latent heat through evapotranspiration [10,11] and the higher surface albedo of the vegetation than the desert surface [3]. The wet effect is because of more water vapor source from the evapotranspiration of oasis [3,4]. As a result, the local water vapor
can account for up to $20 \%$ of the precipitation in arid and semiarid regions [12,13] and 20-50\% in humid regions [14-17]. In fact, the extreme arid environment leads to the much larger difficulties of data observation. Many studies are based on the field observation at a low spatial resolution [1-6,12-17], although some multiscale datasets are available in specific areas such as Heihe Basin located in the northwestern China [18]. Thus, generally, exploring the relationship between the precipitation and oasis width quantitatively is still challenged by the resolution of data.

Merging multisource data is a useful tool to solve the problem of data shortage and low resolution, especially fusing the calibrated remote sensing data with the land surface observed data. After the early attempts in the 1980s [19,20], the resolution of the assimilation data has improved substantially. For example, as for the ocean system, the current resolution is about $1 / 4-1 / 6$ degrees [21,22]. In China, the current resolution is 0.1 degrees spatially [23,24], and its good spatial continuity has been demonstrated by several studies. These studies have uncovered the spatial distribution of precipitation and evaporation in the Nam Co basin in Tibetan Plateau [25,26], and the spatial patterns of permafrost based on the climatic factors of this dataset [27]. The higher resolution of fusion dataset provides an alternative source to analyze the spatial evolution of precipitation.

Entropy, combining the micro and macro status, has been widely used to simulate the evolution of a system. Information entropy is a better measure of variability than the variance and coefficient of variation when the probability distribution is not symmetric [28,29], because entropy may be related to higher order moments of a distribution [30]. Hence, it has been employed to evaluate the complexity of typical chaos [31] and uncertainty of precipitation and the potential water resources ability at different scales [32-35]. Spatially, entropy has been widely employed to evaluate the spatial distribution of rainfall gauge net $[36,37]$, quantify the soil water dynamic processes [38-40], explore the multifractal generation [41,42] and simulate the shallow water and solution transportation based on the molecule collision $[43,44]$. These applications above indicate that entropy is not only a good index to describe the uncertainty of a time series, but also a good method to describe the spatial continuity.

Therefore, the objective of this study was to quantitatively explore the evolution of precipitation from desert to inner oasis based on the Tarim Basin, northwestern China. A model describing precipitation evolution was developed from the information entropy theories, and then the parameters of model were fitted by the China Meteorological Forcing Dataset with the spatial resolution of 0.1 degrees. Through the simulation, the typical precipitation evolution patterns weare revealed, and the current stage of these oases were also identified. The establishment of the model and the simulated results provide a deeper insight from the perspective of informatics to understand the regional precipitation evolution of the desert-oasis system. These results are useful for the desertification prevention and multisource data fusion, especially in extreme drought desert areas.

## 2. Study Area, Data and Methodology

### 2.1. Study Area

The Tarim Basin, covering an area of approximately $560,000 \mathrm{~km}^{2}$, is located in the south of Xinjiang Province in northwestern China [45,46], as shown in Figure 1. The Taklamakan Desert, which formed at least 5.3 Ma years ago, is in the center of the Tarim Basin [47]. The total area of the oasis is approximately $103,900 \mathrm{~km}^{2}$ [11,48]. In the desert region, the annual precipitation is from less than 15 to 60 mm , increasing from the east to the west [49], and the increase rate is $10.15,6.29$, and 0.87 mm per decade in the mountain, oasis and desert areas, respectively, based on the observed data from 1960 to 2010 [50]. However, the annual potential evaporation is over 3200 mm based on the evaporation from water surface, and most of the basin is a generally unsuitable or extremely unsuitable area for human settlement [51]. Currently, the irrational reclamation of land and overuse of natural resources have led to the destruction of vegetation and shrinkage of the water area [52-54] and have threaten the security and sustainable development of oases [48].


Figure 1. Spatial distribution of oasis in Tarim Basin, obtained from Google Earth. The linkage for Google's permissions is: https:/ /www.google.ca/permissions/geoguidelines.

### 2.2. Data

In this study, the China Meteorological Forcing Dataset, developed by the Data Assimilation and Modeling Center for Tibetan Multispheres, Institute of Tibetan Plateau Research, Chinese Academy of Sciences [23,24], was used to test the performance of the model and to calibrate the parameters of the precipitation evolution form the desert toward oasis. The dataset was produced by merging a variety of data sources. More details on the dataset are given in the user's guide of the Dataset [55]. The spatial and temporal resolutions of the dataset are 0.1 degrees and 3 h , respectively, and the data length is 21 years (1990-2010). Based on the dataset, the spatial distributions of annual precipitation in Tarim basin are shown in Figure 2.


Figure 2. Spatial distribution of annual precipitation in Tarim Basin based on The China Meteorological Forcing Dataset.

### 2.3. Information Entropy and Principle of Maximum Entropy

Assuming the probability density function of a continuous variable $x$ is expressed by $f(x)$, and the information entropy is calculated as [56,57]:

$$
\begin{gather*}
H(x)=-\int_{a}^{b} f(x) \ln (x) d x  \tag{1}\\
\int_{a}^{b} f(x) d x=1 \tag{2}
\end{gather*}
$$

where $a$ and $b$ and the lower and upper boundaries of the variable $x$, respectively.
In addition, the known information of the variable represented by $g_{i}(x)$, such as mean and standard deviation, can be given by the following formula:

$$
\begin{equation*}
\int_{a}^{b} g_{i}(x) f(x)=N_{i} \tag{3}
\end{equation*}
$$

Hence, the general solution of $f(x)$ can be obtained by solving the conditional extreme values using the method of Lagrange multipliers: the objective function is the maximum information entropy, and the constraint is the known information in Equation (3). More details about the mathematical derivation is presented in the literature $[40,58]$. The general form of $f(x)$ is given as:

$$
\begin{equation*}
f(x)=e^{\sum_{i=1}^{n} g_{i}(x)} \tag{4}
\end{equation*}
$$

## 3. Establishment of the Model

Assuming the precipitation at the boundary area between oasis and desert is $P_{0}$, the precipitation evolution from desert toward the oasis is represented by the integration of a function $p(z)$, as given in Equation (5):

$$
\begin{equation*}
P(z)=P_{0}+\int_{0}^{Z} p(z) d z \tag{5}
\end{equation*}
$$

where $z$ represents the distance from the desert-oasis boundary to a certain point of the oasis. $P(z)$ represents the precipitation at the location with distance $z$. Equation (5) can also be transformed into the following form:

$$
\begin{equation*}
P(z)-P_{0}=\int_{0}^{Z} p(z) d z \tag{6}
\end{equation*}
$$

Usually, $P(z)$ reaches a constant approximately when the oasis is wide enough. Here, Equation (6) can be written as:

$$
\begin{equation*}
\int_{0}^{+\infty} p(z) d z=C \tag{7}
\end{equation*}
$$

where the constant $C$ represents the maximum increment of precipitation with the increase of oasis width. Dividing both sides of the equation by the constant C, Equation (7) becomes:

$$
\begin{equation*}
\frac{1}{C} \int_{0}^{+\infty} p(z) d z=1 \tag{8}
\end{equation*}
$$

Hence, the item of $p(\mathrm{z}) / C$ can be considered as a probability density function, and its information entropy is calculated by Equations (9) and (10):

$$
\begin{equation*}
H=-\int_{0}^{Z} \frac{1}{C} p(z) \ln \frac{p(z)}{C} d z \tag{9}
\end{equation*}
$$

$$
\begin{equation*}
H=-\frac{1}{C} \int_{0}^{Z} p(z) \ln p(z) d z+\frac{1}{C} \ln C \tag{10}
\end{equation*}
$$

As for a specific oasis, the spatial distribution can be considered as stable approximately in a mid-long term. Correspondingly, the arithmetic mean and geometric mean of precipitation evolution can be considered as constant, as given by Equations (11) and (12), respectively.

$$
\begin{gather*}
\int_{0}^{\infty} \frac{z}{C} p(z) d z=\mu_{z}  \tag{11}\\
\int_{0}^{\infty} \frac{\ln (z)}{C} \mathrm{p}(z) d z=v_{z} \tag{12}
\end{gather*}
$$

where $\mu_{z}$ and $v_{z}$ represent the arithmetic mean and geometric mean. Here, the Lagrange function is obtained based on the information entropy of precipitation evolution with the constraints of Equations (8), (11) and (12), as given by Equation (13).

$$
\begin{align*}
L= & -\frac{1}{C} \int_{0}^{Z} p(z) \ln p(z) d z+\frac{1}{C} \ln C+\lambda_{0}\left(\int_{0}^{Z} \frac{1}{C} p(z) d z-1\right) \\
& +\lambda_{1}\left(\int_{0}^{Z} \frac{z}{C} p(z) d z-\mu_{z}\right)+\lambda_{2}\left(\int_{0}^{Z} \frac{\ln (z)}{C} p(z) d z-v_{z}\right) \tag{13}
\end{align*}
$$

Let $\frac{\partial L}{\partial p(z)}=0$, then the general solution of $p(z) / C$ is obtained by solving the conditional extreme values, as given in Equation (14):

$$
\begin{equation*}
p(z) / C=e^{\lambda_{0}-1+\lambda_{1} z+\lambda_{2} z \ln z} \tag{14}
\end{equation*}
$$

Equation (14) can also be written as:

$$
\begin{equation*}
p(z) / C=e^{\lambda_{0}-1} e^{\lambda_{1} z} z^{\lambda_{2}} \tag{15}
\end{equation*}
$$

Let $\lambda_{2}=\alpha-1, \lambda_{1}=-1 / \beta$. It is easy to obtain that $e^{\lambda}{ }_{0}{ }^{-1}=-{ }^{\alpha} / \Gamma(\alpha)$. Thus, the probability density function $p(z) / C$ can also be expressed as:

$$
\begin{equation*}
p(z) / C=\frac{1}{\Gamma(\alpha) \beta^{\alpha}} z^{\alpha-1} e^{-z / \beta} \tag{16}
\end{equation*}
$$

Substituting Equation (16) into Equation (5), the evolution of precipitation with the oasis width increase is:

$$
\begin{equation*}
P(z)=P_{0}+C \int_{0}^{z} \frac{1}{\Gamma(\alpha) \beta^{\alpha}} z^{\alpha-1} e^{-\frac{z}{\beta}} d z \tag{17}
\end{equation*}
$$

In fact, the right-hand term of Equation (16) is the probability density function of a gamma distribution. Therefore, Equation (17) shows that the precipitation evolution model is based on the scaled cumulative distribution function of a gamma distribution with an initial precipitation. In other words, the model is based on the linear transformation of the cumulative distribution function of a gamma distribution. The parameters of the model include the shape factor $\alpha$, scale factor $\beta$, zooming constant $C$ and initial precipitation $P_{0}$ at the boundary between desert and oasis.

Assuming the initial precipitation $P_{0}$ at the boundary between desert and oasis is 50 mm /year and the zooming constant $C$ is 50 , the illustration of the precipitation evolution are shown in Figure 3 with different shape and scale factors.


Figure 3. Illustration of precipitation evolution from desert to inner oasis. Assuming the initial precipitation $P_{0}$ at the boundary between desert and oasis is $50 \mathrm{~mm} /$ year and the zooming constant $C$ is 50 , the precipitation evolution is shown with different shape factor and different scale factor.

## 4. Calibration of the Model and the Simulated Results

### 4.1. Calibration of the Model

### 4.1.1. Performance of the Model

In this study, four main oases were used to test the performance of the model. These oases are Kashi Oasis located in the western basin, Akesu Oasis in the northern basin, Kuerle Oasis in the northeastern basin and Hetian Oasis in the southwestern basin. The evolution routes of precipitation from desert to oasis are shown in Figure 4. Generally, these routes are located in the middle of these oases.

(a) Kashi Oasis located in the western basin.

(b) Akesu Oasis located in the northern basin.

(c) Kuerle Oasis in the northeastern basin
(d) Hetian Oasis in the southwestern basin.

Figure 4. Selected routes of precipitation transition from the desert to oasis in different location of the Tarim Basin, obtained from Google Earth. The permission of Google to use Google Earth Periodicals is given at: https:/ / www.google.ca/permissions/geoguidelines.

Following the routes shown in Figure 4, the evolution of precipitation from desert to oasis is obtained, and the results are scattered in Figure 5. Here, the parameters of the model are obtained by nonlinear fitting. The correlation coefficient is used to evaluate the performance of the model given by Equation (17). The fitted results and the square of correlation coefficient, $R^{2}$, of the four selected routes are also shown in Figure 5.

The model performs well in three oases: Kashi Oasis, Akesu Oasis and Kuerle Oasis, corresponding to $R^{2}$ of $0.99,0.93$ and 0.97 , respectively. However, the model does not perform well in Hetian Oasis and the $R^{2}$ is 0.47 . To improve the accuracy trend of precipitation evolution, the model should be calibrated further for the Hetian Oasis.


Figure 5. Performance of the model simulating precipitation from desert to oasis in different areas of Tarim Basin.

### 4.1.2. Calibration of Model for Hetian Oasis

Through combining the spatial distribution of oasis and the local hydrological cycle, two main reasons were found to lead to the poor performance of the model. The first is the much smaller width of Hetian Oasis. As shown in Figure 5, the Hetian Oasis is about 55 km wide, while Kashi Oasis is 200 km , Akesu Oasis is 120 km and Kuerle Oasis is 80 km . The second reason is that the prevailing wind direction of the Hetian Oasis is opposite to the cold effect of oasis [59-61]. Our previous study revealed that the opposite direction leads to water vapor from the local evapotranspiration accumulating over the buffer zone located in the down wind direction of the oasis [49], as shown in Figure 6a. Hence, the evolution of precipitation in the Hetian Oasis should be divided into two phases: the buffer zone
with abnormal high precipitation and the regular pattern of the precipitation evolution after the buffer zone, as shown in Figure 6b.

By overlapping the spatial distribution of water vapor content and oasis layout, it was found that the first four grids should be removed to calibrate the model. After their removal, the calibrated model performs much better, and the $R^{2}$ increased from 0.47 to 0.87 , as shown in Figure 6 b .


Figure 6. Spatial distributions of water vapor in Tarim Basin and the calibrated model in Hetian.

### 4.1.3. Parameter Inversion

Based on the results obtained by nonlinear fitting, the parameters of the model for all four oases are obtained, as shown in Table 1. According to Equation (17) and Figure 3, the meanings of these parameters are clear. $P_{0}$ is the initial value that represents the precipitation at the boundary area between oasis and desert. Here, AKesu Oasis exhibits largest value, followed by Kashi, Kuerle and Hetian respectively. The zooming constant, C, represents the maximum potential increment of precipitation with the oasis width increase. The results of zooming constant $C$ suggest the maximum promotion on local precipitation in Kashi, middle level in AKesu and Kuerle, and the minimum promotion in Hetian Oasis. Shape and scale factors represent the increase rate of the precipitation. A larger value is usually accompanied with a smaller increase rate, and vice versa (Figure 3).

Table 1. Performance of the model and the parameters inversion for precipitation evolution from desert to oasis in different locations of the Tarim Basin.

| Main Oases | Initial Precipitation <br> $\boldsymbol{P}_{\mathbf{0}}(\mathbf{m m})$ | Zooming <br> Constant $\boldsymbol{C}(\boldsymbol{-})$ | Shape Factor <br> $\boldsymbol{\alpha}(\boldsymbol{-})$ | Scale Factor <br> $\boldsymbol{\beta}(\boldsymbol{)})$ | Correlation <br> $\boldsymbol{R}^{2}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Kashi Oasis (Western Basin) | 69.31 | 54.24 | 4.64 | 2.32 | 0.99 |
| Akesu Oasis (Northern Basin) | 76.46 | 43.04 | 5.16 | 3.00 | 0.93 |
| Kuerle Oasis (Northeastern Basis) <br> Hetian Oasis without calibration <br> (Southwestern Basin) <br> Hetian Oasis after calibration <br> (Southwestern Basin) <br> 58.54 | 52.34 | 44.60 | 3.36 | 3.00 | 0.97 |

### 4.1.4. Influence of the Local Terrain

Apart from the cold-wet effect of oasis, the significant uplift of the terrain would lead to a sharp decrease in temperature and result in a substantial increase in precipitation at the local scale. As given in our previous study [49], the increment of the elevation is about $80-100 \mathrm{~m}$. Meanwhile, the widths of Kashi, Akesu, Kuerle and Hetian Oases are approximately 210, 120, 80 and 55 km , respectively, as shown in Figure 5. This indicates that the increase rate is ordered by: Hetian > Kuerle > Akesu > Kashi.

However, this trend is opposite to the increment and increase rate of precipitation from desert to oasis. Hence, the increase of precipitation from desert to oasis is not dominated by the local terrain.

### 4.1.5. Performance of the Model at Seasonal Scale

The performance of the model at seasonal scale was also analyzed. The first problem confronted is that the result does not converge when solved by nonlinear fitting using MATLAB (MathWorks, Natick, MA, USA). Here, the results are based on least square method and the results are shown by Figure 7. Generally, the model seems to perform well with several exceptions, including the winter of Kuerle and Hetian Oases, and the summer of Hetian Oasis. The reason can be attributed to the transportation of water vapor. As discussed above, the wind blowing from the oasis to the desert would decrease the cold-wet effect of the oasis substantially [49].

However, the second problem is that the solutions of the model based on the least square method are substantially affected by the upper boundary conditions. Two examples based on different upper boundary conditions are given to illustrate this problem. As shown in Table 2, the initial precipitation $P_{0}$ is not affected by the upper boundary conditions. The other three parameters, however, are influenced significantly. For example, the difference of the parameter $C$ estimated for the summer of the Kuerle Oasis can be up to 140 mm , although the $R^{2}$ is 0.99 for both solutions. Here, the failure of the model may be resulted from the resolution of the data or the more complex water vapor transportation. Hence, further studies should be carried out to explore the simulation of the season precipitation evolution from desert to the oasis.

Table 2. Comparisons on the sensitivity of parameter with different upper boundary conditions (UBC) at seasonal scale. $R^{2}$ are indicated in italics and Bold.

| Oasis | Season | UBC: $P_{0 u}=10 ; C_{u}=60, \alpha_{u}=8, \beta_{u}=8$ |  |  |  |  | UBC: $P_{0 u}=10 ; C_{u}=200, \alpha_{u}=20, \beta_{u}=20$ |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $\begin{gathered} P_{0} \\ (\mathrm{~mm}) \end{gathered}$ | C (-) | $\alpha(-)$ | $\beta(-)$ | $R^{2}$ | $\begin{gathered} P_{0} \\ (\mathrm{~mm}) \end{gathered}$ | $C$ (-) | $\alpha(-)$ | $\beta(-)$ | $R^{2}$ |
| (a) <br> Kashi | Spring | 16.87 | 30.80 | 2.47 | 8.00 | 0.99 | 16.53 | 57.55 | 1.78 | 20.00 | 0.99 |
|  | Summer | 31.81 | 21.93 | 8.00 | 1.12 | 0.98 | 31.81 | 21.93 | 9.11 | 0.99 | 0.98 |
|  | Autumn | 11.20 | 11.59 | 1.91 | 8.00 | 0.99 | 10.94 | 18.18 | 1.33 | 20.00 | 0.99 |
|  | Winter | 8.44 | 7.39 | 5.49 | 2.55 | 0.99 | 8.44 | 7.39 | 5.49 | 2.55 | 0.99 |
| (b) Akesu | Spring | 15.14 | 60.00 | 8.00 | 2.37 | 0.83 | 15.24 | 32.22 | 20.00 | 0.65 | 0.89 |
|  | Summer | 35.03 | 14.36 | 0.74 | 8.00 | 0.97 | 34.94 | 19.32 | 0.60 | 20.00 | 0.98 |
|  | Autumn | 13.59 | 60.00 | 8.00 | 2.38 | 0.87 | 13.66 | 200.00 | 10.08 | 2.12 | 0.88 |
|  | Winter | 9.19 | 2.00 | 1.42 | 2.80 | 0.86 | 9.19 | 2.00 | 1.42 | 2.80 | 0.86 |
| (c) Kuerle | Spring | 12.35 | 11.05 | 1.91 | 8.00 | 0.98 | 12.33 | 28.21 | 1.65 | 20.00 | 0.98 |
|  | Summer | 27.10 | 60.00 | 3.32 | 4.11 | 0.99 | 27.03 | 199.94 | 2.71 | 9.94 | 0.99 |
|  | Autumn | 11.65 | 4.41 | 1.47 | 8.00 | 0.94 | 11.64 | 5.87 | 1.36 | 11.83 | 0.94 |
|  | Winter | 7.01 | 0.65 | 8.00 | 8.00 | 0.02 | 7.01 | 2.91 | 17.15 | 16.99 | 0.01 |
| (d) <br> Hetian | Spring | 10.74 | 60.00 | 8.00 | 1.41 | 0.96 | 10.76 | 199.35 | 8.15 | 1.73 | 0.96 |
|  | Summer | 23.76 | 60.00 | 8.00 | 1.92 | 0.09 | 23.76 | 200.00 | 20.00 | 0.54 | 0.16 |
|  | Autumn | 8.11 | 60.00 | 6.02 | 3.03 | 0.78 | 8.11 | 200.00 | 5.60 | 4.52 | 0.78 |
|  | Winter | 9.76 | 60.00 | 8.00 | 2.33 | 0.01 | 9.73 | 200.00 | 20.00 | 0.57 | 0.05 |



Figure 7. Performance of the information entropy based model at seasonal scale: (a) Kashi Oasis located in the western basin; (b) Akesu Oasis located in the northern basin; (c) Kuerle Oasis in the northeast basin; and (d) Hetian Oasis in the southwestern basin.

### 4.2. Simulated Results

Based on the performance of the model at different scales, the parameters are reasonable at annual scale. The evolution of precipitation with the increase of oasis width was calculated by Equation (17) using the parameters given in Table 1. The results are shown in Figure 8, from which the basic patterns of precipitation evolution are revealed and the current stage of these oases are also obtained. More details on the two aspects are as follows.

### 4.2.1. Basic Patterns of Precipitation Evolution

According to the simulated results (Figure 8), it could be found that the basic patterns of precipitation evolution exhibit four stages: a small increase at first, then a much faster increase after a threshold of oasis width, followed by a small increase rate again when the oasis width reaches a relatively large width, and finally the increase rate decreases to close to zero when the oasis is wide enough. The threshold values of the four stages are also obtained (Table 3).


Figure 8. The simulated precipitation evolution from desert to oasis with the oasis width increase.

1. The first stage: Small increase rate. The oasis width of the first stage (small increase rate) is about $30-50 \mathrm{~km}$. This means that, if the oasis width is less than the threshold value, the promotion of oasis' cold-wet effect on local precipitation is not substantial. More specifically, this width is about 40, 50, 40 and 55 km for Kashi, Akesu, Kuerle and Hetian Oases, respectively.
2. The second stage: Large increase rate. The second threshold value is about $150-185 \mathrm{~km}$. In this period, the increase rate of precipitation is much larger than before. Generally, precipitation exhibits a linear trend with the oasis width increase. Hence, the increase rate of precipitation is approximately constant. As shown in Table 3, the increase rate varies substantially in the four oases, with the value of $3.32,2.86,1.76$ and $0.65 \mathrm{~mm} / 10 \mathrm{~km}$ corresponding to Kashi Oasis, Akesu Oasis, Kuerle Oasis and Hetian Oasis, respectively.
3. The third stage: Small increase rate again. The threshold value for the third stage is about $200-300 \mathrm{~km}$. Two oases, Kashi and Hetian, display smaller value of about 200 km . The other two oases, Akesu and Kuerle, display larger values of 265 and 300, respectively. This means that Kashi and Hetian Oases would reach the maximum promotion on local precipitation easier than the other oases because of the smaller threshold value. However, the opposite direction between the cold effect of oasis and water vapor transportation lead to Hetian Oasis experiencing a longer first stage than the other three oases, as well as smaller precipitation locally.
4. The fourth stage: Stable status. When the oasis width is larger than the threshold value of the third stage, the precipitation evolution reaches the fourth stage, which is almost constant.

Table 3. Typical patterns of precipitation evolution with the increase of oasis width in different oases of the Tarim Basin based on the simulated results.

| Stages | Threshold Value <br> and Average Slope | Kashi Oasis | Akesu Oasis | Kuerle Oasis | Hetian Oasis |
| :---: | :---: | :---: | :---: | :---: | :---: |
| (1) Small Increase Rate | Threshold value | $0-40 \mathrm{~km}$ | $0-50 \mathrm{~km}$ | $0-40 \mathrm{~km}$ | $0-55$ |
|  | Average slope | Not substantial | Not substantial | Not substantial | Not substantial |
| (2) Large Increase Rate | Threshold value | $40-185 \mathrm{~km}$ | $50-185 \mathrm{~km}$ | $40-180 \mathrm{~km}$ | $55-155 \mathrm{~km}$ |
|  | Average slope | $3.32 \mathrm{~mm} / 10 \mathrm{~km}$ | $1.76 \mathrm{~mm} / 10 \mathrm{~km}$ | $2.86 \mathrm{~mm} / 10 \mathrm{~km}$ | $0.65 \mathrm{~mm} / 10 \mathrm{~km}$ |
|  | Theshold value | $185-220 \mathrm{~km}$ | $185-300 \mathrm{~km}$ | $180-265 \mathrm{~km}$ | $155-200 \mathrm{~km}$ |
| (3) Small Increase Rate Again | Average slope | Not substantial | Not substantial | Not substantial | Not substantial |
|  | Theshold value | $>220 \mathrm{~km}$ | $>300 \mathrm{~km}$ | $>265 \mathrm{~km}$ | $>200 \mathrm{~km}$ |
| (4) Stable Status | Close to 0 | Close to 0 | Close to 0 | Close to 0 |  |

### 4.2.2. Current Stages of Different Oases

The widths of Kashi, Akesu, Kuerle and HetianOases are 200 km, $135 \mathrm{~km}, 80 \mathrm{~km}$ and 60 km , respectively, as shown in Figure 5. By contrast with Figure 8, it can be obtained that the four oases belong to different stages that are manifested by the following aspects.

1. Kashi Oasis. Kashi Oasis is at the beginning of the fourth stage, in which the precipitation is stable with the oasis width increase. This implies that the annual precipitation will be the same as the maximum value (about $120 \mathrm{~mm} /$ year) if the oasis expands towards the desert.
2. Akesu Oasis. The width of the Akesu Oasis is about 135 km . Hence, the evolution of precipitation in Akesu Oasis is at the first half of the second stage currently. The second stage means largest increase rate of precipitation with oasis width increase but the middle level precipitation amount. Hence, if the oasis expands towards the desert, the precipitation would increase substantially. However, the total increment of precipitation should be less than the increment precipitation in Kashi Oasis.
3. Kuerle Oasis. As shown in Figure 8 and Table 3, the current width of the oasis is at the first half of the second stage. Hence, it would exhibit similar characteristics to AKesu Oasis.
4. Hetian Oasis. Different from the other three oases, the Hetian Oasis is at the end of the first stage. With the oasis width increase, the precipitation would increase at a slope of approximately $0.65 \mathrm{~mm} / \mathrm{km}$. That means the total increment of precipitation is the least if the oasis expanded toward desert in Hetian Oasis because of the much smaller initial condition of precipitation.

## 5. Discussions

### 5.1. The Simulated Results for Desertification Prevention

In the Tarim Basin, affected by the substantial increase of local human activities, the destruction of oasis environments is increasing, resulting from the irrational reclamation of land and overuse of natural resources [62]. In fact, the irrigated oasis area has exceeded about $33.6 \%$ of the maximum carrying capacity of local precipitation [52]. The increase of the arable land is at the expense of the destruction of vegetation and shrinkage of the water area [53,54]. Even worse, the expansion of artificial
oases has led to the degradation of natural oases and the oasis-desert ecotone, which may threaten the security and sustainable development of oases [48]. These problems require understanding the interaction between the oasis and local hydrological cycle, and to selecting the more appropriate areas for desertification prevention and layout of oasis expansion.

According to the simulated results shown in Figure 8 and the current stage of the oasis precipitation, it can be concluded that Kashi Oasis is at the beginning of the fourth stage, which implies that the increment of precipitation would be about 120 mm /year. The increment of precipitation in Akesu and Heian Oasis are the middle level because both oases are at the first half of the second stage. The least promotion would appear in the southwestern basin of Hetian Oasis because it is at the end of the first stage. Therefore, Kashi Oasis of the western basin is the most appropriate area for desertification prevention, while the southwestern basin, i.e., Hetian Oasis, presents a greater challenge.

### 5.2. The Model for Multisource Data Fusion

The considerable challenge to the data assimilation is the resolution [22]. In this study, the spatial resolution of the assimilated data is 0.1 degrees [23,24], and many researchers have used this dataset to analyze the regional hydrological processes, such as the impact of lake effects on the temporal and spatial distribution of precipitation in the Nam Co basin of the Tibetan Plateau [25], evaporation from the lake [26] and the impact of climatic factors on permafrost in the Tibetan Plateau [27]. The good spatial continuity of the dataset is reflected by gradual changes of the local hydrological processes.

However, the performance of the dataset is still not clear in the desert areas. In this study, the dataset agrees well with simulated results of the model based on information entropy, which is not only demonstrated by the good performance of the model, but also reflected by the good spatial continuity of annual precipitation evolution in the desert-oasis system. Furthermore, the poor performance of the model without the calibration is also an indicator of the different interaction between the oasis and water vapor transportation in the Hetian Oasis. In fact, opposite direction between the water vapor transportation and cold effect of the oasis leads to water vapor from local evapotranspiration accumulating near the desert boundary, where the higher temperature reduces the promotion of oasis on local precipitation substantially [49]. Hence, the model is a useful tool to test the spatial continuity of the dataset obtained from merging multisource data, especially in those areas with extreme natural conditions, for example, desert areas.

## 6. Conclusions

Based on the established model, parameter inversion, forward simulation, and the discussions on the potential applications of the method, the conclusions are as follows.

1. The model describing precipitation evolution from desert to oasis is based on information entropy theory: the evolution of precipitation is considered as a linear transformed cumulative distribution function, and the probability density function is obtained by solving the Lagrange conditioned extreme value with the objective function of maximum information entropy. The constraints are the constant arithmetic mean and geometric mean of precipitation evolution from desert to oasis when the oasis is wide enough. The general form of the model is a linear transformed cumulative distribution function of a gamma distribution.
2. The model performs well when the oasis is wide enough. The $R^{2}$ between the simulated result and the dataset is $0.99,0.93$ and 0.97 for the Kashi Oasis, Akesu Oasis and Kuerle Oasis, respectively. In the Hetian Oasis, however, the model performs poorly with the $R^{2}$ of 0.47 . The reason is mainly the opposite direction between the oasis cold effect and the water vapor transportation that results in a buffer zone in the first several tens of kilometers. After removing the buffer zone, the model shows a good accuracy with the $R^{2}$ of 0.87 . However, the model fails to describe the seasonal precipitation evolution because of the non-convergence problem solved by nonlinear fitting and the influence of upper boundary condition solved by the least square method.
3. The simulated results indicate that the evolution of annual precipitation from desert to oasis includes four main stages: slow increase first, then fast increase, followed by a slow increase again and finally a stable stage. The threshold value of the first stage is $30-50 \mathrm{~km}$, implying the promotion of local precipitation is very small if the width of the oasis is less than this value. The second stage can be approximated linearly, with the threshold value of $155-185 \mathrm{~km}$ and the slope of $3.32,2.86,1.76$ and $0.65 \mathrm{~mm} / 10 \mathrm{~km}$ for the Kashi Oasis, Akesu Oasis, Kuerle Oasis and Hetian Oasis, respectively. The upper boundary of the third stage is about $220-300 \mathrm{~km}$, after which the precipitation evolution is almost constant.
4. Currently, the four main oases in the Tarim basin are at different stages. The Kashi Oasis has reached the fourth stage, the Akesu and Kuerle Oases are at the first half of the second stage, and the Hetian Oasis is at the end of the first stage. These current stages reflect different local hydrological effect when prevent desertification in the four main oases: maximum promotion on precipitation in the Kashi Oasis, middle promotion in the Akesu Oasis and Kuerle Oasis, and the least promotion in the Hetian Oasis.

Therefore, the theory of the model and simulated results would provide a deeper insight from the perspective of informatics into understanding the precipitation evolution from desert to oasis, which is not only helpful in preventing desertification but also helpful in merging multisource data in the extreme drought desert areas.
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#### Abstract

A model of a linearly moved irrigation system (LMIS) has been developed to calculate the water application depth and coefficient of uniformity (CU), and an experimental sample was used to verify the accuracy of the model. The performance testing of the LMIS equipped with $69-\mathrm{kPa}$ and $138-\mathrm{kPa}$ sprinkler heads was carried out in an indoor laboratory. The LMIS was towed by a winch with a 1.0 cycle/min pulsing frequency while operating at percent-timer settings of 30, 45, 60,75 , and $90 \%$, corresponding to average moving speeds of $1.5,2.3,3.3,4.0$, and $4.7 \mathrm{~m} \mathrm{~min}^{-1}$, respectively. The application depth and CU obtained under various speed conditions were compared between the measured and model-simulated data. The model calculation accuracy was high for both operating pressures of 69 and 138 kPa . The measured application depths were much larger than the triangular-shaped predictions of the simulated application depth and were between the parabolic-shaped predictions and the elliptical-shaped predictions of the simulated application depth. The results also indicate that the operating pressure and moving speed were not significant factors that affected the resulting CU values. For the parabolic- and elliptical-shaped predictions, the deviations between the measured and model-simulated values were within $5 \%$, except for several cases at moving speeds of 2.3 and $4.0 \mathrm{~m} \mathrm{~min}^{-1}$. The measured water distribution pattern of the individual sprinklers could be represented by both elliptical- and parabolic-shaped predictions, which are accurate and reliable for simulating the application performances of the LMIS. The most innovative aspect of the proposed model is that the water application depths and $C U$ values of the irrigation system can be determined at any moving speed.


Keywords: linearly moved irrigation system; application depth; moving speed; uniformity coefficient

## 1. Introduction

With the development of science and technology and the need for practical production, the rapid development of the linearly moved irrigation system (LMIS) has been popular in various countries. In China, the LMIS was introduced in the 1980s, with increasing use in recent years due to technological innovations, management convenience, economics and water savings [1-3]. Linear systems, also known as mobile side, have structures similar to center pivot; however, circular movement is replaced by linear movement so that the water application rate is constant along the entire length of the lateral move type. The basic elements to determine LMIS operation include the moving speed, V ( $\mathrm{m} / \mathrm{min}$ ), and the maximum range of the sprinkler head, $\mathrm{R} \max (\mathrm{m})$. The moving speed of LMIS directly affects how water is sprayed in the unit area; when the moving speed is slow, the unit area of spraying is greater, and when the moving speed is fast, the unit area of water spraying is lower. Effective irrigation is not the application of water without control or planning, but is the application of the correct amount of water at the right time, especially with uniformity, during the irrigation process. Thus, to achieve
water optimization in agriculture, it is important to frequently evaluate the performance of irrigation systems by using some parameters that express and quantify the operation quality. The application depth and water distribution uniformity coefficient are often used as indicators of problems concerning irrigation distribution

Irrigation uniformity is defined as the variation in irrigation depths over an irrigated area and is an important performance characteristic of the sprinkler irrigation system [4-10]. The importance of sprinkler irrigation uniformity was recognized as early as 1942 [11]. Widespread research has been conducted on the factors affecting sprinkler irrigation uniformity. Such factors include nozzle size and pressure, the type of diffuser device, sprinkler spacing, riser height, field topography, discharge angle, number and configuration of the sprinklers and wind speed and direction, all of which can influence water application uniformity [12-23]. In recent years, several studies have been carried out on irrigation performance by center pivot to identify the main problems of irrigation efficiency [24-28]. However, there have been few studies concerning the application depth and uniformity of the LMIS at different operating speeds [29,30]. In the current studies, none of the existing methods can be conducted to calculate the application depth and uniformity of the LMIS. In some certain special cases, the surface runoff appears in the field as the application of the LMIS. It is difficult to determine a mismatch of the farmland soil infiltration capacity and the hydraulic performance of LMIS. Some targeted solutions for solving the problem are unavailable in the scientific research. Therefore, it is very important to study the calculation method of the application depth and the combination uniformity of the LMIS, which is of great theoretical value and practical significance. The objective of this study is to put forward a calculation method of application depth and uniformity of LMIS and to verify the accuracy of the calculation results through experimental tests.

## 2. Materials and Methods

### 2.1. LMIS and Spray Sprinkler

The sprinkler irrigation system used in this study was specifically manufactured as an experimental sample by the Research Center of Fluid Machinery Engineering and Technology (Jiangsu University, Zhenjiang City, Jiangsu Province, China). It was an intermittent linear moving system towed by a winch and installed with a fixed spraying plate package as shown in Figure 1. The fixed spray plate sprinkler studied in this research was the Nelson D 3000 sprayhead (Nelson Irrigation Co., Walla Walla WA, USA). A single-strut pressure regulator (Figure 2a) was part of the package for a low-pressure deflection sprinkler. The shapes of the nozzles were circular (Figure 2b). The nozzle diameter of the fixed spray plate sprinkler was 5.16 mm , corresponding to number \#26 specified by the Nelson Company. The sprinkler deflects 36 water streams uniformly, centered from itself, to form a full-circle spray pattern. The pressure regulator and sprinkler were connected immediately with a dedicated screw-type connector (Figure 2c). The reason for using such sprinklers was that prior tests had shown that this package and pressure combination had a good coefficient of uniformity [31-33]. All sprinklers were on flexible drop hoses that set the D 3000 sprayhead approximately 1.0 m above the soil surface, and spaced 3.0 m apart. A pressure regulator of 10 or $20 \mathrm{psi}(69$ or 138 kPa ) was installed just upstream of the spray sprinkler. The discharge of the LMIS was measured with an electrical flow gauge (Model E-mag/DN25, manufactured by Kaifeng Electronic Instrument Company, China) with an accuracy of $0.3 \%$.


Figure 1. Description of the linearly moved irrigation system (LMIS).


Figure 2. Pressure regulator and sprinkler used in the LMIS (a), nozzles used in the sprinkler (b), and dedicated screw-type connector of pressure regulator (c).

### 2.2. Modeling for Calculation of Application Depth

As the structure parameters of sprinkler type, installed height and spacing were determined, with the water distribution along the axis direction of the LMIS known. First, the LMIS was maintained at a constant working condition. Then, according to the maximum wetted radius, R max, and the water application rate of the sprinklers, the figure of water application depth could be obtained. The relationship between the water application and spraying distance may be described by a geometric pattern. An elliptical, parabolic or triangular pattern was chosen to represent it as shown in Figure 3, where the curve of abc represents the distribution line of sprinkler irrigation intensity, the vertical axis represents the water application rate $\mathrm{p}(\mathrm{mm} / \mathrm{h})$, and the horizontal axis represents the spraying distance $\mathrm{L}(\mathrm{m})$. In theory, under the conditions of an indoor experiment without any wind effects, the value of $L$ is two times the maximum wetted radius, $R$ max.


Figure 3. Water application depth: (1) elliptical, (2) parabolic and (3) triangular.
The catch device was supposed to be set at point O, away from the LMIS, with a distance larger than R max, to study the average application depth of the system. The working phenomenon was as following: first, the LMIS approached point O , and point O started to receive the water sprayed out by the LMIS; then, the LMIS gradually receded from point $O$ while moving until the system passed
over the catch devices entirely and point O did not receive any water. The LMIS-fulfilled total water application depth was the sum of passing section area of point O. Figure 4 represents the depiction of water application distribution of point O. Combined with Figure 3, when the LMIS was passing through point $O$ at a speed of $v$, it means that the curve of abc was passing through point $O$ at a speed of $v$ and the passing time could be calculated as $t=\mathrm{L}_{\mathrm{ac}} / \mathrm{v}$.

At this time, the curve of abc also represents the distribution line of sprinkler irrigation intensity, and the vertical axis also represents the water application rate $\mathrm{p}(\mathrm{mm} / \mathrm{h})$; however, the horizontal axis represents the passing time $t(\mathrm{~s})$. When the LMIS was passing through any point of O , the receiving water of point $O$ was the sum of the water application section area passing point $O$. Figure 4 represents the distribution section $S$, and $S$ is the superimposed distribution map of all water sprayed to point $O$. When the travel speed is $v$, it can be seen that $t=\mathrm{L}_{\mathrm{ac}} / v$. The relationship between the water application rate $\rho$ and the passing through time T was as follows:

Elliptical shape:

$$
\begin{equation*}
\rho=P_{k} \sqrt{1-\frac{4(\mathrm{~T}-\mathrm{t} / 2)^{2}}{\mathrm{t}^{2}}}, \mathrm{P}_{\mathrm{k}}=\frac{4 W D P}{\pi \mathrm{t}} \tag{1}
\end{equation*}
$$

Parabolic shape:

$$
\begin{equation*}
\rho=-\frac{4 \mathrm{P}_{\mathrm{k}}}{\mathrm{t}^{2}}(\mathrm{~T}-\mathrm{t} / 2)^{2}+\mathrm{P}_{\mathrm{k}}, \mathrm{P}_{\mathrm{k}}=\frac{1.5 W D P}{\mathrm{t}} \tag{2}
\end{equation*}
$$

Triangular shape:

$$
\left\{\begin{array}{c}
\rho=\frac{2 \mathrm{P}_{\mathrm{k}}}{\mathrm{t}} \mathrm{~T} \quad(0 \leq \mathrm{T} \leq \mathrm{t} / 2)  \tag{3}\\
\rho=\frac{2 \mathrm{P}_{\mathrm{k}}}{\mathrm{t}}(\mathrm{t}-\mathrm{T}) \quad(\mathrm{t} / 2 \leq \mathrm{T} \leq \mathrm{t})
\end{array}, \quad \mathrm{P}_{\mathrm{k}}=\frac{2 W D P}{\mathrm{t}}\right.
$$

where
$\mathrm{P}_{\mathrm{k}}=$ peak water application rate $\left(\mathrm{mm} \mathrm{h}^{-1}\right)$
$t=$ water application time $(h)$.


Figure 4. Depiction of water application distribution of point $O$.
Then, the wetted area S was calculated as follows:

$$
\begin{equation*}
\mathrm{S}=\int_{0}^{\mathrm{t}} \rho(\mathrm{~T}) \mathrm{dt} \tag{4}
\end{equation*}
$$

Supposing that the travel speed of LMIS was set at different values of v1, v2, and vn, respectively, $\mathrm{t} 1=\mathrm{Lac} / \mathrm{v} 1, \mathrm{t} 2=\mathrm{Lac} / \mathrm{v} 2$, and $\mathrm{tn}=\mathrm{Lac} / \mathrm{vn}$. The parabolic pattern was selected and was assumed to be representative of LMIS irrigation water, whose pattern for the same water application depth and time has a peak rate between the elliptical and triangular patterns. Figure 5 shows an elliptical application shape. Notice the increase of water application depth (proportional to larger geometric areas) related to high speed, average speed, and low speed, as well as the constant peak water application rate.


Figure 5. Water application patterns with decreasing speed at the same irrigation point: (1) high speed, (2) average speed, and (3) low speed.

### 2.3. Modeling for Calculation of Uniformity

The spraying irrigation state of LMIS can be regarded as a limit state of mobile spraying for fixed-type pipe with an infinite narrow width. Supposing that the LMIS traveled at a uniform speed, and the water distribution for every sprinkler was the same and does not change with time, it could be determined that the depth of irrigation water along the direction of the sprinkler is the same. Therefore, only the branch direction sprinkling uniformity degree needed to be considered, which can be representative of the entire area of the spraying uniformity. In this way, the concept of linear spraying uniformity is put forward. The uniformity of the LMIS is equal to the uniformity of the axial direction of the unit. The coefficient of uniformity CU (\%), developed by Christiansen (1942), was calculated using the following equation:

$$
\begin{equation*}
\mathrm{CU}=1-\frac{\Delta \bar{h}}{\bar{h}} \tag{5}
\end{equation*}
$$

When the point was adopted by affirmative grid,

$$
\begin{equation*}
\Delta \bar{h}=\frac{\sum_{i=1}^{n}\left|h_{i}-\bar{h}\right|}{n}, \bar{h}=\frac{\sum_{i=1}^{n} h_{i}}{n} \tag{6}
\end{equation*}
$$

where $h_{i}=$ water depth of calculated point $i, \mathrm{~mm} / \mathrm{h} ; \bar{h}=$ mean water depth of all calculated points, $\mathrm{mm} / \mathrm{h}$; and $n=$ total number of calculated points used in the evaluation.

Figure 6 represents the calculated sketch of spraying uniformity for LMIS. The K direction is the running direction and the $j$ direction is the axial of the unit. The water depth of $h_{j k}$ was as follows:

$$
\begin{gather*}
h_{11}=h_{12}=h_{13}=\cdots=h_{1 k}=h_{1} \\
h_{21}=h_{22}=h_{23}=\cdots=h_{2 k}=h_{2} \\
\cdots \cdots  \tag{7}\\
h_{j 1}=h_{j 2}=h_{j 3}=\cdots=h_{j k}=h_{j} \\
\text { Then, } \bar{h}=\frac{h_{11}+h_{12}+h_{13}+\ldots h_{1 k}+h_{21}+h_{22}+\ldots+h_{2 k}+h_{j 1}+h_{j 2}+\ldots h_{j k}}{n_{k} \cdot h_{j}} \\
\text { Then, } \bar{h}=\frac{h_{1}+h_{2}+h_{3}+\ldots+h_{j}}{n_{j}}=\sum_{i=1}^{j} h_{i} / n_{j}
\end{gather*}
$$

Here, $\bar{h}$ has been simplified to the average value of the depth of the axial point irrigation water. In the same way:

$$
\begin{align*}
\Delta \bar{h}=\frac{\left|\bar{h}-h_{11}\right|+\left|\bar{h}-h_{12}\right|+\ldots+\left|\bar{h}-h_{1 k}\right|+\ldots+\left|\bar{h}-h_{j 1}\right|+\ldots+\left|\bar{h}-h_{j k}\right|}{n_{k} \cdot n_{j}} \\
=\frac{n_{k}\left|\bar{h}-h_{1}\right|+n_{k}\left|\bar{h}-h_{2}\right|+\ldots+n_{k}\left|\bar{h}-h_{j}\right|}{n_{k} \cdot n_{j}}=\sum_{i=1}^{j} \frac{\left|\bar{h}-h_{i}\right|}{n_{j}} \tag{8}
\end{align*}
$$

This type has also been turned into an axial $\Delta \bar{h}$. The spray uniformity coefficient can be obtained after substitution of the axial $\bar{h}$ and $\Delta \bar{h}$ into Equation (5).


Figure 6. Calculated sketch of spraying uniformity for the LMIS.

### 2.4. Setup and Procedures of Indoor Experiment

The study site was located at the indoor facilities of the Research Center of Fluid Machinery Engineering and Technology, Jiangsu University (Jiangsu Province, China). Figure 7 shows the test plot for the LMIS mobile water distribution. The structure, built with several metal $40-\mathrm{mm}$-long and $20-\mathrm{mm}$-wide rectangular bars, was 12.0 m wide and the spray sprinkler could be adjusted from 0 to 2.5 m above the surface. Because only a short width $(12.0 \mathrm{~m})$ was tested, pressure variation through the measured width of the system was assumed to be negligible. The frame corners were equipped with four wheels and a winch was used to tow the system. The water source was a reservoir with a capacity of $60 \mathrm{~m}^{3}$. A $3.0-\mathrm{kW}$ electric centrifugal pump was connected to the water supplying pipe and a $36-\mathrm{mm}$ external-diameter hose pipe was used to supply water to the spray sprinkler. Manometers and valves were installed as required to control water supply during the experiments (as shown in Figure 1). Catch cans were used to collect the applied water. They were constructed from transparent plastic, with an inverted conical shape. The catch can opening was 200 mm for the inside diameter and the catch can height was 250 mm . Nine rows of catch cans were distributed along the direction of the vertical moving unit, and the distance and spacing of catch cans were 1 m each. The LMIS and the catch cans were installed in a plot with cement flooring. After the spraying test, the weighing method was used to calculate the depth of irrigation water for every catch can. The measured irrigation depth of the point values was taken with an average irrigation depth of the 9 rows of catch cans.


Figure 7. Test plot for the LMIS mobile water distribution.
Experiments were carried out at a constant pressure of 69 and 138 kPa , respectively, maintained by a 10- and 20-psi pressure regulator. The pulsing frequency towed by the winch was 1.0 cycle/min while operating the winch at percent-timer settings of $30,45,60,75 \%$, and $90 \%$, corresponding to the average moving speed of $1.5,2.3,3.3,4.0$, and $4.7 \mathrm{~m} \mathrm{~min}^{-1}$, respectively. These selected five values cover the range of duty cycles that are expected to be used in the field. A value of $100 \%$ is the same as normal operating conditions (constant sprinkler discharge) and zero percent is the same as operating the system
dry. All operating pressures and moving speeds were within the manufacturer's recommendations. The following standards [34-37] were adopted in the design of the experimental setup and in the experiment itself. The duration of each test was approximately 30 to 45 min . The applied water in the catch cans was read in a measuring cup with a volume of 500 mL and an accuracy of 5 mL . The read data were then converted to average irrigation depth by dividing the cross-sectional area of the catch can. A minimum of three replications were conducted for each pressure and moving speed combination, and data were averaged and used as the final experimental data. Flow rates from the two operating pressures used for the application depth tests were measured three times under the same operating conditions. A metal pipe was positioned over the sprinkler nozzles and the discharge water directed into a bucket for 2 min . Discharge volumes were then weighed with an electronic balance (Otimpa Corp, China) with 1 gram accuracy and converted into flow rate.

The average air temperature during testing was $20.8^{\circ} \mathrm{C}$ and ranged from $17.8^{\circ} \mathrm{C}$ to $22.4{ }^{\circ} \mathrm{C}$. The average relative humidity was $41 \%$ and ranged from $36 \%$ to $47 \%$. To verify the accuracy of the model, a moving superposed water quantity verification test was carried out. Taking into account the condition that the work at the beginning of the LMIS may not be stable, the moving procedure of the system was start-up and test data were collected after operating at the working pressure for more than 10 min .

## 3. Results and Discussion

The stable working state of the LMIS means the spraying speed is stable, and the working pressure of the spray head on the system is stable. The wind speed during the entire tests ranged from 0.0 to $0.12 \mathrm{~m} \mathrm{~s}^{-1}$ and was usually less than $0.1 \mathrm{~m} \mathrm{~s}^{-1}$. These data are not presented or discussed as the values were less than the lower threshold of the measuring equipment. The potential source of error in this study is any differences in evaporative conditions across the time period of the various tests. Although many studies have been conducted on evaporation during sprinkler irrigation, Schneider [38] noted that no more than $2 \%$ losses resulted from evaporation during use of sprinkler irrigation systems. For example, even under a condition of an average temperature of $26^{\circ} \mathrm{C}$, a relative humidity of $64 \%$, and a wind speed of $6.4 \mathrm{~m} / \mathrm{s}$, the measured evaporation was only $0.8 \%$ of total sprinkler discharge [39]. Therefore, due to the indoor experimental conditions without any wind effects in the study, this particular potential source of error was minimized. An indoor experiment was conducted to verify the accuracy of the model using the Nelson D 3000 spray head with a nozzle diameter of 5.16 mm at working pressures of 69 kPa and 138 kPa and at an elevation of 1.0 m above the soil surface.

### 3.1. Coefficient of Discharge

The results of measured flow rates of sprinkler irrigation nozzles used in this study are shown in Table 1. Analysis of the measured data were performed to find the influence of the geometrical parameters as well as the operating pressure on discharge of the sprinkler head, which can be expressed in terms of the discharge coefficient, $C$. The coefficient of discharge of the sprinkler is generally expressed as follows:

$$
\begin{equation*}
C=\frac{Q}{d^{2} \frac{\pi}{4} \sqrt{2 g H}} \tag{9}
\end{equation*}
$$

where $C$ is the coefficient of discharge, $Q$ is the flow rate of the sprinkler $\left(\mathrm{m}^{3} \mathrm{~h}^{-1}\right), d$ is the diameter of the nozzle (m), $g$ is the gravitational acceleration $\left(\mathrm{m} \mathrm{s}^{-2}\right)$, and $H$ is the pressure head (m).

As shown in Table 1, when using the fixed spray plate sprinkler, the measured nozzle flow rates ranged from 0.77 to $0.84 \mathrm{~m}^{3} \mathrm{~h}^{-1}$, with a mean value of $0.808 \mathrm{~m}^{3} \mathrm{~h}^{-1}$, and 1.15 to $1.22 \mathrm{~m}^{3} \mathrm{~h}^{-1}$ with a mean value of $1.183 \mathrm{~m}^{3} \mathrm{~h}^{-1}$ for the pressure regulators of specification 69 and 138 kPa , respectively. After calculating using Equation (8), the nozzle coefficients of discharge ranged from 0.880 to 0.960 with a mean value of 0.923 , and 0.929 to 0.986 with a mean value of 0.956 , for 69 and 138 kPa , respectively. From the aforementioned analysis, it was found that the coefficients of discharge fluctuated within a
small acceptable range under the same operating pressure, which could be attributed to the acceptable experimental error. Additionally, the coefficients of discharge obtained using the 138 kPa pressure regulator were higher than those obtained using the 69 kPa pressure regulator, which means that using a pressure regulator with a higher outlet pressure produced higher coefficients of discharge.

Table 1. Measured flow rates of sprinkler irrigation nozzles.

|  |  | $\mathbf{6 9} \mathbf{~ k P a}$ |  |  |  | $\mathbf{1 3 8} \mathbf{~ k P a}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Flow Rate, $\mathbf{m}^{\mathbf{3}} \mathbf{h}^{\mathbf{- 1}}$ | Nozzle I | Nozzle II | Nozzle III | Nozzle I | Nozzle II | Nozzle III |  |
| Replications |  | 0.8 | 0.79 | 0.8 | 1.16 | 1.21 | 1.22 |
| 1 | 0.84 | 0.83 | 0.81 | 1.18 | 1.17 | 1.15 |  |
| 2 | 0.77 | 0.8 | 0.83 | 1.21 | 1.16 | 1.19 |  |
| 3 | 0.80 | 0.81 | 0.81 | 1.18 | 1.18 | 1.19 |  |
| Mean |  |  |  |  |  |  |  |

### 3.2. Measured Water Distributions

Figure 8 represents the measured sprinkler intensity and fitting curve of radial points with a nozzle diameter of 5.16 mm and a height of 1.0 m at operating pressures of 69 kPa and 138 kPa , respectively.


Figure 8. Measured radial application rate and fitting curve for operating pressures of 69 kPa and 138 kPa .

As shown in Figure 8, the sprinkler nozzle wetting radius for 69 kPa and 138 kPa was 4.4 m and 5.7 m , respectively. The sprinkler head produced quite similar water application profiles under different operating pressures. The average values of the sprinkler head application rates varied from $3.2 \mathrm{~mm} \mathrm{~h}^{-1}$ to $92.8 \mathrm{~mm} \mathrm{~h}^{-1}$. The water application rate increased to a maximum value first and then decreased approximately linearly as the distance from the sprinkler increased. The maximum application rate was determined for the two analyzed pressures: $63.2 \mathrm{~mm} \mathrm{~h}^{-1}$ at distances of 1 m for 69 kPa , and $92.8 \mathrm{~mm} \mathrm{~h}^{-1}$ at 2 m from the sprinkler for 138 kPa . Starting from this distance, the application rate decreased until it reached the minima. For 69 kPa at 4 m , and 138 kPa at 5 m , the minimum values were 5.3 and $4.3 \mathrm{~mm} \mathrm{~h}^{-1}$, respectively. The application rates had large variability for all measured points. The applied water depths were extremely similar to the radial water depths, indicating that the water distribution pattern of individual sprinklers had a primary influence on the overall water application depth and distribution uniformity. The radial water distribution curve appeared as a saddle type, and had two sprinkler intensity peaks close to the sprinkler. The least squares method was used for curve fitting to simulate the water distribution characteristics, and the fitting degree was as high as 0.89 . Table 2 summarizes the measured application depths and corresponding CU values obtained with an LMIS average moving speed of 1.5, 2.3, 3.3, 4.0 and $4.7 \mathrm{~m} / \mathrm{min}$ under different operating pressures of 69 kPa and 138 kPa . For the various LMIS speeds, the application depth of 69 kPa varied from 1.3 to 4.2 mm with an average of 2.38 mm , the CU varied from $84.5 \%$ to $88.9 \%$ with an average of $86.58 \%$, and the standard deviation had an average of 0.16 ; the application depth of 138 kPa varied from 2.6 to 7.7 mm with an average of 4.08 mm , the CU varied from $85.9 \%$ to $89.8 \%$ with an average of $87.28 \%$, and the standard deviation had an average of 0.68 . It appeared that the application depth decreased as
the LMIS speed increased, which could be understood easily. The CU value did not linearly relate to the LMIS speed, which was interpreted as adjusting for unimportant variability on a small scale.

Table 2. Measured irrigation application depths and corresponding coefficient of uniformities under different operating pressures and LMIS speeds.

| Operating Pressure (kPa) | LMIS Speed $\left(\mathbf{m ~ m i n}^{\mathbf{- 1}}\right)$ | Application Depth (mm) | CU (\%) | Standard Deviation |
| :---: | :---: | :---: | :---: | :---: |
|  | 1.5 | 4.2 | 86.0 | 0.15 |
|  | 2.3 | 2.8 | 84.5 | 0.26 |
| 69 kPa | 3.3 | 2.0 | 88.7 | 0.12 |
|  | 4.0 | 1.6 | 88.9 | 0.12 |
|  | 4.7 | 1.3 | 84.8 | 0.15 |
|  | Mean | 2.38 | 86.58 | 0.16 |
|  | 1.5 | 7.7 | 87.0 | 0.75 |
|  | 2.3 | 4.2 | 89.8 | 0.82 |
|  | 3.3 | 3.1 | 87.2 | 1.00 |
|  | 4.0 | 2.8 | 85.9 | 0.47 |
|  | 4.7 | 2.6 | 86.5 | 0.36 |
|  | Mean | 4.08 | 87.28 | 0.68 |

### 3.3. Comparison of Application Depth and CU Values between Experimental Measured Data and Modeling Simulations

As shown in Sections 2.2 and 2.3, in the modeling for calculation of application depth and CU values of the sprinkler irrigation, the data from Figure 8 were used as the basic foundation, and the fitting curves were supposed to be regulated as elliptical, parabolic, and triangular shapes, respectively.

### 3.3.1. Application Depth

The simulated application depths were obtained with a constant spacing of 3.0 m for comparison. The data from Table 2 were used as the experimental measured data. As a further illustration of model validation of the application depth calculation, Figure 9 presents a comparison of application depth between measured data and model-simulated results at an operating pressure of 69 kPa and 138 kPa , respectively.


Figure 9. Comparison of application depth between experimental measured data and model-simulated results: (a) 69 kPa , (b) 138 kPa .

As seen from Figure 9, there appears agreement between the measured and simulated mean application depths. The measured data and model-simulated application depths for all the elliptical-, parabolic-, and triangular-shaped predictions decreased with an increasing average moving speed, which was in accordance with the analysis that slower moving speeds will result in more spraying water. The measured application depths were much larger than the triangular-shaped prediction simulated application depths and were just between the parabolic-shaped prediction and the elliptical-shaped prediction simulated application depths.

Compared to the experimental measured data at an operating pressure of 69 kPa , the simulated result was from $28.0 \%$ to $33.3 \%$ lower with an average of $30.9 \%$ for the triangular-shaped prediction,
from $4.0 \%$ to $11.1 \%$ lower with an average of $7.8 \%$ for the parabolic-shaped prediction, and from $4.7 \%$ to $13.1 \%$ higher with an average of $8.5 \%$ for the elliptical-shaped prediction, respectively. Compared to the experimental measured data at an operating pressure of 138 kPa , the simulated result was from $23.3 \%$ to $39.3 \%$ lower with an average of $32.0 \%$ for the triangular-shaped prediction, from $2.3 \%$ to $19.1 \%$ lower with an average of $10.2 \%$ for the parabolic-shaped prediction, and from $3.9 \%$ to $20.4 \%$ higher with an average of $8.7 \%$ for the elliptical-shaped prediction, respectively. Normally, the measured water depth is generally a slight deviation from the calculated value, caused by the fitting error, the testing error, evaporation and drift during the spraying process [40-42]. Therefore, it was determined that both the parabolic- and elliptical-shaped predictions were the acceptable shapes of the water distribution pattern, as they were closer to the measured application depth.

The measured application depth and model-simulated results based on overlapping the measured water distribution data of individual sprinklers were curved lines. Special attention was given to the development of empirical equations for water application depth with regard to moving speed. The curvilinear Equation (10) was regressed and Table 3 presents the equations of those profiles. The coefficient of determination $\left(R^{2}\right)$ for measured data ranged from 0.9698 to 0.9954 and for all the model simulations was 0.9946 .

$$
\begin{equation*}
\mathrm{p}=\mathrm{A} v^{2}-B v+C \tag{10}
\end{equation*}
$$

where p is the application depth $(\mathrm{mm})$ and $v$ is the LMIS speed $\left(\mathrm{m} \mathrm{min}^{-1}\right)$.
Table 3. Equations of water application depth with regard to moving speed.

|  | $\mathbf{6 9} \mathbf{~ k P a}$ |  |  |  | $\mathbf{1 3 8} \mathbf{~ k P a}$ |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\mathbf{A}$ | $\mathbf{B}$ | $\mathbf{C}$ | $\mathbf{R}^{\mathbf{2}}$ | $\mathbf{A}$ | $\mathbf{B}$ | $\mathbf{C}$ | $\mathbf{R}^{\mathbf{2}}$ |
| Measured data | 0.186 | 1.814 | 5.780 | 0.9954 | 0.529 | 4.331 | 11.26 | 0.9698 |
| Elliptical prediction | 0.231 | 2.140 | 6.461 | 0.9946 | 0.389 | 3.605 | 10.88 | 0.9946 |
| Parabolic prediction | 0.196 | 1.818 | 5.487 | 0.9946 | 0.330 | 3.061 | 9.240 | 0.9946 |
| Triangular prediction | 0.147 | 1.363 | 4.115 | 0.9946 | 0.248 | 2.300 | 6.930 | 0.9946 |

### 3.3.2. Coefficient of Uniformity

The simulated CU values were obtained using MATLAB calculations based on the basic foundation of application depth values from Figure 9. The combined CU values were calculated using the aforementioned method. The data from Table 2 were used as the experimental measured data. As a further illustration of model validation of CU calculations, Figure 10 presents the comparison of CU between experimental measured data and model-simulated results at an operating pressure of 69 kPa and 138 kPa , respectively.


Figure 10. Comparison of CU between experimental measured data and model-simulated results. (a) 69 kPa, (b) 138 kPa .

As seen in Figure 10, there appears agreement between the measured and simulated CU values. The simulated CU for all the elliptical-, parabolic-, and triangular-shaped predictions maintains a constant value and does not vary with increasing speed. It was determined that a different moving speed has an influence on the depth of irrigation water along the direction of the sprinkler, which varies at a same percentage and does not affect CU values; only the branch direction data affect the sprinkling CU degrees, which can be representative of the entire area of the spraying uniformity. Therefore, when the branch water distribution shape was determined as an elliptical, parabolic, or triangular prediction, the simulated CU keeps a constant value at different moving speeds. However, the measured CUs were variable for all moving speeds. The range of combined CU values at different pressures were as follows: $84.5 \%$ at a moving speed of $2.3 \mathrm{~m} \mathrm{~min}^{-1}$ to $88.9 \%$ at a moving speed of $4.0 \mathrm{~m} \mathrm{~min}^{-1}(69 \mathrm{kPa})$, and $85.9 \%$ at a moving speed of $4.0 \mathrm{~m} \mathrm{~min}^{-1}$ to $89.8 \%$ at moving speed of $2.3 \mathrm{~m} \mathrm{~min}^{-1}$ ( 138 kPa ). It was determined that the measured CU values with regard to moving speed fluctuated within a small range, and could be attributed to the acceptable fitting and experimental error.

Compared to the experimental measured data at an operating pressure of 69 kPa , the simulated CU value was $93.5 \%$ and of an absolute deviation rate from $5.2 \%$ to $10.7 \%$ with an average of $8.0 \%$ for the triangular-shaped prediction, $92.5 \%$ and of an absolute deviation rate from $4.0 \%$ to $9.5 \%$ with an average of $6.9 \%$ for the parabolic-shaped prediction, and $89.3 \%$ and of an absolute deviation rate from $0.4 \%$ to $5.7 \%$ with an average of $3.2 \%$ for the elliptical-shaped prediction, respectively. Compared to the experimental measured data at an operating pressure of 138 kPa , the simulated CU value was $92.0 \%$ and of an absolute deviation rate from $2.4 \%$ to $7.1 \%$ with an average of $5.4 \%$ for the triangular-shaped prediction, $90.4 \%$ and of an absolute deviation rate from $0.7 \%$ to $5.2 \%$ with an average of $3.6 \%$ for the parabolic-shaped prediction, and $87.9 \%$ and of an absolute deviation rate from $0.8 \%$ to $2.3 \%$ with an average of $1.6 \%$ for the elliptical-shaped prediction, respectively.

From the aforementioned analysis, it was determined that for the parabolic- and elliptical-shaped predictions, the deviations of the points are within $5 \%$ except for several cases at a moving speed of 2.3 and $4.0 \mathrm{~m} \mathrm{~min}^{-1}$. This deviation may result from inaccurate measurement of the effective wetted widths. Generally, the simplified model has a high computational accuracy, which could be brought into Equation (5) to further calculate the LMIS spraying uniformity. The comparison of measured and model-simulated data indicated that the measured water distribution pattern of individual sprinklers could be represented both as an elliptical- or parabolic-shaped prediction, which was accurate and reliable for simulating the application performance of the LMIS and verified that the calculation of application depth and CU values shown in this work is applicable in practice.

In short, a new model of the LMIS has been developed and a sprinkler irrigation system was specifically manufactured as an experimental sample to verify the accuracy of the model. The differences in model accuracy owing to different operating pressures were not significant, and the moving speed of the LMIS did not appear to influence model accuracy either. Comparisons between experimental data and model simulations revealed that the model can accurately predict water application depth and CU values along the LMIS. Although the model was developed and validated for linear moving systems, it could be readily used for center pivots, which constitute a simplification of the calculation approach adopted.

## 4. Conclusions

This study presents a model of application depth and uniformity for the LMIS. Based on the obtained results and the conditions in which this trial was carried out, the following can be concluded:

At an operating pressure of 69 kPa and 138 kPa , the sprinkler nozzle wetting radius was 4.4 m and 5.7 m , respectively. The sprinkler head produced quite similar water application profiles, which appeared as a saddle type and had two sprinkler intensity peaks close to the sprinkler.

Compared to the experimental measured data at operating pressures of 69 kPa or 138 kPa , the simulated application depth was on average $30.9 \%$ or $32.0 \%$ lower for the triangular-shaped prediction, $7.8 \%$ or $10.2 \%$ lower for the parabolic-shaped prediction, and $8.5 \%$ or $8.7 \%$ for the
elliptical-shaped prediction, respectively. The curvilinear equations for the measured application depth and model-simulated results were regressed and the coefficient of determination ( $\mathrm{R}^{2}$ ) was from 0.9698 to 0.9954. The simulated CU was an average deviation rate of $8.0 \%$ or $5.4 \%$ for the triangular-shaped prediction, $6.9 \%$ or $3.6 \%$ for the parabolic-shaped prediction, and $3.2 \%$ or $1.6 \%$ for the elliptical-shaped prediction, respectively.

This study indicates that a sprinkler irrigation system for the LMIS that is both elliptical and parabolic in shape could be considered as far as application depths and CU values are concerned. The model can therefore be further developed to provide a useful tool for LMIS design and management.
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