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Preface to ”Symmetry in Renewable Energy

and Power Systems”

The study of power systems is closely related with symmetry. For example, multiphase power

systems are inherently symmetric. The study of symmetrical and asymmetrical faults in power

systems is a critical issue. The phase sequence arrangements of multicircuit overhead lines on

the same tower directly affects the symmetry of power transmission systems, which influences the

operation of power grid and relay protection. Moreover, symmetry is a topic of intensive investigation

in the analysis of grid interconnection, including symmetrical and asymmetrical network parameters

in smart grid infrastructures. In renewable energy, the symmetry is present in the layout of wind

power plants or photovoltaic plants, among others, while the performance of solar systems can

differ if they are used with symmetric and asymmetric concentrating CPC collectors. Therefore,

investigations related to symmetry in power systems and renewable energy will favor the advance in

these disciplines.

Raúl Baños Navarro, Alfredo Alcayde
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Abstract: In this study, the voltage stability margin for direct current (DC) networks in the presence of
constant power loads is analyzed using a proposed convex mathematical reformulation. This convex
model is developed by employing a second-order cone programming (SOCP) optimization that
transforms the non-linear non-convex original formulation by reformulating the power balance
constraint. The main advantage of the SOCP model is that the optimal global solution of a problem
can be obtained by transforming hyperbolic constraints into norm constraints. Two test systems are
considered to validate the proposed SOCP model. Both systems have been reported in specialized
literature with 6 and 69 nodes. Three comparative methods are considered: (a) the Newton-Raphson
approximation based on the determinants of the Jacobian matrices, (b) semidefinite programming
models, and (c) the exact non-linear formulation. All the numerical simulations are conducted using
the MATLAB and GAMS software. The effectiveness of the proposed SOCP model in addressing
the voltage stability problem in DC grids is verified by comparing the objective function values and
processing time.

Keywords: convex reformulation; direct current networks; non-linear optimization; numerical
example; second-order cone programming; voltage stability margin

1. Introduction

Direct current (DC) electrical networks are promising grids capable of supplying multiple users
at different voltage levels from high-voltage DC (HVDC) to low-voltage DC (LVDC) in monopole or
bipole configurations [1,2]. The implementation of DC technologies avoids the need for managing
reactive power or frequency, in contrast to their alternating current (AC) counterparts. This is an
important advantage that makes DC grids easily controllable and operable. Additionally, power losses
are lower, and voltage profiles are better in DC grids than in AC systems. Hence, DC networks are
more efficient than AC networks [3,4].

Two types of strategies are used to analyze DC electrical networks: dynamical and static
approaches. The first strategy is executed in the time domain and is used for developing primary
and secondary controllers in power electronic DC-DC converters [5,6]. The second type of analysis,
i.e., static studies, is used to determine all the state variables under stationary conditions. The most
typical types of analysis are power flow analysis [3], optimal power flow studies [2], economic dispatch
approaches [7], and voltage stability analysis [8,9]. In addition, these approaches are combined with
the optimal sizing and location of distributed generators for DC grids [10].

Symmetry 2020, 12, 1587; doi:10.3390/sym12101587 www.mdpi.com/journal/symmetry1
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In this study, we focus on the voltage stability calculation for DC grids. This is a non-linear
non-convex optimization problem recently analyzed in specialized literature, and few approaches
for this task have been reported. In [9], a semidefinite programming (SDP) model was proposed by
guaranteeing a global and unique solution. Nevertheless, the complexity of this model is mainly due
to the quadratic increase in the number of variables and the semidefinite requirements of the matrix
that contains all the voltage variables; this causes longer computational times when the number of
nodes in the DC system increases. The authors of [8] presented a linear matrix inequalities formulation
to determine the maximum load increments in a small DC grid composed of two constant-power loads.
However, this approach cannot be extended for multiple loads, because the resulting equations are
unsolvable using analytical methods. The authors of [11] employed the classical Newton–Raphson
method in conjunction with a linear search to determine the maximum load increment. This is
performed by observing the sign variation in the Jacobian matrix in the power flow equations.
This method is easily implementable; however, the selection of the step size has an undesirable
influence on the final solution. In [12], the voltage stability margin problem in DC grids was solved by
incorporating the non-linear formulation into an optimization package known as the general algebraic
modeling system (GAMS). Even though this software is efficient for solving non-linear problems, it is
not possible to guarantee a global solution to the problem, because the calculations are usually stuck
in local solutions.

Unlike in previous works, in this study, a second-order cone programming (SOCP) model is
proposed to address the voltage stability margin calculation in DC grids. The main advantage
of this approach is that it guarantees a global optimum and unique solution by transforming the
exact non-linear non-convex optimization problem into a convex problem [13,14]. In addition,
this approach has not been previously proposed for the analysis of voltage stability in DC networks.
Therefore, there is a gap in the literature that this study tries to fulfill. The convex approach has
lower computational requirements than SDP approaches because it avoids semidefinite matrices in
its formulation.

Even if recently reported approaches typically use the exact non-linear formulation
(GAMS solvers) and heuristic searches (Newton-Raphson) [11,12] because of the non-convexities
introduced by the power balance constraints, it is not possible to ensure a global optimum, even if for
both test feeders these solutions coincide with convex approaches, i.e., the semidefinite programming
model [9] and the newly proposed SOCP model.

The remainder of this paper is organized as follows: Section 2 presents the classical non-linear
non-convex formulation of the voltage stability calculation in DC grids. Section 3 shows the proposed
second-order cone programming reformulation and its main assumptions for developing a convex
mathematical model. Section 4 presents a small numerical example with three nodes to demonstrate
the effect of the load increment and the voltage collapse problem. Section 5 shows the numerical
implementation of the proposed SOCP model in two test systems, namely an HVDC network and a
medium-voltage DC (MVDC) grid. Section 6 presents the main conclusions drawn from this research.

2. Non-Linear Programming Formulation

The determination of the point of the voltage collapse in electrical DC networks with constant-power
loads is formulated as a non-linear non-convex optimization problem [9]. The non-convexities of this
problem are related to the power balance equations in the presence of constant-power loads, as these
expressions emerge as a hyperbolic relation between voltage and power that generates non-affine
equality constraints [8]. The complete optimization model for analyzing the point of voltage collapse
in DC grids is formulated as follows:

Objective function:

max z =
n

∑
i=1

(1 + λi) pd
i , (1)

2
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where z is the value of the objective function related to the maximum power consumption possible in
the DC grid; λi represents the decision variable associated with the increment in the constant-power
load at each node; and pd

i is the constant power consumption connected to node i. Please note that n is
the total number of nodes in the DC grid. In addition, the objective function (1) is linear, which makes
it convex in the solution space.

Set of constraints:

pg
i − (1 + λi) pd

i = vi

n

∑
j=1

gijvj, i ∈ N , (2)

vmin
i ≤ vi ≤ vmax

i , i ∈ N , (3)

pg,min
i ≤ pg

i ≤ pg,max
i , i ∈ N , (4)

λi ≥ 0, i ∈ N (5)

where pg
i represents the power generation by the voltage-controlled nodes (i.e., slack nodes) connected

to node i; gij corresponds to the conductance effect that relates nodes i and j and is considered to be
a constant parameter that depends on the node interconnections. vi and vj are the voltage variables
associated with nodes i and j, respectively, and are lower- and upper-bounded by vmin

i and vmax
i ,

respectively. Finally, pg,min
i and pg,max

i correspond to the minimum and maximum power generation
bounds in the slack nodes, respectively.

Remark 1. Please note that the decision variables in the problem of determining the stability margin in DC
networks shown in (1)–(5) correspond to the loadability parameter λi as well as the voltage profiles in all the
nodes, i.e., vi and the power generation in the constant-voltage sources. This suggests that the solution of this
problem involves the simultaneous determination of all these variables, which maximizes the chargeability of the
grid [12].

The optimization model defined in (1)–(5) receives the following interpretation: Equation (1) is the
objective function that corresponds to the maximization of the total power consumption admissible in
all the nodes immediately before reaching the point of the voltage collapse. Equation (2) is the power
balance constraint. Equation (3) defines the power capabilities in all generation nodes. Equation (4)
determines the voltage bounds admissible for secure operation of the DC grid under normal operative
scenarios, and Equation (5) determines the positiveness nature of the loadability variable.

Remark 2. If the variable λi is zero for all the nodes, then the mathematical model (1)–(5) corresponds to
the classical power flow problem for DC grids, which can be solved using classical methods, such as the
Gauss–Seidel [2], Newton–Raphson [3] or successive approximation methods [15], among others. All these
approaches can guarantee the existence and uniqueness of the solution under well-defined voltage conditions
through fixed-point theorems.

Please note that the objective of voltage stability analysis is to determine the maximum power
increments in all the constant power loads that carry the DC system to the voltage collapse. Hence,
the constraints related to generation capabilities in slack nodes, and voltage bounds in all the nodes
are relaxed [12]. Therefore, these constraints are neglected when the objective of the problem is to
determine the point at which all the nodes have a voltage collapse [11].

Remark 3. Even though non-linear optimization methods such as the interior-point or gradient-descent methods
can solve model (1)–(5), there is no guarantee of reaching the global optimum because of the non-convexity of the
power balance constraints.

3
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The mathematical problem (1)–(5) is transformed into a convex one using semidefinite
programming or SOCP to guarantee the uniqueness of the mathematical solution of the voltage
stability margin determination in DC grids [9,16]. We used the SOCP to solve the voltage stability
determination problem, which represents the main contribution of this study. The SOCP model is
described in the next section.

Convexity Test

To demonstrate that the power balance equations in DC networks represent a set of non-linear
non-convex constraints, we present a small numerical example as follows: consider a DC power system
composed of 3 nodes (see the test feeder presented in Section 4), i.e., one voltage-controlled node and
two constant-power loads. For this example, let us rewrite the power balance equation at node 2 using
the per-unit (p.u.) representation.

−pd2 = G20v2v0 + G21v1v2 + G22v2
2, (6)

for simplicity, let us consider that pd2 = 1/4 p.u, v0 = 1 p.u, G20 = −1/2 p.u, G21 = −1/2 p.u,
G22 = 1 p.u, v1 = x, and v2 = y, which produces:

2y2 − xy − y +
1
4
= 0. (7)

If we plot the non-linear function (7), the curve illustrated in Figure 1 is obtained. Please note
that the solution space is given by the red curve, which implies that it is convex only if a linear
combination tx1 + (1 − t)x2 = x is contained in the curve, where t is a real number between 0 and 1.
In Figure 1, it can be observed that the line points generated (blue line) by the linear combination are
outside the red curve (except the extreme points). This means that the constraint (7) is non-convex.
Hence, the power balance constraints in power flow analysis generate a non-convex solution space.
This implies that it is impossible to ensure a global optimum in power flow analysis.

0.1 0.15 0.2 0.25 0.3 0.35 0.4 0.45 0.5 0.55 0.6 0.65 0.7 0.75 0.8 0.85 0.9 0.95 1 1.05 1.1
0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

1.1

x1

x2

x

Figure 1. Numerical test to show the non-convexity of the power balance equations.

3. Second-Order Cone Programming Formulation

The SOCP formulation is a component of optimization convex models. This is an approach
that has gained considerable importance in engineering because it can solve a family of convex
problems reliably and efficiently by guaranteeing a unique solution (global optimum) [17]. The SOCP
formulation minimizes a linear function over a convex region, which consists of the intersection of
second-order cones with an affine linear space [18].

To transform the problem of the voltage stability margin (formulated from (1)–(5)) into an SOCP
model, it is important to mention that the only one non-convex constraint represents the power balance

4
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Equation (2). To perform this transformation, we focus on the product between voltage variables, i.e.,
vivj, by redefining a new variable y as follows:

yij = vivj, , (8)

Now, if we multiply (8) by yij, then, the following result yields

y2
ij = v2

i v2
j ↔

∣∣∣∣yij
∣∣∣∣2 = ||vi||2

∣∣∣∣vj
∣∣∣∣2 , (9)

where the pre-multiplication by vivj is required to transform the hyperbolic relation between voltages
into a conic constraint [19].

Please note that this relaxation is possible because all the voltage variables must be positive for
satisfactory operation of DC grid, including in extreme cases, such as the voltage stability margin
analyzed in this study.

In (9), it is possible to substitute expression (8), which yields the following result

∣∣∣∣yij
∣∣∣∣2 = yiiyjj. (10)

Please note that (10) is still non-linear non-convex, which implies the need for a relaxation. The first
step is to relax the equality constraint using an inequity as follows:

∣∣∣∣yij
∣∣∣∣2 ≤ yiiyjj. (11)

Remark 4. Please note that the relaxation of the equality imposition by a lower-equality imposition is required
at any conic approximation because equality implies that the solution is only in the contour of the cone.
The lower-equal symbol implies that all the points inside the cone are possible solutions, including the contour of
the cone, which implies that this relaxation passes the convexity test presented in Section 2 [20].

Theorem 1. Hyperbolic constraint (11) can be transformed into a conic constraint as follows:∣∣∣∣∣
∣∣∣∣∣ 2yij

yii − yjj,

∣∣∣∣∣
∣∣∣∣∣ ≤ yii + yjj. (12)

Proof. Let us elevate to square both sides of the expression (12), which yields

∣∣∣∣∣
∣∣∣∣∣ 2yij

yii − yjj,

∣∣∣∣∣
∣∣∣∣∣
2

≤
(
yii + yjj

)2 , (13)

This expression can be rewritten as follows:

∣∣∣∣∣
∣∣∣∣∣ 2yij

yii − yjj,

∣∣∣∣∣
∣∣∣∣∣
T ∣∣∣∣∣
∣∣∣∣∣ 2yij

yii − yjj,

∣∣∣∣∣
∣∣∣∣∣ ≤ (

yii + yjj
)2 . (14)

Now, if we expand all the components in (14), then the following result is obtained:

4y2
ij + y2

ii − 2yiiyjj + y2
jj ≤ y2

ii + 2yiiyjj + y2
jj,

4y2
ij ≤ 4yiiyjj

y2
ij ≤ yiiyjj, (15)

Please note that (15) is the same as to (11), and the proof is complete.

5
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Because the power flow constraint can be rewritten as a set of convex restrictions, the equivalent
SOCP model representing the problem of maximum loadability in DC networks with constant-power
loads can be rewritten as follows:

Objective function:

max z =
n

∑
i=1

(1 + λi) pd
i , (16)

Set of constraints:

pg
i − (1 + λi) pd

i =
n

∑
j=1

gijyij, i ∈ N , (17)

∣∣∣∣∣
∣∣∣∣∣ 2yij

yii − yjj,

∣∣∣∣∣
∣∣∣∣∣ ≤ yii + yjj, i, j ∈ N (18)

vmin
i vmin

j ≤ yij ≤ vmax
i vmax

j , i, j ∈ N , (19)

pg,min
i ≤ pg

i ≤ pg,max
i , i ∈ N , (20)

λi ≥ 0, i ∈ N (21)

Remark 5. Mathematical models (1)–(5) and (17)–(21) are equivalent in (18) if it is guaranteed that the quality
characteristic will be maintained in (19).

Remark 6. To retrieve the original optimization variables in the SOCP model described in (17) to (21),
the following expression can be used:

vi =
√

yii, i ∈ N , (22)

4. Graphical Example

Here, we considered a small DC test feeder composed of three nodes (one of them is the slack
node) and two constant-power loads connected to nodes 1 and 2, respectively. This system is used to
show the voltage stability margin, i.e., the region of secure operation, graphically. The topology of this
test feeder is presented in Figure 2. For this test system, 1000 W and 24 V are considered the power
and voltage bases, respectively.

−
+

1 2
40mΩ 60mΩ

200 W 2Ω 150 W 1.5Ω24 V

Figure 2. Small test feeder with two constant power loads.

Figure 3 shows the numerical behavior of the voltage collapse point when different increments
have been used at the point of connection of the constant-power loads. Please note that point
O is the solution of the classical power flow problem when all λi are fixed as zero; this point is
(v1, v2) = (0.9312, 0.8783). From this initial point, we evaluate the evolution of the voltage collapse
in the DC grid when its constant-power loads increase. Trajectory O–A shows the evolution of the
voltage at load nodes when it is increased only at the load connected at node 1, with the load at node 2
being fixed as 0.15 p.u. Please note that point A presents the maximum reduction in both load voltages
at the same time, i.e., (v1, v2) = (0.4802, 0.4265); both voltages are observed to be lower than 0.5000 p.u.

6
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In addition, these points represent the maximum objective function possible in this numerical example,
which is z = 3.4304 p.u, when λ1 = 15.4021. Trajectory O–B shows the evolution of the voltage
in the DC system when both loads are increased by the same magnitude, i.e., λ1 = λ2 = 5.5319.
These increments in the loads produce a maximum objective function of 2.2862 p.u, where one voltage
is higher than 0.6500 p.u (see node 2), and the other node is lower than 0.4500 p.u (see node 3).
This behavior implies that node 3 conditioned the stability margin behavior of this test system since
it is more sensitive to load changes than node 2 is. On the other hand, trajectory O–C presents the
voltage evolution of the numerical example when the load connected to node 2 is increased, with the
load at node 1 fixed as 0.20 p.u. This trajectory shows that the voltage at node 2 decreases until 0.4534,
while the voltage at node 1 remains upper that 0.7600 p.u. This behavior confirms that node 2 has a
lower possibility of increasing its load consumption since the voltage collapse point is reached when
the total load of the DC system is 1.4611 p.u, which is the minimum objective functions across the three
cases analyzed. Please note that in Table 1 the numerical behavior of the voltage stability problem in
DC networks resumes when constant-power loads start to increase.

0.4 0.5 0.6 0.7 0.8 0.9 1
0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

A B
C

O

Feasible solution region

Infeasible solution regionStability frontier

v1 [p.u.]

v 2
[p

.u
.]

Figure 3. Voltage collapse trajectories followed by different increments in the constant power
consumptions per node.

Table 1. CPL increments for the different simulation cases.

Trajectory λ1 λ2 Collapse Point (v1, v2) z [p.u.]

O–A 15.4021 0 A (0.4802,0.4265) 3.4304
O–B 5.5319 5.5319 B (0.6776,0.4151) 2.2862
O–C 0 7.4076 C (0.7613,0.4534) 1.4611

It is important to mention that the results presented in this numerical example have differences
lower than 1 % when compared with that in the heuristic approach based on Newton–Raphson
sensitivities [11].

Remark 7. The point of voltage collapse in DC radial networks depends on the location of the load node.
Hence, it is possible to conclude from the numerical example that loads connected to the final nodes have lower
possibilities of incrementing their consumption when compared with loads near the slack source.

5. Test Systems and Simulation Results

In this section, we present the test system configuration and the numerical results obtained
by solving the stability margin calculation problem with different methodologies reported in the
specialized literature.

7
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5.1. Test System Configurations

To validate the proposed SOCP model for voltage stability calculations in DC networks,
we consider the testing feeders reported in [11]. The first DC network corresponds to the high-voltage
DC (HVDC) network, and the second network is an MVDC radial network. The topologies of the test
feeders are illustrated in Figure 4. All the numerical information related to load consumption and
branch parameters can be obtained from [11].

(a) Six-terminal HVDC grid

(b) 69-node test feeder

4

2 3

1
5

6

dc
ac

dc
ac

dc
ac dc

ac

dc
ac

slack

- + 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27

36 37 38 39 40 41 42 43 44 45 46

47 48 49 50 53 54 55 56 57 58 59 60 61 62 63 64 65 66 67 68 69

51

52

28 29 30 31 32 33 34 35

Figure 4. Electrical configuration of the test systems.

5.2. Numerical Validation

The proposed SOCP formulation was validated by being compared with approaches reported in
the specialized literature. The interior point was used for solving the exact non-linear programming
formulation (IP-NLP), the Newton–Raphson formulation based on determinants of Jacobian matrices
(NR-DJM), and SDP formulations [9,11]. These methodologies were implemented in MATLAB
and GAMS.

Table 2 presents the maximum loadability factor, i.e., λ, for the HVDC and MVDC systems.
Please note that the proposed SOCP model allows for reaching the optimal global solution of
this problem for both test systems since it is a convex transformation of the exact non-linear
non-convex problem.

Table 2. Voltage stability index for the HVDC and MVDC test feeders.

Test System NR-DJM IP-NLP SDP SOCP

HVDC 5.6588 5.6588 5.6588 5.6588
MVDC 3.0200 3.0200 3.0067 3.0200

In the case of the HVDC system, the proposed solution technique, i.e., the SOCP model, as well as
the comparative methods, reach the same loadability factor (λ = 5.6588) for all the nodes. In contrast,
for the MVDC system, the SDP model presents an underestimation of the loadability factor when
compared with the global optimum, i.e., 3.0200. This error is approximately 0.44% when the SDP is
compared with NR-DJM, IP-NLP, and the proposed approach.

8
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In terms of the computational performance with respect to the processing times required to solve
the voltage stability margin problem, all the methodologies listed in Table 2 require between 0.25 s and
30 s in the case of SOCP. In the case of the proposed approach, for the HVDC system, the processing
time is 0.28 s, while for the MVDC, the time is 4.611 s. These results confirm that the proposed SOCP
model is more efficient when compared with the NR-DJM (4.19 s and 21.11 s), SDP (0.30 s and 12.44 s),
and the IP-NLP (0.28 s and 3.57 s) models reported in [11].

In the case of the NR-DJM, it is difficult to select the heuristic parameter α reported in [11] to
determine the convergence of the algorithm. In case of the 69-node test feeder, before the voltage
collapse (λ = 3.01), the DJM is approximately 3.1856 × 10268, and at the point of the voltage-collapse,
it is approximately −7.9939 × 10265. This implies that the tuning of this heuristic search requires
multiple power flow evaluations. An additional complication of the NR-DJM approach is the selection
of the step δ, because large values of this parameter make the algorithm faster but sacrifice precision,
while small values increase the precision of the method. Large values also increase the computational
time required for the solution of the problem. In other words, even if the NR-DJM method is intuitive
and easy to implement, it requires adequate parametrization of the algorithm, which makes it highly
dependent on the programmer. However, this is not the case with the proposed SOCP approach;
this approach does not require any adjustment parameter.

Figure 5 depicts the voltage profile for the power flow problem considering all the chargeability
factors as zero and the voltage collapse point when all the constant-power loads increase in the
same magnitude.
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Figure 5. Voltage behavior in the test system for the initial state of load and voltage collapse: (a) HVDC
test system, and (b) MVDC test feeder.

From Figure 5, it is possible to extract the following behaviors:
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� The HVDC test feeder with its meshed structure maintains voltages higher than 0.50 p.u. until
the voltage collapse scenario. Please note that node 4 presents the lower voltage profile with
0.5114 p.u., which is a radial extension of this HVDC system.

� The voltage collapse in the MVDC test feeder is evident long after node 57 and onward.
This situation occurs in this part (node 57 and onward) of the test feeder since the total load is
more significant than regarding routes. Voltage collapse occurs when the maximum voltage drop
is 0.4610 p.u. at node 69.

� In both test systems, the voltage collapse occurs when voltages are lower than 0.55 p.u; while the
total load consumptions increase at least three times. This behavior implies that the power system
protection disconnects this system before the voltage collapse occurs because of the high currents
flowing through the branches.

6. Conclusions and Future Work

A convex reformulation of the voltage stability margin determination in DC networks with
constant-power loads was proposed in this paper based on a second-order cone formulation.
This model guarantees a global optimum for the problem by approximating the hyperbolic
constraints related to the power flow problem. Numerical results, in comparison with those of
the Newton–Raphson, SDP, and interior-point approaches, show the efficiency of the proposed SOCP
formulation in terms of the objective function calculation and processing times required.

An analysis of voltage stability margin in DC grids enabled the determination of the maximum
range of load increments before the collapse of the network. This is important because utilities can
use these results for planning and grid reposition procedures (changes in the size of conductors,
substations, grid topology) to avoid blackouts when new users are interconnected.

In future work, it will be possible to extend the convex SOCP formulation presented in this paper
for optimal power flow analysis, i.e., economic dispatch, in DC networks considering daily operation
with a high penetration of renewable energy resources and batteries.
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Abstract: As an effective carrier of renewable distributed power sources, such as wind power and
photovoltaics, microgrids have attracted increasing attention as the energy crisis becomes more serious.
This paper focuses on the symmetry between the dynamic optimal dispatch and the coordinated
control of islanded microgrid to determine the optimal system configuration that can reliably meet
energy needs. In order to solve energy management problems, operating costs and environmental
benefits, a novel methodology that combines dynamic optimal dispatch and Grey Wolf Optimizer
(GWO) is developed in this study to obtain the best output of different system components. This is to
minimize the total cost of microgrid power generation and reduce pollutant emissions. In addition,
a comparison is carried out between GWO and Particle Swarm Optimization (PSO). Moreover,
the comparison between system configurations in six different scenarios and the effectiveness of
GWO in solving optimization problems are presented. Finally, the simulation results show that GWO
is more effective than PSO in determining the optimization parameters and the utilization rate of
renewable energy in different scenarios is up to 92.96%. The simulations and experimental results
verify the successful performance of the research method proposed in this study.

Keywords: dynamic optimal dispatch; wind turbine; photovoltaic; Grey Wolf Optimizer (GWO);
energy management

1. Introduction

As the energy crisis becomes more serious, renewable distributed power sources, such as wind
power and photovoltaics have gradually been developed, and microgrids are attracting further
attention [1]. A microgrid is a small power generation and distribution system that integrates
distributed power sources, energy storage devices, loads, and protection devices, and with the
characteristics of flexible, reliable and safe power supply [2].

In order to use all kinds of energy reasonably and effectively, the microgrid energy scheduling
meets certain constraints and load demands, and rationally dispatch energy and energy storage devices,
which can effectively reduce operating costs and improve environmental benefits [3]. The energy
dispatch of the microgrid is a key content in the related research problems of the microgrid. The factors
considered in the dispatch model will affect the final dispatch result. Its purpose is to reasonably
allocate the various loads under the premise of meeting the normal demand of all loads [4]. The output
of the unit minimizes the total operating cost of the microgrid, thereby achieving the best economic
benefits [5]. Dey et al. [6] studied the economic dispatch of a grid-connected renewable integrated
microgrid system. Yuan et al. [7] proposed an energy management strategy based on hybrid prediction
for the data interruption. Xin Li, et al. [8] considered that the microgrid environment/economic dispatch
is a complex multi-objective optimization problem and reduced specific requirements for algorithm
performance. Tiaan et al. [9] studied a multi-objective optimization model for multi-microgrid systems,
which can not only minimize operating costs, but also reduce emissions.
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Most of these papers use a static optimization scheduling model that aim to minimize the
operation cost of the microgrid. Since the research on the economic optimal scheduling of the microgrid
focuses on the operating economy after the system is built, the construction investment cost of
the microgrid are not considered in most models, and the correlation between each time period is
usually ignored. Each time period is independently optomised [10]. Compared with traditional
power grids, the optimal dispatch of microgrids is more complicated, and traditional optimization
methods cannot achieve optimal dispatch results. Various optimization methods based on artificial
intelligence have the characteristics of fast convergence speed and not easy to fall into the local
optimum. These optimization methods mainly include: Genetic Algorithm (GA) [11,12], PSO [13],
and GWO [14]. However, GA and PSO also have their own disadvantages. The non-directional
mutation of GA is its basic disadvantage. Likewise the convergence speed of PSO is not fast enough.
In addition, the diversity of PSO is not enough, and it takes a long time to adjust the parameters in
the optimization strategy. This paper uses PSO and GWO to compare and verify the effectiveness
and accuracy of GWO in optimal scheduling. Naderi et al. [15] used fuzzy based hybrid PSO-DE to
perform multi-objective economic emission dispatch on 10, 40 and 160 unit systems consider power
loss, ramp rate, prohibited operating zones and valve point effects. In [16], a new multi-objective GWO
for Optimal Reactive Power Dispatch (MORPD) is studied, which minimizes voltage deviation and
active power loss (http://hainan.weather.com.cn/skjc/index.shtml).

Although a lot of work has been done in the above research on optimal dispatch of microgrid
systems, none has studied dynamic optimal dispatch in conjunction with GWO. Instead, they use
other intelligent algorithms to solve the optimization problem or study the static optimal dispatch of
the microgrid. This paper proposes a new technology that combines dynamic optimal dispatch and
GWO to achieve symmetry between the lowest operating cost of microgrid system and coordinated
control of various devices. In addition, the proposed GWO is compared with the classic PSO to
prove the effectiveness of the proposed method for dynamic optimal scheduling of microgrid systems.
The comparison clearly shows that GWO has better performance, and has very fast convergence and
balance in system optimization, which can avoid local optimization. The case study in this paper takes
the Sanya region of China as an example. The region has 2534 h of sunshine throughout the year and
has sufficient light.

The rest of this paper is organized as follows: The mathematical modeling of the microgrid
components is elaborated in Section 2. The establishment of the objective function is described in
Section 3. The constraints in the system are described in Section 4. In Section 5, the strategy of dynamic
optimization scheduling for the system is outlined, and the GWO is introduced. Finally, the simulation
results of the case study are presented and analyzed.

2. Mathematical Modeling

The basic structure of the microgrid is shown in Figure 1. The structure of the microgrid system
includes wind power generation system (WT), photovoltaic power generation system (PV), energy
storage system (ess), diesel generator (DG), and four power loads. Among them, as the micro power
source of the main output unit in the microgrid, wind and solar power generation units use natural
energy to generate electricity [16], which does not produce any pollutants but as natural resources,
they also have their own limitations [17]. Restricted by natural conditions, randomness, volatility and
intermittent characteristics have also become the inherent attributes and difficulties of clean energy
power generation [18]. As an important coordination part of the system, the battery energy storage
system is mainly used to coordinate the supply and demand balance of the microgrid, which plays a
role in cutting peaks and filling valleys and smoothing fluctuations [19,20]. The backup power supply
is used as a supplement to the microgrid power generation unit to ensure that some important loads in
the microgrid system can be continuously and uninterrupted in the event of an emergency. Finally,
each distributed unit in the microgrid is controlled by the microgrid energy management system to
coordinate to form a unified system and maintain safe and stable operation.
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Figure 1. Basic structure diagram of islanded microgrid.

2.1. Model of Wind Turbine

Wind power generation is one of the important power generation units in the microgrid. As the
objective of this paper is to optimize the microgrid, it is also necessary to predict the active power
output by the wind turbine. The rotation speed of the hub is related to the wind speed, so the analysis
of modeling the output power of the wind turbine is essentially an accurate measurement of the
wind speed of the wind turbine hub [21]. Considering the measurement of the wind speed of the
fan hub, the cut-in wind speed Vci, rated wind speed Vr, and cut-out wind speed Vco are often used.
Three physical quantities are measured, and then the fan output power characteristic equation is
obtained by curve fitting. All wind turbines have roughly the same wind speed power curve shape.
Total extracted power from the wind turbines Pwt at any time can be calculated as follows [22]:

Pwt(v) =

⎧⎪⎪⎪⎨⎪⎪⎪⎩
0 , 0 ≤ v ≤ vci

a·v3 − b·Pwt−rate , vci ≤ v ≤ vr

Pwt−rate , vr ≤ v ≤ vco

(1)

The constants a and b are given by the following equations [22]:

a =
Pwt−rate

v3
r − v3

ci

b =
vci

v3
r − v3

ci

(2)

where a and b respectively represent the fitting coefficients of the WT output power, and Pwt−rate is the
rated power of the WT. Generally, in the standard test case, the wind speed power characteristic curve
of the wind turbine is drawn, and then the wind speed power expression shown in the above formula
is obtained by curve fitting, but there are certain errors in the actual environment, so the standard test
environment is correct the wind speed power characteristic curve obtained below.

2.2. Model of PV Array

PV power generation is one of the main power generation units in the microgrid system. In solving
the problem of microgrid optimization and dispatch, it is necessary to accurately predict the power of
photovoltaic power generation. Therefore, the output power of photovoltaic should consider solar
radiation and temperature, the function is as follows [23]:

Ppv(t) = NpvPrate−pv ∗ S
Sre f
∗ [1 + Kt(Tc − Tre f )] (3)

where Ppv is the output power of PV arrays, Npv is numbers of PV arrays, the maximum output power
of the photovoltaic array is expressed in Prate−pv. This value is the rated output power obtained by
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measuring the output of the PV array in a standard environment with a solar radiation intensity (Sref)
of 1 kW/m2 and a temperature (Tref) of 25 ◦C under no wind conditions. S is solar radiation intensity
and Tc is the PV cell temperature.

The PV cell temperature can be calculated as follows [23],

Tc = Ta + S(
NOCT − 20

800
) (4)

where Ta is the ambient temperature and NOCT is the temperature of the battery under
standard operation.

2.3. Model of Energy Storage System (ess)

The ess can store electric energy when the electric energy is sufficient, and release electric energy
when the electric energy is insufficient. The state of charge of the battery is divided into two types:
charging and discharging, which increases the flexibility and reliability of the microgrid. The power of
the battery is as follows [23,24]:

Eb(t) = Eb(t− 1) + [Ppv(t) + Pw(t) + Pch,t]η
ch
b (5)

where Eb(t) and Eb(t−1) are the power stored in the battery at times t and t−1, Pch,t represents the
battery charging power, ηch

b represents the battery charging efficiency, generally take 95%.
Besides, when the load demand is large, the power of the system cannot meet the load demand,

the battery is in a discharged state. Therefore, the energy of the battery at the time t can be expressed
as follows [24],

Eb(t) = Eb(t− 1) − [Ppv(t) + Pw(t) + Pdch,t]/η
dch
b (6)

where ηdch
b represents the battery discharge efficiency, in this study, it is taken 100%. Pdch,t represents

the battery discharging power.
For the modeling of the above mentioned, there are still many constraints, such as the mutual

repulsion constraint of the battery’s charge and discharge state, the constraint of the state of charge,
and the constraint of charge and discharge power are as follow [23,24]:

Eb min ≤ Eb(t) ≤ Eb max
Eb min ≤ (1−DOD)Eb max

Eb max = NbattErate−batt

(7)

where Nbatt is the number of battery, Ebma and Ebmin are the maximum and minimum storage capacity,
and Erate−batt is the battery pack rate (kWh), and DOD is the depth of discharge, which is taken 80% in
this study.

2.4. Model of Diesel Engine

Considering the unpredictability and uncontrollability of wind turbines and photovoltaic power
generation in the microgrid system, in order to meet the reliability of the power supply of the microgrid
system, it is usually necessary to configure a backup power supply for the microgrid system in case of
emergency [25]. The backup power source configured in this study is a diesel generator.

However, diesel generators will cause environmental pollution and increase the operating cost of
the system. Therefore, it is usually only put into use when renewable energy generation is insufficient
to meet the power demand of the load. Moreover, diesel generators cannot run at lower operating
power levels. Operating power levels that are too low not only increase fuel consumption, but also
affect the operation of diesel generators, and reduce their service life. The minimum operating power
level of the generator is 30% in this paper.
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In addition, diesel generators should be able to operate at a power level of 75%. At this time, it is
not only the most economical in terms of fuel consumption and output power, but also the spinning
reserve of the unit, which is the best operating power for diesel generators.

In summary, in the range of 30–100% of diesel generator operating power, the relationship between
its fuel consumption F and its output power can be expressed as follows [25],

F = F0·Pde−rate + F1·Pde (8)

where Pde−rate and Pde represent the rated power value and actual output power value of the diesel
engine, respectively, F0 and F1 represent the two fitting coefficients of the fuel-power curve of the diesel
generator, which can generally be measured according to the actual measurement of the diesel generator.

3. Objective Function Formulation

This paper considers the overall system operation cost as the objective for the microgrid
optimization. It mainly considers the operation and maintenance costs of wind turbines, photovoltaics,
diesel generators and energy storage systems, the depreciation costs and energy loss costs of battery
energy storage systems, and the emission costs brought about by the operation of diesel generators.

3.1. Cost Analysis of Distributed Power

Because wind and solar are clean energy, regardless of the cost of power generation, so wind
turbines and photovoltaic power generation systems mainly consider equipment maintenance costs [26].
Diesel generator operation needs to consider its power generation costs and operation and maintenance
costs. Wind turbine and photovoltaic equipment maintenance costs are as follow [26],

Com−pv = cm−pv·Ppv,t

Com−wv = cm−wt·Pwt,t

Cde = (a·P2
de,t + b·Pde,t + c) + com−de·Pde,t

(9)

where cm−pv, cm−wt and com−de represent the unit power maintenance costs of photovoltaic power
generation units, wind turbines and diesel generators, respectively, com−de, Pwt,t and Pde,t represent
photovoltaic power generation units, the rated power output of the generator and the diesel generator at
time t, a, b, and c respectively represent the power generation fitting coefficients of the diesel generators.

3.2. Analysis of Operating Cost of Energy Storage System

The operation and maintenance costs of the energy storage system can be divided into fixed
parts and variable parts. The former is related to the rated capacity of the energy storage system,
and the latter is related to the cumulative power generation of the energy storage system, which can be
calculated as follows [26,27],

Com−ess = cm−ess·Rr−ess + cme−ess·Ea (10)

where cm−ess·Rr−ess represents a fixed part of the operation and maintenance cost of the energy storage
system, cm−ess and Rr−ess represent the unit operation and maintenance cost and rated capacity of the
ess, cme−ess·Ea represents the variable operation and maintenance of the energy storage system cost [27].
In addition to the operation and maintenance costs of the ess, the depreciation cost Cb−ess of the ess and
the power loss Clo-ess are also considered.

3.3. Analysis of Emissions

The diesel generator consumes fuel to generate polluting gas during the power generation
operation, such as CO2, SO2, NOX, etc.

In order to count and reduce the emissions of these gases, it is necessary to reduce the start-up
operation of diesel generators, according to the different degrees of different types of pollution to the
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atmosphere, so the unit gas emission treatment costs are set, similar to the form of a penalty function
to generate environmental protection costs, expression as follows [26],

Cpol =
∑

n
ϕn·Vn =

∑
n
ϕn·V′n·Pde (11)

where Cpol represents environmental protection costs; n indicates the type of harmful gas emitted,
such as CO2, SO2, etc.; ϕn represents the unit treatment cost of a certain harmful gas; Vn indicates
harmful gas n emissions; V′n means diesel generator exhaust gas per unit power. For the purpose of
calculation, the emissions from the operation of diesel generators are linearly closed.

After analysis, taking into account that diesel generators have many influencing factors on
pollutants emitted during operation, including diesel generators, operating conditions, ambient
temperature, and quality of diesel, etc. [28]. In order to facilitate calculation, this article sets the main
harmful gas of diesel generators as CO2, SO2 and nitrogen oxides. For detailed parameter settings, see
the analysis of examples in this paper. In summary, the objective function established in this part is:

minC = min[Com−pv + Com−wv + Cde + Com−ess + Cpol] (12)

4. Constraints

For the above objective function. The main constraints established in this section are as follow:

(1) Power balance constraint,

Ppv,t + Pwt,t + Bdis,t·Pdis,t + Pde,t = Pl,t + Bch,t·Pch,t (13)

where Ppv,t and Pwt,t represent the output power of the WT and photovoltaic at time t, Pl,t represent the
load power at t, and Pde,t represent the output power of the diesel generator at t.

(2) The output power constraint of the diesel generator,

Pde−min ≤ Pde,t ≤ Pde−max (14)

(3) Battery energy storage constraints.

Energy storage system charge and discharge power constraints:

0 ≤ Pch,t ≤ Pch,max
0 ≤ Pdis,t ≤ Pdis,max

(15)

Energy storage system charge state constraints:

Sess,min ≤ Sess,t ≤ Sess,max (16)

Mutually exclusive constraints of energy storage systems:

0 ≤ Bch,t + Bdis,t ≤ 1 (17)

5. Formulation of the Optimization Strategy

In order to solve the problem of optimal operation and scheduling of islanded microgrid,
it is usually more effective to use the energy optimization management method with multi-period
coordination. The flow chart in Figure 2 demonstrates the scheduling strategy proposed in this paper.
Since the islanded microgrid system can only use the power output power of the WT and PV power
generation system, it is necessary to predict the wind, solar and load demand in the future in advance.
Due to the volatility of wind and solar energy, further short-term forecasting of wind and solar energy
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is needed to ensure the accuracy of the forecast. After obtaining the forecast data of wind energy,
solar energy and load, it is divided into 6 different scenarios.

Scenario 1: When the electrical energy generated by the WT and PV can meet the demand of the
load, it should then be determined whether the ess needs to be charged. When the state of charge is
sufficient and charging is not required, the power output of the WT and PV is limited by abandoning
the wind and the light.

Scenario 2: When the state of charge of the ess is insufficient and charging is required, it is further
determined whether there is excess electrical energy for energy storage. If there is excess electrical
energy, the ess is charged after meeting the load demand.

Scenario 3: If there is no excess power, the WT and PV output only need to meet the power supply
of the load.

Scenario 4: If there is no excess electrical energy, the WT and PV output can only meet the load
power supply. When the power generated by the WT and PV is insufficient to meet the load demand, it
is necessary to determine whether the ess can be discharged to supplement the power. If ess does not
have enough power to power the load, then need to start diesel generators to power the system load.

Scenario 5: If ess can supply power, it needs to further determine whether the total output of
WT/PV and ess meet the load demand. If the output meets the need, then the wind, solar and energy
storage system is used to supply power to the load.

Scenario 6: If the output cannot meet the load, it also needs to start diesel generators to supply
power to the system load.

The flow chart in Figure 2 is the scheduling strategy proposed in this section.

 

Figure 2. The scheduling strategy of the microgrid.
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Optimal Sizing of Microgrid Using GWO

Grey Wolf Optimization (GWO) is a group intelligence optimization algorithm proposed by
Griffith University scholar Mirjalili and others in Australia in 2014. The algorithm is an optimized
search method developed by the grey wolf predator activity. It has the characteristics of strong
convergence performance, few parameters, and easy implementation [29]. Grey wolves belong to
canines that live in groups and are at the top of the food chain. The grey wolf strictly observes a
hierarchy of social dominance. As shown in Figure 3.

 

Figure 3. Grey wolf social dominance hierarchical relationship.

The GWO optimization process includes five steps. The specific steps are as follows.

(a) Social Hierarchy

First, wolf pack and set the number are initialized, then the fitness value of each individual in the
wolf pack are calculated. Mark the grey wolves with the top three fitness values as α, β, δ, and the
remaining wolves as ω. That is to say, the social rank in the grey wolf group is ranked from high to low
in order of α, β, δ, and ω. The three optimal solutions (α, β, δ) in each iteration guide the optimization
process of GWO.

(b) Encircling Prey

The grey wolf will gradually approach the prey and surround it when it searches for the prey.
The functional expression for this behavior is as follows [29]:

D = C ◦Xp(t) −X(t)
X(t + 1)= Xp(t) −A ◦D

A = 2a ◦ r1 − a
C = 2r2

(18)

where t is the current number of iterations, A and C are the synergy coefficients; vector Xp represents the
position vector of the prey; X(t) represents the current grey wolf’s position vector; a linearly decreases
from 2 to 0 during the entire iteration process; r1 and r2 are the random vector in [0, 1].

(c) Hunting

The grey wolf has the ability to identify the position of the potential prey (optimal solution).
However, the solution space characteristics of many problems are unknown, and the grey wolf cannot
determine the precise position of the prey.

In order to get the best optimization plan, it is assumed that α, β, δ have the ability to identify the
possible location of prey to simulate the behavior of grey wolf. Therefore, keep the best three grey
wolves (α, β, δ) in the current population during iterating, then update their positions according to
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the positions of other search agents (including ω). The mathematical model of this behavior can be
expressed as follows [29]:

Dα = C1 ◦Xα −X, Dβ = C2 ◦Xβ −X, Dδ = C3 ◦Xδ −X
X1 = Xα −A1 ◦Dα, X2 = Xβ −A2 ◦Dβ, X3 = Xδ −A3 ◦Dδ

X(t + 1) = X1+X2+X3
3

(19)

where Xα, Xβ, Xδ represent the position vector of α, β, δ in the current population; X represent the
position vector of the grey wolf; Dα, Dβ, Dδ represent the distance between the current search agent
and the best three wolves; when the |A>1|, the gray wolf searches for prey in different areas as much as
possible. When |A<1|, grey wolves focused on searching for prey within a certain area.

(d) Attacking Prey

In the process of constructing the attacking prey model, according to (b), the decrease of a value
will cause the value of to fluctuate accordingly. In other words, is a random vector in the interval [−a, a].
When is in [−1, 1] interval, the search agent’s position can be anywhere between the current grey wolf
and its prey at the next moment.

(e) Search for Prey

Grey wolves mainly rely on the information of α, β, and δ to find their prey. In the process of
searching for prey, keeping the search agent away from the prey can make the grey wolf perform a
global search. In formula (b), the C vector composed of random values in the interval range [0, 2].
The random search behavior of grey wolves can make the optimization results more accurate and avoid
falling into local optimum. C is a random value during the iteration process. This coefficient is helpful
for the algorithm to jump out of the local area, especially the algorithm is particularly important in the
later stage of the iteration.

After the microgrid obtains real-time information on the system status, it begins to execute the
GWO. First, it sets the number of wolves and initializes the wolves, and then calculates the fitness
value of each wolf. The top three are recorded as α, β, δ each wolf updates its position by calculating
the distance from α, β, δ and finally outputs the global optimal solution, according to whether the
maximum number of iterations is reached. Some of the previous optimization algorithms are prone to
fall into the shortcomings of local optimization, slow convergence, and optimization of the microgrid.
The flow chart in Figure 4 is the microgrid dispatching process combined with the GWO.
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Figure 4. Flowchart for microgrid dispatching process combined with the GWO.

6. Case Study and Simulation Results

Sanya is located south of the Tropic of Cancer and has a tropical monsoon climate characterized
by high temperature and rain. All relevant data are obtained from the official website of the local
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meteorological bureau. The annual average temperature is 26.7 ◦C. The highest temperature month is
June with an average of 29.7 ◦C. The lowest temperature month is January with an average of 22.4 ◦C.
The sunshine time of the year is 2534 h. The average annual precipitation is 1347.5 mm. Known as the
“natural greenhouse”.

6.1. Case Study

Figures 5 and 6 show the hourly wind speed and solar radiation data. However, due to the
instability of wind energy and the tendency of wind density to change, this brings certain challenges
to research. In order to ensure that the energy generated by the system can be balanced with the
load demand. In this paper, we use the Artificial Neural Networks(ANN) to forecast the wind power.
Figure 7 shows the regression graph obtained using ANN training test data including wind speed
and solar radiation. We see that 0.96316 in the 40th iteration, which demonstrates a high correlation
between the results obtained after training and the target. In addition, most of the results generated by
the training data are related to the best fit line.

Figure 5. Annual wind speed of the studied location.

 

Figure 6. Annual solar irradiance of the location.
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Figure 7. Regression of wind power ANN.

6.2. Description of the System

The basic parameters of the WT, PV and diesel generator equipment in the microgrid system
are shown in Table 1. The rated capacity of the configured single battery is 50% of the total installed
capacity of PV and WT [30]. Other parameters of the battery are shown in Table 2. In this paper,
there are three main types of air pollutants emitted during the operation of diesel generators: CO2,
NOx and SO2 [31]. The corresponding emissions and environmental treatment costs are shown in
Table 3.

Table 1. Basic parameters of WT, PV and DG.

Components
Installed

Capacity (kW)
UP Cost
($/kW)

UP Operation and
Maintenance Cost ($/kW)

Power Generation Cost
($/kW)

a b c
WT 100 112 0.0042 0
PV 150 24 0.0013 0
DG 100 12 0.0245 0 0.24 0.0035

Table 2. Energy Storage System Parameters.

Parameter Value Parameter Value

type ess Max charge & discharge power/kW 50
Capacity/kWh 50 × 5 Initial capacity/kW 50

Max allowable state of charge 95% Charging efficiency 15
Min allowable state of charge 15% Discharging efficiency 95%

The maximum discharge depth is 80%, and the operation and maintenance cost coefficient is 0.009 $/kWh [32].

Table 3. Corresponding Environmental Value of Pollutants.

Pollution CO2 NOx SO2

Emissions (g/kWh) 649.05 9.33 0.46
Value ($/KG) 0.0288 8.9747 2.1328
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6.3. Simulation Results

In this paper, MATLAB R2019a is used for simulation and comparison of results. The response
comparison of the microgrid system under different algorithms is shown in Figures 8 and 9. It can be
seen from Figure 8 that using the GWO algorithm to solve the optimization scheduling problem of
the microgrid is faster than the standard PSO algorithm, and it is easier to obtain the optimization
results. Figure 9 shows the comparison of the parameter space of the two algorithms. It can be seen
from Figures 8 and 9 that GWO has a faster convergence speed, and it is easier to obtain optimization
results, and there is no local optimal situation in the figure. Table 4 shows the standard and average
solutions of GWO are better than PSO, and compared with the PSO algorithm, GWO does not show
the worst solution with a large deviation from the optimal solution. Its standard deviation is also much
smaller than the standard deviation of PSO. As seen in Figure 8, GWO convergence speed is faster
than PSO, it is not easy to fall into the local optimal, obtaining the global optimal solution is faster,
the result is better, and the efficiency of the algorithm is higher.

Figure 8. A comparison between algorithms.

Figure 9. The parameter space of the two algorithms.
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Table 4. Simulation Results of Test System Error.

GWO PSO

Ave Std Ave Std
S1 −10.086523 12.233906 0.000136 0.000202
S2 2.517264 0.029014 0.042144 0.045421
S3 2.943147 79.14958 70.12562 22.11924
S4 8.249561 1.315088 1.086481 0.317039
S5 0.816579 0.000126 0.000102 17.50737
S6 0.002213 0.100286 0.122854 0.044957

The simulation results of the algorithm are better than PSO, which verifies that this paper
is effective in optimizing the scheduling of microgrid system with GWO, and has superiority in
convergence speed and optimization results compared with PSO.

6.4. Analysis of Optimal Dispatching Results of Microgrid

In Section 5, the optimized scheduling strategy proposed in this paper is presented, and the
optimized scheduling strategy of microgrid with multiple time periods is used to divide the optimized
scheduling strategy into 6 scenarios. In this part of the study, the output of each group of equipment in
these 6 scenarios will be demonstrated, and the costs and pollutant emissions in each scenario will
be compared.

Scenario 1 will determine whether the battery energy storage system needs to be charged when
the power generated by WT and PV can meet the load demand. When the battery is in a sufficient state
of charge and does not need to be charged, the power output of WT and PV is limited by abandoning
wind and light. The predicted and the actual wind and solar values at each moment in Scenario 1 are
shown in Figure 10. Under the condition of the Load1 which indicates the normal load size, the best
output under constraints in Scenario 1 is shown in Figure 11. It can be seen from the figures that when
the wind and solar resources are sufficient, while the ess system does not need to be charged, and the
load demand is not large, the output of WT and PV can meet the load demand, so it does not need to
run the diesel generator.

In Scenario 2, it is carried out under the same normal load demand as in Scenario 1 while the
battery has insufficient power and needs to be charged. It is necessary to further determine whether
the wind and solar power generation has excess power after supplying the load to charge the battery,
Scenario 2 shows that there is excess electric energy to charge the ess, so the ess is charged after the
load demand is met. The predicted wind and solar values are the same as shown in Figure 10. The best
output of WT and PV under constraints in Scenario 2 is shown in Figure 12.

 

Figure 10. The predicted and actual value of WT and PV in Scenario 1.
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Figure 11. The best output under constraints in Scenario 1.

 

Figure 12. The best output under constraints in Scenario 2.

It can be found in Figure 12 that part of the wind and solar power generation capacity can charge
the ess when the load demand is not large, which can consume more clean energy and the ess plays a
role in the coordinated control of the system.

Scenario 3 shows that when the load demand is not large and the energy storage system needs to
be charged, but if there is no excess electric energy to charge the energy storage system, the output of
WT and PV only needs to meet the power supply demand of the load. The predicted and the actual
wind and solar values at each moment in Scenario 3 are shown in Figure 13. Under the condition the
best output under constraints is shown in Figure 14.

 

Figure 13. The predicted and actual value of WT and PV in Scenario 3.
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Figure 14. The best output under constraints in Scenario 3.

Different from the first three scenarios, scenarios 4–6 are carried out when the load demand is
large. In Scenario 4, the wind and solar power generation is insufficient to meet the load demand, so it
is necessary to determine whether the ess can discharge to give the load power supply, when ess does
not have enough power to power the load, then need to start the diesel generator to power the load.
Figure 15 shows the predicted and the actual wind, solar and DG power at each moment in Scenario 4.
Figure 16 shows the best output under constraints.

 

Figure 15. The predicted and actual value of WT, PV and DG in Scenario 4.

 

Figure 16. The best output under constraints in Scenario 4.

In Scenario 5, the load demand is large but ess has energy storage to supply power to the load
and WT, PV and ess can meet the load demand. In this scenario, the predicted output value and actual
output power of the scenery are shown in Figure 17, the best output under the conditions is shown in
Figure 18.
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Figure 17. The predicted and actual value of WT and PV in Scenario 5.

 

Figure 18. The best output under constraints in Scenario 5.

Scenario 6 is the last scenario of the study, and it is carried out under the condition of large load
demand like Scenarios 4, 5, but at this time, ess has no electrical energy to power the load, so it is
necessary to start the diesel generator to meet the load demand. The predicted wind and solar values
are the same as shown in Figure 15. The best output of WT and PV under constraints in Scenario 6 is
shown in Figure 19.

 

Figure 19. The best output under constraints in Scenario 6.

Under Load2, the wind power, PV power generation and energy storage systems can no longer
meet the system load demand. The diesel generator in the system must be started, in order to make up
for the power shortage of the system. The operating conditions are closely related, that is, there is a
minimum output power and an optimal output power. In addition, the charge and discharge state
of the ess under Load 2 is switched more frequently. From Figure 15, it can be seen that the diesel

29



Symmetry 2020, 12, 1366

generator reaches full-running state from 19 to 20 o’clock. Compared with Load1, the consumption of
wind power and photovoltaic power generation is higher under Load2 conditions, so the total cost is
higher than the total cost under Load1. However, as Load2 requires more energy, making wind power
and photovoltaic power generation so the energy utilization rate is also higher.

The comparison of the optimized scheduling results in 6 different scenarios is shown in Figure 20
and Table 5. As can be seen in Figure 20, when the load demand is larger, the utilization rate of clean
energy is also higher, but from Table 5 it can be seen that the larger the load demand, the higher
the total cost of the microgrid system, and the more environmental pollution emissions caused by
starting the diesel generator. Among these 6 different scenarios, Scenarios 1, 3, and 5 are more ideal
scenarios. In our daily life, diesel generators are often used to supply power to the load, so the
emission of polluting gases is inevitable. The environmental cost of the system will increase accordingly.
The comparison of optimized scheduling results in 6 different scenarios is shown in Figure 20.

 

Figure 20. The comparison of optimized scheduling results in 6 different scenarios.

Table 5. The comparison of the system optimal scheduling results under 6 different scenarios.

Dispatching Results Scenario 1 Scenario 2 Scenario 3 Scenario 4 Scenario 5 Scenario 6

Total power (kWh) 122,998 123,072 123,524 124,207 124,524 124,632
Total emissions (kg) 61,755 62,157 64,625 71,070 70,251 81,439

Total cost ($) 50,441 50,577 63,077 64,961 64,736 65,046
wind power (kWh) 10,941 10,941 10,941 36,327 36,327 36,327
PV power (kWh) 1330 1330 1330 6549 6549 6549

wind power utilization (%) 70.73 70.12 60.66 86.40 82.33 87.15
PV power utilization (%) 78.63 70.26 74.68 98.76 99.16 98.76

Renewable energy utilizaition
rate (%) 74.68 70.19 67.67 92.58 90.75 92.96

Renewable energy output
fuluctuations 26,891.16 28,121.92 4225.39 9859.25 15,568.06 10,322.18

Residual power generation
capacity of WT and PV (kWh) 3486.65 3664.71 4640.95 5021.68 6473.99 4749.23

Table 5 shows the comparison of the system optimal scheduling results under 6 different scenarios.
As can be seen from the table, when the load demand is large, the system’s total power generation
is the largest, but the total cost is also the highest, because the diesel generator is started. Therefore,
the emission of polluting gas is also the most, so the cost of environmental governance will increase.
However, on the other hand, due to the increase in electrical energy required, the utilization rate of
renewable energy has reached a maximum of 92.96%, reducing wind and light, and the battery energy
storage system has also played a role in cutting the valley and filling the peak effect.
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7. Conclusions

This paper presents an optimal sizing of an islanded microgrid, optimized by dynamic optimization
with GWO. The considered microgrid is a small autonomous system that integrates a variety of
clean energy distributed power generation systems, energy storage systems, backup power sources,
and electrical loads. Due to the complexity of optimal scheduling, a multi-objective optimal scheduling
method combining GWO and dynamic optimal scheduling is proposed. Moreover, a comparison
between the optimization capabilities of GWO and PSO on the one hand, and the system is divided
into six different scenarios for comparison on the other, in order to understand the best output that
achieves the lowest total cost of microgrid system operation and the highest clean energy utilization
rate. Meteorological data is used, which is measured by the local meteorological bureau, in addition to
artificial neural networks used to predict wind and solar energy in the future for a residential area in
Sanya, China. The results show that the advantage of combining the GWO solution in optimizing
multi-objective problems lies in that it reduces the calculation time and obtains the best function value
compared with the PSO method alone. Furthermore, the findings of the study illustrate the economic
and environmental feasibility of starting diesel generators under heavy load demand. Using ess as
storage can better play the role of peak and valley filling, thereby reducing the total cost of the system.
By considering diesel generators as part of the hybrid power system, the utilization of renewable
energy can be improved. However, the use of diesel generators will produce polluting gas emissions.
To solve this problem, multi-objective optimization based on GWO is applied. The optimal scale of the
hybrid system including PV/wind/ess/diesel generators is a total cost of $64961 and 71070 kg.

In the future, the multi-objective optimization problem of microgrid can be further studied.
Secondly, this paper studies the dynamic optimal dispatching of islanded microgrid. The economics
of grid-connected microgrid and the utilization rate of clean energy generation must be studied in
depth. Finally, because we use GWO for optimization, we can make the method more competitive by
adjusting the scheduling strategy.
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Nomenclature

A, C synergy coefficients
Com−pv photovoltaic maintenance cost
Com−wt wind turbine maintenance cost
Cde diesel generator cost
Com−ess battery cost
Cpol environmental governance cost
Eb energy stored in the battery [kWh]
Ebma maximum storage capacity [kWh]
Ebmin minimum storage capacity [kWh]
Erate−batt battery bank rate [kWh]
F Generator’s fuel consumption [L]
F0 fitting coefficients
F1 fitting coefficients
Npv number of photovoltaics
Pwt total power of the wind turbines [kW]
Pwt−rate rated power of wind turbines [kW]
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Ppv output power of photovoltaics [kW]
Prate−pv rated power of photovoltaics [kW]
Pch,t battery charging power [kW]
Pdch,t battery discharging power [kW]
r1, r2 random vectors [0, 1]
Sref maximal solar radiation [kW/m2]
S solar radiation intensity [kW/m2]
Tc PV cell temperature [◦C]
Tref reference temperature [◦C]
Ta ambient temperature [◦C]

Greek Symbols

α, β, δ, ω wolfs in GWO algorithm
ηch

b battery charge efficiency [%]
ηdch

b battery discharge efficiency [%]

Abbreviations

ANN artificial neural network
DOD depth of discharge
ess energy storage systems
GA genetic algorithm
GWO grey wolf optimizer
PSO particle swarm optimization
PV photovoltaics
WT Wind turbine
Tref reference temperature [◦C]
Ta ambient temperature [◦C]
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Abstract: The thyristor-controlled reactor (TCR) compensator for smooth asymmetric compensation
of reactive power in a low-voltage utility grid is proposed in this work. Two different topologies of
compensator were investigated: topology based on a single-cored three-phase reactor and topology
with separate reactors for every phase. The investigation of the proposed TCR compensator was
performed experimentally using a developed experimental test bench for 12 kVAr total reactive
power. The obtained results show that employment of separate reactors for every phase allows us to
control the reactive power in every phase independently, and that the TCR compensator with three
single-phase reactors is suitable for smooth and asymmetric compensation of reactive power in a
low-voltage utility grid.

Keywords: reactive power; thyristor-controlled reactor; air-gaped reactor; low-voltage utility grid;
asymmetric compensation of reactive power; smooth compensation of reactive power

1. Introduction

The number of small grid-connected photovoltaic and wind power plants is constantly growing.
These plants supply energy to low-voltage lines of the utility. The quantity of energy supplied by these
power plants depends on natural conditions, which often change. On the other hand, the electrical
grid loads in low-voltage lines are not just three-phase but single-phase as well, and many of them
use reactive power. This leads to the fact that one of the main present-day problems of the electrical
grid is compensation of the reactive power in the low-voltage grid [1–18] and since the low-voltage
three-phase lines are often loaded asymmetrically [14,19–21], the reactive power, which has to be
compensated, is different in different phases.

At present, most parts of reactive power compensation systems in low-voltage lines of the utility
are based on the electro-mechanical commutation technology of capacitor banks, which are split into
steps connected in parallel to the utility grid [22,23]. However, capacitor banks have fixed discrete
reactive power capacity, i.e., the reactive power produced by the capacitor bank cannot be changed
smoothly. Therefore, it is impossible to fully compensate reactive power of the utility grid using
capacitor banks [24].

Smooth reactive power compensation can be achieved by employing static synchronous
compensators (STATCOMs) based on a voltage source inverter [24–30]. STATCOM devices are
capable of compensating for both capacitance and inductance reactive power. The inverter of a
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STATCOM device produces PWM voltage to the utility grid employing a low pass filter. Capacitance
reactive power is supplied if the magnitude of the voltage provided by the inverter is higher than
the voltage magnitude of the utility grid. In cases when the magnitude of the inverter voltage
is lower than the magnitude of the utility grid voltage, inductive reactive power is consumed.
The STATCOM compensator based on inverter has a fast response time and is capable of full reactive
power compensation. The main disadvantages are its high price [19,20,31] and that STATCOM devices
can provide just symmetric compensation of reactive power in all three phases of the grid [32].

Smooth reactive power compensation can be performed by employing the static VAR compensator
(SVC), a shunt-connected variable reactance, which either generates or consumes reactive power.
The static VAR compensator is a power electronic device based on thyristor-switched capacitors (TSCs)
for discrete control of generated reactive power and thyristor-controlled reactors (TCRs) for smooth
control of consumed reactive power [24–27]. A TCR consists of a reactor and a bidirectional thyristor
connected in series. Consumed inductive reactive power is controlled by variation of the thyristor
firing angle α, where α = 90 corresponds to full reactive power and α = 180 corresponds to zero
reactive power [24–27,33–37]. The first step in this approach is to overcompensate the utility grid using
the TSC (to make the utility-grid load slightly capacitive) and after that, by consuming the required
amount of inductive reactive power by the TCR, the total compensation of reactive power is achieved.

Despite the fact that research in the field of SVCs has been carried out for many years, the topic is
still relevant. This fact is evidenced by many new publications devoted to the theory and application
of SVCs, e.g., [4,8,12,38–43]. One of the directions of recent research works in this field is the expansion
of SVC application areas [8]. A new area of expansion could be the development and application of
the SVC for smooth asymmetric compensation of reactive power in low-voltage grids as a cheaper
alternative to the inverter-based STATCOM compensator. The novelty of such work can be proved by
the following facts:

1. No one on the market offers the SVC, which is based on TSCs and TCRs, for smooth asymmetric
compensation of reactive power in low-voltage grids.

2. There are few publications dedicated to the SVC for smooth compensation of reactive power
in low-voltage grids [5–9,44]. However, all these publications are dedicated to symmetric
compensation of reactive power in all three phases, and in most of them, just the simulation
results are presented.

3. The TCR compensator, which is an essential part of the SVC that allows us to achieve
smooth compensation, is developed only for the symmetric compensation of the reactive
power and practically is employed just for high and medium voltage lines of the utility
grid [4,24–27,35,39,41,45–47].

The novelty of this work is that the proposed TCR compensator is capable of compensating
reactive power in a three-phase low-voltage grid utility asymmetrically and that the proper operation
of the proposed compensator is proved experimentally, using developed experimental reactors and the
test bench of the compensator.

2. The Topology and Operation of the TCR Compensator

The block diagram of the experimental test bench for the investigation of the developed TCR
compensator for smooth asymmetric compensation of reactive power for a low-voltage utility grid
is presented in Figure 1. It consists of a three-phase power supply (|U| = 230 V, f = 50 Hz);
commutation switches SW1–SW3; zero crossing circuits for each phase; thyristor switches T1–T3 for
each phase; control block. The test bench was designed for the experimental investigation of the
TCR compensator operation with the three-phase single-cored reactor and with separate reactors
for every phase. Therefore, the single-cored three-phase Y-connected reactor (L1) with the middle
point connected to neutral, three-phase Y-connected separate phase reactors (L2–L4) with the middle
point connected to neutral and switches SW2 and SW3 for commutation of reactors were included
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into the structure of the reactive power compensator (Figure 1). The power quality analyzer and
oscilloscope were used for the measurement of the reactive and active power and waveforms of
utility-grid voltage and current. The investigation was performed in low-voltage lines of the utility for
symmetric and asymmetric phase load reactive power compensation. The Δ connection of coils as
well as Y-connection with an unconnected midpoint were not used because they are not suitable for
asymmetric compensation of the reactive power.

Figure 1. Block diagram of the thyristor-controlled reactor (TCR) compensator experimental test bench.

3. Investigation Results

The experimental investigation results of the proposed TCR compensator for smooth asymmetric
compensation of reactive power in a low-voltage utility grid are presented in this section. Two different
topologies of compensator are investigated: topology based on a single-cored three-phase reactor
and topology with separate reactors for every phase. The main goal of investigations is to prove
the possibility of smooth asymmetric compensation of consumed reactive power in a three-phase
low-voltage utility grid using a TCR. The experimental test bench of the TCR compensator with a
single-cored three-phase reactor is presented in Figure 2.
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Figure 2. Experimental test bench of the TCR compensator with a single-cored three-phase reactor.

3.1. Investigation of the Compensator Based on a Single-Cored Three-Phase Reactor

The single-cored three-phase air-gaped reactor was designed in order to achieve sufficient reactive
power compensation and low consumption of active power and to avoid core saturation. Cores
with air gaps are usually used for reactors to avoid their saturation. The theory dedicated to the
design of magnetic materials with the air gap, including the cores of reactors, can be found in [48–51].
The three-phase EI-shaped reactor was designed for total reactive power Q = 4.8 kVAr that corresponds
to the RMS of phase current I = 7A for the low-voltage utility-grid phase voltage |U| = 230 V.
The impedance of the reactor has to be |Z| = |U|

|I| ≈ 32 Ω. The inductive resistance of the coil was
much higher than active; therefore, Z ≈ XL and the approximate inductance of the coil can be obtained
using the equation L = XL

ω ≈ 100 mH, where ω is the angular frequency of grid voltage. In order to
avoid core saturation, the air-gaped core was used. To obtain the desired inductance of the reactor, the
approximate design parameters of the reactor coil were chosen using the equation:

L = μI μ0
N2·S

l
, (1)

where μ0 is the free space permeability, μI is the relative magnetic permeability of iron core, N is the
number of turns, S is the winding area and l is the length of coil. The parameters of the single-cored
three-phase air-gaped reactor are presented in Table 1.

Table 1. Parameters of the single-cored three-phase air-gaped reactor.

Parameter Value

Relative magnetic permeability of iron core (μI) 100
Number of turns of coil (N) 510

Winding area (S) 17.6 cm2

Length of coil (l) 10.8 cm
Wire cross-section 1.8 mm2

Inductance of coil at core air gap length d = 0 530 mH
Inductance of coil at d = 6 mm 100 mH
Inductance of coil at d = 10 mm 37 mH
Inductance of coil without core 5.3 mH

By adjusting the air gap, the inductance of every coil was set to 100 mH. The active resistance
of every coil is R = 1 Ω. The active resistance in the equivalent circuit of the reactor was connected
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in series with the inductive one; therefore, the current was the same for both elements. The values
of consumed active power |P| = 54W and reactive power |Q| = 1.7kVAr for each phase coil were
determined by employing the following equations:

|P| =
(
|U|· R

|Z|
)2

R
, (2)

|Q| =
(
|U|·XL

|Z|
)2

XL
. (3)

The structure and view of the designed single-cored air-gaped reactor are presented in Figure 3.

  
(a) (b) 

Figure 3. Structure (a) and view (b) of the single-cored three-phase air-gaped reactor.

The reactive power consumed by the reactor is determined by the duration the reactor is connected
to the grid. This duration can be controlled by variation of the thyristor firing moment in relation to
the grid-voltage zero-value-crossing moment. Usually this moment is named as the thyristor firing
angle, α, and is expressed in angular degrees. The obtained reactive power dependences on the firing
angle of thyristors, when firing angles in all three phases are changed simultaneously (in the case of
symmetric compensation), are presented in Figure 4. The waveforms of utility-grid voltage, reactor
current and thyristor firing pulses are given in Figure 5. The obtained results show that the reactive
power consumed by the reactor changes in all phases by the same law. The dispersion of the reactive
power between individual phases, which is about 17%, is caused by the dispersion of the parameters
of the reactor coils. The obtained results allow us to conclude that the TCR compensator based on a
single-cored three-phase reactor is suitable for the smooth symmetric compensation of reactive power
in all three phases within appropriate error, determined by the dispersion of parameters of reactor coils.

The investigation results prove that the TCR technique can be implemented in a low-voltage utility
grid for symmetric compensation of reactive power within appropriate error and that the reactive
power consumed by the reactor can be controlled smoothly by control of the thyristor firing angle.
Additionally, it can be stated that commutation of the reactor does not introduce any high-frequency
disturbances of the reactor current and grid voltage (Figure 5) [52]. However, for the smooth control of
the reactive power consumed by the reactor, it was necessary to pass the current only for a certain
part of the period. As a result, the reactor current shape was distorted (Figure 5), resulting in
low-frequency harmonics.

39



Symmetry 2020, 12, 880

Figure 4. Dependences of reactive power consumed by the single-cored three-phase reactor on the
firing angle of the thyristors.

  
(a) (b) 

  
(c) (d) 

Figure 5. The waveforms of the utility-grid phase voltage (violet) and the reactor current (cyan) on
thyristor firing angle (α): (a) 95◦ (b) 110◦ (c) 140◦ and (d) 160◦. Voltage zero crossing is displayed in
yellow, thyristor control signal in green.
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Spectrum analysis was carried out employing an FFT toolbox by importing oscilloscope data into
MATLAB/Simulink. The spectrums were obtained experimentally; therefore, harmonic 0 can appear
because of measurement error or because the current curve is slightly asymmetric with respect to the
time axis, i.e., some DC bias may exist. The asymmetry can be introduced by nonlinearity of our facility
network, which can be caused by other devices powered from the same network. The spectrums of
reactor current at various thyristor firing angles are presented in Figure 6, and the total harmonic
distortion (THD) in Table 2. When a reactor consumes a large amount of reactive energy, which requires
the current to flow through the reactor for practically the whole period, the current shape is distorted
slightly (Figure 5a). However, for the reduction of the consumed reactive energy, it is necessary for the
current to flow through the reactor only for part of the period, so the current shape distortion increases
(Figure 5c,d). On the other hand, as the current through the reactor decreases, its effect on the overall
distortion of the grid current also decreases.

(a) (b) 

(c) (d) 
Figure 6. The spectrums of the reactor current at various thyristor firing angles: (a) 95◦ (b) 110◦ (c)
140◦ and (d) 160◦. The frequency of the fundanental harmonic is 50 Hz.

Table 2. Total harmonic distortion of the single-cored three-phase air-gaped reactor current.

Thyristor Firing Angle (α) Total Harmonic Distortion (THD), %

95◦ 5.2
110◦ 19.2
140◦ 36.1
160◦ 58.3

The next experiment was conducted to determine whether it is possible to control the consumed
reactive power in every phase independently, using a single-cored three-phase air-gaped reactor. This is
important because only the possibility of independent consumption of reactive power in each phase
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allows us to implement asymmetric compensation. The experiment was performed for the case when
the firing angles of two phases were fixed: the firing angle of one phase was fixed at 165◦ (corresponds
to minimal reactive power), while the firing angle of another phase at 99◦ (corresponds to maximal
reactive power). The firing angle of the remaining phase was varied. The obtained dependences are
presented in Figure 7. It is seen that variation of the firing angle of one phase does not just change
the reactive power of the controlled phase but also influences the reactive power of phases with fixed
firing angles.

(a) (d) 

  
(b) (e) 

  
(c) (f) 

Figure 7. Dependences of reactive power consumed by the single-cored three-phase reactor on the
firing angle when the firing angle of one phase is variable and the angles of the remaining two phases
are fixed. The Firing angle is variable for Phase 1 (a,d), for Phase 2 (b,e), for Phase 3 (c,f).
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The nature of reactive power dependences for the phases with the fixed firing angle depends on
the phase sequence. For one sequence, the reactive power was influenced only in one of the phases
with a fixed angle (Figure 7a–c). For another sequence, the reactive power of both phases with the
fixed firing angles was affected (Figure 7d–f).

During the next experiment, the firing angles of two phases were varied and the angle of the
remaining phase was fixed. The investigation was performed for the case when the fixed firing angle
was set to α = 165. Dependences of reactive power consumed by the single-cored three-phase reactor
on firing angles of two phases are presented in Figure 8. It is seen that reactive power dependences
of the phases with the variable firing angle strongly differ in spite of the fact that the firing angles of
the thyristors are varied simultaneously. This happens due to one phase being influenced by another
through the common core of the reactor.

 
(a) (b) 

Figure 8. Dependences of reactive power consumed by the single-cored three-phase reactor on the
firing angle when the firing angles of the two phases are variable and the angle of the remaining phase
is fixed. The Firing angle is variable for Phase 1 (a), for Phase 2 (b).

Summarizing the obtained experimental investigation results, it can be concluded that it is
impossible to control the reactive power in every phase independently using a compensator based
on a single-cored three-phase reactor. This happens because phases influence each other through the
common core of the reactor; therefore, separate reactors must be used for each phase for the asymmetric
compensation of reactive power in a low-voltage utility grid.

3.2. Investigation of the Compensator Based on Separate Reactors for Every Phase

The structure and view of the designed air-gaped reactor for single phase are presented in Figure 9.
Every single-phase reactor is capable of consuming 4.2 kVAr of reactive power, which corresponds
to phase current RMS I = 18.5 A for the low-voltage utility-grid phase voltage |U| = 230 V. Total
reactive power of all three reactors is 12.6 kVAr. The impedance of the reactor is |Z| = |U|

|I| ≈ 12.5 Ω; the

inductance L = XL
ω ≈ 40 mH. The required 40 mH inductance value was achieved by adjusting the

reactor air gap. The parameters of the single-phase air-gaped reactor are presented in Table 3.
The TCR compensator based on three single-phase air-gaped reactors was investigated

experimentally. Firstly, the reactive power dependences on the firing angle of thyristors, when firing
angles in all three phases were changed simultaneously (in case of case of smooth symmetric
compensation), were obtained (Figure 10). It is seen that the reactive power consumed by the
single-phase reactors changes in all phases by the same law. The dispersion of the reactive power
between individual phases was about 3%. The next experiment was performed in the same way as in
the case of the TCR based on a single-cored three-phase air-gaped reactor, i.e., the firing angles of two
phases were fixed: The firing angle of one phase was fixed at 165◦, while the firing angle of another
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phase was fixed at 99◦. The firing angle of the remaining phase was varied. The obtained dependences
of reactive power consumption of every phase on the firing angle are presented in Figure 11. It is
seen that the reactive power consumption of the phase with the variable firing angle has no impact on
the reactive power consumption of the remaining two phases with the fixed firing angles. Therefore,
this conclusion can be drawn: The employment of three single-phase reactors allows us to control the
reactive power in every phase independently, and the compensator with three single-phase reactors is
suitable for the smooth asymmetric compensation of reactive power in a low-voltage utility grid.

 
(a) (b) 

Figure 9. Design (a) and view (b) of the single-phase air-gaped reactor.

Table 3. Parameters of the single-phase air-gaped reactor.

Parameter Value

Relative magnetic permeability of iron core (μI) 100
Number of turns of coil (N) 160

Winding area (S) 71.5 cm2

Length of coil (l) 9.0 cm
Wire cross-section 3.1 mm2

Inductance of coil at core air gap length d = 0 256 mH
Inductance of coil at d = 5 mm 40 mH

Inductance of coil at d = 10 mm 18 mH
Inductance of coil without core 2.6 mH

Figure 10. Dependencies of reactive power consumed by the single-phase air-gaped reactors on the
firing angle of thyristors.
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(a) (b) 

Figure 11. Dependences of reactive power consumed by each single-phase air-gaped reactor on the
firing angle when the firing angles of the two phases are fixed and the angle of the remaining phase is
variable. The Firing angle is variable for Phase 1 (a), for Phase 2 (b).

It should be mentioned that the investigation also covered the TCR compensator with Δ connection
of single-phase reactor coils as well as Y-connection with an unconnected midpoint; however,
the investigation results showed that these topologies of the TCR compensator are not suitable
for asymmetric load compensation.

3.3. Efficiency of the TCR Compensator

The dependences of reactive and active power of single-cored three-phase and separate-phase
air-gaped reactors were measured by applying a symmetric load (Figure 12). The efficiency of reactors
was calculated as a ratio of reactive power to total power. Dependencies of reactor efficiency on the
firing angle are given in Figure 13.

(a) (b) 

Figure 12. Dependences of reactive and active power consumed by (a) the single-cored three-phase
reactor and (b) three single-phase air-gaped reactors.

It could be observed (Figure 13) that the efficiency of the reactors varies from 0.955 to 0.975
when power consumed by the reactors changes from the maximal to minimal value. It is seen that
efficiency decreases with increasing of the reactive power (with decreasing of the thyristor firing angle).
This appears due to the fact that as the reactive power increases, the reactor current increases, and as a
consequence, the active reactor losses increase as well.
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Figure 13. Dependencies of reactor efficiency on the firing angle.

4. Conclusions

1. TCR compensators, which typically are used in high- and medium-voltage utility grids, can be
implemented in a low-voltage utility grid employing air-gapped reactors using a Y-connection
connected to the neutral midpoint.

2. Variation of the thyristor firing angle of one phase of single-cored three-phase reactor does not
just change the reactive power of the controlled phase but influences the reactive power of phases
with fixed firing angles. This fact shows that it is impossible to control the reactive power in every
phase independently using a TCR compensator based on a single-cored three-phase air-gaped
reactor, i.e., a compensator with such a reactor is not suitable for the asymmetric compensation of
reactive power.

3. Employment of three single-phase air-gaped reactors allows us to control the reactive power in
every phase independently; therefore, a developed TCR compensator based on three single-phase
reactors is suitable for smooth and asymmetric compensation of reactive power in a low-voltage
utility grid.

4. Commutation of the reactor using thyristor switches does not introduce any high-frequency
disturbances of the reactor current and grid voltage.

5. TCR compensator topologies with Δ connection of coils of single-phase reactors as well as
Y-connection with unconnected midpoint are not suitable for asymmetric compensation of
reactive power in a low-voltage utility grid.

6. The developed single-cored three-phase reactor and single-phase reactors are characterized by
0.955–0.975 efficiency.
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Abstract: Here, we explore the possibility of employing proportional-integral passivity-based control
(PI-PBC) to support active and reactive power in alternating current (AC) distribution networks
by using a supercapacitor energy storage system. A direct power control approach is proposed by
taking advantage of the Park’s reference frame transform direct and quadrature currents (id and iq)
into active and reactive powers (p and q). Based on the open-loop Hamiltonian model of the system,
we propose a closed-loop PI-PBC controller that takes advantage of Lyapunov’s stability to design a
global tracking controller. Numerical simulations in MATLAB/Simulink demonstrate the efficiency
and robustness of the proposed controller, especially for parametric uncertainties.

Keywords: distribution networks; direct power control; global tracking controller; passivity-based
control; supercapacitor energy storage system

1. Introduction

Supercapacitors are promising energy storage technologies with high energy density and high
charging/discharging capabilities [1]. They allow for the storage of electrical energy in electric fields,
increasing their efficiency in comparison with mechanical or chemical devices [2]. Supercapacitor
energy storage (SCES) and superconducting magnetic energy storage (SMES) are the only two devices
that store energy in the form of electromagnetic fields [3]. Nevertheless, SCES systems are preferred
because they work with voltage source converters [1], which are common and represent the cheapest
option when compared with the current source converters in SMES applications [4]. Additionally,
another advantage of using SCES over SMES systems is that the former does not require special thermal
covers, such as those needed for cooling systems based on liquid hydrogen, helium, or nitrogen [3].
This increases the acquisition, installation, and maintenance of SMES systems.

The integration of SCES systems via voltage source converters allows controlling the active and
reactive power independently by formulating a dynamic model in any reference frame (i.e., time
domain or abc, Clark’s or αβ, and Park’s or dq reference frames, respectively) [5]. In addition,
the dynamical model of the SCES system exhibits a nonlinear structure that makes it necessary
to propose nonlinear controllers to deal with its operational goals. Multiple controllers for SCES
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systems integration in electrical networks have been proposed such as feedback linearization
methods [6], interconnection and damping PBC approaches [3,5], linear matrix inequalities [7],
classical proportional-integral controls [8], adaptive predictive control [9], or proportional-integral
passivity-based control (PI-PBC) methods [2], that typically control active and reactive power in an
indirect form by controlling the currents on the AC side of the converter. Two interesting approaches
based on IDA-PBC and PI-PBC approaches have been reported by [10,11] to control SMES and
SCES systems in autonomous applications of single-phase microgrids; these PBC approaches take
the advantages of the port-Hamiltonian modeling to propose asymptotically stable controllers of
Lyapunov. Authors confirm that single-phase converters allow the control of active and reactive power
independently; nevertheless, the main disadvantage is the dependence on the parameters of the control
laws, which complicates their application over systems with parametric uncertainties.

Note that PBC approaches are preferred to operate SCES systems because their dynamic models
exhibit a port-Hamiltonian (pH) structure in open-loop, which is a suitable structure that is employed
in PBC designs. Because it allows proposing closed-loop control structures that can guarantee stable
operation in the sense of Lyapunov [12]. Even though the PI-PBC method has been previously
presented for SCES systems by [2], who presented a direct power control structure, we proposed
a robust parametric approach that avoids prior knowledge on the system parameters (inductance,
resistance, and supercapacitor values) and does not require the solution of additional differential
equations. This is a gap that is yet to be solved in specialized literature for SCES applications in AC
distribution networks. In addition, the main advantage of using direct power control is that the state
variables to design the controller are directly active and reactive power. Making more suitable the
assignation of the references to control these variables in generation or load compensation applications,
while classical approaches work with currents as state variables requiring additional steps regarding
active and reactive power control.

The remainder of this paper is organized as follows: Section 2 presents a complete dynamical
formulation of the SCES system interconnected to AC grids with a series resistive-inductive filter.
In addition, we present its pH intrinsic formulation and its transformation from the current structure
to the power ones. Section 3 presents the structure of the proposed PI-PBC approach, highlighting its
independence regarding the filter parameters and provides a general proof to guarantee asymptotic
convergence. Section 4 reports the general control structure as a function of active and reactive
power measures as well as the physical constraints related to the integration of SCES in distribution
networks. Section 5 presents the test system, simulating conditions, and numerical results with
their corresponding analysis and discussion. Section 6 details the main conclusions derived from
this research.

2. Dynamical Modeling

To obtain the dynamical representation of the SCES system integrated with VSC, only Kirchhoff’s
laws and the first Tellegen’s theorem is required. Here, we suppose that all the variables were
transformed from the abc reference frame into Park’s reference frame [5].

l
d
dt

id = −rid + ωliq + vscud − vd, (1)

l
d
dt

iq = −riq − ωlid + vscuq − vq, (2)

csc
d
dt

vsc = −idud − iquq, (3)

where l and r are the series inductance and resistance of the AC filter (transformer), respectively; csc is
the capacitance value of the SCES system; id and iq represent the direct- and quadrature-axis currents,
respectively, while vd and vq are their corresponding voltages; vsc is the voltage in the terminals of
the supercapacitor and, ud and uq are the modulation indexes of the converter that work as control
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inputs. Note that dynamical Model (1)–(3) is a sub-actuate control system because there are m = 2
control variables and n = 3 states.

Remark 1. The dynamical Model (1)–(3) exhibits a non-affine port-Hamiltonian structure as follows:

Dẋ = [J (u)−R]x + ζ, (4)

where D ∈ R
n×n is the inertia matrix, which is diagonal and positive definite, J ∈ R

n×n and R ∈ R
n×n

are the interconnection and damping matrices, such that J is skew-symmetric and R is diagonal and positive
semidefinite; x ∈ Rn and u ∈ Rm are the state and control vectors; and ζ ∈ Rn corresponds to the external
input vector.

Lemma 1. The dynamical Model (1)–(3) can be transformed into a direct-power control (DPC) model preserving
its non-affine port-Hamiltonian structure by defining the following variables as recommended in [2]: p = vdid,
q = −vdiq, and v = vdvsc, where vq = 0 because the PLL is referred to the direct-axis.

Proof. To obtain a DPC model, let us suppose that the vd and vq signals are obtained by implementing
a phase-looked loop (PLL), such that they (i.e., vd and vq) are constants and well known. Now, if we
derive the active and reactive power components, then,

d
dt

p = vd
d
dt

id, (5a)

d
dt

q = −vd
d
dt

iq, (5b)

where, if we substitute Equation (1) and (2) considering that v = vdvsc, the following result is obtained

l
d
dt

p = −rp − ωlq + vud − v2
d, (6a)

l
d
dt

q = −rq + ωlp − vuq. (6b)

Note that if we multiply Equation (3) by vd and rearrange some terms, then

csc
d
dt

v = −pud + quq. (7)

Finally, when expressions Equations (5) to (7) are rearranged in the form of Equation (4), the proof
is completed with

D =

⎛
⎜⎝ l 0 0

0 l 0
0 0 csc

⎞
⎟⎠ ,J (u)−R =

⎛
⎜⎝ −r −ωl ud

ωl −r −uq

−ud uq 0

⎞
⎟⎠

x =
[

p q v
]T

, ζ =
[
−v2

d 0 0
]T

.

Remark 2. Considering the advantages of the pH formulation exhibited by the DPC controller, an appropriate
controller to alleviate the active and reactive power oscillations with the SCES systems is the passivity-based
control approach because it takes advantage of the pH model to design an asymptotically stable controller in the
sense of Lyapunov.
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3. Passivity-Based Control Design

PBC control is a powerful nonlinear control technique that allows designing stable controllers
by taking advantage of pH modeling. The main objective of the PBC is to find a set of control laws
that help to preserve the pH structure of the dynamical model in closed-loop to guarantee stability in
the sense of Lyapunov, using energetic modeling [12]. There are different approaches based on the
PBC theory; the most known approach corresponds to the interconnection and damping assignment
(IDA-PBC) because it allows working with linear, nonlinear, and non-affine dynamical systems [13].
Nevertheless, there is also an interesting alternative that includes the well-known advantages of the
PI actions in the PBC design, which produces a stable PI-PBC approach that guarantees stability in
closed-loop operation; however, this approach is only applicable in nonlinear systems with a bilinear
structure such as the case of the dynamical models of the power electronic converters [2]. In the next
subsection, we will present the general PI-PBC design for bilinear systems.

3.1. Bilinear Representation

To develop a controller based on the PI-PBC approach, let us make the following definition.

Definition 1. An admissible equilibrium point (x�) exists for non-linear dynamical Model (4) if its variables
are represented in Park’s reference frame (direct- and quadrature-axis), such that

0 = [J (u�)−R]x� + ζ, (8)

for some constant control input u�.

Considering the definition of the equilibrium point, now we use some auxiliary variables to
develop a PI-PBC controller as follows: ũ = u − u� and x̃ = x − x�, where x̃ and ũ represent the error
of the state variables and control inputs.

Note that if we subtract Equation (8) from (4), the following result is obtained

D ˙̃x = [J (u) x −J (u�) x�]−Rx̃. (9)

To simplify Equation (9), let us define the property related to bilinear systems as follows:

Definition 2. The matrix product J (u) x has a bilinear structure if it can be separated as a sum as follows

J (u) x = J0 +
m

∑
i=1

Jixui, (10)

where J0 and Ji are constant matrices with skew-symmetric structure.

Now, if we consider the Definition 2 in Equation (9) and make some algebraic manipulations,
then the below result is obtained:

D ˙̃x = [J0 −R]x̃ +
m

∑
i=1

Ji x̃ui +
m

∑
i=1

Jix�ũi. (11)

Remark 3. Expression (11) is the essential structure to design PI-PBC controllers for bilinear systems,
as demonstrated in [14].
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3.2. Lyapunov’s Requirements for Stability Analysis

To guarantee that the dynamical System (11) is stable in the sense of Lyapunov for the equilibrium
point x̃ = 0, i.e., x = x�, let us define a candidate Lyapunov function V (x̃) with hyperboloid structure
as presented below

V (x̃) =
1
2

x̃TDx̃. (12)

Observe that V (x̃) meets the first two conditions of the Lyaponov’s stability theorem, i.e., V (0) = 0,
and V (x̃) > 0, ∀x̃ 	= 0. In addition, if we take the temporal derivative of Equation (12) and substitute
Equation (11), the following result is obtained:

V̇ (x̃) = x̃TD ˙̃x = −x̃TRx̃ +
m

∑
i=1

x̃TJix�ũi, (13)

which implies guarantee in stability, if the second term on the right hand side of Equation (13)
is negative definite or at least negative semidefinite. To simplify this expression, let us use the
input–output relation ũ → ỹ being ỹ the passive output as follows

V̇ (x̃) ≤ ỹTũ, (14)

where ỹi = x̃TJix�.
Note that Expression (14) can help us to design a stable controller if and only if the set of control

inputs ũ is selected such that this expression is always negative semidefinite. These characteristics are
presented in the next section using a PI controller.

3.3. PI-PBC Design

To obtain a general control law to guarantee closed-loop stability in the sense of Lyapunov, let us
employ the following PI control structure

ũ = −Kpỹ +Kiz, (15a)

ż = −ỹ, (15b)

where Kp � 0 and Ki � 0 are the proportional and integral gain matrices and z is an auxiliary vector
of variables related to the integral action.

To prove stability with the control law defined by Equation (15), let us modify the candidate
Lyapunov function in Equation (12) as follows

W (x̃, z) = V (x̃) +
1
2
(z − zo)

T Ki (z − zo) , (16)

with zo = K−1
i u� and its derivative is

Ẇ (x̃, ỹ) = −x̃TRx̃ − ỹTKpỹ ≤ 0, (17)

which proves that the control input in Equation (15) guarantees stability in the sense of Lyapunov for
closed-loop operation. Observe that in Equation (16), we consider that Ki = KT

i .

Remark 4. The control input Equation (15) can guarantee asymptotic stability in the sense of Lyapunov as
proved in [15] by referring to Barbalat’s lemma [14].
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4. Control Structure and Physical Constraint

This section presents the mathematical structure of the control laws for active and reactive power
support with SCES systems, as well as the physical constraint that imposes the interconnection of a
supercapacitor for energy storage applications.

4.1. Control Law

The presented PI-PBC approach can deal with parametric uncertainties in the SCES system when
it is modeled using a direct power formulation (see Model (7) and (8)). For its analysis, let us present
the general control inputs obtained from Equation (15) as follows

ud = u�
d + kp1 (v� (p − p�)− p� (v − v�)) + ki1

∫
(v� (p − p�)− p� (v − v�)) dt, (18a)

uq = u�
q + kp2 (q� (v − v�)− v� (q − q�)) + ki2

∫
(q� (v − v�)− v� (q − q�)) dt, (18b)

where kp1 and kp2 are the proportional gains, and ki1 and ki2 are the integral gains, respectively.

Remark 5. The components u�
d and u�

q in Equation (18) can be neglected as recommended in [16] because they
can be considered as constant values to calculate integral actions.

It is important to mention that the control inputs of Equation (18) can remain robust to parametric
uncertainties because they do not depend on any parameter of the system. This implies that small
variations in these values (e.g., l, r, and csc) will not compromise the dynamical performance of the
SCES system.

Note that in Equation (18), the value of v� = vdv�sc needs to control the active and reactive power
interchange between the SCES system and the grid (the values of p� and q� are defined by the designer
because the main interest in SCES applications corresponds to control active and reactive power
independently). Therefore, it is necessary to know v�sc to apply the controller. We start from the energy
function of the SCES to compute v�sc, as follows:

W�
sc =

1
2

Cscv�sc
2 → Ẇ�

sc = p�sc = Cscv̇�
2

sc , (19)

and the relation between the active power of SCES and VSC can be approximated to p�sc = −p�. Hence,
v�sc can be given by

v�sc
2 =

1
Csc

∫
−p�dt → v�sc = Ki

√∫ t

0
−p�dt, (20)

with Ki > 0.
It is important to mention that the stability proof shown in Section 3.3 may be compromised by

replacing Equation (20) into (18), which is only valid when v�sc is constant. Therefore, we adopted
the time-scale separation assumption between the outer-loop (v�sc) and the inner PI-PBC described
in [17,18]. Interestingly, the assumption deals with the possible lost stability by only adjusting the
integral gain in Equation (20).

4.2. Physical Operative Constraint

The energy storage capability of a SCES system is limited by the energy capabilities of the
supercapacitor as well as for the admissible voltages in its terminals.

Figure 1 presents the dynamic behavior of the total energy stored in the SCES. In this figure, there
are three critical points called O, P, and Q. Point O presents the minimum voltage value permissible in
the supercapacitor terminals (vmin

sc ) that produce the value of the admissible minimum energy stored
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(Emin); this voltage value is the lower bound in the SCES operation to guarantee the controllability of
the closed-loop system. Additionally, point Q is the upper bound of the energy storage variable, which
reaches the maximum permissible energy stored in the supercapacitor device (vmax

sc ↔ Emax), whereas
point P represents some operating points between extreme points of O and Q.

vsc

E = 1
2 cscv2

sc

O

vmin
sc

Emin

Q

vmax
sc

Emax

P

vi
sc

Ei
p(−)

p(+)

Figure 1. Behavior of the energy stored in the Supercapacitor energy storage (SCES).

Observe that point P allows positive or negative active power references. In the case in which
p is positive, the energy stored decreases from point P to point O. In the case in which p is negative,
the energy stored increases from point P to point Q. When point P is at the extreme points, we can
conclude that if it is at point O, the reference for p can only be negative or zero, and if it is at point Q, it
must be positive or zero. These are necessary conditions to preserve the useful life in the SCES.

5. Test System and Simulation Scenarios

5.1. The System Under Study

A low-voltage microgrid is used to test the DPC model of the SCES system. The test system is
depicted in Figure 2, which contains two SCES systems. Additionally, it has a wind power generator
and unbalanced loads to generate power oscillations in the system, thus allowing SCES to compensate
for oscillations. The test system data can be consulted in [2].

To assess the capability and robustness of the proposed controller, the controller is compared with
interconnection and damping assignment IDA-PBC presented in [19]. The IDA-PBC was performed
under the αβ reference frame. This implies that a PLL does not need to be implemented. However,
it requires the derivatives of the desired values and the parameters of the system to be employed.
This entails that the implementation of the IDA-PBC is more complicated than the proposed controller.

5.2. Simulation Scenarios

The SCES system can be used in various forms as support of active and reactive power oscillations
in distributed generation applications with the wind turbine generator or can compensate for power
oscillations provided by unbalanced loads [19]. According to this, in this study, two scenarios are
designed to assess the performance and robustness of the SCES system using the DPC model and the
proposed controller. The scenarios are as follows:

• Scenario 1 (S1): Check the proposed controller to manage the active and reactive power
independently in the SCES system.

• Scenario 2 (S2): Evaluate the performance of the proposed controller applied to the SUCCESS
system using the DPC model to relieve the oscillations of active and reactive power in the
microgrid. This scenario employs a wind power generator located at bus 2, which provides active
power and absorbs the reactive power shown in Figure 3. Additionally, the test system has two
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demands (see DL1 and DL2 loads in Figure 2), which draw active and reactive power, as depicted
in Figure 4.

Wind generator
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Filter 1

Bus 2
Line
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Figure 2. Test system configuration.
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Figure 3. Wind generator: (a) wind profile and (b) active power provided and reactive power absorbed.
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Figure 4. DL1 and DL2 loads: (a) active power demanded and (b) reactive power demanded.

It is important to mention that these scenarios have been designed arbitrarily to validate the
accuracy and robustness of the DPC model and the proposed controller.

6. Results

The test system (see Figure 2) was implemented in MATLAB/Simulink and was executed on
a desk-computer INTEL(R) Core(TM) i7–7700 CPU, 3.60 GHz, 8 GB RAM with 64-bits Windows 10
Professional by using MATLAB2019b. The switching frequency for the VSCs was fixed at 5 kHz.
The parameters for the PI-PBC approach were tuned using the diagonal method developed in [20],
which is suitable when the connection between the internal control of the model and the PI controller is
lost, as presented with the proposed controller in this paper. The PI controller is computed, as follows:

kp12 =
ln(9)L

ts
, ki12 =

ln(9)R
ts

, (21)

where L and R are values of the inductance and resistance of the AC filter and ts = 10−4 is the desired
settling time.

6.1. Scenario 1

This scenario analyzes the performance of the PI-PBC to control the active and reactive power
regardless of the SCES system applied to the DPC model. Here, we select arbitrary values for active
and reactive power references to demonstrate the ability of the proposed controller. Figure 5 shows the
dynamic behavior at the DC side of the SCES system and their active and reactive power outputs.
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Figure 5. Dynamic behavior of the SCES system for S1: (a) supercapacitor voltage; (b) active power
provided; and (c) reactive power absorbed.

Figure 5 shows that both controllers present a similar dynamic behavior. Nevertheless, PI–PBC
presents a better performance compared with the IDA-PBC because it shows lower active and reactive
power ripples. The ripples for the proposed controller are approximately 80 W and 85 var for the
active and reactive power, respectively. In contrast, the ripples are about 100 W and 115 var when the
IDA-PBC is implemented, respectively.

6.2. Scenario 2

This scenario investigates the ability of the SCES system using the DPC model to compensate for
the power oscillations in the test system. Therefore, two SCES systems are considered, located at buses
1 and 5 (see Figure 2). The first SCES system relieves the power oscillation introduced by the wind
power generator at bus 2. Here, we assume that the SCES system must keep active power at 28 kW
and supply all the requirements of the reactive power of the generator. In contrast, the second SCES
system compensates for the power oscillations provided by DL2 demands at bus 4, maintaining its
active and reactive power at 30 kW and zero, respectively.
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Figures 6 and 7 illustrate the dynamic behaviors at the DC side of the first and second SCES
systems, respectively. In addition, their respective active and reactive powers are also plotted.
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Figure 6. Dynamic behavior of the first SCES system for S2: (a) supercapacitor voltage; (b) active power
provided; and (c) reactive power absorbed.

Observe in Figure 6 that both controllers maintain the control objectives (p = 30 kW and q = 0
kvar). However, the PI-PBC method continues presenting a better performance with lower ripples for
the active and reactive power. Moreover, IDA-PBC has a steady-state error for active power of around
25 kW.

Note in Figure 7 that the proposed controller continues to show an enhanced response of active
power, without steady-state error, as presented with the IDA-PBC. This behavior occurs because the
IDA-PBC works as a proportional control. In contrast, the proposed controller includes an integral
action that removes this error.
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Figure 7. Dynamic behavior of the second SCES system for S2: (a) supercapacitor voltage; (b) active
power provided; and (c) reactive power absorbed.

Complementary Analysis

Mean absolute error (MAE) and integral of time multiply absolute error (ITAE) (for the active and
reactive power), and total harmonic distortion (THD) (for the AC currents) are used to quantify the
performance of the controllers. Table 1 depicts these indexes for each scenario analyzed.

In Table 1, both controllers have a notable low MAE and ITAE. Nevertheless, the PI-PBC approach
performs better for tracking power references than the IDA-PBC approach. This finding is supported
by the reduction of MAEp and MAEq by 12.1% and 21.8% in the worst-case scenario (see first and the
second column in Table 1), respectively. While ITAEp and ITAEq were reduced by 16.9% and 21.25% in
the worst-case scenario, respectively.
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Table 1. Performance Indexes.

Scenario 1

MAEp [W] MAEq [var] ITAEp ITAEq THD [%]
IDA-PBC 43.39 30.93 10.69 7.72 1.57
PI-PBC 23.71 20.65 5.94 5.35 1.55

Scenario 2 with SCES1

MAEp [W] MAEq [var] ITAEp ITAEq THD [%]
IDA-PBC 28.26 23.79 7.01 5.98 0.99
PI-PBC 24.68 18.59 5.82 4.64 0.98

Scenario 2 with SCES2

MAEp [W] MAEq [var] ITAEp ITAEq THD [%]
IDA-PBC 21.39 18.76 5.28 4.66 1.82
PI-PBC 18.38 14.60 4.36 3.63 1.80

In Table 1, it can be observed that both controllers meet the THD limits for power electronic
converters established in Standard IEEE-1547 [21] even though the proposed controller has lower THD
than the IDA-PBC approach. This entails that the PI-PBC approach presents better wave quality and
lower losses.

The robustness of the proposed controller is investigated by applying a sensitive analysis for filter
parameters. We assume that there are RL-filter mismatches with a variation of ±50% and ±40% for R
and L parameters, respectively, when active power must be kept in 10 kW. For this test, we generate
100 random mismatches with uniform distribution. Figure 8 depicts the error mean value of the active
power ΔPmean against plant-model mismatches. Observe in this figure, that the IDA-PBC approach
has a greater variation for ΔPmean than the PI-PBC approach. This demonstrates that the proposed
controller presents a better performance when there is a plant-model mismatch. In Figure 8, it can
also be noted that the resistance variations do not influence over the controllers performance, while
inductance variations do affect the performance of the controllers. This effect tends to be linear and is
greater when the IDA-PBC approach is implemented.
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Figure 8. Sensitive analysis.

Remark 6. The proposed controller does not show a remarkable difference in performance according to the
IDA-PBC approach, which is easy to implement. This is because it only needs proportional-integral action and
does not depend on the system parameters, while the IDA-PBC approach requires the system parameters and
derivative calculation from the references to be applied.
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7. Conclusions

A direct power model developed from Park’s reference frame for the SCES systems has been
presented in this study. The direct power model controls instantaneous active and reactive powers
regardless of the SCES system without employing typical phase-Locked-Loop. A PI-PBC approach
was used to control the SCES system because it takes advantage of the pH structure of the SCES system
to propose a control law that guarantees the stability of the system and exploits proportional-integral
actions. The proposed controller demonstrates better performance in relieving the active and reactive
power oscillations generated by wind generation considering imbalance when compared to the
IDA-PBC approach.
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Abstract: This paper addresses the problem of the optimal location and sizing of photovoltaic (PV)
sources in direct current (DC) electrical networks considering time-varying load and renewable
generation curves. To represent this problem, a mixed-integer nonlinear programming (MINLP)
model is developed. The main idea of including PV sources in the DC grid is minimizing the total
greenhouse emissions produced by diesel generators in isolated areas. An artificial neural network
is employed for short-term forecasting to deal with uncertainties in the PV power generation. The
general algebraic modeling system (GAMS) package is employed to solve the MINLP model by using
the CONOPT solver that works with mixed and integer variables. Numerical results demonstrate
important reductions of harmful gas emissions to the atmosphere when PV sources are optimally
integrated (size and location) to the DC grid.

Keywords: artificial neural networks; diesel generation; direct current networks; greenhouse
emissions; numerical optimization; mixed-integer nonlinear programming photovoltaic plants

1. Introduction

Recent deployments of power electronics have allowed the positive advancement and
development of efficient renewable energy interfaces for wind and photovoltaic plants [1–3], and
the large-scale usage of energy storage systems, such as batteries [4–6], supercapacitors [7,8],
superconductors [3,9,10] and flywheels [11,12]. These devices can be integrated into the power system
using different interface technologies; i.e., to operate in the classical alternating current (AC) or direct
current (DC) grids [3,13]. The selection of the grid operative condition plays an important role in the
quality of the electrical service provided to the end-users. In the case of AC grids, it is required to
maintain sinusoidal voltages with adequate form (power quality criteria); i.e., magnitude, frequency,
power factor, harmonics, etc. [14–16]. These characteristics in AC networks make them more complex
in comparison to DC networks, since these latter only require voltage control, and reactive power
and frequency are nonexistent [17,18]. An additional advantage of using DC over AC technologies
is their high efficiency in terms of power loss and voltage profiles [19]. These features can be added
to the fact that photovoltaic plants or some energy storage technologies (supercapacitors, batteries
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and superconducting coils) work directly in the DC paradigm [17,20], which can help to reduce the
number of power interfaces to integrate these technologies in DC grids in comparison to their AC
counterparts [21].

In specialized literature, DC networks have taken relevance regarding optimization and
control applications [21]. In the case of optimization, multiple approaches based on semidefinite
programming [4], second-order cone programming [20], sequential quadratics [22] and metaheuristics
have been proposed to address optimal power flow problems [23]; additionally, some classical
numerical methods can be found, such as Newton-Raphson [24], Gauss-Seidel [17] or successive
approximations for power flow solutions [25]. In the case of control, the most conventional approaches
focus on battery control [26], renewable energy integration [27] and dynamic stability based on
passivity based-control [28,29], model predictive control [30,31] and sliding mode control [32,33].

These recent studies show that DC networks are promissory technologies that require extensive
research for being successfully operated and also integrated and interconnected to the conventional
AC power system [34,35]. In this paper, we deal with a classical and well-studied problem of optimal
location and sizing of distributed generation in power systems. Nevertheless, we focus on direct
current networks in isolated areas operated with diesel generators [36,37]. Although this problem
has been widely studied in AC networks with metaheuristics, such as genetic algorithms [38], tabu
search [39], harmonic search [40], krill-herd algorithm [41] and population based-learning methods [42],
in conjunction with exact mixed-integer nonlinear programming methods [43,44], on the topic of DC
networks there are only four references that address this problem. In [45] a semidefinite programming
method was proposed for binary variable relaxation associated with the location of the generators;
then, its binary structure was recovered with random hyperplanes; in [46] a sequential quadratic
programming model with the same binary relaxation was proposed, and the binary nature of the
problem was recovered with a heuristic search that defines the optimal location of the generators. The
authors of [47] have addressed the issue of optimal location and sizing of distributed generators in
DC networks from the metaheuristic point of view by using a classical genetic algorithm for their
locations, in conjunction with their different optimal power flow methods based on particle swarm,
black hole and continuous genetic optimizers. In [48], a mixed-integer nonlinear programming model
was proposed to locate and size DGs in DC microgrids, using the general algebraic modeling system
(GAMS) package for its solution. The common denominator of these approaches is the fact that load
or renewable generation variations are not considered, since all of them only solve the problem for a
unique hour time lapse. This cannot replicate the real behavior of electrical networks, especially when
renewable energy resources are introduced.

To deal with renewable energy variations in the problem of optimal location and sizing of
distributed generators in DC networks, here, we propose mixed-integer nonlinear programming for
location and sizing of PV plants in DC networks to minimize the total pollution and greenhouse
emissions released by diesel generators feeding isolated DC networks. The main contribution of our
approach is based on a multiperiod optimization problem, including expected curves of PV generation
and demand consumption focused on Colombian power system characteristics. To ensure that PV
generation potential was well estimated, an artificial neural network with recursive connections
was employed. To solve the proposed mixed-integer nonlinear programming (MINLP) model, we
used the GAMS package with multiple nonlinear solvers to compare the results, as recommended
in [44,48]. Numerical results confirm that the correct placement of PV plants helps via a significant
reduction of pollutants released to the atmosphere by fossil fuels, which contributes positively to the
responsible plans of energy consumption for future generations; i.e., making the power system more
sustainable [6].

The remainder of this document is organized as follows: In Section 2 is presented the MINLP
model for the problem of optimal location and sizing of PV generators in DC networks, for the
reduction of greenhouse emissions with multiperiod structure. In Section 3 it the artificial neural
network employed to forecast the solar power generation is described. In Section 4 a GAMS example

68



Symmetry 2020, 12, 322

in a small DC network to solve the problem addressed in this paper is presented. In Section 5 the
numerical simulation in a 21-nodes test feeder is shown to minimize pollutants produced by diesel
generators with its corresponding analysis and discussion. In section 6 the main concluding remarks
derived from this research are presented.

2. Mathematical Model

The problem of the optimal location of PV plants in DC networks considering load variations
corresponds to a nonlinear, non-convex and non-differentiable optimization problem that combines
discrete and continuous variables, which generates an MINLP problem [47]. The main interest in this
formulation is to minimize the greenhouse emissions produced by diesel generators interconnected to
DC rural (isolated) networks [48,49]. The complete mathematical model is presented below:

Objective function:

min z =
T

∑
t=1

N

∑
i=1

Rge
i pcg

i,t Δt, (1)

where z are the total greenhouse emissions in pounds; Rge
i is the rate of greenhouse emissions per

kilowatt-hour; pcg
i,t is the total power generation in the conventional generators (diesel sources); and Δt

is the period of time under analysis, typically Δt = 1 h. Note that N is the total number of nodes in the
DC grid and T is the number of periods of time, N and T being the sizes of the sets of nodes N and
periods of time T , respectively.

Set of constraints:

pcg
i,t + ypv

i ppv,nom
i,t − pd

i,t = vi,t

N

∑
j=1

Gijvj,t, ∀ {i ∈ N , t ∈ T } (2)

iij,t = gij
(
vi,t − vj,t

)
, ∀ {ij ∈ L, t ∈ T } (3)

pcg,min
i,t ≤ pcg

i,t ≤ pcg,max
i,t , ∀ {i ∈ N , t ∈ T } (4)

−imax
ij ≤ iij,t ≤ imax

ij , ∀ {ij ∈ L, t ∈ T } (5)

vmin
i ≤ vi,t ≤ vmax

i , ∀ {i ∈ N , t ∈ T } (6)

0 ≤ ypv
i ≤ ppv,max

i xpv
i , ∀ {i ∈ N , } (7)

N

∑
i=1

xpv
i ≤ NGmax

pv , (8)

where ppv,nom
i,t and pd

i,t are the nominal power injection of the PV generator and the power consumption
in the node i during the period of time t; ypv

i defines the size of the PV generator connected to the
node i; ppv,nom

i,t is the nominal power of the PV generators, which is dependent on the solar forecasting
in the zone of influence of the DC network; vi,t and vj,t represent the voltage value in the nodes i and
j respectively during the time t; Gij is the component of the conductance matrix that relates nodes i
and j, whose value depends on the physical connections between nodes (i.e., it is dependent on the
grid configuration); iij,t represents the value of the current that flows between nodes i and j in the

period time t, which depends on the conductor conductance named gij; pcg,min
i,t and pcg,max

i,t represent
the minimum and maximum capabilities of power generation in the diesel generators connected at
the node i in the period of time t; ppv,max

i is the maximum nominal size of the PV source that can be
connected in the node i; imax

ij corresponds to the maximum current that can flow through the conductor

that connects nodes i and j; vmin
i and vmax

i are the minimum and maximum voltage bounds allowed
at each node; xpv

i is a binary variable that defines whether a PV source is installed (xpv
i = 1 if the

PV source is installed and xpv
i = 0 otherwise) at node i; NGmax

pv defines the maximum number of PV
generators available to be located into the grid. (The components Gij and gij have the same magnitude;
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notwithstanding, these differ by sign, gij =
1
rij

being positive; i.e., Gij = −gij. rij is the resistance value
of the conductor located between nodes i and j.)

The mathematical model defined from (1) to (8) has the following interpretation [22,50]: the
objective function (1) quantifies the total greenhouse emissions produced by the diesel generators
during their operation; in (2) is presented the power balance equation per node, which is typically
known as power flow constraint, this being a non-affine constraint. Expression (3) shows the calculation
of the current flow through ijth branch as a function of the voltage drop; in (4) is defined the box
constraint related with the power capabilities in the diesel generators; in (5) the thermal bounds of the
network conductors are presented in Amperes; meanwhile, (6) defines the voltage regulation bounds
of the grid, which are defined by regulatory entities. Expression (7) determines the possibility of
locating a PV generator in the network by defining its maximum ranks admissible for a generation.
Finally, in (8) is presented the constraint associated with the maximum number of generators available
for installation.

Note that the mathematical optimization model is complex to be solved, since it combines binary
and integer variables, this model being an MINLP [45]. Additionally, the most complicated constraint
is the power balance defined in (2), since it represents the hyperbolic relation between voltage and
currents in electrical DC networks with constant power loads [51], which is a non-affine nonlinear
constraint without convex properties.

Even though in specialized literature it has been reported, some approaches to solving this
problem by decoupling it into a master-slave optimization problem with metaheuristics (i.e., genetic
algorithms with particle swarm derived approaches [47]), no reports with the multiperiod structure
(1)–(8) were found. For this reason, we are concentrating on the mathematical formulation and not on
the solution technique. Since recent publications use the GAMS package and its large-scale nonlinear
optimizers to solve similar problems [44,48], we decided to use the GAMS package in conjunction with
the CONOPT solver as a solution strategy.

3. Solar Generation Forecasting

Planification of electrical networks that include renewable generators is a challenge, since it is
necessary to consider their intermittency into the planning project. Due to that, in this research, we
are interested in locating and sizing PV plants in DC networks to diminish greenhouse emissions
produced by diesel generators for isolated areas, it being strictly necessary to know the PV potential
in these areas. For this purpose, we consider that this electrical network is located in the Caribbean
region in Colombia, and the solar power availability measured during a year is presented in Figure 1.
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Figure 1. Historical data for solar prediction (adapted from [4,50]).

On the other hand, the uncertainty of primary sources for PV plants due to temperature and solar
radiation produces a challenge for their optimal location and sizing. An improper location or sizing
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of PV plants can generate problems in the voltage profiles or cause transmission line overload and
increase power loss [4]. Therefore, it is necessary to consider a methodology that takes into account the
high variability of the temperature and solar radiation with the purpose of reducing the forecasting
errors, and thus, avoiding problems that can be introduced due to incorrect location or sizing. For
this purpose, we employ the methodology developed in [50], which uses an artificial neural network
(ANN) in order to estimate the primary sources for PV plants adequately.

Artificial Neural Network

Artificial neural networks have been largely used to solve multiple problems in engineering,
and are based on artificial intelligence [4]. They have a wide range of applications, from pattern
classification and clustering, to optimization and prediction, among others [50]. Here the ANNs are
used to predict the most probable temperature and solar radiation.

Typically, the ANNs go through three processes: training, adjusting and validating. There are
multiples nonlinear learning rules to use in the training. We used the following rule to train the ANN:

y(t) = f
(
y(t − 1), ..., y(t − ny), x(t − 1), ..., x(t − nx)

)
(9)

where x and y are input and output data, respectively. ny and nx are the last values of the prediction
and the input data, respectively.

The ANN applied to solar radiation forecasting has been trained, adjusted and validated with
70%, 15% and 15% of the data, respectively. Additionally, two inputs (time and temperature), six delays
and 18 hidden neurons have been implemented on the ANN. This was implemented in MATLAB
R2019b employing ntstool. Figure 2 depicts its schematic implementation.
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Figure 2. ANN scheme for solar radiation prediction [50].

The ANN scheme illustrated in Figure 2 contains a two-layer feedforward network. The first is
the hidden layer that works with a sigmoid transfer function, while the second one is the output layer,
which consists of a linear transfer function. The hidden layer uses delays to stores previous values
of input x(t) and output y(t) data. W and b are weights and bias values in the training process of
the proposed ANN, respectively. The output y(t) in the output layer also applies rectified linear unit
(ReLU) layer, which consists of

f (y) =

{
y, y ≥ 0,
0, y < 0.

(10)

The ReLU layer is used since in some cases the radiation estimation may be negative.
In the training process of the proposed ANN for solar forecasting the Levenberg–Marquardt

algorithm was employed and it is available for the ntstool in MATLAB [52]. The main advantage of
this training process in relation to classical Newton algorithm or Gauss-Newton algorithm is the rate
of convergence and its stability. More information about the Levenberg-Marquardt algorithm can be
found in [53,54].
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4. Optimization Strategy

The solution of the mathematical model described from (1) to (8) requires a methodology that
works with mixed-integer variables [45]. In the specialized literature, two main approaches have
been proposed to deal with MINLP models in power systems. One of them corresponds to the
hybridization methods composed by master-slave stages with metaheuristics. Some of them are
genetic algorithms [38], the particle swarm optimizer [42], tabu search algorithms [39] and krill-herd
algorithms [41]. These methods decouple the problem of PV source location from sizing. The solutions
of these problems are reached through iterative procedures; nevertheless, the optimal solution depends
on the number of iterations defined, with the main disadvantage that it is not possible to find the
same numerical solution each time that the methodology is evaluated [42]. Thus, statistical procedures
are needed to determine their efficiencies [46]. The second focus is to solve MINLP models using
gradient-based approaches embedded into branch and bound (B&B) methods, where the gradient
searches solve the resulting nonlinear programming model, while the B&B guides the discrete search
by defining the location of the PVs [43]. These approaches use nonlinear large-scale solvers available in
optimization packages such as GAMS [6,44]. Here, due to the contribution of this paper being related
to the presentation of the MINLP model to locate and size PV sources in DC grids for isolated areas to
reduce greenhouse emissions by diesel generators, we solve the proposed mathematical model using
the CONOPT solver available for GAMS.

As mentioned before, this solver works with gradient searches and B&B methods. In the first
step, all the binary variables are relaxed to find the best possible solution; then, this relaxation is
discretized to recover the nature of the binary variables in order to provide the optimal solution of
the problem. It is important to mention that this optimization package has been successfully used
in different problems, such as the optimal operation of batteries [6], optimal location of distributed
generators in AC and DC grids [44], optimal design of osmotic power plants [55] and economic
dispatch analysis [50,56]. Finally, Algorithm 1 resumes the necessary steps to solve the MINLP model
defined from (1) to (8) [57].

Algorithm 1: Main steps for solving the proposed MINLP model in GAMS [57]

Select the test system characteristics;
Define the sets involved in the optimization model;
Define the scalars, parameters and matrices of the DC grid;
Define the variables and their bounds;
Define the name of the equations and build the mathematical model (1) to (8);
Determine the number of PV to be located;
Select the CONOPT solver in GAMS;
Define the variables of interest to be visualized;
Read and analyze the final results;

5. Test System and Numerical Validations

In this section, we present the test system structure and the output behavior of the PV forecasting
used as input on the location and sizing process; in addition, all the simulation scenarios are defined
and the numerical results are presented using the GAMS optimization package with its large-scale
nonlinear solver CONOPT [44].

5.1. Test System

As the DC distribution system, we consider a 21-node test system with two slack (diesel)
generators located at nodes 1 and 21, which support voltage profiles in the grid with 1.0 and 1.05 p.u,
respectively. The configuration of this test system is depicted in Figure 3 and the base values of this
test system are 1 kV and 100 kW [4].
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Figure 3. Electrical configuration for the 21-node test system.

Table 1 reports the numerical information of this test system, where its interpretation from
left-to-right is as follows: Sending node, receiving node, branch resistance and power consumption at
the receiving node. Note that in the case of the diesel generator located at node 21, there is a constant
power consumption connected to its node.

Note that the total power consumption of this test feeder at the peak load is 554 kW.

Table 1. Electrical parameters of the 21-node test system.

Node i Node j Rij [pu] Pj [pu] Node i Node j Rij [pu] Pj [pu]

1(slack) 2 0.0053 0.70 11 12 0.0079 0.68
1 3 0.0054 0.00 11 13 0.0078 0.10
3 4 0.0054 0.36 10 14 0.0083 0.00
4 5 0.0063 0.04 14 15 0.0065 0.22
4 6 0.0051 0.36 15 16 0.0064 0.23
3 7 0.0037 0.00 16 17 0.0074 0.43
7 8 0.0079 0.32 16 18 0.0081 0.34
7 9 0.0072 0.80 14 19 0.0078 0.09
3 10 0.0053 0.00 19 20 0.0084 0.21
10 11 0.0038 0.45 19 21(slack) 0.0082 -0.21

5.2. Objective Function and Daily Curves

To determine the number of greenhouse emissions by using diesel generators, we consider the
information reported in [6]. In this reference the number of different greenhouse emissions caused by
diesel generators with sizes smaller than 1 MW is presented. This information is reported in Table 2.

Table 2. Main gasses released by diesel generators with capacities lower than 1 MW.

Type of Emission Chemical Symbol Rank [lb/MWh]

Carbon dioxide CO2 1000–1700
Sulfur dioxide SO2 0.40–3.00
Nitrogen oxides NOx 10–41
Carbon monoxide CO 0.40–9.00
Heavy particles PM − 10 0.40–3.00

Due to the most important emissions being carbon dioxide (CO2), we select the average value in
the rank, i.e., 1350 lb/MWh, to consider in the objective function. In the case of renewable generation
prediction, in Table 3 a typical curve is reported for a sunny day in the Caribbean region in Colombia,
as is the prediction reached by the proposed ANN. (This information is presented numerically to
guarantee that results can be reproduced in future research.) In addition, we include a curve for
power consumption provided by a utility in Colombia. (The name of the utility is not provided due to
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confidential agreements.) Note that these curves are normalized to make them independent of the size
of the PV source or the size of the utility [44,50].

Table 3. Real and predictive PV curves and load behavior during a typical sunny day in Colombia.

Period Real [pu] Forec. [pu] Load [pu] Period Real [pu] Forec. [pu] Load [pu]

1 0.000 0.000 0.633 25 1.000 0.976 0.814
2 0.000 0.000 0.619 26 0.975 1.000 0.842
3 0.000 0.000 0.605 27 0.771 0.978 0.869
4 0.000 0.000 0.578 28 0.889 0.790 0.886
5 0.000 0.000 0.550 29 0.630 0.883 0.902
6 0.000 0.000 0.495 30 0.593 0.604 0.905
7 0.000 0.000 0.440 31 0.404 0.606 0.908
8 0.000 0.000 0.435 32 0.366 0.357 0.908
9 0.000 0.000 0.429 33 0.231 0.328 0.908
10 0.000 0.000 0.421 34 0.203 0.142 0.935
11 0.000 0.000 0.413 35 0.130 0.142 0.963
12 0.000 0.000 0.419 36 0.053 0.073 0.987
13 0.000 0.000 0.426 37 0.008 0.019 0.988
14 0.000 0.000 0.433 38 0.000 0.008 0.989
15 0.000 0.026 0.440 39 0.000 0.000 0.990
16 0.024 0.052 0.495 40 0.000 0.000 0.995
17 0.124 0.110 0.550 41 0.000 0.000 1.000
18 0.272 0.263 0.550 42 0.000 0.000 0.995
19 0.439 0.431 0.550 43 0.000 0.000 0.990
20 0.604 0.594 0.605 44 0.000 0.000 0.935
21 0.733 0.730 0.660 45 0.000 0.000 0.880
22 0.810 0.830 0.701 46 0.000 0.000 0.770
23 0.860 0.875 0.743 47 0.000 0.000 0.660
24 0.984 0.899 0.778 48 0.000 0.000 0.633

5.3. Simulation Scenarios

To evaluate our proposed mathematical model for optimal location and sizing of PV sources in
DC grids, we consider that the size of these generators can be 60% of the total demand in the peak
hour; i.e., 332.4 kW. In addition, we consider four simulation cases as follows: S1) as the base case of
the test system without including PV sources, S2) as the location of one PV source, S3) as the location
of two PV sources and S4) as the location of three PV sources inside of the DC system. The main idea
of these scenarios is to evidence the effect of having a total PV installation capacity distributed in
different quantities of injection depending on the simulation case.

5.4. Numerical Results

To solve the general MINLP model, which represents the problem of optimal location and sizing
of DGs in DC systems, we employed the GAMS optimization package with different nonlinear solvers
in a desktop computer with an INTEL(R) Core(TM) i5-3550 3.5-GHz processor and 8 GB of RAM
running a 64-bit version of Windows 10 Home Single Language.

Table 4 reports the numerical results for all the simulation scenarios previously proposed. Note
that in the first scenario, the daily greenhouse emissions of CO2 are 13,428.912 pounds, and the
minimum emissions occur in the fourth scenario with 10,878.190 pounds per day, which implies en
equivalent reduction of 2550.722 pounds of emissions of CO2 per day (18.99%). It is important to
mention that after using the CONOPT solver for each simulation scenario, the total processing time to
reach the optimal solution is lower than 20 s for all the cases. Still, it starts to increase from 6.224 s
to 19.063 s (67.35%) depending on the number of PV sources that are considered in the scenario. It is
important to mention that the processing times of the ANN training process is not considered in the
last column in Table 4, since this is an offline procedure that takes between 5 and 10 min depending on
the size of the training set.
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Table 4. Gas emissions for each simulation case.

Simulation Scenario Objective Function [lb] (CO2) Processing Time [s]

S1 13,428.91 6.224
S2 11,027.19 11.001
S3 10,892.80 18.478
S4 10,878.18 19.063

Figure 4 presents the total daily reduction per day when a different number of PV sources are
located and sized in the 21 nodes DC test feeder. This plot confirms that the best scenario corresponds
to the case with three PV sources located inside the network; nevertheless, these bars confirm that the
reduction of greenhouse emissions has a nonlinear behavior regarding the number of PV sources; i.e.,
the reduction tends to have a saturation of 19% approximately. This behavior obeys the fact that the
PV sources only work during sunny hours, making it necessary to use diesel sources during the night.
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Figure 4. Total reductions in CO2 emissions per day for each simulation scenario.

Table 5 reports the optimal location of the PV sources in each simulation scenario. These
simulations show that the most attractive node to locate a PV source is the node 17, followed by
nodes 19 and 12, respectively. In addition, for the third and fourth scenarios, it is important to observe
that all the allowed penetration, i.e., 60% of the peak consumption, is used (divided) by the PV
generators, while the second scenario only uses about 96.38% of this maximum capability. These
results confirm the nonlinear relation between the number of sources available for location and their
sizes regarding the minimization of the objective function, which implies that multiple simulations and
scenarios need to be taken into account for the grid planner (i.e., utility) to determine its inversions.

Table 5. Optimal locations and sizes of the PV sources.

Simulation Scenario Location [node] Size [kW] Total Penetration [kW]

S1 — — — — — — 0
S2 17 — — 320.37 — — 320.372
S3 17 19 — 141.30 191.098 — 332.400
S4 12 17 19 91.33 101.582 139.485 332.400

Note that all the simulations were guaranteed through (5) to have all the currents flowing inside
of the system be lower than 400 A; i.e., all the possible locations and sizes of the PV sources are feasible
to be implemented since conductors of the grid can operate safely. In addition, when we considered
the real daily curve reported in Table 3 with the locations and sizes of the PV sources reported in
Table 5, it was found that the errors in the estimation of the objective function were lower than 1%,
which confirms that ANN are powerful tools for short-term forecasting of renewable energy resources,
as reported in [50].

Figure 5 presents the behavior of the diesel generators during the day for all the simulated
scenarios. Note that in the first scenario, they support all the power consumption in the DC grid (solid
line in Figure 5a,b). Nevertheless, when PV generators are installed, the total generation in the diesel
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resources decreases significantly between hours 7 and 18; which clearly corresponds to the periods of
time where PV sources can deliver their power to the grid (see dotted and dashed lines in Figure 5a,b).
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Figure 5. Generation profiles of the diesel sources during the day.

It is also important to mention that the differences between both profiles in the diesel generators
are caused by the voltage profiles required at their terminals. In the case of the diesel generator located
at node 21, it needs to inject more active power, since it is required to maintain the voltage at 1.05 p.u
all the time, while the diesel generator located at node 1 was fixed to 1.0 p.u. This implies that with
lower power injections this profile can be sustained.

6. Conclusions and Future Works

A mixed-integer nonlinear programming model for optimal location and sizing of PV sources
in DC isolated networks was presented in this paper. The objective of this formulation is to reduce
the total greenhouse emissions (i.e., pounds of CO2 emissions per day) by diesel generators with
the introduction of PV sources considering typical Colombian power profiles and consumption
behaviors. Numerical results demonstrate that these gas emissions can be reduced between 17% and
19% depending on the number of PV sources installed and their sizes.

A nonlinear relation between the number of generators and their location was evidenced with the
minimization of the objective function, as differences lower than 1.50% were found for all the scenarios
that included PV sources (i.e., from the second to the fourth scenario). These situations imply that
additional studies are needed in regard to operational costs, useful life and ground lot availability,
among other things, to determine the best solution in terms of PV sizes and locations. The objective
function, in all scenarios provided in this studio, showed attractive alternatives to be implemented in
the case of the 21-node test feeder.

As future work, it would be possible to extend this MINLP model to wind generators by predicting
their average power availability with artificial neural networks with high efficiency, as reported in
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this study of PV sources. In addition, this model can be modified to include battery energy storage
systems, to increase the introduction of renewable energy during periods of time with high demand
and lower generation availability.
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Abstract: Renewable energy today is no longer just an affordable alternative, but a requirement
for mitigating global environmental problems such as climate change. Among renewable energies,
the use of solar energy is one of the most widespread. Concentrating Solar Power (CSP) systems,
however, is not yet fully widespread despite having demonstrated great efficiency, mainly thanks to
parabolic-trough collector (PTC) technology, both on a large scale and on a small scale for heating
water in industry. One of the main drawbacks to this energy solution is the large size of the facilities.
For this purpose, several models have been developed to avoid shadowing between the PTC lines as
much as possible. In this study, the classic shadowing models between the PTC rows are reviewed.
One of the major challenges is that they are studied geometrically as a fixed installation, while they are
moving facilities, as they have a tracking movement of the sun. In this work, a new model is proposed
to avoid shadowing by taking into account the movement of the facilities depending on their latitude.
Secondly, the model is tested to an existing facility as a real case study located in southern Spain.
The model is applied to the main existing installations in the northern hemisphere, thus showing the
usefulness of the model for any PTC installation in the world. The shadow projected by a standard,
the PTC (S) has been obtained by means of a polynomial approximation as a function of the latitude
(Lat) given by S = 0.001 − Lat2 + 0.0121 − Lat + 10.9 with R2 of 99.8%. Finally, the model has been
simplified to obtain in the standard case the shadows in the running time of a PTC facility.

Keywords: CSP; PTC rows; solar; shadowing; energy; renewable energy

1. Introduction

The continued increase in energy demands worldwide is leading in an emergently unsustainable
situation [1], then energy-related greenhouse gas emissions will result in substantial climate change
if no decisive action is taken to reduce global warming. With the United Nations, this target to
hold means global temperature will rise by the end of the century to at least 2 ◦C [2]. These facts
represent an essential driving force for the gradual implementation of safe and feasible alternatives
in all power-consuming sectors [3] in addition to policies that help industries implement strategies
to improve the efficiency of energy use through innovative technologies. Where they are integrated
within national and foreign policies, and with the mechanisms of ecological technological innovation
to give demand to energy saving and emissions reduction [4]. Today, not only is it being applied to the
industrial sector, but citizen awareness has brought these energy technology innovations into the home.
There are examples of the active use of smart technologies with the internet of things for the home,
as in [5] with the aim of managing energy performance and optimizing consumption and obtaining
net zero energy. The internet and smart phones have enabled real-time monitoring of sensors and
actuators that control active consumption in homes.

The society and energy system as a whole need to be more energy efficient, and the development
of renewable energy sources can help. One of the problems posed by renewable sources is the balance
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between production and consumption, for which an accurate prediction of the load and a correctly
sized storage system are desirable. In [6], the authors have studied two situations for distributed
photovoltaic production: “those that predict by separating the load portion due to consumption
habits from the production portion due to local climatic conditions, and those that try to predict the
load as a whole”. Predicting the behaviour of the grid and its dependence on climatic conditions
largely defines the efficiency of the system. Precise forecasting techniques are tools for integrating
renewable energy systems into the power grid [7]. However, it attention should be given to their rate of
development, rapidly growing share in energy demand, and impact in the market [8]. Solar energy is a
renewable source that is clean, inexhaustible, and allows for local energy independence [9]. The total
energy production from the sun is 3.8 × 1020 MW, equivalent to 63 MW/m2 of solar surface; only a
small fraction, 1.7 × 1014 kW, of the total emitted radiation is captured by the Earth [10]. Although it is
estimated that even with this tiny portion, 30 min of solar radiation reaching the Earth is equal to the
worldwide energy requirement for a year [11]. Scientific research has provided a high importance to
solar energy in the last three decades, being the second most important renewable resource, with the
26% of the scientific publications [12].

The relatively low flow of solar energy received at the Earth’s surface can be surpassed by the use
of concentrating solar collectors that transform solar energy into other types of energy, usually thermal
in Concentrating Solar Power (CSP) [13] and Central Receiver System (CRS) [14]. The concentration of
solar radiation by reflective mirrors on the receptor of a Thermal Conversion System has the important
advantage of reducing thermal energy losses compared to unconcentrated systems [15], resulting in
increased thermal conversion performance for the operating conditions specified and allowing higher
working temperatures to be achieved with appropriate efficiencies [16]. The thermal energy collected
on the receiver of the concentrating solar systems is typically used to produce electricity through
a conventional power block, in the commonly named concentrating solar power plants. Although the
basic technology had been under development for about 140 years, solar thermal electricity (STE) on
grid was not achieved until the 1980s [17].

The parabolic-trough solar energy technology is the most tested and the cheapest large-scale
solar energy technology available today for the use of thermal solar energy with different types of
working fluids [18,19]. The improvements in these parabolic-trough systems are still far from complete.
The introduction of internal longitudinal fins and a reflector shield together results in a thermal
efficiency improvement of 2.41% compared to the same system without the improvements [20].

The electrical capacity of CSP plants currently in operation worldwide is 5.7 GW by the end of
2020, according to the International Energy Agency’s (IEA) forecast for 2050, an 11% of the worldwide
energy mix will be provided by CST systems [16]. 84% of this power is produced by plants with
parabolic-trough collectors (PTCs) [21]. Although these solar concentration technologies are among
the most widely implemented worldwide, alternative systems are still being studied [22,23].

PTCs are integrated by a trough-shaped reflector with a parabolic cross-section that concentrates
and focuses the direct solar irradiation in parallel to the axis of the collector in a focal line (see Figure 1).
A receiving pipe with a fluid that flows inside it and which absorbs the concentrated solar energy
from the pipe walls and increases its enthalpy is placed along the length of the collector at its focus.
The tube is typically coated with a selective layer to reduce thermal losses by radiation to the ambient.
A cylindrical glass enclosure concentric to the receiver pipe is also employed to reduce thermal heat
loss by convection into the environment. A single-axis tracking system turns the collector to be sure
that the sun’s ray drops parallel to the collector’s axis.
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Figure 1. Scheme of working of a PTC facility. (1) Reflector; (2) Absorber tube; (3) Structure; (4) Solar
Field Piping.

The solar installation is intended to be modular in design and consists of several parallel
rows of solar collectors [18]. It involves a large number of reflecting surfaces, from 0.6 to 10
ha/MWe, depending on the capacity of the storage and auxiliary systems [24]. The different rows are
separated among them to avoid shadowing and permit the access and handling of cleaning devices.
Collector shadowing means a reduction in the net aperture area, so reducing the amount of thermal
energy that can be supplied by the solar field. In this sense, distance between adjacent collector rows
should be as high as possible.

In general, the land occupation factor (that is, the aperture area of the solar field divided by
the land surface occupied by the whole plant) is around 0.245 [25]. This means that the land area
required to install a plant is around four times the solar field area, partially due to the separation
among solar collector rows. Hence, this separation should be minimized to avoid an unreasonable
land use. Consequently, an optimization process to calculate the collector-row separation is required,
searching for a compromise that maximizes separation to reduce shadowing but minimizes it to use
land wisely. The effectiveness of this optimization process depends on the method used to calculate
the shadowing between adjacent PTCs.

2. Classical Methods for the Sizing of PTC: A Brief Overview

The designs of solar energy installations should be designed for the most efficient use of
energy. In a classical model, the area of the solar collector should be perpendicular to the received
sunlight. However, given the Earth’s declination, the relative positions of the Earth’s hemispheres vary
continuously in relation to the sun throughout the year and therefore the day. Therefore, in order to get
the solar rays perpendicular to each PTC, the tilt of a solar installation with respect to the horizon should
also change throughout the year. Thus, a common solution to maximize energy generation is getting
the solar installation in the most perpendicular position to the sun at the time of the winter solstice.

It is known that the time of the zenithal passing by of the sun or meridian of the location,
i.e., the actual 12 h of the solar day, establishes the relationship between latitude (Φ), height of the
sun on the horizon (h) and declination angle (δ). See Figure 2, which is provided by the following
equation [26]:

γs = (π/2) − |δ| − Φ (1)
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θZS = (π/2) − γs = |δ| + Φ (2)

where δ is the Earth’s decline (at the winter solstice), γs is solar altitude angle and θZS as zenith angle.

Figure 2. Geometry on a PTC for the sun’s rays (section view).

3. Standard Methods for Determining the Spacing between Collectors in PTC Facilities

3.1. Standard Method 1

It is based on the calculation of the distance (D) between the PTCs as a function of the height of
the sun (h) for whom the facility was designed. Figure 3 shows the geometry to derive Equation (4):

D = d + d′ = W·cosα
tg h

+ W sin α (3)

D = W·
(

cosα
tg h

+ sin α
)

(4)

where W is the width of opening plane and α is the tilt angle relative to the vertical of the collector
(azimuth of the panel). α is calculated to achieve sun rays perpendicular- Collector along the entire
operating time of the solar plant. α is the solar tracking parameter which varies continuously all the
time depending on the time, day, and location of the PTC facility.
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Figure 3. Geometry on a PTC for the sun’s rays (frontal view).

In this way, the shadow gets a horizontal spacing D since the first line of the PTC being h > h’,
see Figure 4, and so the second line must at least be placed in the PTC2h. In case the sun gets a height
of h’, the shading would have a horizontal spacing D’, and the second PTC line would be positioned
in PTC2h’.

 

Figure 4. Row alignment minimum PTC depending on the solar altitude (Standard Method 1).

Figure 4 shows the shadow geometry of the first PTC line (PTC 1) over the second PTC line (PTC
2 h).

3.2. Standard Method 2

This other standard method is used mainly in Spain, so that four hours of sunshine are ensured
around midday on the winter solstice. In this way, in place of estimating the positions for a particular
sun height, the latitude of the place is the necessary data for the use of this other standard method.
It is obtained that the measured distance across the rows (d) of the PTCs of height W’ is shown at
Equation (5) (Figure 5) [27].

d ≤W′·k (5)
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where k is the zero-dimensional factor, which varies according to the latitude of the place

k =
1

tg (61◦ −Φ)
(6)

and Φ as latitude in (◦).

Figure 5. Minimum PTC row alignment as solar altitude function (standard method 2).

The spacing achieved (d) should be added to the horizontal length collector spacing at
an inclination angle (α), W·sin α, as reported on Equation (7) [28].

D = d + d′ = W′

tg (61◦ −Φ)
+ W sin α = W

(
cosα

tg (61◦ −Φ)
+ sin α

)
(7)

4. Proposed Method

The proposed method provides for the estimation of the accurate shadowing projection of PTCs for
every solar hour. This process, it should be used to estimate the optimal use of area in accordance with
the energy needs of PTC installations at a given location for a latitude done (Φ) based on the amount
of solar gain and the inclination of the collector (α, angle relative to the horizontal PTC panel β).

In this way, the shadow projected on the ground for each PTC can be calculated using three
directions: north, east, and west. For this, it is necessary to know the azimuth of the sun at the winter
and summer solstices.

With the geometry and the tilt angle of the collector and using the data from the geometrical
relations, shadows can be calculated for both of the corners of each PTC, and thus the surrounding
polygon of the shadow path as a maximum area. Therefore, the envelope will be the exterior silhouette
that forms the shadow for the period studied (see Figure 6). Thus, it is possible to calculate the
minimum distance between the rows of PTCs avoid the effect of shadows in the period studied.
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Figure 6. Proposed method: isometric view of PTC. (A) Shadowing at 10 a.m.; (B) Shadowing at 12 a.m.

Figure 7 shows a flowchart of the methodology followed where from the data of the PTC field
location and its dimensions and inclination, all the necessary data for the calculation of the distance
between pylons without shadowing are calculated.

Figure 7. Flowchart of the methodology for the calculation of the distance of a PTC row.

4.1. Solar Angle Calculation

At a specific latitude, the height of the sun depends on the hour. To establish the height of the
sun-latitude relationship, basic knowledge of celestial physics is used, where the planet Earth is located
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in the centre (Figure 8). The equatorial plane of the celestial sphere (NS) is the equatorial plane of the
Earth, where the azimuth is positive when viewed from the north (A), A* = 360◦ − A, i.e., clockwise.

Figure 8. Spherical triangle model for the estimation of the sun’s shadow at a specific latitude.

The angle of the astronomical meridian with the equatorial plane is the solar height (h), Φ is the
latitude, and δ is the declination angle of the Earth. Therefore, to determine the solar height (h) at
a particular time (H) at some location on Earth (latitude), for a spherical triangle, the corresponding
equations of spherical trigonometry are employed logically, as presented in Figure 7.

If a spherical triangle is used, the Z point will be the origin of the coordinates. Note that the sides
are the angles in radians. Therefore, in our case, the sides of the triangle are:

(90◦ − δ)⇒ hour angle (H)
(90◦ − Φ)⇒ the azimuth supplement (A*)
(90◦ − h)⇒ solar height (h)

Using the law of sines to link all these variables in one system of equations, the first two sides and
their angles can be replaced according to Equation (8) [28]:(

90
◦ − δ
)

sin(A∗) =

(
90
◦ − h

)
sin H

(8)

sin
(
90
◦ − δ
)

sin(360◦ −A)
=

sin
(
90
◦ − h

)
sin H

=⇒ cos δ
− sin A

=
cos h
sin H

(9)

In the last two fractions, the sine of the 90◦ and 360◦ angles are 1 and 0, respectively. In addition,
sin (90◦ − v) = cos v, sin (360◦ − r) = −sin (r), giving the next equation:

cos δ· sin H = − sin A· cos h (10)

Using spherical trigonometry, i.e., the first law of cosines next to it (90◦ − δ), the consequent
equation is:

sin δ = sin Φ· sin h + cos Φ· cos h· cos A (11)
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Then, in spherical trigonometry, if the first law of cosines is applied for (90◦ − h), the next equation
can be found:

sin h = sin Φ· sin δ+ cos Φ· cos δ· cos H (12)

Thus, the value of h is obtained in terms of the variables (δ, Φ, H).
On the other hand, it is also necessary to know the measures and inclinations (β, α) of the PTC to

calculate the shadow. To establish the shading end points, we must consider at first that the solar hours
are used for the design of the PTC facility. The solar hours refer to the central peak hour (H0) and the
hours that are equally divided backwards and forwards from this central hour. The central peak is
assumed to be H0 = 0◦ for the Greenwich meridian, with each hour corresponds to 15 degrees, with the
adding on the right of 15 degrees per hour of solar gain and the subtracting on the left of 15◦ per hour
(with 0 assumed to be 360◦ to prevent values of angles as negative). e.g., in Spain, for a setting of four
hours of sun, at the time of 10:00 h, there would be an H of 330◦, and at 12:00 h, it is reached an H of
30◦ (see Figure 9 as guidance).

Figure 9. Shadows. (a) Shadow at 10:00, (b) shadow at 12:00; and (c) Shadow at 14:00.

4.2. The Extent of the Shade

For the estimation of the shadow, the four corners of the concentrator are chosen. So, with known
values of δ, Φ, H, and using Equation (12), it can be calculated the projected shadow (see Figure 10),
where the shadow is calculated at 10, 12, and 14 h in continuous time. The outer contour of both
shadows will be the envelope, these are shown in Figure 10, where the contours of full shadow at 10,
12, and 14 h have been represented.
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Figure 10. Range of the total projection of the collector’s shadow.

Afterward, the distance (d) to the shading for every point is calculated based on Equation (12),
linking the tilt angle of the PTC corner, the length, and the sun height.

d = W·cosα
tg h

(13)

Until now, the PTC’s corners have been projected at shadow distances (di). To plot these shading
distances on the floor, polar coordinates are applied, whereby the angle Hi is the hourly angle of the
point i. The critical event is the shortest day of one year, where h represents the shortest day of the solar
field design. The shading envelope of a PTC is obtained, and from this envelope, the shadow projected
for each whole row of the PTC assembly can be drawn so that no shadow can be cast between the rows.

The data to be computed is the spacing between the rows of PTC lines or the distance between
the pylon (see Figure 11), the triangle must be solved, whose vertexes are: shadow of the first hour,
shadow of the last hour (third point), and the projection of the corner of PTC. The vertex angle P is (360
− (H1 − H3)), meaning the difference in the hour angles of the other two vertexes, and the sides from
point P to first point and to third point are d1 and d3, respectively. Before for h1 and h3 are calculated
the values of d1 and d3. Then, it is possible to determine an effective distance of shade considering the
projection angle of the sun, as shown in Equation (14) (Figure 11),

d′′′ = d· sin H = W
(

cosα
tg h

)
· sin H (14)

where the distance between the pylon can be obtained depending on the dimension’s collector,
the angle from the vertical of the collector, the solar hour angle, and height, as shown in the following
Equation (16). In short, the distance depends the dimensions of the collector and the location of the
solar field.

Distance between the pylon = d′′′ + d′ = W
(

cosα· sin H
tg h

)
+ W sinα (15)

Distance between the pylon = W
(
sinα+

cosα· sin H
tg h

)
(16)
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Figure 11. Diagram of d”’ calculation polygons.

The hour angle (H) corresponds to the position of the observer with respect to the sun and the
azimuth angle (A) is based on the position of the observer with respect to the north. Then, by using
Equation (12), shadows at sunrise are calculated, Ortho, h = 0◦, that is, sin h = 0; where for the equations,
the angles are used in radians, whereas the solutions are expressed as degrees (◦) to make it more user
friendly (Equation (17)).

0 = tg Φ·tg δ + cos H (17)

The result of the calculations in HORTHO
◦ and HSUNSET

◦.
Considering the opening plane size as standard one, W = 5.760 m and focal distance f = 1.710 m

for the distance calculation. Known W and f, it is possible the calculation of the distance of the vertex
of the collector perpendicular to the aperture plane according to Equation (18):

z =

(
W
2

)2
4 f

(18)

5. Results and Discussion

5.1. Case Study: Results

The case study will be the most unfavourable day, i.e., on December 22, the winter solstice.
The shadow projected by each PTC was estimated, allowing to determine the minimum distance of
the next row of PTC. The first case of study was situated in the southern of Spain, CIEMAT-PSA
research centre (latitude 37.091◦ N; longitude 2.355◦ W). The data used were declination δ = −23◦ 27′;
latitude Φ = 37.093◦ N, for Equations (11) and (12). It is estimated that in this location the PTCs do
not reach adequate temperature to start working until two hours after sunrise. Therefore, in this case,
the shadows will be calculated for the period of time in which the installation is in service. That is,
from 10 to 14 h.

HORTHO and HSUNSET are calculated using Equation (17), obtaining HORTHO = 289.09◦ and
HSUNSET = 70.91◦.

Table 1 shows the results obtained for each shadow of the three points (first and third) as shown in
Figures 9 and 10. These outputs are considered to be valid for every point in time at which the shading
distance was calculated. The known angles H1 = 330◦; H3 = 30◦, angles (h1, h3), and distances d (d1 y
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d3) are computed, considering the dimensions of a standard PTC of the commonly used Eurotrough
model [29] (the aperture plane size W = 5.760 m and focal distance f = 1.710 m) for the calculation of the
distance of the vertex of the collector perpendicular to the aperture plane according to Equation (18),
resulting in that z = 1.212 m.

Table 1. Calculations for every shadow of the three points at south of Spain on 22 December 2019
(latitude 37.091◦ N).

Solar Hour Time Angle (◦ (H)
Elevation or Solar

Height (◦) (h)
Flat Tilt Opening

(◦) (α)

Distance between
Pylons (m) d”’ +
d′ =W (sinα +

cosα (sin H/tg h))

10:00:00 330.000 0.416 40.666 8.847
12:00:00 300.000 0.500 89.999 5.760
14:00:00 270.000 0.583 40.665 8.847

As can be observed in the results presented in Table 1, the distance calculated between PTC
pylons shows a perfect symmetry throughout the day with respect to the moon, as was expected.
This fact proves that a first and essential requirement to check the validity of the proposed model
is accomplished.

5.2. Extension of the Case Study to Worldwide

The proposed model has been calculated in several key locations for PTC facilities in the northern
hemisphere, from a latitude of 14 degrees to almost 51 degrees. Table 2 summarizes the results obtained.
Clearly, the distance increases with increasing latitude.

Table 2. Calculations according to the proposed modelling the main PTC facilities in the
northern hemisphere.

Country Emplacement Latitude (◦ N)
Solar Hour (2 h
after Sunrise)

Calculated
Shadow Distance
d”’ + d′ =W (sinα
+ cosα (sin H/tg

h)) (m)

Thailand Kanchanaburi 14.022 8:25:07 11.294

USA Kailua-Kona
(Hawai) 19.639 8:35:43 11.546

UEA Medinat Zayed
(Abu Dabi) 23.660 8:43:00 11.749

USA Indiantown
(Florida) 27.027 8:51:07 11.957

Algeria HassiR’mel 32.928 9:05:07 12.407

Morocco Ain Beni Mathar
(Oujda) 34.088 9:08:00 12.508

USA Mojave Desert
(California) 35.031 9:10:00 12.593

Spain Almeria 37.051 9:16:25 12.787
Italy Massa Martana 42.776 10:08:59 13.374

Canada Kingsey Falls
(Québec) 45.860 9:46:00 13.699

Germany Jülich 50.922 10:08:59 14.147

If, from the data obtained in Table 2, a simple model is established to calculate the shadow of
a standard concentrator (the opening plane size W = 5.760 m and focal distance f = 1.710 m), where S
is the calculated shadow and Lat is the northern latitude, the following models are obtained:
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The Linear Estimation:
S = 0.0796 Lat + 9.9243 (19)

with R2 = 0.9769
The Polynomial Estimation:

S = 0.001 Lat2 + 0.0121 Lat + 10.9 (20)

with R2 = 0.9984
If the solutions that would be obtained with each model are represented. Figure 12 is obtained,

where, the area marked in green, which is to say between 20 and 45 degrees north latitude, there is scarce
difference between both models. Outside this area, the linear model underestimates the magnitude of
the shadow and therefore its use would not be advisable. For example, at 14 degrees north latitude,
the linear model underestimates the shadow by 25 cm, while the polynomial model underestimates
it by less than 3 cm. In short, the results suggest the use of the polynomial model obtained for the
calculation of the shadows since it offers very good results as it has an R2 greater than 99.8%.

Figure 12. Different models obtained for the calculation of shadows in depending on the latitude.

If the maximum value obtained for the distance between the PTC pylons is noted, a separation of
around 11 to 14 m must be selected for the layout of the solar field during the design phase. This would
involve a significantly lower land occupation (around 50% lower) compared to the total area to be
covered if the thumb rule (of four times the aperture area) is considered. Consequently, the model
presented is this work is a very useful tool for CSP plant designer because it is easy to apply, and the
investment costs are significantly reduced thanks to the reduction in the land occupation for the
solar field.

6. Conclusions

In this work, a new methodology has been proposed for calculating the shadows of
parabolic-trough solar collectors, PTC, depending on the geographical latitude of the CSP plant
location. The latitude and the standard dimensions of a standard PTC has been considered. In addition,
the distance between PTC suggested was calculated by estimating that the start-up of the plant is
done around two hours after the sunrise. Since the model developed, although not complex but needs
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quite a lot of calculations, an approximate model has been calculated for this type of standard CSP,
obtaining a linear with R2 of 97.69% and a polynomial model with R2 of 99.8%. Both run well within
the range of 20 to 45 degrees latitude, but outside this zone, the polynomial model works best. In short,
it is proposed to use the polynomial model obtained. Furthermore, this work opens new perspectives
for the calculation of shadows in CSPs plants since the methodology developed in this work can be
used to establish simple shadow calculation models when the dimensions of the PTC are different from
the one used in this work (or even if other type of CSP collectors are studied) or when the operating
times of the installation are different.
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Abstract: Symmetry is a key concept in the study of power systems, not only because the admittance
and Jacobian matrices used in power flow analysis are symmetrical, but because some previous
studies have shown that in some real-world power grids there are complex symmetries. In order to
investigate the topological characteristics of power grids, this paper proposes the use of evolutionary
algorithms for community detection using modularity density measures on networks representing
supergrids in order to discover densely connected structures. Two evolutionary approaches
(generational genetic algorithm, GGA+, and modularity and improved genetic algorithm, MIGA)
were applied. The results obtained in two large networks representing supergrids (European grid
and North American grid) provide insights on both the structure of the supergrid and the topological
differences between different regions. Numerical and graphical results show how these evolutionary
approaches clearly outperform to the well-known Louvain modularity method. In particular,
the average value of modularity obtained by GGA+ in the European grid was 0.815, while an average
of 0.827 was reached in the North American grid. These results outperform those obtained by
MIGA and Louvain methods (0.801 and 0.766 in the European grid and 0.813 and 0.798 in the North
American grid, respectively).

Keywords: power grids; supergrids; high-voltage power transmission; complex networks;
community detection; modularity; evolutionary algorithms; generational genetic algorithm;
modularity and improved genetic algorithm; Louvain modularity algorithm

1. Introduction

The optimal design and management of these supergrids is a difficult task, since it is
necessary to manage large systems that include heterogeneous power grids from different countries.
Most investigations in power systems often analyse optimisation problems such as optimal power flow,
unit commitment, and economic dispatch, among others [1,2]. The solutions to these problems are
often determined by the symmetry of the admittance and Jacobian matrices [3,4], and the topology of
high-voltage transmission lines that connect the power produced at generating stations to substations,
at which point the power flow is derived to other transmission lines or stepped down in voltage,
and then submitted across power distribution lines into the end users. Many publications have
addressed the factors that constrain the development of electricity infrastructure [5,6]. In particular,
experts have highlighted that existing electric grids are inadequate to cope with increasing volumes
of renewable electricity [7]. For example, the transmission systems in European countries are old,
and a many miles of lines need to be replaced, upgraded, and even expanded to secure market
integration, ensure supply security, and cope with the expansion in renewable energy planned for
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the next few years [8]. A similar challenge is faced in the United States, where renewable energy
generation also accounts for an increasingly high percentage of annual demand [9].

Taking into account the fact that worldwide demand for electricity has been increasing and will
continue to, it is necessary to ensure the reliable and secure operation of electricity transmission
networks to efficiently transport energy from generation sources to electricity consumers. To achieve
this goal, decisions need to be supported by expert systems able to process a large number of variables.
Graph-based network analysis is a powerful tool for describing many real systems in a variety of
fields [10]. Topological analysis provides the infrastructural information of power systems that
is essential to assess network robustness or to generate synthetic power grids [11]. For example,
some studies have detected complex symmetric subgraphs in large-scale power grids [12], and have
provided a list of symmetric subgraphs with respect to reference nodes observed in the US grid.

Most real networks (graphs) representing real systems have clusters, such that many edges
connect nodes within the same cluster, and comparatively few edges connect nodes in different
clusters. This is why community detection [13–15] has gained popularity in recent years, especially
among researchers working with complex networks [16–18]. In particular, community detection has
been applied in field of electrical engineering, including the management of power grids [19–22].
However, keeping the complexity of the problem in mind, more work is needed to develop efficient
algorithms to enable rapid community detection. With that aim, this paper evaluates the performance
of evolutionary approaches for community detection in supergrids. These algorithms, which are
guided by the modularity index [23] and consider different degrees of abstraction (i.e., detect any number
of communities), enable a flexible and adaptive analysis of the power grid.

The remainder of the paper is organized as follows: Section 2 briefly describes the problem of
community detection using graphs, and revises some previous studies that have been applied to
electrical grids. Section 3 presents the main characteristics of two evolutionary algorithms used to
solve the community detection problem using graphs [24]. Section 4 presents an empirical study that
compares these methods for community detection in two supergrids. The conclusions of this work are
provided in Section 5.

2. Community Detection

This section introduces the use of community detection in different research areas and discusses
how community detection methods contribute to the analysis of power grids.

2.1. Community Detection: General Overview

Communities, also named clusters, are dense subgraphs which are well separated from each
other. The community structure of complex networks reveals both their organisation and hidden
relationships, among other elements [25]. In practice, a simple idea that has attained great popularity
is that a community is a subgraph such that many edges connect nodes within the same group,
and comparatively few edges connect nodes in different groups [14].

Many studies in different disciplines have shown that the community structure of complex
networks reveals both their organisation and hidden relationships among their elements [25].
In particular, identifying communities can be useful for classifying the nodes in different groups [13].
So, nodes located at a central position in their community may have an important function of control
and stability within the cluster, while those nodes located at the proximity of other communities
can play a role of mediation or information exchange with these neighbouring communities.

An important consideration to be determined here is the number of communities to be detected.
Some algorithms allow one to include a pre-established number of communities to be detected,
while other approaches aim to infer the adequate number of communities depending of the
characteristics of the networks [14]. A recently published survey paper [26] has reviewed a large
number of community detection algorithms in multidisciplinary applications considering both disjoint
and overlapping community detection problems. These applications include the study of social

98



Symmetry 2019, 11, 1472

networks [25,27], communication networks [28,29], engineering systems and networks [18,30], biology
and ecology [31,32], health sciences [33], scientometrics [34,35], economics [36], etc.

2.2. Community Detection in Power Grids

In recent years, the interest in the development of supergrids has grown remarkably. The supergrid
concept was born as a solution to allow large-scale electrical power exchanges over continent-wide
areas. This concept has been considered both a potential solution to transmission bottlenecks and
an opportunity to trade higher volumes of electricity across longer distances [37]. In particular,
we show the complexity of several high-voltage transmission topologies intended to connect two
or more subsystems here, and note that supergrids have a meshed form to provide redundancy.
In addition to the use of complex control methods [38], the variability of renewable sources [39]
at continental scales can be mitigated by using the transmission grid and balancing locally with
storage [40]. Some of the future major transmission projects around the world are described
in [37]. For example, different projects aim to promote an efficient and reliable transmission grid
in North America, including the Tres Amigas superstation. This superstation is the first version of
this supergrid vision, since it is projected as a high-voltage direct current (HVDC) super-node
asynchronously connecting the existing alternating current (AC) networks intended to link the
three North American grids: the Eastern Interconnection, the Western Interconnection, and Texas
Interconnection. This project involves a three-way alternating current/direct current (AC/DC)
transmission superstation with several miles of underground superconducting DC cable, which will
eliminate the market separation between the three asynchronous interconnections in the continental
U.S. [41]. In the case of Europe, these authors indicate that an important number of major HVDC
interconnections are being promoted to establish intercontinental interconnections with neighbouring
regions with the aim of integrating regional energy markets into a single European market to achieve
the European Union’s (EU) renewable energy goals. Some authors have introduced the concept of
global grid as the future stage of the electricity network, in which most of the large power plants in the
world will be connected [42].

Some recent studies have proposed the analysis of the power grid infrastructure using graph-based
network analysis techniques [19]. Usually, the nodes of the network represent the power plants
and distribution and transmission substations, while the edges correspond to transmission lines.
The application of graph-based analysis techniques has allowed for an analysis of the topological
structure of networks representing power grids [43]. As commented above, a typical characteristic
of all complex networks is the existence of community structures [13,15], such that detecting those
communities can reveal the characteristics or functional relationships in a given network. In the case of
power grids, communities represent substations densely connected by high-voltage transmission lines.

The importance of community detection in power grids comes from the fact that it is necessary to
maintain grid reliability and enable more efficient restoration from severe disturbances. In particular,
it is necessary to prepare a distribution grid for natural disasters (e.g., a storm), by developing switching
plans to safely islands or disconnecting portions of the grid, preventing further degradation during
incidents and enabling faster restoration after the disturbance. For example, reference [20] applied
community detection to island power systems as an emergency response method to isolate failures that
could propagate and lead to major disturbances. These authors developed two approaches based on
modularity, with the DC power flow model incorporated into them, for islanding in medium and large
networks and tested them in networks having 14, 30, 57, 118, and 247 nodes [20]. Other approaches
use node similarity indexes to assign each node to the community sharing maximum similarity [22],
and have demonstrated the good performance of this method in two IEEE standard power grids
(39-bus standard power grid and 118-bus standard power grid). The IEEE 118-bus was also studied
in [44]. Other researchers have presented a hierarchical spectral clustering method to reveal the
internal connectivity of power transmission, establishing the possibility of islanding systems using
a network with nodes and links representing buses and electrical transmission lines, respectively [21].
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That approach was evaluated in several test systems of small, medium, and large sizes, including
a model of Great Britain’s transmission network [21]. Community detection has also been applied to
analyse the vulnerability of the power systems under terrorist attacks [45], among other applications.
However, none of these previous approaches have analysed supergrids.

3. Methodology

Two genetic algorithms designed to detect communities in graphs were applied in large networks
modelling supergrids. These evolutionary approaches are guided by modularity [23], which is
an applied objective function extensively used in community detection due to its simplicity and
ease of calculation. Modularity provides a numerical value that represents the quality of the solution,
with greater values corresponding to a more accurate community structure. Therefore, the aim was to
find communities that maximise the value of modularity (Q), defined as:

Q =
1

2M ∑ (aij −
KiKj

2M
)δ(i, j), (1)

where M represents the total number of edges in the network; the sub-indices i and j indicate two
nodes (vertices) of the network, Ki and Kj being the degrees of the i-th and j-th nodes, respectively;
the parameter aij is the element of the i-th row and the j-th column of the adjacency matrix; and δ(i, j)
represents the relationship between the i-th node and the j-th node (i.e., δ(i, j) = 1 if node i and node j
are in the same community; otherwise, δ(i, j) = 0).

Finding these communities by maximising the modularity [23] or another objective function is
an NP-hard problem [46]. Brandes et al. [47] proved that modularity maximisation is an NP-hard
problem, even for the restricted version with a bond of two clusters, and suggested further investigation
of approximation algorithms and heuristics for solving this problem. More recently, other authors
have demonstrated the high complexity of calculating modularity on sparse graphs and dense
graphs separately [48]. Due to the high complexity of the community detection problem, researchers
have applied heuristic and meta-heuristic methods to obtain high quality solutions, in a reasonable
computational time.

The field of evolutionary computation [49] is closely related to computational intelligence,
with a focus on designing algorithms to solve complex global optimisation problems.
Evolutionary algorithms are problem-solving procedures that include evolutionary processes as
the key design elements, such that a population of individuals is continually and selectively evolved
until a termination criteria is fulfilled. Genetic algorithms (GAs) [50] are probably the most widely
used evolutionary techniques. A genetic algorithm mimics natural selection by evolving, over time,
a population of individual solutions to the problem at hand until a termination condition is fulfilled
and the best individual is taken as an acceptable solution. Two important characteristics of GAs are
the representation used (e.g., binary or real) and the genetic operators employed (e.g., mutation and
crossover). GAs have been successfully applied to solve electrical problems [51–53].

In this study, two genetic algorithms were adapted to solve community detection problems in
power grids. These algorithms (MIGA and GGA+) were recently proposed and shown to be more
effective than other approaches to community detection, as assessed by benchmarks typically used to
compare algorithms. Figure 1 shows the flowchart of MIGA and GGA+. The main characteristics of
both methods are briefly described below.

• The modularity and improved genetic algorithm (MIGA) [54] takes the modularity (Q) as the
objective function, and uses the number of community structures as prior information to improve
stability and accuracy of community detection. MIGA also uses simulated annealing [55] as local
search strategy. Note that many authors have previously considered the use of local search
strategies [56] for solving hard optimisation problems.
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• The generational genetic algorithm (GGA+): GGA+ [57] includes efficient and safe initialisation
methods in which a maximum node size is assigned to each community. Several operators
are applied to migrate or exchange nodes between communities while using the modularity
function as the objective function. An important feature of GGA+ is that it is able to rapidly obtain
community partitions with different degrees of abstraction.

Figure 1. Flowchart of (a) MIGA and (b) GGA+.

4. Empirical Study

This section analyses the performance of the MIGA and GGA+ algorithms in detecting
communities in two networks representing supergrids. Neglecting complex electrical properties,
the nodes of the network represent the power plants and distribution and transmission substations,
while the edges correspond to transmission lines. In this way, the power grid is simplified as
an undirected and unweighted network.

4.1. Test Cases

To analyse the performance of the genetic algorithms, graphical models of two supergrids were
considered: the European grid, including part of Russia, North Africa, and part of the Near East;
and the North American grid.

• The European electric network was obtained from the European Network of Transmission System
Operators (ENTSO-E) [58]. The ENTSO-E group consists of 43 electricity transmission system
operators from 36 countries across Europe who are responsible for the bulk transmission of electric
power on the main high-voltage electric networks. This power network, which also includes
data from North African and Near Eastern countries, is formed by transmission lines designed
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for 220 kV voltage and higher and generation stations with a net generation capacity of more
than 100 MW.

• The North American electric network was obtained using the GridKit 1.0 toolkit, which was
developed in the context of the SciGRID project at the NEXT ENERGY-EWE Research Centre
for Energy Technology [59]. GridKit is a power grid extraction tool that converts geographical
objects representing elements of power systems in OpenStreetMap to model the electric network.
This network covers the United States, Canada, and Mexico and includes transmission lines that
operate at relatively high-voltages varying from 69 kV up to 765 kV. The power grid of the United
States is probably the best system studied in the literature, due to the particular characteristics of
the network. The regions covered receive their bulk electricity from three separate electric grids:
the huge Eastern Interconnection, the Western Interconnection, and the relatively small Texas
grid [60], which is almost entirely managed by the Electric Reliability Council of Texas (ERCOT).

Table 1 describes some graphical characteristics of these networks. The number of nodes and
edges is very large, which denotes the high complexity of community detection in these networks.
Note that the dimensions of these networks are significantly larger than other power grids considered
in recent studies (see, e.g., [22]). In fact, to our knowledge, no previous paper has applied graph-based
analytical methods to power networks of these dimensions.

Table 1. Graph description of the European (EU) and North American (NA) power grids.

Feature EU Grid NA Grid

Nodes 7893 16,063
Edges 10,346 20,169

Average degree 2.62 2.51
Network diameter 108 158
Avg. path length 41.27 48.99

Avg. clustering coefficient 0.07 0.01
Eigenvector centrality 1.70 1.87

4.2. Parameter Configuration

To perform a fair comparison between the two evolutionary algorithms, the parameters were set
to the values established in the original publications. The influence of GGA+ parameters was adjusted
by means of a sensitivity analysis method based on executing the algorithms with different number of
individuals and probabilities of using evolutionary search operators [44]. Statistical results obtained
from these independent runs were considered to select the following parameters: the population size
was set to 200 individuals; the number of iterations (generations) of the algorithm was set to 200; and the
probability of applying the search operators was set between 20% and 80%. As commented above,
MIGA also uses simulated annealing [55] as a local search strategy, with the following parameters:
initial temperature 800,000, cooling rate 0.99, and minimum temperature 0.01. The experiments were
performed on a personal computer with an Intel Core i7 3630Q processor (2.4 GHz, 8 GB DDR3 RAM),
which executed the application we developed in the C# .Net Framework 4.

4.3. Results and Discussion

The accuracies of MIGA and GGA+ were evaluated according to the Q values. Table 2 shows
the maxima, means, minima, and standard deviations (SD) of the modularities obtained by MIGA
and GGA+ in the European (EA) and the North American (NA) grids considering c = {2, 3, 4, 5, 10,
20, 30, 40, 50} communities. A number of communities within the range of 2 to 50 were used to
show how evolutionary algorithms are able to work under different levels of abstraction. However,
these algorithms could be applied to obtain a greater number of communities, although their size
would decrease considerably. The median runtimes (in minutes) of these 30 independent runs are also
provided. Furthermore, the communities detected by Louvain modularity method implemented in
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Gephi are also shown in this table. To conduct the performance analysis and to statistically compare the
quality of the solutions obtained by the two algorithms, a total of 30 independent runs were performed
with each algorithm on each network.

Table 2. Results obtained by MIGA and GGA+ after 30 independent runs and comparison with Louvain
method implemented in Gephi (runtime in minutes).

Grid Method Metric c = 2 c = 3 c = 4 c = 5 c = 10 c = 20 c = 30 c = 40 c = 50 AVG

EU

Max(Q) 0.496 0.660 0.740 0.785 0.877 0.911 0.921 0.924 0.922 0.804
Mean(Q) 0.495 0.654 0.736 0.781 0.872 0.909 0.918 0.922 0.921 0.801

MIGA Min(Q) 0.491 0.612 0.730 0.777 0.866 0.907 0.916 0.920 0.919 0.793
SD(Q) 0.001 0.009 0.002 0.002 0.002 0.001 0.001 0.001 0.001 0.002

Mean time 515 632 404 409 289 296 205 237 246 359

Max(Q) 0.498 0.665 0.746 0.793 0.889 0.929 0.941 0.943 0.948 0.817
Mean(Q) 0.498 0.663 0.744 0.793 0.887 0.927 0.938 0.942 0.947 0.815

GGA+ Min(Q) 0.496 0.661 0.742 0.791 0.885 0.925 0.937 0.940 0.946 0.814
SD(Q) 0.000 0.001 0.001 0.001 0.001 0.001 0.001 0.001 0.000 0.001

Mean time 661 614 556 417 443 462 314 228 244 438

Louvain (Q) 0.291 0.599 0.677 0.699 0.874 0.929 0.939 0.944 0.945 0.766

NA

Max(Q) 0.498 0.663 0.743 0.788 0.882 0.924 0.939 0.945 0.948 0.814
Mean(Q) 0.498 0.659 0.740 0.789 0.878 0.922 0.937 0.944 0.947 0.813

MIGA Min(Q) 0.497 0.656 0.736 0.785 0.872 0.921 0.936 0.943 0.946 0.810
SD(Q) 0.000 0.002 0.002 0.002 0.003 0.001 0.001 0.000 0.000 0.001

Mean time 1228 770 708 747 425 317 423 559 244 602

Max(Q) 0.499 0.670 0.753 0.804 0.900 0.943 0.956 0.963 0.967 0.828
Mean(Q) 0.499 0.669 0.753 0.802 0.898 0.940 0.955 0.962 0.966 0.827

GGA+ Min(Q) 0.498 0.667 0.751 0.801 0.893 0.936 0.954 0.961 0.965 0.825
SD(Q) 0.000 0.001 0.001 0.001 0.001 0.002 0.001 0.000 0.000 0.001

Mean time 1909 1335 1221 568 521 764 593 552 298 862

Louvain (Q) 0.478 0.608 0.652 0.754 0.881 0.935 0.952 0.959 0.963 0.798

These results show that GGA+ achieved the best mean and maximum values in both grids,
regardless of the number of communities to be detected. These results also indicate that the greater the
number of communities, the greater the advantage of GGA+ over MIGA. In addition, the standard
deviation obtained from the results of these 30 independent runs was often smaller for GGA+
than for MIGA. The modularity values obtained by both algorithms increased with the number
of communities without degradation of the standard deviation, indicating the robustness of these
evolutionary approaches.

Table 2 shows that the runtime required by both evolutionary algorithms is of the same order of
magnitude in the North American and European networks, while the differences come from the fact
that the former has approximately double the number of nodes and edges as the latter (see Table 1).
On the other hand, in both cases the runtime tends to decrease when the number of communities
is greater. This is due to the crossover and mutation operators moving a given percentage of the
nodes between a community and a neighbouring one. Therefore, the bigger the communities are,
the higher that number of nodes that are moved between neighbouring communities, and therefore,
the runtime increases. It can be concluded that GGA+ is scalable both in terms of network size and in
terms of number of communities. Both algorithms require a few hours to complete the search process
with these parameter settings, which is not a critical issue since the goal is to find solutions with
greater modularity regardless of the execution time. Of course, the execution time could be reduced
considerably by modifying the parameter settings or applying parallel processing techniques.

When two algorithms are compared, it is common to determine whether there are significant
differences between the solutions they obtain. With this aim, a one-way ANOVA was applied, with the
results indicating that the p-value was <0.05 in all cases; i.e., the null hypothesis was always rejected,
which means that there was a significant difference between at least some of the means of the different
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groups. Thus, the results obtained by GGA+ were significantly different from those obtained by MIGA,
validating the mean values in Table 2.

The analysis of Figure 2 reveals that there are some differences between the results obtained
by the two methods when detecting three and twenty communities, especially when the number of
communities increases. Each community in these networks is represented with a random colour.
Even in the case of detecting only three communities, MIGA has some difficulties in assigning
communities in some parts of the graph, while GGA+ obtains clearly differentiated communities.
Considering these graphical results and the results provided in Table 2, it can be concluded that GGA+
not only outperforms to MIGA, but also exhibits good performance in these large networks.

(a) Louvain modularity (EU, three communities) (b) Louvain modularity (EU, 20 communities)

(c) MIGA (EU, three communities) (d) MIGA (EU, 20 communities)

(e) GGA+ (EU, three communities) (f) GGA+ (EU, 20 communities)

Figure 2. Results obtained by Louvain modularity method, MIGA, and GGA+ for the European grid
(three and 20 communities).
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The results obtained by GGA+ are analysed in more detail here. Figure 3a–c display the
communities detected by GGA+ in the European power grid with 5, 10, and 30 communities.
These results reveal that this algorithm is able to obtain good quality solutions even when the
number of communities increases. Moreover, Figure 3d–f provide a different layout based on the
ForceAtlas2 [61] plugin in Gephi for these three networks. While the results presented in Figure 3a–c
correspond to the coordinates of each node, the results displayed in Figure 3d–f cannot be read as
a Cartesian projection. Instead, ForceAtlas2 was in a drawing mode that has the specificity of placing
each node depending on the other nodes. This visualisation method builds a force directed layout by
simulating a physical system in order to accommodate nodes and links in a spatial network. Nodes
repel each other like charged particles, while edges attract their nodes like springs. Note that the same
colour is used to represent the physical layout and the distribution obtained by ForceAtlas2. Moreover,
the number of nodes in each community is often balanced (e.g., the five communities obtained in
the European grid have a percentage of nodes between 19.16% and 20.47% of the total of nodes),
although there are some significant imbalances between clusters when the number of communities
increases (e.g., 30 communities). The analysis of Figure 3 demonstrates the good behaviour of GGA+
independent of the degree of abstraction. Figure 4 shows how geographical structures change with the
number of communities.

Figure 3. Cont.
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Figure 3. Results obtained by GGA+ for the European power grid: physical layout with (a) five
communities, (b) 10 communities, and (c) 30 communities. Distribution obtained by ForceAtlas2 with
(d) five communities, (e) 10 communities, and (f) 30 communities.

Figure 4. Physical layout of the communities detected by GGA+ in the European network using
different degrees of abstraction (the number of communities is indicated in parentheses).

The analysis of the North American network supports similar conclusions. Thus, Figure 5a–c
display the results obtained by GGA+ in that network when 5, 10, and 30 communities are detected.
These data reveal that this algorithm is able to obtain good quality solutions not only with a few
communities, but when the number of communities increases. The results obtained by the layout
provided by ForceAtlas2 for these configurations (Figure 5d–f) demonstrate the good behaviour of
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GGA+ independent of the degree of abstraction. Finally, Figure 5 shows that the algorithm is able to
obtain differentiated clusters, even when the number of communities increases significantly. The results
obtained here are of particular interest, bearing in mind that the North American electrical grid is
made up of three interconnections: the Western Interconnection, the Eastern Interconnection, and the
ERCOT (Texas) Interconnection, which are not synchronised, and alternating current (AC) power must
be converted to direct current (DC) power for transfer across any of the interconnections. To overcome
these limitations, the Tres Amigas superstation has been planned in New Mexico (U.S.), a 1.6 billion
dollar project that aims to connect these three primary interconnections to facilitate the smooth, reliable,
and efficient transfer of green power from region to region while integrating substantial renewable
energy sources [62]. Figure 6 shows how geographical structures in the North American grid change
with the number of communities.

Figure 5. Results obtained by GGA+ for the North American power grid: physical layout with (a) five
communities, (b) 10 communities, and (c) 30 communities. Distribution obtained by ForceAtlas2 with
(d) five communities, (e) 10 communities, and (f) 30 communities.
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Figure 6. Physical layout of the communities detected by GGA+ in the North American network using
different degrees of abstraction (the number of communities is indicated in parentheses).

5. Conclusions

The optimal design of high-voltage transmission networks is a critical issue to supply electrical
energy to residential areas and industries. In fact, the growing integration of power grids across
regions requires investment in more transmission power supply systems to ensure system stability
and guarantee power supplies. To reach that aim, it is important to investigate the topological
characteristics of these supergrids. This paper opens a new avenue of research by analysing the
community structures in supergrids in a fast and effective way. In particular, it is shown that solving
the community detection problem with evolutionary algorithms allows one to obtain some key
ideas about the structure of these networks. In particular, two evolutionary methods that include
powerful initialisation methods and evolutionary search operators under the guidance of modularity
were used to detect communities in large-scale networks. The evolutionary algorithms adopted
a flexible and adaptive analysis of the characteristics of the power grids with different levels of
detail (number of communities). The empirical study considered two large networks representing
supergrids: (i) Europe, including Russia, North Africa, and part of the Near East (7893 nodes and
10,346 branches); and (ii) North America (16,063 nodes and 20,169 edges). In particular, these methods
were able to partition the networks into some loosely coupled sub-networks (communities) of similar
scale, such that nodes within a community were densely linked, while connections between different
communities were sparser. Numerical and graphical analysis using graph visualisation tools showed
that GGA+ slightly outperformed MIGA, especially when the number of communities increased.
Both evolutionary approaches outperformed the modularity values of the communities detected by
the Louvain method implemented in Gephi. The results obtained show that evolutionary approaches
are efficient methods for detecting communities in supergrids having thousand of nodes, and provide
interesting topological information about the physical distribution and concentration of these elements
of the grids. Future work will apply parallel and multi-objective optimisation methods and include
the electrical properties of the power networks.
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Abstract: New-generation power networks, such as microgrids, are being affected by the proliferation
of nonlinear electronic systems, resulting in harmonic disturbances both in voltage and current that
affect the symmetry of the system. This paper presents a method based on the application of geometric
algebra (GA) to the resolution of power flow in nonsinusoidal single-phase electrical systems for the
correct determination of its components to achieve passive compensation of true quadrature current.
It is demonstrated that traditional techniques based on the concepts of Budeanu, Fryze or IEEE1459
fail to determine the interaction between voltage and current and therefore, are not suitable for being
used as a basis for the compensation of nonactive power components. An example is included that
demonstrates the superiority of GA method and is compared to previous work where GA approaches
and traditional methods have also been used.

Keywords: geometric algebra; nonsinusoidal power; passive compensation; clifford algebra;
circuit systems

1. Introduction

The new power grids are a major step forward for today’s society, as they allow better energy
management and integration with new renewable sources such as solar, wind, etc. [1]. These networks
are made up of a large number of devices based on power electronics. A clear example is seen in
distributed generation systems, intelligent buildings or control systems, where many receivers are
installed such as cycloconverters, speed drives, household appliances, battery power converters,
power inverters and more. Likewise, symmetry is a fundamental concept in art as well as science
and engineering. Although, during the normal operation of the network, the system usually presents
a symmetry in the waveform of voltage and current, all these elements can cause the network to
supply a highly distorted current, so the symmetry is broken. In turn, this current distortion causes
voltage drops in the lines that distort the voltage itself, causing problems to the neighbouring receivers.
It is a situation that feeds back and causes a progressive degradation to the power quality of the
supply [2–4].

There are numerous publications found in the literature specifying the problems caused by the
appearance of harmonics in voltage and current, such as, for example, excessive heating, degradation
of components, faults in protection and measurement equipment or inefficiencies in the transmission
of energy [5–8]. All of the above can be summed up in an abnormal microgrid operation and low
energy efficiency.

Therefore, it is essential to know precisely the electrical energy balances on any power grid or
microgrid in order to be able to make the right decisions. Traditionally, mathematical tools used in
sinusoidal conditions have been based on Steinmetz [9] theory and its decomposition into frequency
components. In these circumstances, the result obtained for the apparent power is

S = P + jQ (1)
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where P is the active power, Q is the reactive power and j is the imaginary unit. For the sinusoidal case,
all the power theories converge because of the implicit symmetry associated to this problem, so there
is no discussion about the matter. This is not the case for nonsinusoidal systems with a high harmonic
content, as in modern microgrids, such as those described in [10–12].

Although there have been major contributions over the last few years [13–16], there are still some
misconceptions that need to be revised [14,17]. The best-known theories, such as Budeanu’s [18] or
Fryze [19], have been criticised and highlighted by several authors, including Czarnecki [17,20–22],
demonstrating inconsistency and errors in nonsinusoidal situations. Recently, Czarnecki’s own theory
has been criticised, finding weak points in the description of the nonactive components of apparent
power [23]. Therefore, it is essential to find a methodology or framework that allows the unification of
the concepts necessary for a correct compensation of the power factor, i.e., how to find the optimal
configuration to demand active power with minimal current from source. In this sense, optimising the
use of passive compensators (with energy storage) and active compensators or filters can be based on
these techniques to achieve better control over the flow of electrical energy between the source and
the load.

On the other hand, geometric algebra or Clifford’s algebra has proven to be a powerful and flexible
tool for representing the flow of energy and power in electrical systems [24,25]. Some researchers
have proposed the use of Clifford’s algebra as a mathematical tool to address the multicomponent
nature of power in nonsinusoidal contexts [26–28]. The concept of nonactive, reactive or distorted
power acquires a meaning that is more in line with its mathematical significance, allowing a better
understanding of the energy balances and verification of the principle of energy conservation. It is
also presented as a natural language to describe the deeper symmetry that underlies mathematical
transformations such as those arising in power networks [29].

The concept of multicomponent power within the scope of geometric algebra [30] is used in this
article to demonstrate its feasibility for determining the net power flow in a nonsinusoidal electrical
circuit, the direction and sense of such power, as well as its use for calculating the geometric or net
power factor defined as the ratio between the active power and the norm of the multivector power as
defined in Section 3. This approach allows the designing of simpler and more efficient compensators
than those proposed by Czarnecki [31,32]. In addition, the proposal made in this article improves other
proposals based on GA such as those of Castilla [33]. The main contributions of this work are briefly
presented under the following considerations:

• The use of GA to solve the problem of passive compensation of single-phase nonsinusoidal
circuits.

• Determination and suppression of the current and geometric power in quadrature that make the
power factor maximum.

• Evidence of the disadvantages of traditional compensation methods based on complex numbers
compared to GA.

• Design of simpler and more efficient compensators.
• Comparison with other GA-based methods.

2. Background on Geometric Algebra

Geometric algebra has its origins in the work of Clifford and Grassman in the 19th century.
Unfortunately, it did not have much impact until its recent impulse thanks to Hestenes and others [34–36].
Traditional concepts such as vector, spinor, complex numbers or quaternions are naturally explained as
members of subspaces in GA. It can be easily extended in any number of dimensions, being this one of
its main strengths. Because these are geometric objects, they all have direction, sense and magnitude.
The most basic definitions of certain GA properties are presented below.

Definition 1. A vector is considered to be a segment that has direction and meaning
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Definition 2. The inner product of two vectors a and b corresponds to the traditional concept a · b and the
result is a scalar.

Definition 3. The wedge product of two vectors, a and b, is represented by a ∧ b and defines an area enclosed
by the parallelogram formed by both vectors (see Figure 1). This plane has a direction and a sense, resulting in a
bivector. This product complies with the anti-commutative property, i.e., a ∧ b = −b ∧ a.

Definition 4. A bivector is a novel concept that introduces geometric algebra and does not exist in vectorial
calculus that engineers learn in a degree course. It is the result of the external product of 2 vectors producing
a plane with direction and sense, exactly as a vector would have it. Its value is equal to the area enclosed by
the parallelogram formed by the vectors (see Figure 2). Like vectors, a bivector can be written as the linear
combination of a base of bivectors.

Definition 5. The geometric product is also another major contribution of the GA. It is defined primarily for
vectors, although it can be extended to other objects. For example, given two vectors, a = α1e1 + β1e2 and
b = α2e1 + β2e2, you can define its geometric product ab as

ab = a · b + a ∧ b

that is, the geometric product is a linear combination of the internal and external product. It can be seen how the
result is made up of a scalar and a bivector, resulting in the so-called multivector.

A = ab = 〈A〉0 + 〈A〉2 = (α1α2 + β1β2) + (α1β2 − β1α2)e1e2

〈A〉0 is the scalar part and 〈A〉2 is the bivector.

Figure 1. Wedge product of 2 vectors a and b.

Figure 2. Representation of a bivector a ∧ b.
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3. Power in Geometric Algebra

3.1. Vector Representation in GN Domain

Consider a periodic function in the time domain x(t) that can represent a voltage or current
waveform. A function space can be established where the following norm is defined as

‖x(t)‖ =

√
1
T

∫ T

0
x2(t)dt (2)

The norm is found to be consistent with the definition of the root mean square (RMS) value. Well,
this function can be represented by a linear combination of sine and cosine functions, i.e., a series of
Fourier functions. Let us call these bases ϕi(t), so that

x(t) =
n

∑
i=1

xi ϕi(t) (3)

so that a direct transformation to GN gives

x =
n

∑
i=1

xiei (4)

where ei are the new basis for the geometric space GN . Because the new base is orthonormal,
the following property is fulfilled,

‖x(t)‖ =

√
n

∑
i=1

x2
i = ‖x‖ (5)

Finally, we use the transformation proposed by Castro-Nuñez [25],

ϕc1(t) =
√

2 cos ωt ←→ e1

ϕs1(t) =
√

2 sin ωt ←→ −e2

ϕc2(t) =
√

2 cos 2ωt ←→ e2e3

ϕs2(t) =
√

2 sin 2ωt ←→ e1e3

...

ϕcn(t) =
√

2 cos nωt ←→
n+1∧∧∧
i=2

ei

ϕsn(t) =
√

2 sin nωt ←→
n+1∧∧∧
i=1
i �=2

ei

(6)

where
∧∧∧

ei represents the product of n vectors. This way, we can transform any waveform x(t) to the
geometric domain GN .

3.2. Multivector Power

Several authors [14,17,30] have already shown that the traditional expression for apparent power
(accepted by the IEEE1459 standard or Budeanu and Fryze’s proposals) is incorrect, because it does not
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comply with the principle of energy conservation and does not have a true physical correspondence
with power flows. For example,

S2 = P2 + Q2 + D2 or S2 = P2
1 + Q2

1 + D2
I + D2

V + S2
H (7)

are expressions frequently used that violate the principle of energy conservation, so they should
not be used on a regular basis, especially in nonsinusoidal scenarios as they lead to errors in the
achieved results.

The addition of the concept of multivector power, geometric apparent power or net apparent
power M (as labeled by Castro-Núñez), opens a door for attempting to solve the aforementioned
problems. This concept is totally different form the traditional definition of the nonsinusoidal apparent
power S, i.e., in general, ‖M‖ 	= S, so ‖M‖ cannot be called apparent power. From a mathematical
point of view, the expressions are simple and elegant. From a physical point of view, each term takes
on a real meaning in the flow of energy between the load and the source. The geometric apparent
power is defined as the geometric product between voltage and current:

M = ui = u · i + u ∧ i (8)

which will generally result in a scalar and a bivector for the sinusoidal case.

M = 〈M〉0︸ ︷︷ ︸
scalar

+ 〈M〉2︸ ︷︷ ︸
bivector

(9)

In fact, if we consider a sinusoidal voltage applied to a linear load, we obtain a sinusoidal current,

u(t) = A cos(ωt + ϕ) ⇒ u = α1e1 + α2e2 (10)

i(t) = B cos(ωt + δ) ⇒ i = β1e1 + β2e2 (11)

The apparent geometric power is then

M = ui = (α1e1 + α2e2)(β1e1 + β2e2)

= (α1β1 + α2β2)︸ ︷︷ ︸
scalar

+ (α1β2 − α2β1)e1e2︸ ︷︷ ︸
bivector

If we generalize for a nonsinusoidal voltage,

u(t) =
n

∑
i=1

ui(t) = D1 cos(ωt) + E1 sin(ωt)+

+
d

∑
h=2

Dh cos(hωt) +
k

∑
h=2

Eh sin(hωt)

(12)

we can obtain the voltage transferred to the geometric domain GN .

u = D1e1 − E1e2 +
d

∑
h=2

[
Dh

h+1∧
i=2

ei

]
+

k

∑
h=2

⎡
⎣Eh

h+1∧
i=1,i 	=2

ei

⎤
⎦ (13)

As Castro-Nunez [37] establishes that the geometric admittance is Y = Gh + Bhe1e2, applying
the principle of superposition yield each of the harmonic currents as ih = (Gh + Bhe1e2)uh. Clearly,
the total current i is the sum of all harmonic currents

i =
n

∑
h=1

ih (14)
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This current can be decomposed into in-phase and quadrature components with voltage.

i = i|| + i⊥ = ig + ib (15)

where

ig = G1D1e1 − G1E1e2 +
d

∑
h=2

[
GhDh

h+1∧
i=2

ei

]
+

+
k

∑
h=2

⎡
⎣GhEh

h+1∧
i=1,i 	=2

ei

⎤
⎦ (16)

ib = −B1E1e1 − B1D1e2 +
d

∑
h=2

⎡
⎣BhDh

h+1∧
i=1,i 	=2

ei

⎤
⎦−

−
k

∑
h=2

[
BhEh

h+1∧
i=2

ei

] (17)

Finally, the apparent multivector geometric power M can be obtained as the product between u
and i,

M = ui = Mg + Mb =

P︷ ︸︸ ︷
〈Mg〉0 +

CNd︷ ︸︸ ︷
n+1

∑
i=1

〈Mg〉i︸ ︷︷ ︸
Mg

+

+ CNr(ps) + CNr(hi)︸ ︷︷ ︸
Mb=CNr

(18)

where

Mg is the in phase geometric apparent power

Mb is the cuadrature geometric apparent power

P is the active power

CNd is the degraded power

CNr is the geometric reactive power

CNr(ps) is the geometric reactive power due to voltage and current phase shift

CNr(hi) is the geometric reactive power due to voltage and current cross products

Based on the above definitions, the net or geometric power factor can be defined as

p f =
P

‖M‖ =
〈M〉0√
〈M† M〉0

(19)

4. Power Factor Compensation Using Multivector Apparent Power

Once the effectiveness of the geometric power has been induced to represent the mathematical
and physical energy flows, it is time to analyse how it is possible to propose compensation schemes
that increase the power factor of the facilities in a microgrid.
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To improve the power factor, it is necessary to eliminate any current that is not in phase with the
voltage. This strategy implies that the load-compensating combination is seen as a pure resistance by
the source. An example of a compensator can be seen in Figure 3, which shows the load admittance
Yload as well as the compensator admittance Ycp. The values of these admittances in the geometric
domain are

Yload =
1

Zload
=

1

R +
(

1
ωC − ωL

)
e12

=
R

R2 +
(

1
ωC − ωL

)2 +

+
ωL − 1

ωC

R2 +
(

1
ωC − ωL

)2 e12 = Gl + Ble12

Ycp =

(
1

ωC
− ωL

)
e12 = Bcpe12

(20)

−
+

u(t)

i

Yload

il

Ycp

icp

Figure 3. Circuit compensation proposal.

If we apply the voltage given by (13), the current flowing through the compensator will be

icp = −Bcp1E1e1 − Bcp1D1e2 +
d

∑
h=2

⎡
⎣BcphDh

h+1∧
i=1,i 	=2

ei

⎤
⎦−

−
k

∑
h=2

[
BcphEh

h+1∧
i=2

ei

] (21)

Therefore, it is pretty obvious that Bcp = −Bload to fully compensate the reactive term. In this case,
the total current i is reduced to ig as ib + icp is equal to 0 after applying Kirchhoff laws.

5. Application to Real Circuits

To demonstrate the robustness of geometric algebra in the resolution of nonsinusoidal electrical
circuits and to verify that it is a useful and valid method, the circuit shown in Figure 4, already exposed
in [33], will be solved. This theoretical circuit represents a hypothetical electrical circuit in a modern
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microgrid building, where the application of a nonsinusoidal voltage to a linear load results in the
circulation of a nonsinusoidal current. The power involved has several components, although it will
be shown how the traditional approach to power factor improvement is not very successful. Note that
the proposal made in this paper also improves the one made by [33], going from a compensated power
factor of 0.63 to a higher one of 0.83.

Let the nonsinusoidal voltage, u(t), be

u(t) = 200
√

2(sin ωt + sin(3ωt)) (22)

−
+

u(t)

i R = 1Ω

i

L =
3
4

H

C =
4

15
F

Figure 4. Building equivalent circuit.

The geometric impedance z will have two different values, one for each voltage harmonic.
According to the authors of (20), the geometric impedance is defined as

zh = R +

(
1

hωC
− hωL

)
e12 (23)

where zh is the value of the impedance for the harmonic of order h. Applying the above expression for
each harmonic present, we obtain z1 = 1 + 3e12 y z3 = 1 − e12.

Taking into account the proposed transformation into (6), the voltage becomes

u = −200e2︸ ︷︷ ︸
〈u〉1

+ 200e134︸ ︷︷ ︸
〈u〉3

(24)
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Applying the generalized Ohm law

i = z−1u = z−1
1 〈u〉1 + z−1

3 〈u〉3

= (1 + 3e12)
−1(−200e2) + (1 − e12)

−1(200e134)

= −20e2 + 100e134︸ ︷︷ ︸
ig

+ 60e1 − 100e234︸ ︷︷ ︸
ib

(25)

The total current value is ‖i‖ = 154.91A. The current obtained has two clearly differentiated
components, ig which is the component in phase with the voltage and ib which is the component in
quadrature. As a matter of fact

ig · ib = 0 (26)

which proves that both are orthogonal. The power balance can be obtained by using Equations (8)
and (9):

M = ui = 103

⎛
⎜⎝24 + 16e1234︸ ︷︷ ︸

Mg

+ 32e12 + 32e34︸ ︷︷ ︸
Mb

⎞
⎟⎠ (27)

The analysis of the multivector apparent power M results in Table 1. It shows the active power P,
degradation power CNd and reactive power CNr. This power clearly differs from that obtained by
Budeanu or that obtained by the authors of [33]. A comparison of these theories is also shown in
Table 2.

Table 1. Power multivector decomposition.

Description Value

P 24,000 W
‖CNd‖ 16,000 VA
‖CNr‖ 45,254 VA

Table 2. Power before compensation.

Description Budeanu Castilla Castro-Núñez

Active Power 24,000 24,000 24,000
Reactive Power 8000 8000 45,254
Distortion/Degraded Power 35,780 35,780 16,000
Apparent/Geometric Power 43,820 43,820 53,666
Power factor 0.55 0.55 0.44

It is interesting to note how the multivector power presented here has a very similar
correspondence with the power in the time domain. Indeed, if we take into account that the voltage
and current are (see Figure 5)

u(t) =
√

2 [200 sin(ωt) + 200 sin(3ωt)]

i(t) =
√

2[60 cos(ωt) + 20 sin(ωt) + 100 sin(3ωt)−
− 100 cos(3ωt)]

(28)

we can make the product and get the time domain power p(t)
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p(t) = u(t) · i(t) = 2 [200 sin ωt + 200 sin 3ωt] · [60 cos ωt+

+ 20 sin ωt + 100 sin 3ωt − 100 cos 3ωt] =

= 2[4000 sin2 ωt + 20000 sin2 3ωt + 20000 sin ωt sin 3ωt+

+ 4000 sin 3ωt sin ωt + 12000 sin ωt cos ωt−
− 20000 sin ωt cos 3ωt + 12000 sin 3ωt cos ωt

− 20000 sin 3ωt cos 3ωt]

(29)

so we can rearrange as

P = 4000 sin2 ωt + 20000 sin2 3ω

CNd = 20000 sin ωt sin 3ωt︸ ︷︷ ︸
e1234

+4000 sin 3ωt sin ωt︸ ︷︷ ︸
−e1234

CNr(ps) = 12000 sin ωt cos ωt︸ ︷︷ ︸
e12

− 20000 sin 3ωt cos 3ωt︸ ︷︷ ︸
−e12

CNr(hi) = −20000 sin ωt cos 3ωt︸ ︷︷ ︸
−e34

+ 12000 sin 3ωt cos ωt︸ ︷︷ ︸
e34

(30)

P → 24000 W
CNd → 16000 VA
CNr(ps) → 32000 VA
CNr(hi) → 32000 VA

(31)

achieving the same results as in (27).

Figure 5. Nonsinusoidal voltage and current waveforms.

All the power theories agree on finding the active power, P, but this is not the case for the
rest of the other concepts. Both Budeanu and Castilla [33] obtain a lower reactive and apparent
power, as well as a higher distortion (degraded) power. The power factor obtained by Budeanu and
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Castilla is also higher, giving the impression that the system is not really as degraded as it really is.
As Castro-Núñez demonstrates, the other theories fail to consider the interaction between harmonics
of different frequencies, and are therefore unable to fully capture the physical sense of energy flows.

This is clearly evident when trying to design a compensator that improves the power factor as
much as possible. According to Castilla, this compensator is achieved by installing a capacitor in
parallel with the load of a value of C = 0.12F, resulting in a new power factor of 0.63. Well, if we apply
our theory, we can achieve a much better power factor by simply addressing the need for reactive
current ib, according to Equations (15) and (17). See Figure 6 for the placement of the compensator in
parallel with the load.

−
+

v(t)

i R = 1Ω

il

L =
3
4

H

C =
4
15

F

Ycp

icp

+

Figure 6. Building equivalent circuit with compensator.

We use Equation (21) to find the proper admittance of the compensator.

icp = −ib (32)

so
− 200Bcp1e1 − 200Bcp3e234 = −60e1 + 100e234 (33)

Solving the above equation yields Bcp1 = 0.3 and Bcp3 = −0.5. Obviously, it is not possible to
effectively compensate by means of a single element, as proposed in [33]. A parallel LC compensator
(Other circuits may be compensated with a serial model) is therefore proposed to be installed, which
will result in

− 200

(
1 − ω2LcpCcp

ωLcp

)
e1 = −60e1 (34)

− 200

(
1 − 9ω2LcpCcp

3ωLcp

)
e234 = 100e234 (35)
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Solving the previous system yields

Lcp =
40
21

= 1.90 Ccp =
9
40

= 0.22

For these compensator values, the new total current value becomes

iscp = −20e2 + 100e134 (36)

where ‖iscp‖ = 101.98A which is significantly lower than the initial 154.91A. The time domain
representation of compensated current is

iscp(t) =
√

2[20 sin ωt + 100 sin 3ωt] (37)

Comparing (37) with (28) give us an idea about the current reduction thanks to the compensator.
If we calculate the reactive power as in (29) and (30), the new result is

p(t) = u(t) · i(t) = 2 [200 sin ωt + 200 sin 3ωt] ·
[+20 sin ωt + 100 sin 3ωt] = 2[4000 sin2 ωt+

+ 20000 sin2 3ωt + 20000 sin ωt sin 3ωt+

+ 4000 sin 3ωt sin ωt]

(38)

which can be arranged as

P = 4000 sin2 ωt + 20000 sin2 3ω

CNd = 20000 sin ωt sin 3ωt︸ ︷︷ ︸
e1234

+4000 sin 3ωt sin ωt︸ ︷︷ ︸
−e1234

(39)

Equations (38) and (39) clearly state that all of the reactive power has been corrected through
the new compensator. Furthermore, the principle of conservation of energy has been fulfilled as
demonstrated in both in time and geometric domain.

Table 3 shows a summary of the compensation status. It can be seen that all the reactive current
coming from the source has been suppressed, resulting in a significant reduction in geometric apparent
power (from 53,666 VA to 28,844 VA). Naturally, the power factor increases considerably to 0.83,
far exceeding the compensation obtained by the Budeanu or Castilla methods, in which only the
placement of a capacitor in parallel with the load is considered.

Table 3. Power after LC compensation.

Description Budeanu Castilla Castro-Núñez

Active Power 24,000 24,000 24,000
Reactive Power 11,000 11,000 0
Distortion/Degraded Power 27,530 27,530 16,000
Apparent/Geometric Power 38,200 38,200 28,844
Power factor 0.63 0.63 0.83

6. Conclusions

This work deepens the new advances in nonsinusoidal power theory thanks to geometric algebra.
Due to the large deployment of electronic loads in today’s microgrid, it is increasingly common to
find a more distorted supply and with high harmonic content. This situation generates noise and
harmonic pollution, degrading the power supply of the existing electrical receivers on the microgrid.
In this work, a detailed study of new mathematical techniques applied to the analysis of nonsinusoidal
cases is carried out, and a compensation method based on the use of geometric algebra is proposed.
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Thanks to this technique, it is possible to reduce the geometric reactive power component, something
that other traditional methods such as Budeanu or Fryze cannot do. It is also demonstrated that
the technique proposed by Castro-Nuñez is far superior to the one proposed by Castilla, as it is
able to better identify the power flows due to crossed voltage and current products (CNd and CNr),
which allowed identifying those components of the current not in phase with the voltage, and thus
suppressing them with the appropriate compensator. The main contribution of this work is in the
application of geometric algebra to the resolution of power flows in nonsinusoidal electrical systems
so that their direction and sense can be correctly determined when considering compensation models.
This approach opens up new perspectives in the field of nonsinusoidal systems optimisation, as well as
a proper and adequate definition of indices associated with power quality.
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Abstract: This document presents a new hybrid combination of filters using passive and active
elements because of the generalization in the use of non-linear loads that generate harmonics directly
affecting the symmetry of energy transmission systems that influence the functioning of the electricity
grid and, consequently, the deterioration of power quality. In this context, active power filters
represent one of the best solutions for improving power quality and compensating harmonic currents
to get a symmetrical waveform. In addition, given the importance and occupation of the transmission
network, it is necessary to control the stability of the system. Traditionally, passive filters were used
to improve energy quality, but they have endured problems such as resonance, fixed remuneration, etc.
In order to mitigate these problems, a hybrid HAPF active power filter is proposed combining a parallel
active filter and a passive filter controlled by a backstepping algorithm strategy. This control strategy
is compared with two other methods, namely the classical PI control, and the fuzzy logic control
in order to verify the effectiveness and the level of symmetry of the backstepping controller proposed
for the HAPF. The proposed backstepping controller inspires the notion of stability in Lyapunov’s
sense. This work is carried out to improve the performance of the HAPF by the backstepping
command. It perfectly compensates the harmonics according to standards. The results of simulations
performed under the Matlab/Simulink environment show the efficiency and robustness of the
proposed backstepping controller applied on HAPF, compared to other control methods. The HAPF
with the backstepping controller shows a significant decrease in the THD harmonic distortion rate.

Keywords: backstepping method; hybrid power active filter; harmonic current compensation

1. Introduction

The use of static energy conversion devices such as static converters and others has increased
during the last years [1,2]. Because all are made up of power semiconductors, they absorb a current
with a non-sinusoidal. These are considered as non-linear and non-symmetrical loads for the power
grid. In addition to the fundamental component, the non-sinusoidal waveform exposes a harmonic
content, which can be considered very important under certain circumstances [3]. These harmonics
can flow from the load to the grid and generate harmonic pollution for the power grid, resulting in a
degradation of power quality. The most common effects of this pollution are [4]: the destruction
of capacitors or circuit breakers under the effect of strong harmonic currents increased by resonances;
the heating of neutral conductors and transformers and the long-term effects that explain by an
advanced devastation of the wired equipment at the common connection point [5,6]. There are certain
processes that can be used to reduce the harmonic pollution generated by these converters. Among the
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most widespread and effective are filtering, which has two main task: to minimize harmonic pollution,
namely passive filtering, known as resonant and/or damped, which prevents harmonic currents from
flowing into the electrical networks; and to compensate for reactive power. Despite this, passive filtering
has some problems such as lack of adaptability when the impedance of the network or load changes,
which is a major disadvantage that may be unbearable in these particular circumstances. The other
filtering method is active filtering. This is the best known and most used in research to improve
the quality of electrical energy. Its principle consists in injecting a compensation current in phase
opposition and of the same amplitude with the harmonic currents generated by the non-linear load,
in order to render the current of a sinusoidal shape at the connection point and thus limit the diffusion
of harmonic currents in the power grid network. There are several active filter structures according
to the desired performance criteria. Active filters can be in parallel [7], in series [8], or hybrid [9],
i.e., the combination of an active filter and a passive filter. There is also a combination of a serial
active filter and a parallel active filter called universal power quality conditioner [10]. The filter
can have a current design or a voltage design depending on the type of element used as its energy
source [11,12]. A hybrid power filter is deployed to solve passive filter problems in addition to active
power filters. In this document a hybrid active power filter controlled by the backstepping control
is exposed. The controller is an essential tool for a proper operation of the HAPF, so for this reason
the backstepping control [13] was chosen. The HAPF combines the best performances of the active
and passive filters: the active filter allowing to attenuate the harmonics of the source current, and the
passive filter considered at the fundamental frequency as a high impedance, and at the tuning frequency
as a low impedance. The use of our approach can lead to a more symmetrical waveform, thus avoiding
problems to the power grid. To demonstrate the effectiveness of the proposed backstepping-controlled
HAPF approach for harmonic currents compensation and power quality improvement, a comparison
of the three control methods, i.e., the classical PI [13], the fuzzy logic [14] and backstepping control is
presented in this work. The proposed backstepping controller applied to the HAPF provides a better
response time to maintain the DC bus voltage Vdc at its reference value, and a significantly reduced
THD according to standards, whereas the conventional PI controller has a very high response time and
an error between the setpoint and its reference value. Finally, the fuzzy logic control presents a 5%
response time lower than the PI controller, but the system remains slower. The above reflects that
the proposed approach achieves the desired performance.

2. Proposed Hybrid Filter

An active hybrid power filter is the combination of an active filter and a passive filter. It consists
of a passive filter and a static power converter and a control block that allows the control of the
entire hybrid filter. The passive filter attempts to compensate high frequency harmonics and used
to reduce the capacity of the power converter, while the active filter is used to compensate for low
frequency harmonic currents generated by the polluting non-linear load [15], and used to improve the
characteristic parameters of the passive filter. The advantages of HAPF over other filtering elements is
that it is possible to solve the problems related to the injection of the neighbouring harmonic current,
resonances, as well as the capacity of the HAPF converter is smaller than the capacity of the ordinary
active power filter. HAPF is a better solution to reduce the power sizing which results in the price
of active power filters. In order to obtain a better performance of the hybrid filter, it is necessary
to choose the latter according to several factors such as the topology of the filter, the control strategy
used, the type of filter used in the control loop or the size of the components constituting the filter.
There are several configurations treated in the literature [16], the most presented being:

• Serial active filter with parallel passive filter;
• Serial active filter connected in series with parallel passive filter;
• Parallel active filter in series with a passive filter.
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In this article we choose the topology of the parallel active filter in series with a passive filter,
as shown in Figure 1. The active hybrid power filter is composed by the static power converter
attached in series to three-phase passive filters. The HAPF and the non-linear load are connected
in parallel, which clarifies the harmonic currents generated by the pollutant load. The three-phase
passive filter assembly is connected in series on each phase. It consists of the capacitor and inductance
while the converter contains a semiconductor assembly and a capacitor. The power converter protects
the passive filter from damage caused by the injection of the neighborhood harmonic current and
resonance. The capacitor is connected to the side of the DC bus of the converter as an energy storage
element and put a DC voltage for normal operation of the converter. The passive filter blocks the
harmonic currents that pass through the power grid.

Figure 1. Topology of the proposed hybrid filter.

2.1. Current Reference Algorithm Using p-q Theory

The active filter is used to inject harmonic currents of the same amplitude into the network but
in opposition to those generated by the pollutant load. To do this, it is necessary to extract the harmonic
currents from the load, known as reference currents. There are several methods for identifying
the harmonic currents [17–19], but in this article we use the p-q method because it guarantees a better
adherence between the dynamic and static performances. This theory is based on the Clark algebraic
transformation which allows to transform the three-phase voltage and current systems exposed
in the reference frame a, b, c to a two-phase system presented in the reference frame α, β, to simplify
the calculations. The current and voltage components can be expressed as:
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The active instantaneous power in the mark a-b-c, is given by:

p(t) = vaia + vbib + vcic (3)

In the α-βmark, the active instantaneous power is given by:

p(t) = vαiα + vβiβ (4)
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The instant imaginary power is given by Akagi’s definition [15], as follows:

q(t) = vαiβ − vβiα (5)

From the relationships (4) and (5), we can extract the matrix relationship of the instantaneous
powers as follows: [

p
q

]
=

[
vα vβ
−vβ vα

][
iα
iβ

]
(6)

This power is divided into two parts, a continuous part related to the fundamental (p, q), and an
alternating part related to harmonics (p̃, q̃), is given by the following relationships:

p = p + p̃
q = q + q̃

(7)

What interests us is the extraction of the alternative components (p̃, q̃), for this purpose, we use
a low-pass filter as shown in Figure 2.

Figure 2. Principle of extraction of alternative components.

The reference currents after the extraction of the alternative components in the coordinates α, β is
of the following expression:
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To obtain the reference currents in the reference frame a-b-c, we use the Clark inverse transformation,
the expression is as follows:
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2.2. DC Bus Voltage Regulation

The objective of the DC bus voltage regulation loop (Vdc) is to maintain the latter following
its reference value Vdc ref. For the control of this loop, a PI corrector is used as shown in Figure 3.
The reference voltage is considered as input and the measured value as output. The voltage at the
capacitor terminals is given by:

V2
dc(s) =

2Pdc(s)
Cdcs

(10)
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Figure 3. D.C. bus voltage regulation loop.

From Figure 3, the transfer function showing the regulation of the DC bus voltage in closed loop
is given by:

Gb f (s) =

(
1 +

Kp
Ki

s
)

s2 + 2
Kp
Cdc

s + 2 Ki
Cdc

(11)

Comparing this closed-loop equation with the general structure of a second-order transfer function,
extracting the parameters of Kp and Ki:

ωc = 2π fc
Ki =

1
2 Cdcω

2
c

Kp = ξ
√

2CdcKi

(12)

2.3. Regulation of the Current Injected by the Filter

A conventional PI controller is used to maintain the control loop for the current injected by the filter
following the reference current extracted by the p-q method as shown in Figure 4.

Figure 4. Control loop for the current injected by the filter.

2.4. Fuzzy Logic Control

Fuzzy logic makes it possible to give a nebulous and imprecise representation of the system.
From the uncertain attributes, the fuzzy controller can provide decisions. It consists of a knowledge base
which assembles the information of linguistic control rules. The fuzzy controller is made up of three
parts, being the first part in charge of “fuzzifying” the inputs. At the entrance, it is mainly a question
of affixing fuzzy membership functions by calling up membership values and association membership
to the assigned entries. The second part is the inference system that is used with the knowledge base
to create an inference following a reasoning process. The last part allows to “defuzzify”, which implies
the translation from fuzzy control fact to a real control decision for the system. In this work we use
the fuzzy controller for the control of the HAPF. The synoptic diagram of the controller illustrated
in Figure 5.
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Figure 5. Synoptic diagram of the fuzzy controller.

3. Proposed Backstepping Control

The principle of the backstepping controller is to summarize a control law in an iterative way.
Some components of the state representation would be examined as “virtual controls” and intermediate
control laws will be prepared [20]. It holds the conception of stability in the sense of Lyapunov, in order
to ensure that a certain Lyapunov function, is positive, and that its derivative is always negative.
The method allows the system to be divided into a set of nested subsystems of decreasing order. At each
step, the order of the system is increased and the treatment of the non-stable part of the previous step is
carried out, until the appearance of the control law which is the last step. This consists in guaranteeing,
at all times, the overall stability of the system [21–25]. We will apply this control technique to control
the whole hybrid filter. The equations of the system, in the stationary reference frame is given by:

di fα
dt = −R

L i fα − Vc
L + 1

L v∗fα − 1
L vchα

di fβ
dt = −R

L i fβ − Vc
L + 1

L v∗fβ − 1
L vchβ

dvdc
dt = 1

Cdc
idc = − Pdc

Cdcvdc

(13)

R and L is the internal resistance of the inductance and the inductance of the passive filter,
respectively, and Vc is the voltage across the capacitance C of the passive filter.

The system can be divided into subsystems, the first two equations of the system (13) are used
for current regulation ifα, ifβ where voltages v*

fα, v*
fβ are considered as control variables.

3.1. Subsystem 1

The variable v*
fα represents the command and ifα its output. The algorithm is given as follows:

di fα

dt
= −R

L
i fα − Vc

L
+

1
L

v∗fα −
1
L

vchα (14)

The error variable z1 is given by:
z1 = i∗fα − i fα (15)

The error is derived as follows:

d
dt
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Lyapunov’s intended function is as follows:

v =
1
2

z2
1 (17)
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The derivative of this function is given by:

d
dt
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dt
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d
dt
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In order to achieve greater stability in the system, the following equality must be achieved:
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Then the command is as follows:

v∗fα = L
[

d
dt
(i∗fα) +

R
L

i fα +
Vc

L
+ K1z1

]
+ vchα (20)

3.2. Subsystem 2

The magnitude v∗fβ represents the command and i fβ its output. The algorithm is given as follows:

di fβ
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= −R
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L
+

1
L

v∗fβ −
1
L

vchβ (21)

The error variable z1 is given by:
z2 = i∗fβ − i fβ (22)

The error is derived as follows:
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Lyapunov’s intended function is as follows:
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The derivative of this function is given by:
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In order to achieve greater stability in the system, the following equality must be achieved:
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Then, the command is as follows:

v∗fβ = L
[
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]
+ vchβ (27)

3.3. Subsystem 3

The third subsystem is used for the setting of Vdc. It contains a single error variable that is between
the DC bus voltage and its reference value z3. The error variable is defined by:

z3 = v∗dc − vdc (28)
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The derivative of the error is as follows:

d
dt

z3 =
d
dt

v∗dc −
d
dt

vdc =
1

Cdc
i∗dc =

d
dt

v∗dc −
P∗dc

Cdcvdc
(29)

The Lyapunov function is given by:
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The derivative of this function is given by:
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If we achieve the equality of the equations below, we obtain a better stability of the system:

d
dt

v∗dc −
P∗dc

Cdcvdc
= −K3z3 (32)

Then, the command is as follows:

P∗dc = CdcvdcK3z3

i∗dc = CdcK3z3
(33)

4. Simulation and Interpretation

In order to confirm the authenticity and advantage of the proposed control technique, the system
has been implemented, validated and realized using the Matlab/Simulink package. In the simulation,
the attitude of each control and its performance, such as the PI controller, fuzzy logic controller and
backstepping controller, are analyzed in order to verify the efficiency of the active hybrid HAPF filter
used to control the proposed backstepping, to compensate for harmonics and improve the quality
of electrical power. The mathematical calculation of the parameters of the backstepping controller
is complex, so these are carefully chosen to achieve the desired objective. The other parameters will
be given as follows Vs1 = Vs2 = Vs3 = 220 V, the passive filter parameters are as follows L = 0.01 H,
C = 150 μF, the reference voltage of the DC bus is equal to 620 V, the pollutant load is a three-phase
diode rectifier, its output an inductance of 0.003 H, in series with a resistance of 18 Ω, and the energy
storage capacity is chosen from 2000 μF. The Simulink model realized is illustrated in Figure 6.

The Matlab/Simulink package was used to realize the Simulink model of the system with
the proposed approach. The latter is composed by a three-phase source connected to a rectifier bridge
used as a non-linear load supplying a load of type RL, a block of the p-q method for identifying
reference currents from the load currents, a static power converter in series with a passive filter
connected in parallel with the load, a linked control block using the backstepping controller for voltage
regulation Vdc to the capacitor terminals C with the identification block. More than one block linked
to the identification block allows the regulation of the injected current and transfers the control pulses
to the converter for the semiconductors. The model is illustrated in Figure 6.

Figures 7 and 8 show the charging current (for clarity, only one phase is exposed) and its harmonic
spectrum. It is clearly proven that there is a significant distortion of the charging current, and that
the total harmonic distortion (THD) is proportionally high (29.52%).
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Figure 6. Realized Simulink model.

 
Figure 7. Charging current.

Figure 8. FFT load current analysis.
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Figures 9–11 present the source current spectrum, after the HAPF compensation using the PI
controller, fuzzy logic controller and the proposed backstepping controller, respectively. We notice that
the THDs are reduced to 2.53%, 1.81% and 1.37%, all within the standard IEEE harmonics limits of 5%,
but the backstepping is significantly reduced.

Figure 9. FFT analysis of the source current after filtering using the PI controller.

Figure 10. FFT source current analysis after filtering with fuzzy logic controller.

Figure 11. FFT source current analysis after filtering with backstepping controller.
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Figures 12–14 illustrate the source current after filtering. It is observed that the source current
with the backstepping controller is clearly sinusoidal. Also for the PI controller, and the fuzzy logic
controller, the source current is almost sinusoidal but including disturbances.

Figure 12. Source current after filtering with the PI controller.

Figure 13. Source current after filtering with the Fuzzy logic controller.

Figure 14. Source current after filtering with the backstepping controller.

Figures 15–17 present the reference current and the compensation current. It is observed that
the compensation current is coincided with the reference current, and can accurately follow the reference
current using the proposed backstepping controller, whereas in the case of the PI controller and the fuzzy
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logic controller there is a small error between the two currents. In general, this indicates that the proposed
control technique can guarantee the exact monitoring of the reference current.

 
Figure 15. Reference and compensation current used by the PI controller.

 
Figure 16. Reference and compensation current used by the Fuzzy logic controller.

 

Figure 17. Reference and compensation current of the backstepping controller.

Figures 18–20 indicate the DC bus voltage Vdc followed the variation of its reference with
the backstepping controller at a better speed. The system is stabilized at the time t = 0.06 s, and we
notice a good accuracy, but the result with the PI linear controller contains an error between the DC
bus voltage Vdc and its reference which varies from 600 V to 620 V (as a ripple in the transient regime)
and during the delay as shown in Figure 18. It is noted that Vdc does not follow its reference variation
in the transient regime. Also, a high response time is found. The system is only stabilized at the time
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t = 0.135 s, which translates into a poor speed and consequently a degradation of the performance
of the HAPF. Concerning the fuzzy non-linear logic controller, the system is stabilized at the time
t = 0.0755 s. The delay of the voltage Vdc deviates from its reference and presents a response time
at 5% lower. These make the system slower, and it contains oscillations in the permanent regime,
consequently the system degrades the accuracy. The controller’s earnings are elected by test to achieve
satisfactory performance. It should be noted that the THD with backstepping is significantly lower
than the PI control, and fuzzy logic. We can say that the backstepping command has better control
performance in terms of oscillations and response time compared to the PI and fuzzy logic controller.
The response of the HAPF can be improved by using the proposed control method that achieves the
desired performance.

 
Figure 18. DC bus voltage Vdc used with PI controller.

 

Figure 19. DC bus voltage Vdc used with Fuzzy logic controller.

 
Figure 20. DC bus voltage Vdc used with backstepping controller.
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5. Conclusions

In this document, we have implemented and investigated an HAPF with a backstepping control
technique. This control technique allows to ensure the stability of the closed loop system with better
speed and accuracy compared to the classical PI controller and fuzzy logic controller. It is able
to maintain the THD of the current within the limits indicated by the IEEE-519 standard, and to require
a desired dynamic attitude.

The simulation results obtained illustrate the high performance of the HAPF using the backstepping
controller for harmonic compensation. The proposed control strategy applied to the HAPF therefore
has an important theoretical impact to improve the THD in a typical way, and to strengthen the power
quality of the grid, by improving the stability, speed and precision of the system. The proposed
backstepping controller has an advantage that does not require a mathematical model and achieves the
desired performance, but the PI controller requires a precise mathematical model, and has a significant
response time, which implies a degradation of speed. Also the fuzzy logic controller has a degraded
speed and precision. The HAPF can also be spread to other electronic power converter topologies.

Taking into account the above methods, the proposed controller, which is applied on a hybrid
HAPF filter, is an appropriate choice for improving the quality of electrical energy in the transmission
and distribution of energy. An additional experimental test bench is being developed for the realization
and testing of the proposed control scheme in our laboratory.
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