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Preface 

Exploring for oil and gas Traps is one of the main aim of the “Crude Oil Exploration in 
the World” which represents an important part of the Treatise of Petroleum Geology 
and Geochemistry in the world. 

We have chosen eleven distinguished papers from the entire submitted researches 
around the world in the field of oil and gas exploration and environmental application 
from the world. These researches represent a guide to the petroleum geologists and 
geochemists all over the world. 

The handbook of “Crude Oil  Exploration in the World” is a professional exploration's 
guide to the petroleum technology, methodology to explore fields of oil and gas in the 
world. 

Prof. Dr. Mohamed Abdel-Aziz Younes 
General Coordinator of Petroleum Geology Program 

Professor of Petroleum Geology and Geochemistry, 
Geology Department, Moharrem Beck, 

Faculty of Science, 
Alexandria University, 

Alexandria, 
Egypt 
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Crude Oil Geochemistry Dependent Biomarker 
Distributions in the Gulf of Suez, Egypt 

M. A. Younes 
Geology Department, Moharrem Bek, Faculty of Science,  

Alexandria University, Alexandria,  
Egypt 

1. Introduction 
The Gulf of Suez occupies the northern end of the Red Sea rift (Said, 1962) Figure 1. It is a 
northwest-southeast fault-forming basin that provided adequate conditions for hydrocarbon 
generation, maturation and entrapment (Dolson et al., 2000). The Gulf of Suez province has 
been producing oil since 1908 and is reported to have 1.35 billion barrels of recoverable oil 
reserves. Intensive exploration has resulted in the discovery of more than 120 oil fields 
providing more than 50% of the overall daily oil production in Egypt (Egypt Country 
Analysis Briefs, 2009). 

The Precambrian to Holocene lithostratigraphic succession of the Gulf reaches a total 
thickness of about 6,000 meters (Figure 2), which contributed to the development of 
different types of structural traps as well as different source, reservoir, and cap rocks (Khalil 
and Moustafa, 1995). It can be subdivided into three major lithostratigraphic sequences 
relative to the Miocene rifting of the Afro-Arabian Plate that led to the opening of the Suez 
rift and deposition of significant syn-rift facies from the Miocene Gharandal and Ras Malaab 
Groups (Evans, 1990). The pre-rift lithostratigraphic section, starting from the Nubia 
Sandstone to the Eocene Thebes Formation, rests unconformably on Precambrian basement. 
Rifting in the Gulf was associated with the upwelling of hot asthenosphere (Hammouda, 
1992). Both crustal extension and tectonic subsidence reached their peaks between 19 and 15 
Ma (Steckler, 1985; Steckler et al., 1988). Palaeozoic through Tertiary strata and major 
Precambrian basement blocks are exposed on both sides of the southern province which is  
characterized by structural and depositional complexity (Winn et al., 2001). The regional dip 
of strata is towards the SW (Meshref et al., 1988). 

Previous geochemical studies throughout the Gulf of Suez have revealed that the oils are 
derived mainly from marine sources, which may be differentiated into three main groups 
(Mostafa, 1993 and Barakat et al., 1997). The distribution of these oil families are consistent 
with the geographic subdivisions of the Gulf of Suez provinces as northern, central and 
southern (Moustafa, 2002).  Crude oil of the northern Gulf of Suez province is characterized 
by a C35/C34 homohopane index <1 and a relatively heavy carbon isotope composition (13C 
saturate -27‰) suggesting generation from a less reducing marine source rock environment 
at relatively low levels of thermal maturity. Meanwhile, crude oil of the central province is 
characterized by low API gravity, a predominance of pristane over phytane, a high C35/C34 
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homohopane index, and a lighter carbon isotopic composition (13C saturate -29‰). oils of 
the southern province is characterized by a high API gravity, a low sulfur content and 
intermediate carbon isotopic composition values (13C saturate -28 to -29 ‰). These two oil 
groups are believed to be derived from a marine source and exhibits compositional 
heterogenity suggesting a complex petroleum system may be present in the Gulf of Suez 
province.    

In the present study saturate and aromatic biomarker distributions as well as stable carbon 
isotope compositions have been determined for a collection of crude oils of various ages and 
derived from different source rock types in the Gulf of Suez. These biomarker parameters 
have been used in an attempt to characterize the types of organofacies, and depositional 
environments, and to assess the thermal maturity of the source rocks responsible for oil 
generation.  

2. Sampling and analytical techniques 
Crude oils of various ages and derived from various source rock types were collected from 
the giant producing fields in the Gulf of Suez namely: July, Ramadan, Badri, El-Morgan, 
Sidki, Ras El-Bahar, East Zeit, Hilal, Zeit Bay and Shoab Ali (Fig. 1). These oil samples were 
collected from syn-rift (Miocene) and pre-rift (Palaeozoic, Lower and Upper Cretaceous) 
reservoirs (Fig. 2). 

The crude oil samples were fractionated using high performance liquid chromatography 
(HPLC) into saturates, aromatics, and resins following the standard procedures outlined by 
Peters and Moldowan (1993). Saturate fractions were treated with a molecular sieve (silicate) 
to remove the n-alkanes. The saturate and aromatic fractions were analyzed on a Hewlett 
Packard 5890 Series-II gas chromatograph equipped with a Quadrex 50m fused silica 
capillary column. The gas chromatograph was programmed from 40oC to 340oC at 10 

oC/min with a 2 min hold at 40o C and a 20 min hold at 340oC. The saturate and aromatic 
fractions were also analyzed by gas chromatography-mass spectrometry (GCMS) using a 
Hewlett Packard 5971A Mass Selective Detector (MSD) to determine terpane (m/z 191) and 
sterane (m/z 217) distributions. The aromatic steroid hydrocarbon fractions were analyzed to 
determine mono- and triaroaromatic (m/z 253 and m/z 231) steroid hydrocarbon 
distributions. Aromatic sulphur compounds were monitored to determine 
dibenzothiophene (m/z 184), methyldibenzothiophenes (m/z 198), dimethyl-
dibenzothiophenes (m/z 212), methylnaphthalenes (m/z 142, 156 and 170) and phenanthrenes 
(m/z 178, 192 and 206). Stable carbon isotope values (13C) were determined for the whole 
oils, saturate and aromatic hydrocarbon fractions using a Micromass 602 D Mass-
Spectrometer. Data are reported as 13C (‰) relative to the PDB standard. The organic 
geochemical analyses and stable carbon isotopes for the studied crude oil samples were 
conducted at the organic geochemical laboratories, Oklahoma State University, USA. 

3. Results and discussions 
Rohrback (1982) concluded that all the crude oils of the Gulf of Suez appear to be of the 
same genetic family. However, great variations in the biological marker distributions and 
stable carbon stable isotope compositions of the studied crude oils from this province 
suggest that this group should be subdivided into two subfamilies consistent vertically with  
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Fig. 1. Map showing the distribution of oil samples from the different fields of the southern 
Gulf of Suez province.  
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Fig. 2. Generalized lithostratigraphic succession illustrating the rifting sequences and 
hydrocarbon distributions in the southern Gulf of Suez modified after (Alsharhan, 2003). 

the syn-rift and pre-rift tectonic sequences of the Gulf of Suez. Furthermore, the data from 
the present study suggests two oil families represent two distinct independent petroleum 
systems for hydrocarbon generation and maturation.  
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Table 1. Bulk, biomarker properties and stable carbon isotope composition of crude oils 
from the Gulf of Suez. 
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Peak No. Compound Name 
A 
B 
C 
D 
E 
F 
G 
G 
H 
I 
I 
J 
J 
K 
K 

L (Ts) 
M (Tm) 

N 
N 
P 
P 
Q  
R  
S 
T 
U  
  

V 
W 
 

X 
 

Y 
 

Z 

C19 Tricyclic terpane 
C20 Tricyclic terpane 
C21 Tricyclic terpane 
C22 Tricyclic terpane 
C23 Tricyclic terpane 
C24 Tricyclic terpane 
C25 Tricyclic terpane (22R) 
C25 Tricyclic terpane (22S) 
C24 Tetracyclic terpane 
C26 Tricyclic terpane (22R) 
C26 Tricyclic terpane (22S) 
C28 Tricyclic terpane (22R) 
C28 Tricyclic terpane (22S) 
C29 Tricyclic terpane (22R) 
C29 Tricyclic terpane (22S) 
C27 18(H)-22, 29, 30- trisnorneohopane 
C27 17(H)-22, 29, 30- trisnorhopane 
C30 Tricyclic terpane (22R) 
C30 Tricyclic terpane (22S) 
C31 Tricyclic terpane (22R) 
C31 Tricyclic terpane (22S) 
C29 18(H)-norneohopane ( 29Ts) 
C30 18(H)-oleanane 
C30 17(H), 21(H)-hopane 
C3017(H), 21(H)- moretane 
C31 17(H), 21(H)-30 homohopane (22S) 
C31 17(H), 21(H)-30 homohopane (22R) 
C30 Gammacerane 
C32 17 (H), 21(H)-30 bishomohopane (22S) 
C32 17 (H), 21(H)-30 bishomohopane (22R) 
C33 17 (H), 21(H)-30 trishomohopane (22S) 
C33 17 (H), 21(H)-30 trishomohopane (22R) 
C34 17 (H), 21(H)-30 tetrakishomohopane (22S) 
C34 17 (H), 21(H)-30 tetrakishomohopane (22R) 
C35 17 (H), 21(H)-30 pentakishomohopane (22S) 
C35 17 (H), 21(H)-30 pentakishomohopane (22R) 

 
 
 

Table 2. Peak identifications in the m/z 191 mass fragmentograms. 
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Peak No. 

 

 
Compound Name 

 
a 
 

b 
c 
 

d 
e 
f 
g 
 

h 
i 
j 
k 
l 

m 
n 
o 
p 
q 
r 
s 
t 

13β(H), 17α(H)- diacholestane (20S) 
13β(H), 17α(H)- diacholestane (20R) 
13α(H), 17β(H)- diacholestane (20S) 
13α(H), 17β(H)- diacholestane (20R) + 
24- Methyl-13β(H), 17α(H)- diacholestane (20S) 
24- Methyl-13β(H), 17α(H)- diacholestane (20R) 
5α(H), 14α(H), 17α(H) – cholestane (20S) 
5α(H), 14β(H), 17β(H) – cholestane (20R) + 
24-Ethyl-13β(H), 17α(H)- diacholestane (20S) 
5α(H), 14β(H), 17β(H) – cholestane (20S) + 
24-Methyl-13β (H), 17α(H)- diacholestane (20R) 
5α(H), 14α(H), 17α(H) – cholestane (20R) 
24-Ethyl-13β(H), 17α(H)- diacholestane (20R) 
24-Ethyl-13 α(H), 17β(H)- diacholestane (20S) 
5α(H), 14α(H), 17β(H)– 24-methylcholestane (20S) 
5α(H), 14α(H), 17β(H)– 24-methylcholestane (20R)+ 
24-Ethyl-13 α(H), 17β(H)- diacholestane (20R) 
5α(H), 14β(H), 17β(H)– 24-methylcholestane (20S) 
24-Propyl-13α(H), 17β(H)- diacholestane (20S) 
5α(H), 14α(H), 17α(H)– 24-methylcholestane (20R) 
5α(H), 14α(H), 17α(H)– 24-ethylcholestane (20S) 
5α(H), 14β(H), 17β(H)– 24-ethylcholestane (20R) 
5α(H), 14β(H), 17β(H)– 24-ethylcholestane (20S) 
5α(H), 14α(H), 17α(H)– 24-ethylcholestane (20R) 

 
 
 
 

 
 
 
 

Table 3. Peak identifications in the m/z 217 mass fragmentograms. 
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C30 Gammacerane 
C32 17 (H), 21(H)-30 bishomohopane (22S) 
C32 17 (H), 21(H)-30 bishomohopane (22R) 
C33 17 (H), 21(H)-30 trishomohopane (22S) 
C33 17 (H), 21(H)-30 trishomohopane (22R) 
C34 17 (H), 21(H)-30 tetrakishomohopane (22S) 
C34 17 (H), 21(H)-30 tetrakishomohopane (22R) 
C35 17 (H), 21(H)-30 pentakishomohopane (22S) 
C35 17 (H), 21(H)-30 pentakishomohopane (22R) 

 
 
 

Table 2. Peak identifications in the m/z 191 mass fragmentograms. 
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13β(H), 17α(H)- diacholestane (20S) 
13β(H), 17α(H)- diacholestane (20R) 
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5α(H), 14α(H), 17β(H)– 24-methylcholestane (20S) 
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Table 3. Peak identifications in the m/z 217 mass fragmentograms. 
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4. Gross geochemical characteristics 
The syn-rift oil produced from (Miocene) reservoirs is a naphthenic, non-waxy crude with 
API gravity ranging from 27.9o to 34.9o and sulfur content between 0.78 to 0.98 wt.% (Table 
1). Meanwhile, the second type, which occurs in the pre-rift lithostratigraphic units is 
paraffinic and waxy with API gravity ranging from 34o to 44o and sulfur content between 
1.23 and 1.39 wt.%. The stratigraphic change in gross geochemical characteristics of the 
crude oils from a naphthenic to a paraffinic type is related probably to the change of source 
rock types from clastics to carbonate and environment of source rock deposition (Rohrback, 
1982).  High sulfur oils of the second oil type is indicative of carbonate evaporate source 
rocks, while the low sulfur concentrations are typical for siliciclastic source rocks (Gransch 
and Posthuma, 1974). The diversity of the gross geochemical characteristics of the crude oils 
is consistent vertically with a gradual change in API gravity and maturity variation (Matava 
et al., 2003).  

5. Source-dependent biomarker distributions  
Biomarkers are compounds that characterize certain biotic sources and retain their source 
information after burial in sediments (Meyers, 2003). It is used for oil-oil and oil-source rock 
correlations to assess the source of organofacies, kerogen types and the degree of thermal 
maturity (Philp and Gilbert, 1986; Waples and Machihara, 1991; Peters and Moldowan, 1993; 
Peters and Fowler, 2002). The great variability of saturate and aromatic biomarker indices, 
listed in Table 1, that enable subdivisions of the studied crude oil into two types referred as 
type-I and II as illustrated in (Figure 3).  The predominance of n-alkanes and acyclic 
isoprenoids in the C11 to C35 region of the gas chromatograms is diagnostic of marine 
organofacies sources (Collister et al., 2004). A predominance of  

 
Fig. 3. Gas chromatograms of saturate and aromatic hydrocarbon fractions for 
representative crude oil types I and II.  
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Fig. 4. Relationship between isoprenoids and n-alkanes showing source and depositional   
environments (Shanmugam, 1985) of the oil samples from the Gulf of Suez. All samples are 
located within the mixed to marine reducing depositional environments. 
 

Peak No. Compound Name   
A 
B 
C 
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E 
F 
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C20 Triaromatic Sterane 
C21 Triaromatic Sterane 
C26 Triaromatic Sterane (20S) 
C26 Triaromatic Sterane (20R)+ 
C27 Triaromatic Sterane (20S) 
C28 Triaromatic Sterane (20S) 
C27 Triaromatic Sterane (20R) 
C28 Triaromatic Sterane (20R) 
 

Table 4. Peak identifications in the m/z 231 mass fragmentograms. 

pristane over phytane  (Pr/Ph ratio >1) and the high odd-even carbon preference index 
(CPI>1) for the type-I oil is typical of crude oils generated from source facies containing 
terrigenous, wax-rich components (Peters et al., 2000). Type-II oil has lower Pr/Ph ratios 
(<1) and a slight even-carbon preference index (CPI<1) indicating algal/bacterial organic 
detritus in the kerogen (Collister et al., 2004), typical for a marine source rock deposited 
under less reducing conditions (Lijmbach, 1975). The nature of the source rock depositional 
environments can be further supported from the plotting of the isoprenoid ratios Pr/n-C17 
versus Ph/n-C18 (Shanmugam,1985). It can be seen from Fig. 4 that both of the oil types 
plotted in the border region of marine-mixed organic matter with the source rocks being 
deposited under less reducing conditions and receiving significant clastic input (Bakr and 
Wilkes, 2002). 
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Peak No.  Compound Name 
a 
b 
c 
 

d 
e 
 
f 
g 
h 
 
i 
 
j 
k 
l 
 

m 

5 β- C27 Monoaromatic Sterane (20S) 
dia- C27 Monoaromatic Sterane (20S) 
5 β- C27 Monoaromatic Sterane (20R)+ 
dia- C27 Monoaromatic Sterane (20R) 
5 α- C27 Monoaromatic Sterane (20S) 
5 β- C28 Monoaromatic Sterane (20S)+ 
dia- C28 Monoaromatic Sterane (20S) 
5 α- C27 Monoaromatic Sterane (20R) 
5 α- C28 Monoaromatic Sterane (20S) 
5 β- C28 Monoaromatic Sterane (20R)+ 
dia- C28 Monoaromatic Sterane (20R) 
5 β- C29 Monoaromatic Sterane (20S)+ 
dia- C29 Monoaromatic Sterane (20S) 
5 α- C29 Monoaromatic Sterane (20S) 
5 α- C28 Monoaromatic Sterane (20R) 
5 β- C29 Monoaromatic Sterane (20R)+ 
dia- C29 Monoaromatic Sterane (20R) 
5 α- C29 Monoaromatic Sterane (20R) 

Table 5. Peak identifications in the m/z 253 mass fragmentograms. 

Terpane biomarker distributions derived from the m/z 191 mass chromatograms are shown 
in (Figure 5) and peak identifications are given in (Table 2).  The ratio of Ts/(Ts+Tm) is 
considered as a facies and depositional environmental parameter of the relevant source 
rocks (Bakr and Wilkes, 2002). It is also considered a maturation parameter due to the 
greater thermal stability of Ts (18(H)-22,29,30-trisnorneohopane) than its counterpart Tm 
(17 (H)-22,29,30-trisnorhopane) (Seifert and Moldowan, 1978; Cornford et al., 1988; Isaksen, 
2004). Ts/(Ts+Tm) ratio for the crude oil is generally consistent with the carbon preference 
index CPI, indicating an anoxic marine depositional environment (Mello et al., 1988). The 
C35/C34 homohopane ratio was found to be less than unity for type-I oil, suggesting a 
reducing marine environment. The Ts/(Ts+Tm) ratio is greater than unity for type-II oil 
suggesting a higher contribution of bacterial biomass to the sediments  possibly reflecting a 
highly saline reducing environment (ten Haven et al., 1988; Mello et al., 1988).  

Depositional environment biomarker parameters based on the terpanes (m/z 191), such as 
the oleanane index [oleanane/(oleanane+hopane)] and gammacerane index 
[gammacerane/(gammacerane+hopane)],  illustrate that type-I oil is highly enriched in 
oleanane compared to the type-II oil. The oleanane ratio are 28.4% in some samples clearly 
demonstrating an enrichment of angiosperm higher land plant input to the source 
kerogen of Tertiary age (Ekweozor et al., 1979; Moldowan et al., 1994). Meanwhile, the 
low oleanane index in the type-II oil, ranging from 3.4 to 6.3%, suggesting generation 
from an Upper Cretaceous source rock or older (Moldowan et al., 1994).  Higher values of 
the gammacerane index for type-II oil (21.7 to 25.5%) compared to type-I oil (7.6 to 9.4%) 
indicates a highly saline depositional environment associated with an evaporitic-
carbonate deposition and low terrigenous input (Rohrback, 1982; Mello et al., 1988; Peters 
and Moldowan, 1994).  
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Sterane distributions for the two oil types (m/z 217) are shown in (Figures 5) and 
compound identifications are given in (Table 3). The predominance of C27 steranes (Table 
1) and the presence of C30 n-propyl steranes (Figure 5) further support the idea of 
generation from bacterial-algal marine source rocks (Moldowan et al., 1985; Peters and 
Moldowan, 1991). Type-II oil is highly enriched in αββ sterane isomers relative to the 
type-I oil, which suggests that the type-II oil is probably generated from an evaporitic-
carbonate source rock.  

Cross plots of the Pr/Ph ratio for the two oil types against various depositional 
environment biomarker indices show an obvious separation of the two oil types, and a 
direct relationship of  the Pr/Ph ratio with the oleanane index and an inverse relationship 
with gammacerane and the C35/C34 homohopane ratio. An inverse relationship also exists 
between the oleanane and gammacerane indices for the two oil types (Figure 6). The 
separation of the two oil types is interpreted to indicate the presence of two 
independently sourced oils that consistent vertically with the pre-rift and syn-rift tectonic 
sequences of the Gulf of Suez.  

 
 
 
 

 
 
 
 

Fig. 5. Triterpane (m/z 191) and sterane (m/z 217) distribution patterns of the saturate 
hydrocarbon fractions from the two oil types in the Gulf of Suez. Labeled peaks are 
identified in Tables 2 and 3. 
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Sterane distributions for the two oil types (m/z 217) are shown in (Figures 5) and 
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Fig. 5. Triterpane (m/z 191) and sterane (m/z 217) distribution patterns of the saturate 
hydrocarbon fractions from the two oil types in the Gulf of Suez. Labeled peaks are 
identified in Tables 2 and 3. 
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Fig. 6. A cross plot relation of source parameter Pr/Ph ratio for the studied crude oils that 
enable from differentiation of crude oils into two groups and show a direct relationship 
between Pr/Ph ratio with oleanane index and reverse relation with gammacerane and 
C35/C34 homohopanes. A reverse relationship is shown on the basis of oleanane versus 
gammacerane indices.  

 
Fig. 7. Triaromatic (m/z 231) and monoaromatic (m/z 253) distribution patterns for two oil  
types from the Gulf of  Suez. Labeled peaks are identified in Tables  4 and 5. 
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Fig. 8. Regular relationship between sterane maturity biomarkers C29 ααα 20S/(S+R) sterane 
with [(TAS/(TAS+MAS)] and C29αßß/(αßß + ααα).  
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Fig. 8. Regular relationship between sterane maturity biomarkers C29 ααα 20S/(S+R) sterane 
with [(TAS/(TAS+MAS)] and C29αßß/(αßß + ααα).  
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Peak No. Compound Name 
 

A 
B 
C 
D 
E 
F 
G 
H 
I 
J 
K 
L 
M 
N 
O 
P 
 
 
a 
b 
c 
d 
e 
f 
g 
h 
i 
j 
k 
l 
 
 
 
 
 
1 
2 
3 
4 
5 
6 
7 
8 

Naphthalenes 
2-Methylnaphthalene 
1-Methylnaphthalene 
2-Ethylnaphthalene 
1-Ethylnaphthalene 
2,6+2,7-Dimethylnaphthalene 
1,3+1,7-Dimethylnaphthalene 
1,6-Dimethylnaphthalene 
1,4+2,3-Dimethylnaphthalene 
1,5-Dimethylnaphthalene 
1,2-Dimethylnaphthalene 
1,3,7-Trimethylnaphthalene 
1,3,6-Trimethylnaphthalene 
1,3,5+1,4,6-Trimethylnaphthalene 
2,3,6-Trimethylnaphthalene 
1,2,4-Trimethylnaphthalene 
1,2,5-Trimethylnaphthalene 
 
                 Phenanthrenes 
Phenanthrene (P) 
3-Methylphenanthrene 
2-Methylphenanthrene 
9-Methylphenanthrene 
1-Methylphenanthrene 
2,6+3,5-Dimethylphenanthrene 
2,7-Dimethylphenanthrene 
1,3+2,10+3,10+3,9-Dimethylphenanthrene 
1,6-Dimethylphenanthrene 
1,7-Dimethylphenanthrene 
2,3-Dimethylphenanthrene 
1,9-Dimethylphenanthrene 
 
 
 
 
Dibenzothiophenes 
Dibenzothiophene 
4-Methyldibenzothiophene 
3,2-Methyldibenzothiophene 
1-Methyldibenzothiophene 
4-Ethyldibenzothiophene 
4,6-Dimethyldibenzothiophene 
2,4-Dimethyldibenzothiophene 
1,4-Dimethyldibenzothiophene 

Table 6. Peak identifications of the aromatic sulfur compound mass fragmentograms.  
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6. Maturation-dependent biomarker distributions 
The Gulf of Suez province is characterized by local areas of higher heat flow due to the 
presence of hot spots in the southernmost Gulf and northern Red Sea (Alsharhan, 2003). 
Biomarker maturity parameters, including the sterane isomerization , C29 ααα20S/(S+R), 
and ratios based on the mono-and triaromatic steroidal hydrocarbon distributions (m/z 253 
and 231) are shown in (Figure 7) with compound identifications in (Tables 4 and 5). These 
parameters also clearly distinguish the two different oil types on the basis of their different 
maturity levels consistent with the pre-rift and syn-rift tectonic sequences of the Gulf of 
Suez. Increasing source rock maturation from diagenesis to catagenesis is accompanied by 
an increase in the degree of aromaticity that converts monoaromatic steroids (MAS) to 
triaromatic steroids (TAS) lead to an increase thermal maturity through 
diagenetic/catagenetic processes results in the conversion of monoaromatic steroid to 
triaromatics (Seifert and Moldowan, 1978).                

The triaromatic/monoaromatic maturity parameters (TAS/MAS) for all isomers and 
C27/C28 ratios found to be 60% for type-I oil. For type-II B oil these ratios reaches more than 
75%. Both of these ratios indicate a predominance of triaromatic relative to monoaromatic 
steroids for type-II oil compared to type-I oil which in turn reflect the higher maturity level 
for the type-II oil. Thus, it is proposed that type-II oil was generated from high mature 
source rock compared to type-I oil which are considered to be derived from a marginally 
mature source rock in the Gulf of Suez.  

A plot showing the relationship between the sterane isomerization ratios C29ααα 20S/(S+R) 
and C29αßß/(αßß+ααα) and TAS/(MAS+TAS), that according to Seifert and Moldowan 
(1981), are genetically related to the effect of thermal maturity processes  are shown in 
(Figure 8). It shows that there is a direct relationship between C29ααα 20S/(S+R) and both 
TAS/(MAS+TAS) and C29αßß/(αßß+ααα) increasing with burial depth of the source rocks 
(Matava et al., 2003). Type-II oil has a maximum value of 0.71 for the sterane isomerization 
ratio and 0.59 for the C29ααα 20S/(S+R) ratio, while these ratios for type-I oil is 0.53 and 0.36 
respectively. The API gravity is directly proportional to the maturity biomarker parameters 
as C29ααα 20S/(S+R), C29αßß/(αßß+ααα), TAS/(MAS+TAS) and C35/C34 homohopanes as 
shown in ( Figure 9). These relationships also support the high thermal maturity level of the 
type-II oil compared to the type-I oil in the Gulf of Suez province.  

Diasterane/sterane ratios are highly dependent on both the nature of the source rock and 
level of thermal maturity. This ratio is commonly used to distinguish carbonate from clay 
rich source rocks and can be used to differentiate immature from the highly mature oils 
(Seifert and Moldowan, 1978). Type-I oil is slightly depleted in diasteranes relative to type-II 
oil, probably reflecting differences in their level of thermal maturity and also differing 
clastic input to their source rocks (Kennicutt et al., 1992). Aromatic sulfur compounds such 
as dibenzothiophene (DBT), methyldibenzothiophenes (MDBT) and dimethyldibenzo- 
thiophenes (DMDBT) can be used as maturity indicators of source rock and petroleum 
(Chakhmakhchev et al., 1997; Radke et al., 1997). Figure (10) displays representative 
partially expanded mass chromatograms of the aromatic sulfur hydrocarbons representing 
naphthalenes, phenanthrenes and dibenzothiophenes with compound identifications given 
in (Table 6). Previous studies (e.g. Radke et al., 1997) have demonstrated that the relative 
distributions of methylated aromatic compounds are thermodynamically controlled and, 
with increasing maturity, a decrease is observed in the amount of the less stable α-
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Peak No. Compound Name 
 

A 
B 
C 
D 
E 
F 
G 
H 
I 
J 
K 
L 
M 
N 
O 
P 
 
 
a 
b 
c 
d 
e 
f 
g 
h 
i 
j 
k 
l 
 
 
 
 
 
1 
2 
3 
4 
5 
6 
7 
8 

Naphthalenes 
2-Methylnaphthalene 
1-Methylnaphthalene 
2-Ethylnaphthalene 
1-Ethylnaphthalene 
2,6+2,7-Dimethylnaphthalene 
1,3+1,7-Dimethylnaphthalene 
1,6-Dimethylnaphthalene 
1,4+2,3-Dimethylnaphthalene 
1,5-Dimethylnaphthalene 
1,2-Dimethylnaphthalene 
1,3,7-Trimethylnaphthalene 
1,3,6-Trimethylnaphthalene 
1,3,5+1,4,6-Trimethylnaphthalene 
2,3,6-Trimethylnaphthalene 
1,2,4-Trimethylnaphthalene 
1,2,5-Trimethylnaphthalene 
 
                 Phenanthrenes 
Phenanthrene (P) 
3-Methylphenanthrene 
2-Methylphenanthrene 
9-Methylphenanthrene 
1-Methylphenanthrene 
2,6+3,5-Dimethylphenanthrene 
2,7-Dimethylphenanthrene 
1,3+2,10+3,10+3,9-Dimethylphenanthrene 
1,6-Dimethylphenanthrene 
1,7-Dimethylphenanthrene 
2,3-Dimethylphenanthrene 
1,9-Dimethylphenanthrene 
 
 
 
 
Dibenzothiophenes 
Dibenzothiophene 
4-Methyldibenzothiophene 
3,2-Methyldibenzothiophene 
1-Methyldibenzothiophene 
4-Ethyldibenzothiophene 
4,6-Dimethyldibenzothiophene 
2,4-Dimethyldibenzothiophene 
1,4-Dimethyldibenzothiophene 

Table 6. Peak identifications of the aromatic sulfur compound mass fragmentograms.  
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6. Maturation-dependent biomarker distributions 
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and 231) are shown in (Figure 7) with compound identifications in (Tables 4 and 5). These 
parameters also clearly distinguish the two different oil types on the basis of their different 
maturity levels consistent with the pre-rift and syn-rift tectonic sequences of the Gulf of 
Suez. Increasing source rock maturation from diagenesis to catagenesis is accompanied by 
an increase in the degree of aromaticity that converts monoaromatic steroids (MAS) to 
triaromatic steroids (TAS) lead to an increase thermal maturity through 
diagenetic/catagenetic processes results in the conversion of monoaromatic steroid to 
triaromatics (Seifert and Moldowan, 1978).                
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C27/C28 ratios found to be 60% for type-I oil. For type-II B oil these ratios reaches more than 
75%. Both of these ratios indicate a predominance of triaromatic relative to monoaromatic 
steroids for type-II oil compared to type-I oil which in turn reflect the higher maturity level 
for the type-II oil. Thus, it is proposed that type-II oil was generated from high mature 
source rock compared to type-I oil which are considered to be derived from a marginally 
mature source rock in the Gulf of Suez.  

A plot showing the relationship between the sterane isomerization ratios C29ααα 20S/(S+R) 
and C29αßß/(αßß+ααα) and TAS/(MAS+TAS), that according to Seifert and Moldowan 
(1981), are genetically related to the effect of thermal maturity processes  are shown in 
(Figure 8). It shows that there is a direct relationship between C29ααα 20S/(S+R) and both 
TAS/(MAS+TAS) and C29αßß/(αßß+ααα) increasing with burial depth of the source rocks 
(Matava et al., 2003). Type-II oil has a maximum value of 0.71 for the sterane isomerization 
ratio and 0.59 for the C29ααα 20S/(S+R) ratio, while these ratios for type-I oil is 0.53 and 0.36 
respectively. The API gravity is directly proportional to the maturity biomarker parameters 
as C29ααα 20S/(S+R), C29αßß/(αßß+ααα), TAS/(MAS+TAS) and C35/C34 homohopanes as 
shown in ( Figure 9). These relationships also support the high thermal maturity level of the 
type-II oil compared to the type-I oil in the Gulf of Suez province.  

Diasterane/sterane ratios are highly dependent on both the nature of the source rock and 
level of thermal maturity. This ratio is commonly used to distinguish carbonate from clay 
rich source rocks and can be used to differentiate immature from the highly mature oils 
(Seifert and Moldowan, 1978). Type-I oil is slightly depleted in diasteranes relative to type-II 
oil, probably reflecting differences in their level of thermal maturity and also differing 
clastic input to their source rocks (Kennicutt et al., 1992). Aromatic sulfur compounds such 
as dibenzothiophene (DBT), methyldibenzothiophenes (MDBT) and dimethyldibenzo- 
thiophenes (DMDBT) can be used as maturity indicators of source rock and petroleum 
(Chakhmakhchev et al., 1997; Radke et al., 1997). Figure (10) displays representative 
partially expanded mass chromatograms of the aromatic sulfur hydrocarbons representing 
naphthalenes, phenanthrenes and dibenzothiophenes with compound identifications given 
in (Table 6). Previous studies (e.g. Radke et al., 1997) have demonstrated that the relative 
distributions of methylated aromatic compounds are thermodynamically controlled and, 
with increasing maturity, a decrease is observed in the amount of the less stable α-
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substituted isomer (1-MDBT) compared with the amount of the more stable ß-substituted 
isomer (4-MDBT). A number of ratios are applicable for thermal maturity assessments on 
the basis of aromatic sulphur compounds. Logarithmic scale cross-plots of 4-MDBT/1-
MDBT (MDR) parameter versus the three maturity parameters (4,6-/1,4-DMDBT; 2,4-/1,4-
DMDBT; and DBT/Phenanthrene ratios) is presented in (Figure 11). An increase of MDR is 
accompanied by an increase of the 4,6-/1,4-DMDBT, 2,4-/1,4-DMDBT and 
DBT/Phenanthrene ratios, reflects the differences in aromatic sulfur compound maturity 
from the marginally mature type-I oil (syn-rift Miocene Rudeis Shale) to fully mature type-II 
oils (pre-rift Upper Cretaceous Brown Limestone and Middle Eocene Thebes Formation) in 
the Gulf of Suez.  

 
Fig. 9. Illustrates the direct relationship between gross geochemical attribute API gravity of 
crude oils and the sterane and triterpane maturity biomarkers C29 ααα 20S/(S+R),                  
[(TAS/( MAS+TAS)], C29αßß/(αßß + ααα) and C35/C34 homohopanes. 

6.1 Stable carbon isotopic compositions 

The stable carbon isotopic composition of organic matter is an important tool in 
differentiating algal from land plant source materials and marine from continental 
depositional environments (Meyers, 2003). Rohrback (1982) and Zein El-Din and Shaltout 
(1987) found that the crude oils of the Gulf of Suez were relatively light with 13 C values for 
the saturate fractions between -27‰ to -29‰. They concluded that the stable carbon isotope 
values of crude oils are dependent mainly on the depositional environment of the source 
rock and the degree of thermal maturity at which the oil was expelled.  
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Sofer (1984) distinguished oils derived from marine and non-marine sources from different 
parts of the world, including Egypt on the basis of the 13 C composition of the saturate and 
aromatic hydrocarbon fractions.  

Using the canonical variable relationship CV= -2.5313Csat.+ 2.2213Carom.– 11.65,  postulated 
by Sofer (1984), the Gulf of Suez province oil yield canonical variable values between -3.365 
and -0.045. These values are generally lower than 0.47 indicating typical marine (non-waxy) 
oils. Stable carbon isotope data of the saturate and aromatic hydrocarbons and whole oils 
are shown in (Table 1) and plotted in (Figure 11). The stable carbon isotope composition of 
the saturate fraction ranges between -28.96 and -26.42‰, while the aromatic fraction has a 
range of -28.69 to –25.2‰. The results show an almost complete separation of the type-I and 
II oils. The results of the stable carbon isotope values are consistent with the results obtained 
by Rohrback (1982) and Alsharhan (2003), who concluded that all the Gulf of Suez crude oils 
were derived from marine source rocks.  Type-I oil is generally exhibit heavier isotopic 
values than type-II oil, which is consistent with source rock variations. Miocene oil from the 
Zeit Bay well has a stable carbon isotope composition, which is more consistent with Type-II 
oil.  Paleozoic-Lowe Cretaceous oil from the well East Zeit A-18 has a stable carbon isotope 
composition which is more like type-I oil.     

 
 

 
Fig. 10. Representative partial expanded gas chromatograms-mass spectrometry of the 
aromatic fractions to the naphthalenes (m/z 142, 156 and 170), phenanthrenes (m/z 178, 192 
and 206) dibenzothiophenes, methyldibenzothiophenes, and dimethyldibenzothiophenes 
(m/z 184, 198 and 212) with peak identifications in   Table 6. 
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Fig. 11. Relationship between the carbon stable isotopic composition of the saturate and 
aromatic fractions for crude oils from the southern Gulf of Suez province (Sofer,1984). 

7. Inferred oil to source rock correlation 
Comprehensive studies published on the source rock potential in the Gulf of Suez were by 
Shahin and Shehab, 1984; Chowdhary and Taha, 1987; Alsharhan and Salah,1995; Barakat et 
al., 1997; Lindquist, 1998; Weaver, 2000; Younes, 2001; Younes, 2003 a and b; Alsharhan, 
2003; and El-Ghamri and Mostafa, 2004. They found that the Black Shale of the Nubia-B, 
Upper Cretaceous Brown Limestone, Middle Eocene Thebes Formation and the Lower 
Miocene Rudeis Shale all appear to have good source rock potential in the Gulf of Suez. 

As mentioned above, detailed biomarker distributions in conjunction with stable carbon 
isotopic composition distinguished the studied crude oils into two types referred to as 
type-I and II consistent vertically with the pre-rift and syn-rift tectonic rift sequences of 
the Gulf of Suez province. High oleanane, low gammacerane and marginally mature type-
I oil possess organic geochemical characteristics with close similarities to the Tertiary 
Lower Miocene Rudeis Shale source rock. This formation reached the oil generation 
window at vitrinite reflectance measurements Ro% between 0.60 and 0.85 at 3-4 Ma and 
began to generate oils at a depth of 3000 meters in the deeper basin of the Gulf of Suez.  
Meanwhile, type-II oil, characterized by low oleanane, high gammacerane indices and 
high level of thermal maturity are fully mature with more advanced level of 
aromatization and complete sterane isomerisation ratios. Type-II oil has been generated at 
a depth of approximately 5000 meters in a deeper kitchen within the pre-rift source rocks 
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(Upper Cretaceous Brown limestone and Middle Eocene Thebes Formation) that entered 
the oil generation window at vitrinite reflectance measurements Ro%  between 0.85-1.35 
at 8-10 Ma (Younes, 2003a).  

8. Conclusions 
Two independent petroleum systems for oil generation, maturation and entrapment 
consistent vertically with the pre-rift and syn-rift tectonic sequences of the Gulf of Suez 
province were revealed from biomarker distributions in conjunction with stable carbon 
isotopic compositions of crude oils. Biomarker variations in crude oils of various ages 
and source rock types dividing the Gulf of Suez crude oils into two oil types referred as 
type-I and II that were generated from two types of source rocks of different levels of 
thermal maturation. Type-I oil is characterized by a predominance of oleanane and low 
gammacerane indices suggesting an angiosperm higher land plants input of terrigenous 
organofacies source rock within the marginally mature syn-rift Lower Miocene Rudeis 
Shale. By contrast, type-II oil is distinguished by a relatively high gammacerane content 
and low oleanane indices, and may be generated from fully mature marine carbonate 
source rocks within the Upper Cretaceous Brown Limestone to Middle Eocene Thebes 
Formation. The higher sterane isomerization as well as aromatic sulfur compound 
further support the higher thermal maturation level for the type II oils rather than  
type I.  
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1. Introduction  
The Western Desert of Egypt covers two thirds of the whole area of Egypt. The coastal 
basins (Matruh, Shushan, Alamein and Natrun) located in the northern half of the Western 
Desert 75 kilometers to the southwest of Matruh City, covering an area of about 3800 Km2 
which forms the major part of the unstable shelf as defined by Said (1990). It is located 
northeast-southwest trending basin. This basin characterizes by its high oil and gas 
accumulations and its oil productivity about 45,000 BOPD from 150 producing wells in 16 
oilfields, which represents more than one third of the oil production from the northern 
Western Desert of Egypt (EGPC, 1992). 

Khalda was the first discovered field in 1970 by Conco Egypt Inc. and Phoenix Resources 
and after that followed the discovery of Kahraman, Meleiha, Tut, Salam, Yasser, Shrouk, 
Safir, Hayat and Kenz oilfields (Figure1).  

 
Fig. 1. Location map to the Shushan Basin oilfields. 
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The sedimentary cover within the northern coastal basins reaches about 14,000 ft. The 
stratigraphic column includes most of the sedimentary succession from Pre-Middle Jurassic 
to Recent (Figure 2).  

 
Fig. 2. Generalized lithostratigraphic column of the north Western Desert of Egypt, modified 
after Abdou (1998). 

The northern coastal basins have potential hydrocarbon traps within the sandstones of 
Lower Cretaceous (Alam El-Bueib Member) and Upper Cretaceous (Bahariya Formation).  
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The main objectives of this paper are to evaluate the hydrocarbon generation potentials 
using the Rock-Eval pyrolysis technique applied to shale rock samples representing the 
succession of Khatatba, Alam El-Bueib and Abu Roash-G formation in addition to burial 
history modeling to evaluate the degree of thermal maturation in the well Shushan-1X.  

The biomarker characteristics as well as stable carbon isotope composition applied on crude 
oils produced from Bahariya and Alam El-Bueib reservoirs from the different fields of 
Shushan Basin. This technique was applied on the shale source rock extracts for correlation 
between them to conclude the depositional environmental conditions prevailing during the 
hydrocarbon generation.  

2. Sampling and analytical techniques 
Source rock potential was evaluated by measuring the amount of hydrocarbons generated 
through thermal cracking of the contained kerogen by Rock-Eval pyrolysis technique. This 
method was applied on fifteen selected core shale rock samples from Khatatba, Alam El-
Bueib and Abu Roash-G lithostratigraphic succession of the well Shushan-1X. These samples 
were analyzed for total organic carbon, Rock-Eval pyrolysis and vitrinite reflectance 
measurements. Ten crude oil samples were collected from different pay zones (Alam El-
Bueib and Bahariya reservoirs) of the all fields located within Shushan Basin and were 
analyzed for the biomarker properties and stable carbon isotopes. Meanwhile, three extracts 
from core shale representing the source rocks of (Khatatba, Alam El-Bueib and Abu Roash-G 
formations) were used for the same purposes. The crude oils and the extracts from shale 
source rocks were fractionated by column chromatography where asphaltenes were 
precipitated with hexane, and the soluble fraction was separated into saturates, aromatics 
and resins (NSO compounds) on a silica-alumina column by successive elution with hexane, 
benzene and benzene-methanol. The solvents were evaporated and the weight percent of 
each component was determined. Gas chromatography (GC) was carried out on Perkin-
Elmer 9600 for the saturate fractions equipped with a capillary column (30m x 0.32mm i.d) 
and the gas chromatograph was programmed from 40oC to 340oC at10 oC/min with a 2 min. 
hold at 40oC and a 20 minutes hold at 340oC. The saturate fractions were analyzed using an 
automated Gas Chromatograph-Mass Spectrometer (GC-MS); the fractions were injected 
into a Finnigan-MAT  

SSQ-7000 operated at 70 ev with a scan range of m/z (50-600), fitted with DB-5 (J&W) fused 
silica capillary column (60 m × 0.32 mm i.d) with helium as carrier gas. The temperature was 
programmed from 60oC (1 min. isothermal) to 300oC (50 min. isothermal) at 3oC/min. GC-
MS analysis of the saturate fraction targeted: terpanes (m/z 191) and steranes (m/z 217). 
Stable carbon isotope analyses were performed on the saturate and aromatic fractions of 
crude oils and extracts using a Micromass 602 D Mass-Spectrometer. Data are reported as 
13C relative to the PDB (‰) standard. Both the Rock-Eval Pyrolysis and the biomarker 
fingerprints were conducted by StratoChem Services, New Maadi, Cairo.  

3. Source rock evaluation 
A potential source rock has the capability of generation and expulsion thermally mature oil 
and gas accumulations (Peters and Cassa, 1994). Source rock evaluation includes quantity 
and quality of organic matter in addition to thermal maturity or burial heating of organic 
matter buried in sedimentary succession (Waples, 1994).  
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The source rock potential and the hydrocarbon generation of the northern Western Desert of 
Egypt were studied by many authors among them, Parker (1982), Shahin and Shehab (1988), 
Taher et al., (1988), Zein El-Din et al., (1990), Abdel-Gawad et al., (1996), Abdou (1998), 
McCain (1998), Abdel-Aziz and Hassan (1998), Khaled (1999), Ghanem et al., (1999), Sharaf et 
al., (1999), Wever (2000), Waly et al., (2001), Al-Sharhan and Abdel-Gawad (2002), Shahin 
and El-Lebbudy (2002), Metwally and Pigott (2002), El-Gayar et al., (2002), Younes (2002), El-
Nadi et al., (2003) and Harb et al., (2003). 

Accordingly, these studies concluded that the stratigraphic section of the northern Western 
Desert contains multiple source rocks of different degrees of thermal maturation. The dark 
shale of Khatatba Formation that considered mature source rock with an excellent capability 
for both oil and gas generation.  Shale rocks of Alam El-Bueib and Abu Roash-G formations 
considered a marginally to good mature source rock for oil generation during the Late 
Cretaceous.  

Source rock evaluation were applied on fifteen core shale rock samples representing the 
lithostratigraphic section of the Khatatba, Alam El-Bueib and Abu Roash-G formations of 
the well Shushan-1X including total organic carbon (wt.%), pyrolysis parameters (S1 and S2 
values) and vitrinite reflectance measurements (Ro%) to evaluate their organic richness, 
kerogen types, and the degree of thermal maturity in the northern Western Desert of Egypt.  

4. Quantity of organic matter  
The available Rock-Eval pyrolysis data of the studied rock units from the well Shushan-1X 
are summarized in (Table 1) and graphically represented in (Figure 3). The results show that 
organic-rich intervals are present at three stratigraphic intervals starting with the oldest.  

Khatatba Formation: 

It consists of dark shale contains TOC ranges between 3.60 and 4.20 wt.% indicating an 
excellent source rock (Peters and Cassa, 1994). The pyrolysis yield S1+S2 varies between 8.00 
and 10.65 kg HC/ton rock and the productivity index (S1/S1+S2) of these rocks ranges 
between 1.35 and 1.70 therefore the shale rocks of the Khatatba Formation has an excellent 
source rock potential.  

Alam El-Bueib Member: 

The shale section of Alam El-Bueib Member contains TOC varies from 1.85 to 2.40 wt.% 
indicating a good source rock. The pyrolysis yield S1+S2 ranges between 3.60 and 4.50 kg 
HC/ton rock and the productivity index (S1/S1+S2) of these rocks are generally less than 
unity, therefore the shale rocks of the Alam El-Bueib Member has a good source rock 
generating potential.  

Abu Roash-G Member: 

The organic richness of Abu Roash-G Member varies from 1.10 to 1.50 TOC (wt.%) reflect a 
medium to good source rock.  The pyrolysis yield S1+S2 ranges between 0.85 and 1.10 kg 
HC/ton rock and the productivity index (S1/S1+S2) of these rocks are generally less than 
unity, therefore the shale rocks of Abu Roash-G Member indicating fair source rock 
generating potential. 

 
Hydrocarbon Potentials in the Northern Western Desert of Egypt 

 

27 

 
Fig. 3. Idealized geochemical log to the well Shushan-1X, showing Rock-Eval   pyrolysis 
data, total organic carbon and vitrinite reflectance measurements. 
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shale of Khatatba Formation that considered mature source rock with an excellent capability 
for both oil and gas generation.  Shale rocks of Alam El-Bueib and Abu Roash-G formations 
considered a marginally to good mature source rock for oil generation during the Late 
Cretaceous.  

Source rock evaluation were applied on fifteen core shale rock samples representing the 
lithostratigraphic section of the Khatatba, Alam El-Bueib and Abu Roash-G formations of 
the well Shushan-1X including total organic carbon (wt.%), pyrolysis parameters (S1 and S2 
values) and vitrinite reflectance measurements (Ro%) to evaluate their organic richness, 
kerogen types, and the degree of thermal maturity in the northern Western Desert of Egypt.  

4. Quantity of organic matter  
The available Rock-Eval pyrolysis data of the studied rock units from the well Shushan-1X 
are summarized in (Table 1) and graphically represented in (Figure 3). The results show that 
organic-rich intervals are present at three stratigraphic intervals starting with the oldest.  

Khatatba Formation: 

It consists of dark shale contains TOC ranges between 3.60 and 4.20 wt.% indicating an 
excellent source rock (Peters and Cassa, 1994). The pyrolysis yield S1+S2 varies between 8.00 
and 10.65 kg HC/ton rock and the productivity index (S1/S1+S2) of these rocks ranges 
between 1.35 and 1.70 therefore the shale rocks of the Khatatba Formation has an excellent 
source rock potential.  

Alam El-Bueib Member: 

The shale section of Alam El-Bueib Member contains TOC varies from 1.85 to 2.40 wt.% 
indicating a good source rock. The pyrolysis yield S1+S2 ranges between 3.60 and 4.50 kg 
HC/ton rock and the productivity index (S1/S1+S2) of these rocks are generally less than 
unity, therefore the shale rocks of the Alam El-Bueib Member has a good source rock 
generating potential.  

Abu Roash-G Member: 

The organic richness of Abu Roash-G Member varies from 1.10 to 1.50 TOC (wt.%) reflect a 
medium to good source rock.  The pyrolysis yield S1+S2 ranges between 0.85 and 1.10 kg 
HC/ton rock and the productivity index (S1/S1+S2) of these rocks are generally less than 
unity, therefore the shale rocks of Abu Roash-G Member indicating fair source rock 
generating potential. 
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Fig. 3. Idealized geochemical log to the well Shushan-1X, showing Rock-Eval   pyrolysis 
data, total organic carbon and vitrinite reflectance measurements. 
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5. Type of organic matters (kerogen types) 
Kerogen types are distinguished using the Hydrogen Index (HI) versus Oxygen Index (OI) 
on Van Krevelen Diagram originally developed to characterize kerogen types (Van 
Krevelen, 1961 and modified by Tissot et al., 1974). Figure (4) shows a plot of hydrogen 
index (HI) versus oxygen index (OI) on Van Krevelen diagram for the studied shale source 
rock intervals of Khatatba, Alam El-Bueib and Abu Roash-G from well Shushan-1X. The 
figure shows that Khatatba Alam El-Bueib and Abu Roash shales contain mixed kerogen 
types II-III. This kerogen type of mixed vitrinite-inertinite derived from land plants and 
preserved remains of algae (Peters et al.,1994). Mixed kerogen type characterizes mixed 
environment containing admixture of continental and marginal marine organic matter have 
the ability to generate oil and gas accumulations (Hunt, 1996). 

6. Thermal maturity of organic matters  
Thermal maturation of organic material is a process controlled by both temperature and 
time (Waples, 1994). The vitrinite reflectance is used to predict the hydrocarbon generation 
and maturation.  

 
Fig. 4. Hydrogen index (HI) versus oxygen index (OI) and the locations of source rock 
kerogen types after Van Krevelen (1961). 
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The data of vitrinite reflectance measurements (Ro%) for the well Shushan-1X were plotted 
against depth (Figure 3) to indicate the phases of hydrocarbon generation and expulsion. 
Based on the maturity profile in the burial history model of the well Shushan-1X (Fig.5). The 
burial history model of the different hydrocarbon bearing rock units indicate that the shale 
source rock of Khatatba Formation entered the late mature stage of oil and gas generation 
window between vitrinite reflectance measurements between 1.0-1.3 Ro% during the Late 
Cretaceous. The shale source rock of Alam El-Bueib Member entered the mid mature stage 
of oil generation window between vitrinite reflectance measurements between 0.7-1.0 Ro% 
during the Late Cretaceous while shale source rock of Abu Roash-G Member entered the 
early mature stage of oil generation at vitrinite reflectance values between 0.5-0.7 Ro% at 
time varying from Late Cretaceous to Late Eocene. 

 
 
 
 
 

 
 
 

Fig. 5. Burial history model of the well Shushan-1X and stages of hydrocarbon generation 
windows.   

The relationship between Hydrogen Index (HI) with Maximum Temperature (Tmax) and 
Total Organic Carbon (TOC) to the studied shale source rocks of the Khatatba, Alam El-
Bueib and Abu Roash-G succession (Figures 6 & 7) indicate that the shale source rocks of 
Khatatba Formation located within the oil and gas generation window and considered 
excellent source rock potential. Meanwhile, the shale rocks of Alam El-Bueib and Abu 
Roash-G members are considered good source rock for oil generation having a less degree of 
thermal maturation in comparable with the shale source rock of Khatatba Formation. 
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Fig. 6. Relation between HI and Tmax. and the locations of Khatatba, Alam El-Bueib and Abu 
Roash-G source rocks. 

 
Fig. 7. Relation between HI and TOC and the locations of Khatatba, Alam El-Bueib and Abu 
Roash-G source rocks. 
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7. Source rock extracts 
Two types of extracts can be identified in this study on the basis of the saturate/aromatic 
and the pristine/phytane ratios. Type (A) includes Abu Roash-G and Alam El-Bueib while, 
type (B) represents Khatatba Formation (Table 2). 

GC and GC-MS chromatograms (Figure 8) with peak identification in Tables (3&4) of  type 
(A) extracts have a predominance of saturate compounds rather than aromatic with the 
ratios of saturate/aromatic of about 2.5, pristane/phytane around 0.6 and Ts/Tm 0.5. The 
plotting of isoprenoids/n-alkanes on the diagram (Figure 9) after Shanmugam (1985) shows 
that the organic matters in the shale source rocks of Alam el-Bueib and Abu Roash-G are of 
mixed sources with significant terrestrial contribution as indicated from the low ratio of C30 
moretane less than 10%. The predominance of C27 regular steranes (Figure 10) and 
diasteranes indicates the greater input of terrestrial organic matters. The low ratio of 
[20S/20S+20R] C29ααα steranes of about 0.4, which in turn low maturity level of 
hydrocarbon generation of Alam El-Bueib and Abu Roash-G members shale source rocks.  

Type (B) extract of Khatatba Formation of waxy type with the ratio of saturate/aromatic of 
1.2, pristane/phytane of 0.7 and Ts/Tm 0.7. The plotting of isoprenoids/n-alkanes on Fig. 9 
suggests that the organic matters derivation from terrestrial sources (Moldowan et al., 1985). 
This conclusion is further supported from the relatively high ratio of C30 moretane of 14%. 
The predominance of C27 regular steranes (Figure 10) indicates higher land plants input of 
terrestrial of sources (Huang and Meinschein, 1979). The high ratio of [20S/20S+20R] C29ααα 
steranes 0.59,which in turn high maturity level of hydrocarbon generation of Khatatba shale 
source rocks than the shale source rocks of  Alam El-Bueib and Abu Roash-G members.  

 
Depth 

( ft.) Formation TOC
wt.% HI OI S1/(S1+S2) S1+S2 Vitrinite Reflectance 

Ro% 

7850 
7900 
8000 
8050 
10500 
10650 
10780 
10820 
10900 
11920 
11980 
12000 
12150 
12340 
12560 

Abu Roash-G 
Abu Roash-G 
Abu Roash-G 
Abu Roash-G 
Alam El-Bueib 
Alam El-Bueib 
Alam El-Bueib 
Alam El-Bueib 
Alam El-Bueib 

Khatatba 
Khatatba 
Khatatba 
Khatatba 
Khatatba 
Khatatba 

 

1.50 
1.10 
1.40 
1.20 
2.15 
1.85 
2.10 
2.40 
2.20 
3.60 
3.85 
4.20 
4.10 
3.95 
4.15 

195
188
200
200
205
200
210
195
205
220
240
235
200
215
245

215
210
207
213
196
185
188
168
150
100
89 
94 
77 
87 
58 

0.55 
0.60 
0.65 
0.60 
0.71 
0.72 
0.65 
0.62 
0.61 
1.35 
1.45 
1.62 
1.70 
1.58 
1.69 

0.90 
0.85 
0.85 
1.10 
4.00 
4.20 
4.10 
3.60 
4.50 
8.00 
9.00 
10.10 
10.00 
10.65 
9.85 

 

0.55 
0.50 
0.57 
0.60 
0.85 
0.83 
0.82 
0.91 
0.95 
1.10 
1.22 
1.25 
1.30 
1.35 
1.36 

S1: mg HC/g rock., HI (Hydrogen Index): mg HC/g TOC, S1 + S2: Source Potential (Kgm HC/ton rock) 
S2: mg CO2/g rock., OI (Oxygen Index): mg CO2 / g TOC, S1/(S1+S2): Productivity index 

Table 1. Rock-Eval pyrolysis data and  vitrinite reflectance (Ro%) data of the shale rock 
samples representing Abu Roash-G, Alam El-Bueib and Khatatba formations from the well 
Shushan-1X. 
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Fig. 6. Relation between HI and Tmax. and the locations of Khatatba, Alam El-Bueib and Abu 
Roash-G source rocks. 

 
Fig. 7. Relation between HI and TOC and the locations of Khatatba, Alam El-Bueib and Abu 
Roash-G source rocks. 
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suggests that the organic matters derivation from terrestrial sources (Moldowan et al., 1985). 
This conclusion is further supported from the relatively high ratio of C30 moretane of 14%. 
The predominance of C27 regular steranes (Figure 10) indicates higher land plants input of 
terrestrial of sources (Huang and Meinschein, 1979). The high ratio of [20S/20S+20R] C29ααα 
steranes 0.59,which in turn high maturity level of hydrocarbon generation of Khatatba shale 
source rocks than the shale source rocks of  Alam El-Bueib and Abu Roash-G members.  
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wt.% HI OI S1/(S1+S2) S1+S2 Vitrinite Reflectance 
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2.20 
3.60 
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4.20 
4.10 
3.95 
4.15 
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210
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240
235
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215
245
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210
207
213
196
185
188
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150
100
89 
94 
77 
87 
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0.55 
0.60 
0.65 
0.60 
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0.72 
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0.62 
0.61 
1.35 
1.45 
1.62 
1.70 
1.58 
1.69 

0.90 
0.85 
0.85 
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4.00 
4.20 
4.10 
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4.50 
8.00 
9.00 
10.10 
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10.65 
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0.55 
0.50 
0.57 
0.60 
0.85 
0.83 
0.82 
0.91 
0.95 
1.10 
1.22 
1.25 
1.30 
1.35 
1.36 

S1: mg HC/g rock., HI (Hydrogen Index): mg HC/g TOC, S1 + S2: Source Potential (Kgm HC/ton rock) 
S2: mg CO2/g rock., OI (Oxygen Index): mg CO2 / g TOC, S1/(S1+S2): Productivity index 

Table 1. Rock-Eval pyrolysis data and  vitrinite reflectance (Ro%) data of the shale rock 
samples representing Abu Roash-G, Alam El-Bueib and Khatatba formations from the well 
Shushan-1X. 
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Biomarker Characteristics Abu Roash-G 
Extract 

Alam El-Bueib 
Extract 

Khatatba 
Extract 

Liguid Chromatography 
Saturates % 
Aromatics % 
NSO (Polars) % 
Sat./ Arom. 
 
GC Parameters 
Pr / Ph                                                     
Pr / n-C17 
Ph / n-C18 
CPI 
 
GC- MS Parameters 
1-Terpanes (m/z 191) 
C30 Moretane 
Ts/Tm 
Homohopane Index 
 
2- Steranes (m/z 217) 
C27% 
C28% 
C29% 
[20S/(20S+20R)] C29 ααα steranes 
 
StableCarbon Isotopes 
δ13 C Saturates ‰ (PDB) 
δ13 C Aromatics ‰ (PDB) 
Canonical Variable Parameter 
 

 
59.20 
23.50 
17.30 

   2.52 
 
 

0.67 
0.49 
0.45 
1.03 
 
 
 

0.08 
0.54 
1.52 
 
 

50 
23 
27 
0.48 
 
 

-24.7 
-22.4 

1.11 
 

 
62.18 
24.45 
13.37 
  2.54 

 
 

0.68 
0.44 
0.40 
1.09 
 
 

0.07 
0.58 
1.48 
 
 

48 
25 
27 
0.46 
 
 

-24.8 
-22.6 

0.92 

 
34.50 
26.80 
38.70 

   1.28 
 
 

0.76 
0.31 
0.40 
1.06 
 
 

0.14 
0.76 
0.89 
 
 

54 
24 
22 
0.59 
 
 

-26.2 
-24.3 

0.69 

 
 
 
 
 

Table 2. Mathematical classification of crude oils is dependent on the stable carbon isotopic 
composition of saturate and aromatic fractions of crude oils using the canonical variable 
parameter postulated by Sofer (1984) that equals (CV= -2.5313Csat.+ 2.2213Carom.– 11.65). 
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Peak No. Compound Name 
1 
2 
3 
4 
5 
6 

Ts 
Tm 
9 
10 
11 
12 

 
13 

 
14 

 
15 

 
16 

 
 

C19 Tricyclic terpane 
C20 Tricyclic terpane 
C21 Tricyclic terpane 
C22 Tricyclic terpane 
C23 Tricyclic terpane 
C24 Tricyclic terpane 
C27 18  (H)-22, 29, 30- trisnorneohopane  
C27 17  (H)-22, 29, 30- trisnorhopane  
C29 17  (H), 21 (H)- 30-normoretane 
C30 Moretane 
C3017  (H), 21 (H)- moretane 
C31 17  (H), 21 (H)-30 homohopane (22S) 
C31 17  (H), 21 (H)-30 homohopane (22R) 
C32 17  (H), 21 (H)-30 bishomohopane (22S) 
C32 17  (H), 21 (H)-30 bishomohopane (22R) 
C33 17  (H), 21 (H)-30 trishomohopane (22S) 
C33 17  (H), 21 (H)-30 trishomohopane (22R) 
C34 17  (H), 21 (H)-30 tetrakishomohopane (22S) 
C34 17  (H), 21 (H)-30 tetrakishomohopane (22R) 
C35 17  (H), 21 (H)-30 pentakishomohopane (22S) 
C35 17  (H), 21 (H)-30 pentakishomohopane (22R) 
 

Table 3. Peak identification in the m/z 191 mass fragmentogram (Terpanes). 
 

Peak No. Compound Name
A 
B 
C 
 

D 
 

E 
F 
G 
 

H 
 
I 
J 
K 
L 
M 
N 
O 
P 
Q 
R 
S 
T 

13β (H), 17α(H)- diacholestane (20S)
13β (H), 17α(H)- diacholestane (20R) 
13 α (H), 17 β (H)- diacholestane (20S) 
13 α (H), 17 β (H)- diacholestane (20R) + 
24- Methyl-13β (H), 17α(H)- diacholestane (20S) 
24- Methyl-13β (H), 17α(H)- diacholestane (20R) 
5 α (H), 14 α (H), 17 α (H) – cholestane (20S) 
5 α (H), 14 β (H), 17 β (H) – cholestane (20R) + 
24- Ethyl-13β (H), 17α(H)- diacholestane (20S) 
5 α (H), 14 β (H), 17 β (H) – cholestane (20S) + 
24- Methyl-13β (H), 17α(H)- diacholestane (20R) 
5 α (H), 14 α (H), 17 α (H) – cholestane (20R) 
24- Ethyl-13β (H), 17α(H)- diacholestane (20R) 
24- Ethyl-13 α (H), 17 β (H)- diacholestane (20S) 
5 α (H), 14 α (H), 17 β (H)– 24-methylcholestane (20S) 
5 α (H), 14 α (H), 17 β (H)– 24-methylcholestane (20R)+ 
24- Ethyl-13 α (H), 17 β (H)- diacholestane (20R) 
5 α (H), 14 β (H), 17 β (H)– 24-methylcholestane (20S) 
24- Propyl-13 α (H), 17 β (H)- diacholestane (20S) 
5 α (H), 14 α (H), 17 α (H)– 24-methylcholestane (20R) 
5 α (H), 14 α (H), 17 α (H)– 24-ethylcholestane (20S) 
5 α (H), 14 β (H), 17 β (H)– 24-ethylcholestane (20R) 
5 α (H), 14 β (H), 17 β (H)– 24-ethylcholestane (20S) 
5 α (H), 14 α (H), 17 α (H)– 24-ethylcholestane (20R) 

Table 4. Peak identification in the m/z 217 mass fragmentogram (Steranes). 
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Table 3. Peak identification in the m/z 191 mass fragmentogram (Terpanes). 
 

Peak No. Compound Name
A 
B 
C 
 

D 
 

E 
F 
G 
 

H 
 
I 
J 
K 
L 
M 
N 
O 
P 
Q 
R 
S 
T 

13β (H), 17α(H)- diacholestane (20S)
13β (H), 17α(H)- diacholestane (20R) 
13 α (H), 17 β (H)- diacholestane (20S) 
13 α (H), 17 β (H)- diacholestane (20R) + 
24- Methyl-13β (H), 17α(H)- diacholestane (20S) 
24- Methyl-13β (H), 17α(H)- diacholestane (20R) 
5 α (H), 14 α (H), 17 α (H) – cholestane (20S) 
5 α (H), 14 β (H), 17 β (H) – cholestane (20R) + 
24- Ethyl-13β (H), 17α(H)- diacholestane (20S) 
5 α (H), 14 β (H), 17 β (H) – cholestane (20S) + 
24- Methyl-13β (H), 17α(H)- diacholestane (20R) 
5 α (H), 14 α (H), 17 α (H) – cholestane (20R) 
24- Ethyl-13β (H), 17α(H)- diacholestane (20R) 
24- Ethyl-13 α (H), 17 β (H)- diacholestane (20S) 
5 α (H), 14 α (H), 17 β (H)– 24-methylcholestane (20S) 
5 α (H), 14 α (H), 17 β (H)– 24-methylcholestane (20R)+ 
24- Ethyl-13 α (H), 17 β (H)- diacholestane (20R) 
5 α (H), 14 β (H), 17 β (H)– 24-methylcholestane (20S) 
24- Propyl-13 α (H), 17 β (H)- diacholestane (20S) 
5 α (H), 14 α (H), 17 α (H)– 24-methylcholestane (20R) 
5 α (H), 14 α (H), 17 α (H)– 24-ethylcholestane (20S) 
5 α (H), 14 β (H), 17 β (H)– 24-ethylcholestane (20R) 
5 α (H), 14 β (H), 17 β (H)– 24-ethylcholestane (20S) 
5 α (H), 14 α (H), 17 α (H)– 24-ethylcholestane (20R) 

Table 4. Peak identification in the m/z 217 mass fragmentogram (Steranes). 
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Fig. 8. C15+ saturated hydrocarbons gas chromatograms, Triterpanes (m/z 191) and Steranes 
(m/z 217) mass fragmentograms for the Khatatba, Alam El-Bueib and Abu Roash-G extracts 
with peaks identification in tables (3 &4). 
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Fig. 9. Relationship between isoprenoid n-alkanes showing source and depositional 
environments (Shanmugam, 1985) and the locations of crude oils and extracts. from 
Shushan oilfields. 
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Fig. 10. Distribution of C27, C28 and C29 steranes illustrating the depositional environments of 
the studied crude oils and extracts of Shushan oilfields (Huang and Meinschein, 1979).  

8. Geochemical relations of fluids 
8.1 Crude oils characteristics 

Taher et al., (1998), Zein El-Din et al., (1990), Younes (2002 and 2003), El-Nadi et al., (2003), 
Harb et al., (2003) and El-Gayar (2003) used the geochemical fingerprints of crude oils 
produced from different basins of the northern Western Desert to assess the genetic 
relationship between hydrocarbon generation and their source rock depositional 
environments. Ten crude oil samples from several wells recovered from the different 
producing zones of the Bahariya and Alam El-Bueib reservoirs (Table 5). 

8.2 Formational water characteristics 

The chemical composition, properties and the calculated reaction statements are given in 
Table 6. According to Palmer,s system of formational water characterization (Collins, 1975), 
the Bahariya and Alam El-Bueib waters (Fig.13) are assigned to “class 6”, whose reaction 
statement is  “S1, S2, S3, A2 and A3”  (i.e. Primary, secondary and tertiary salinity in addition 
to secondary and tertiary alkalinity). According to Sulin,s method of water characterization 
the ratio of Na/Cl for all the studied samples are generally less than 1 ranging between 0.65 
to 0.50 characterized by complete isolation of the hydrocarbon accumulations and the basin 
of accumulation is considered a good zone for  hydrocarbon preservation (El-Zarka and 
Ahmed, 1983 and Hunt, 1996). 

Figure 13, denotes that the Bahariya and Alam El-Bueib water types as chloride-calcium 
type where this type of waters are the most likely type to be associated with a hydrostatic 
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environment which promotes the accumulation of hydrocarbon in the Jurassic-Cretaceous 
rocks. Waters of the chloride- calcium type characterized by Cl-Na/Mg >1 indicate an 
increase of chloride with respect to Na and Mg and CaCl2 is yielded. 

The index of base exchange (Cl-Na/Cl) for the studied formational waters equals about 0.2 
indicates that the metal ions dissolved in the water have been exchanged with the alkali 
metals on the clays constituting the source rocks of Khatatba, Alam el-Bueib and Abu 
Roash-G. The predominant cation sequence is Na >Ca >Mg >Fe, while the predominant 
anion sequence is Cl >SO4 >HCO3. 

The salinity of formational water decreases stratigraphically upwards from Alam El-Bueib 
to Bahariya  this related most probably to the mutual reaction between formation water with 
oil and source rocks during upward migration process (El-Zarka and Younes, 1987). 

8.3 Family (I): Bahariya crude oils 

Family (I) represents Bahariya crude oils which have a wide range of API gravities between 
32.6o and 43.3o with correspond to a high variation of sulfur content, which was found to be 
ranges between 0.05 and 0.13 wt.%. Liquid chromatograph data indicate a predominant 
composition of saturates to become more than 65%, with saturate/aromatic ratio more than 
2.30. The plot of Pr/n-C17 versus Ph/n-C18 (Figure 9) suggests that these oils were derived 
from peat coal source environment of terrestrial origin (Shanmugam, 1985). 

Mass fragmentograms of triterpane (m/z 191) and sterane (m/z 217) are shown in Figure 11, 
with peaks identification in (Tables 3&4). The ratio of C30 moretane was found to be <10% 
further suggests that the Bahariya crude oils may be derived from mixed source rocks 
dominated by terrestrial organic matters (Moldowan et al., 1985 and Zumberge, 1987). The 
regular C27 sterane distribution (Figure 10) further suggests their derivation from higher 
land plants input of terrestrial and estuarine environments (Huang and Meinschein, 1979). 
The ratio of [20S/(20S+20R)] C29ααα sterane was found to be around 0.4, which in turn that 
these crude oils were generated at low level of thermal maturation (Peters and Fowler, 
2002).  

8.4 Family (II): Alam El-Bueib crude oils 

Family (II) represents Alam El-Bueib crude oils which have low range of API gravities 
between 40.0o and 42.9o with correspond to a low variation of sulfur content, which was 
found to be ranged between 0.03 and 0.07 wt.%. The plotting of isoprenoids/n-alkanes on 
the diagram (Figure 9) suggests that these oils were derived from peat coal source 
environment derived from terrestrial sources (Shanmugam, 1985). 

Mass fragmentograms of triterpane (m/z 191) and sterane (m/z 217) are shown in Figure 11, 
with peaks identification in Tables 4&5. The ratio of C30 moretane was found to be >10% 
further suggests that Alam El-Bueib crude oils may be derived from source rocks of higher 
input from terrestrial organic matters. The plotting of C27, C28 and C29 on a triangular 
diagram (Figure 10) further suggests their derivation from higher land plants input of 
terrestrial and estuarine environments (Huang and Meinschein, 1979). The ratio of 
[20S/(20S+20R)] C29ααα sterane was found to be >0.5, which in turn that the Alam El-Bueib 
crude oils were generated at relatively high level of thermal maturation rather than Bahariya 
crudes. 
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anion sequence is Cl >SO4 >HCO3. 

The salinity of formational water decreases stratigraphically upwards from Alam El-Bueib 
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32.6o and 43.3o with correspond to a high variation of sulfur content, which was found to be 
ranges between 0.05 and 0.13 wt.%. Liquid chromatograph data indicate a predominant 
composition of saturates to become more than 65%, with saturate/aromatic ratio more than 
2.30. The plot of Pr/n-C17 versus Ph/n-C18 (Figure 9) suggests that these oils were derived 
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further suggests that the Bahariya crude oils may be derived from mixed source rocks 
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regular C27 sterane distribution (Figure 10) further suggests their derivation from higher 
land plants input of terrestrial and estuarine environments (Huang and Meinschein, 1979). 
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these crude oils were generated at low level of thermal maturation (Peters and Fowler, 
2002).  
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Family (II) represents Alam El-Bueib crude oils which have low range of API gravities 
between 40.0o and 42.9o with correspond to a low variation of sulfur content, which was 
found to be ranged between 0.03 and 0.07 wt.%. The plotting of isoprenoids/n-alkanes on 
the diagram (Figure 9) suggests that these oils were derived from peat coal source 
environment derived from terrestrial sources (Shanmugam, 1985). 
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input from terrestrial organic matters. The plotting of C27, C28 and C29 on a triangular 
diagram (Figure 10) further suggests their derivation from higher land plants input of 
terrestrial and estuarine environments (Huang and Meinschein, 1979). The ratio of 
[20S/(20S+20R)] C29ααα sterane was found to be >0.5, which in turn that the Alam El-Bueib 
crude oils were generated at relatively high level of thermal maturation rather than Bahariya 
crudes. 
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Table 5. A summary of biomaker characteristics and stable carbon isotope composition of 
the Bhariya and Alam El-Bueib crude oils from Shushan oilfields. 
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Fig. 11. Gas chromatograms and mass fragmentograms of triterpane m/z 191 and sterane 
m/z 217, with peaks identification in tables (3 &4) of crude oils from different wells of 
Shushan oilfields. 
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Fig. 12. Relationship between the stable carbon isotope composition of the saturate and 
aromatic fractions to the crude oils and extracts from Shushan oilfields (Sofer,1984). 
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Fig. 12. Relationship between the stable carbon isotope composition of the saturate and 
aromatic fractions to the crude oils and extracts from Shushan oilfields (Sofer,1984). 
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Fig. 13. Location of Bahariya and Alam El-Bueib formation waters on Sulin’s diagram. 

9. Stable carbon isotope composition 
Taher et al., (1988), Zein El-Din et al., (1990) Ghanem et al., (1999) Sharaf et al., (1999) and 
Younes (2002) used the stable carbon isotope composition to the aromatic and saturate 
fractions of the Western Desert crude oils and extracts to characterize waxy from non-waxy 
oil sources. Sofer (1984) distinguished the crude oils derived from marine and non-marine 
sources for crude oils from different areas of the world including Egypt depending on the 
stable carbon isotope 13 C compositions to the saturate and aromatic fractions. He applied a 
mathematical relation to conclude the canonical variable parameter that differentiates 
between the source of crude oils and their depositional environments.  

Despite there are two types of extracts and two types of crude oils but they are isotopically 
similar and genetically related which may be attributed to slight differences in the degree of 
thermal maturity. The plotting of the stable carbon isotopic composition to the saturate and 
aromatic fractions of the studied crude oils in addition to the source rock extracts are shown 
in (Figure 12). The stable carbon isotopes of the saturate fraction to the extracts range 
between -26.2 and –24.7 ‰PDB); while for the aromatic fraction ranges between -24.3 and –
22.6 ‰PDB. The stable carbon isotopes of the saturate fraction to the crude oils range 
between -25.4 and –24.7 ‰PDB); while for the aromatic fraction ranges between -23.1 and –
21.5 ‰PDB. 

The figure reveals that the studied crude oils are of terrestrial origin and the organic matter 
responsible for hydrocarbon generation in shale source rock of Khatatba, Alam El-Bueib and 
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Abu Roash-G were probably originated from terrestrial sources. This conclusion is also 
supported from the calculated canonical variable parameter which was found to be >0.47 for 
all the studied crude oils and source rock extracts indicate waxy oils type rich in terrigenous 
organic matters. This is confirm with the results achieved by Zein El-Din et al., (1990), 
Ghanem et al., (1999) and Younes (2002), who concluded that the Western Desert crude oils 
are characterized by waxy nature, high maturity level and less negative carbon isotope 
values derived from terrestrial origin. 

10. Inferred oil - source correlation 
An oil-source rock correlation is defined as a relationship between geochemical 
characteristics of crude oils and its original source facies (Curiale, 1994). Many attempts 
were made to correlate source rock extracts with the biomarker characteristics of crude oils 
in the Western Desert of Egypt by Taher et al., (1988), Abdel-Gawad et al., (1996), Sharaf et 
al., (1999) El-Nadi et al., (2003) Harb et al., (2003) and Younes (2003).  

10.1 Bahariya oils-type (A) extracts 

The organic geochemical characteristics of the type (A) extract has a close similarities with 
the crude oils reservoired from Bahariya Formation. It is referred to similar biomarker 
characteristics for both the oils and extracts. They both show a similar C30 moretane ratio 
which found to be <10%, suggest terrestrial land plants influence and similar ratio of 
[20S/(20S+20R)] C29ααα sterane, which found to be <0.5, reflect that these crude oils were 
generated at low level of thermal maturation.  

10.2 Alam El-Bueib oils-type (B) extracts 

Gas chromatograms show that both crude oils of Alam El-Bueib Member and type (B) extracts 
are of waxy type. They show identical C27 regular sterane distributions and similar C30 
moretane ratio which found to be >10%, further suggest a higher terrestrial land plants input. 
The identical ratios of [20S/(20S+20R)] C29ααα sterane, which found to be >0.5, reflect that 
these crude oils were generated from shale source rocks of Khatatba Formation at higher level 
of thermal maturation than those of Alam El-Bueib and Abu Roash-G source rocks.  

11. Conclusions 

The organic geochemical characteristics of crude oils and related source rock extracts in 
Shushan Basin of the northern Western Desert of Egypt revealed two types of extracts (A) 
and (B) and two families of crude oils. Fair correlation can be seen between type (A) extracts 
of Alam El-Bueib and Abu Roash-G source rocks and Bahariya crude oils, where the similar 
biomarker properties as C30 moretane ratio <10% and [20S/(20S+20R)] C29ααα sterane <0.5, 
suggest that the Bahariya crude oils were derived from terrestrial land plants influence at 
low thermal maturity level. Alam El-Bueib crude oils and type (B) extracts of Khatatba 
Formation are genetically related and bear the same terrestrial source input but generated at 
higher thermal maturity level than those of Alam El-Bueib and Abu Roash –G source rocks 
as indicated from higher C30 moretane ratio >10% and [20S/(20S+20R)] C29ααα sterane >0.5. 
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Organic rich rocks with excellent potential to generate mainly oil are present in the Middle 
Jurassic Khatatba Formation that entered the late mature stage of oil and gas generation 
window at vitrinite reflectance measurements between 1.0-1.3 Ro% during the Late 
Cretaceous. Meanwhile, a good to fair source rocks of Alam El-Bueib and Abu Roash-G 
Member that located within the early to mid and mature stages of oil generation window 
between vitrinite reflectance measurements 0.5 and 1.0 Ro% at time varying from Late 
Cretaceous to Late Eocene.   
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Organic rich rocks with excellent potential to generate mainly oil are present in the Middle 
Jurassic Khatatba Formation that entered the late mature stage of oil and gas generation 
window at vitrinite reflectance measurements between 1.0-1.3 Ro% during the Late 
Cretaceous. Meanwhile, a good to fair source rocks of Alam El-Bueib and Abu Roash-G 
Member that located within the early to mid and mature stages of oil generation window 
between vitrinite reflectance measurements 0.5 and 1.0 Ro% at time varying from Late 
Cretaceous to Late Eocene.   
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1. Introduction 
The Niger Delta basin of Nigeria situates on the continental margin of the Gulf of Guinea in 
the equatorial West Africa between latitudes 3o and 6o North and longitudes 5o and 8o East. 
The word “Delta” is derived from a Greek alphabet in shape of a pyramidal triangle. A delta 
is a geographical feature formed when a River diversifies into numerous streams that 
sometimes inter-connect into an intricate web of Rivers, lagoons, swamps and wet land. The 
point where the main rivers divides is the top of the pyramid while the base is where the 
division ends or the River enters the sea or larger water course such as a lake. The Niger 
Delta on the Atlantic coast is one of the moist important in the world. Other worlds notable 
Deltas include the Nile, Mississippi, Orinoco, Ganges and Mekong (Ibru, 2001). Deltas are 
usually fertile, contain diverse resources and are therefore noted for large human 
settlements and civilizations. The Niger Delta complex is one of the most prominent basins 
in West Africa and actually the largest delta in Africa. It includes the Imo River and Cross 
River deltas and extends into the continental margins of Cameroun and Equatorial Guinea 
(Reijers et al 1996).  

A more rigorous scientific definition of the territory locates it between Aboh to the North, 
the Benin River to the west and the Imo River to the East. It is located in the Atlantic coast of 
Southern Nigeria where River Niger divides into numerous tributaries. The area is the 
second largest delta in the world spanning a coastline of about 450kms foreclosing at Imo 
River (Awosika, 1995). It is the largest wetland in Africa, spanning over 20,000 square 
kilometer and among the three (3) largest in the world. It is estimated that about 2,400sq.km 
of the area consist of rivers, creeks and estuaries while stagnant swamp covers about 
8,600sq.km. Its mangrove swamp of 1,900sq.km is the largest in Africa (Awosika, 1995). The 
area falls within the tropical rain forest zone of Nigeria. The ecosystem is highly diverse and 
supportive of several species of terrestrial and aquatic flora, fauna and human life. It ranks  
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Fig. 1a. Location map of Niger Delta (Reijers et al, 1996). 

amongst the world’s most prolific petroleum tertiary delta that together accounts for about 
5% of the world’s oil and gas reserves and for about 2:55% of the present day basin area on 
earth. Enormous petroleum reserves in the Niger Delta is estimated at about 30 billion 
barrels of oil and 260 trillion cubic feet of natural gas ranks the basin 6th in the world 
production (Reigers et al, 1996). The structural features and petrophysical properties 
account for the hydrocarbon occurrence. The region is divided into four zones namely 
coastal inland zone, mangrove swamp zone, fresh water zone and lowland rain forest zone. 
It has been reported that delta sediments are layered in structure, but layers of alternating 
sands, silts and clays may not be homogenous (Abam and Okagbue, 1997). Three (3) major 
formations exist in the area, namely Benin, Agbada and Akata.  
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Fig. 1b. Location map of Niger Delta (Reijers et al 1996). 

The Benin formation is mostly continental units of sand mixed with gravel and restricted 
clays, sequence of sandstone/shale exist in Agbada formation, which is the oil-reservoir in 
the Niger Delta basin (i.e. oil and gas in the area mainly occur in sandstone reservoirs 
throughout the Agbada formation). The Akata formation is regarded as over pressured 
shale (Lambert-Alklionbare et al, 1990). The soil of the area is mostly made up of Entisols 
and inceptisols, with traces of Alfisols (Ekundayo and Obuekwe, 2001). The dominant fresh 
water aquifer is found in the Benin formation, though there is shallow aquifer, the thickness 
of Benin formation generally exceeds 2000m with high consolidation at deep levels (Amadi 
and Amadi, 1990). Accessible fresh water could occur in the first 100 – 200m (Oteze 1983). 
Water levels can be located at less than 1m near the coast to more than 10m further inland 
(Amadi, 1986). The whole of delta region receives more than 5000mm of rainfall annually 
(National Atlas, 1987). Evapo-transpiration is estimated at over 1000mm per year, so there is 
adequate rainfall to recharge surface and ground water system, although organic matter and 
clay matrix that consolidate the soil may interfere with infiltration and seapage into the 
aquifer (Ekundayo and Obuekwe, 2001). The rapid urbanization and industrialization of the 
Niger delta region of Nigeria occasioned by huge crude oil and gas reserves has had its tole 
on the environment. Being the most naturally endowed by housing the oil and gas reserves 
that derive the nation’s economy to the vast network of interwoven freshwater aquifers, 
extensive low lands, tropical and fresh water forest and aquatic ecosystems to its 
biodiversity with temperature, sunlight and rainfall in an amount and combination that 
support cultivation and bountiful harvest of rice, sugar cane, yams, plantains, cassava, oil 
palm, rubber and timber (Nduka et al, 2008). The exploitation of the huge reserve of crude 
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oil and gas deposits has resulted in several million barrels of crude and fractional spillages 
and several billion cubic feet of gas flaring leading to environmental damage. The US 
Department of Energy estimates that since 1960, there have been more than four thousand 
(4,000) oil spills, discharging several million barrels of crude oil into the ponds, ditches, 
creeks, beaches, streams and rivers of the Niger Delta (Amaize, 2007).  

2. Composition of crude oil 
Crude or petroleum based oil refers to a wide range of natural hydrocarbon substances and 
refined products, each having a different chemical composition. Crude oil is a mixture of 
highly variable proportion of hydrocarbon but differs from lighter oils to heavier oils and 
bitumen. It is believed to have been formed several million years ago from decayed remains 
of animals and plants. Under the effects of heat and pressure, there is breaking down of 
decayed matter into liquids and gases, both collect into pools under the earth’s surface. 
Definite molecular composition varies widely from formation to formation but the 
proportion of chemical elements differs little (Speight, 1979). Crude oil is the basic mineral 
product obtained from the geological strata. Though it is referred to as a single (uniform) 
mineral substance, in reality crude oil is a complex mixture of thousands of hydrocarbons 
and non hydrocarbons compounds. Of these, the hydrocarbons (Neumann et al, 1981) are by 
far the major components linked together with inter atom bonds, these hydrocarbons form a 
variety of kinds of molecules of many different shapes and sizes. Although crude oil are 
mixtures of some compounds, but the quantity of individual components vary widely in 
crude oils from different locations. The physical characteristics of oil, such as density, 
viscosity, flash point, pour point etc are determined by the characteristics of individual 
component and their relative quantities within the petroleum specific gravity determines 
whether a crude oil is classified as light or heavy (Wilson and LeBlanc, 1999/2000). 

 
 

Elements % Range 
Carbon 83 to 87 
Hydrogen 10 to 14 
Nitrogen 0.1 to 2 
Oxygen 0,1 to 1.5 
Sulfur  0.5 to 6 

 

Table 1. Major Composition of crude Oil. 

2.1 Other constituents of crude oil 

2.1.1 Polycyclic aromatic hydrocarbons (PAHs): PAHs is a group of about 100 chemicals that 
are formed during the incomplete burning of coal, oil, gas, garbage, tobacco and other 
organic substances. They are also present in crude oil, plastics and pesticides (ATSDR, 1995). 

2.1.2 Volatile organic compounds (VOCs): The most common volatile organic compounds in 
crude oil are the benzene, toluene, ethylbenzene and xylene. They are also mainly found in 
household products (paints, paint strippers, solvents, aerosol). 
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2.1.3 Hydrogen sulphide gas: Some crude oils release high concentrations of hydrogen 
sulphide gas.  

2.1.4 Alkanes (paraffin) and cycloalkanes: These are major constituents of crude oil, lower 
fractions are volatile at ordinary temperature. 

2.1.5 Naturally occurring radon materials (NORM): the occurrence of natural radioactivity 
in oil and gas fields is well recognized worldwide and has been reported in Nigeria’s Niger 
Delta (Jibiri and Emelue 2008). This radioactivity can result from the occurrence in both 
rocks and specific ores, of isotopes from the uranium and thorium decay series, normally 
with alpha and gamma radiation activity (Hamlat et al, 2001). 

2.1.6 Metals and heavy metals. Crude oil contains trace metals present as minor constituents. 
More than sixty metals have been established to be in crude oils with Vanadium (V) and 
Nickel (Ni) as the most abundant (Tiratsoo, 1973). Metal components of crude oil occur as 
metalloporphyrin chelates, transition metal complexes, organometallic compounds, 
carbonylacids salts of polar functional groups and colloidal minerals (William and Robert, 
1967, Lewis and Sani, 1981). Metal components of crude oil constitute serious problem to 
petroleum refining by causing corrosion or poisoning the cracking catalysts which reduces 
efficiency (Tiratsoo, 1973; William and Robert, 1967; Lewis and Sani, 1981). Trace metals 
such as arsenic (AS) decreases hydrogenation and isomerisation activity of catalysts, acting 
as permanent poison (Hettinger et al, 1955). Gas and coke formation in crack stock is 
enhanced by copper (Cu) which promotes low gasoline production. Iron (fe) poisons 
catalysts and accelerates oxidation, which may result in unstable products (Milner, 1963, 
Ming and Bott 1956, Karchmer and Gunn 1952), Nickel deposits contaminate cracking 
catalysts more than any common metal leading to low gasoline yield. Vanadium during 
cracking processes is oxidized, yielding low melting pentoxide which deposits readily and 
contributes to catalyst poisoning, metal embrittlement and pitting of refining equipment 
and combustion deposits ash known to be toxic. Sodium (Na) on its own causes loss in 
catalytic activity, it also imparts corrosive properties and thereby reduces the life of furnace 
tubes, turbine blade and metal wearing (Karchmer and Gunn, 1952; Kawchan 1955; Bowman 
and Wills, 1967 and Garner et al., 1953). Presence of certain trace metals particularly nickel 
and vanadium in crude oils is geochemically significant and provides information on the 
origin of crude oil. The work of Achi and Shide, 2004 revealed that Nigerian Bonny light 
crude and Bonny medium crude contains varying quantities of calcium, magnesium, zinc, 
iron, nickel, sodium and potassium in the following order: Na> Ca> Fe> Ni> Mg> >K >Zn 
in Bonny light crude while Bonny medium crude is of the order: Na> Ca> Fe> Ni> Mg> >K 
> Zn. Sundry constituents of crude oils or those that may be synergized by certain or natural 
processes include nitrate, nitrite, polychlorinated-n-alkanes, polychlorinated biphenyls and 
several others. 

3. Activities involved in oil extraction 
3.1 Exploration/drilling operations 

This include drilling and work over activities which takes place on land, swamp and 
offshore. Oil spill during drilling results from blow outs, equipment failure, waste pits, 
overflow and sometimes human error. 
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oil and gas deposits has resulted in several million barrels of crude and fractional spillages 
and several billion cubic feet of gas flaring leading to environmental damage. The US 
Department of Energy estimates that since 1960, there have been more than four thousand 
(4,000) oil spills, discharging several million barrels of crude oil into the ponds, ditches, 
creeks, beaches, streams and rivers of the Niger Delta (Amaize, 2007).  

2. Composition of crude oil 
Crude or petroleum based oil refers to a wide range of natural hydrocarbon substances and 
refined products, each having a different chemical composition. Crude oil is a mixture of 
highly variable proportion of hydrocarbon but differs from lighter oils to heavier oils and 
bitumen. It is believed to have been formed several million years ago from decayed remains 
of animals and plants. Under the effects of heat and pressure, there is breaking down of 
decayed matter into liquids and gases, both collect into pools under the earth’s surface. 
Definite molecular composition varies widely from formation to formation but the 
proportion of chemical elements differs little (Speight, 1979). Crude oil is the basic mineral 
product obtained from the geological strata. Though it is referred to as a single (uniform) 
mineral substance, in reality crude oil is a complex mixture of thousands of hydrocarbons 
and non hydrocarbons compounds. Of these, the hydrocarbons (Neumann et al, 1981) are by 
far the major components linked together with inter atom bonds, these hydrocarbons form a 
variety of kinds of molecules of many different shapes and sizes. Although crude oil are 
mixtures of some compounds, but the quantity of individual components vary widely in 
crude oils from different locations. The physical characteristics of oil, such as density, 
viscosity, flash point, pour point etc are determined by the characteristics of individual 
component and their relative quantities within the petroleum specific gravity determines 
whether a crude oil is classified as light or heavy (Wilson and LeBlanc, 1999/2000). 

 
 

Elements % Range 
Carbon 83 to 87 
Hydrogen 10 to 14 
Nitrogen 0.1 to 2 
Oxygen 0,1 to 1.5 
Sulfur  0.5 to 6 

 

Table 1. Major Composition of crude Oil. 

2.1 Other constituents of crude oil 

2.1.1 Polycyclic aromatic hydrocarbons (PAHs): PAHs is a group of about 100 chemicals that 
are formed during the incomplete burning of coal, oil, gas, garbage, tobacco and other 
organic substances. They are also present in crude oil, plastics and pesticides (ATSDR, 1995). 

2.1.2 Volatile organic compounds (VOCs): The most common volatile organic compounds in 
crude oil are the benzene, toluene, ethylbenzene and xylene. They are also mainly found in 
household products (paints, paint strippers, solvents, aerosol). 
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2.1.3 Hydrogen sulphide gas: Some crude oils release high concentrations of hydrogen 
sulphide gas.  

2.1.4 Alkanes (paraffin) and cycloalkanes: These are major constituents of crude oil, lower 
fractions are volatile at ordinary temperature. 

2.1.5 Naturally occurring radon materials (NORM): the occurrence of natural radioactivity 
in oil and gas fields is well recognized worldwide and has been reported in Nigeria’s Niger 
Delta (Jibiri and Emelue 2008). This radioactivity can result from the occurrence in both 
rocks and specific ores, of isotopes from the uranium and thorium decay series, normally 
with alpha and gamma radiation activity (Hamlat et al, 2001). 

2.1.6 Metals and heavy metals. Crude oil contains trace metals present as minor constituents. 
More than sixty metals have been established to be in crude oils with Vanadium (V) and 
Nickel (Ni) as the most abundant (Tiratsoo, 1973). Metal components of crude oil occur as 
metalloporphyrin chelates, transition metal complexes, organometallic compounds, 
carbonylacids salts of polar functional groups and colloidal minerals (William and Robert, 
1967, Lewis and Sani, 1981). Metal components of crude oil constitute serious problem to 
petroleum refining by causing corrosion or poisoning the cracking catalysts which reduces 
efficiency (Tiratsoo, 1973; William and Robert, 1967; Lewis and Sani, 1981). Trace metals 
such as arsenic (AS) decreases hydrogenation and isomerisation activity of catalysts, acting 
as permanent poison (Hettinger et al, 1955). Gas and coke formation in crack stock is 
enhanced by copper (Cu) which promotes low gasoline production. Iron (fe) poisons 
catalysts and accelerates oxidation, which may result in unstable products (Milner, 1963, 
Ming and Bott 1956, Karchmer and Gunn 1952), Nickel deposits contaminate cracking 
catalysts more than any common metal leading to low gasoline yield. Vanadium during 
cracking processes is oxidized, yielding low melting pentoxide which deposits readily and 
contributes to catalyst poisoning, metal embrittlement and pitting of refining equipment 
and combustion deposits ash known to be toxic. Sodium (Na) on its own causes loss in 
catalytic activity, it also imparts corrosive properties and thereby reduces the life of furnace 
tubes, turbine blade and metal wearing (Karchmer and Gunn, 1952; Kawchan 1955; Bowman 
and Wills, 1967 and Garner et al., 1953). Presence of certain trace metals particularly nickel 
and vanadium in crude oils is geochemically significant and provides information on the 
origin of crude oil. The work of Achi and Shide, 2004 revealed that Nigerian Bonny light 
crude and Bonny medium crude contains varying quantities of calcium, magnesium, zinc, 
iron, nickel, sodium and potassium in the following order: Na> Ca> Fe> Ni> Mg> >K >Zn 
in Bonny light crude while Bonny medium crude is of the order: Na> Ca> Fe> Ni> Mg> >K 
> Zn. Sundry constituents of crude oils or those that may be synergized by certain or natural 
processes include nitrate, nitrite, polychlorinated-n-alkanes, polychlorinated biphenyls and 
several others. 

3. Activities involved in oil extraction 
3.1 Exploration/drilling operations 

This include drilling and work over activities which takes place on land, swamp and 
offshore. Oil spill during drilling results from blow outs, equipment failure, waste pits, 
overflow and sometimes human error. 
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3.2 Production operations 

Production facilities include producing wells, flow stations, gas plants, compressors station, 
gas and water injection stations and numerous pipelines that connect these facilities. In 
production operations there are several potential sources of spill which ranges from 
equipment failure, valve and seals failure, operational errors and sabotage. Sometimes 
oil/chemical spills can be due to corrosion. 

3.3 Terminal operations 

This involves the filling of tanks, barges, vessels, dehydration of crude, crude storage, 
effluent water disposal and loading of tankers. Crude oil/fractional distillates spill can be 
due to hose and valve failure, tanker collision and grounding, ship to ship transfer, 
improper drainage of tanks, storage tank and pipeline failure. 

3.4 Engineering operations 

This include dredging, flow line replacement, flow station upgrade etc. 

3.5 Sabotage/theft 

It involves vandalization of manifold, pipelines delivery lines, cutting or removal of 
pipelines. 

3.6 Others 

Include falling trees, lightning and mystery (unexplainable) spills. 

4. Classification of oil spill 
Crude oil/chemical spills are classified according to a combination of factors notably real or 
potential impact on environment and the resources required for effective response. The 
Department of Petroleum Resources (DPR) has classified the magnitude of oil spillage into 
minor, medium and major spills. 

4.1 Minor spills 

The spills that are less than 25 barrels of crude oil discharged on inland water or less than 
250 barrels discharged on land, coastal/offshore water. 

4.2 Medium spill 

This releases between 25 - 250 barrels on inland water or 250 – 2500 barrels discharged on 
land, coastal/offshore water. 

4.3 Major spill 

It releases greater than 250 barrels discharged on inland water or greater than 2,500 barrels 
discharged on land, coastal/offshore waters. 
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5. Fate and behavior of spilled oil 
When oil is spilled, over a period it undergoes a number of physical and chemical changes 
which affect its behavior. These changes start from the spread and drift of the oil through its 
evaporation, dissolution, dispersion and emulsification to its sedimentation, photo-
oxidation and biodegradation. Biotic factors, like bacteria, yeast and filamentous fungi play 
an important role in the degradation of petroleum and may be the dominant factor 
controlling the fate of petroleum hydrocarbons in marine environment (Delaune et al, 1990). 

5.1 Spreading 

The spreading rate of oil will be affected by its viscosity, pour point, wax content, marine 
state and weather conditions. Slicks formed will move in the same direction and in the same 
speed as the current and will move in the same direction as the wind at approximately 3% of 
the wind speed. Less viscous oil spread faster than heavy oils (Clark, 1992), but all oils 
spread faster on warmer waters. Spreading also induces a change in the composition of the 
oil by promoting the dissolution and evaporation of certain components, also as 
hydrocarbon dissolves in water, they alter the water-air interfacial tension (National 
Research Council, 1985). The force of gravity acting downwards through the thickness of a 
considerable oil spill tends to spread it out sideways. This movement compares with that of 
oil on solid surface but limited when the viscosity of the oil counter balances the spreading 
force. When compared with effect of surface tension, this force becomes operational if there 
is a difference between the oil/air and oil/water interface tension, while it remains positive, 
the oil will spread out. Fay (1969), gave a theoretical treatment of the spreading of oils into 
three (3) separate phases. 

 Where the spreading rate is controlled by the difference in density between the oil and 
the water and the speed of spreading controlled by inertia resistance.  

 Where spreading rate is controlled by gravity but viscous drag between the oil and 
water limits the spreading rate. 

 When the spreading is controlled by the surface tension difference between the oil and 
the water.  

Here we consider the third or surface tension type, earlier work on this by Blokker (1964) 
considered the dynamics of the spreading and proposed an empirical formula based on the 
assumption that oil spreads in a uniform way where the instantaneous rate of spreading is 
proportional to the slick thickness. 

Blokker’s formula thus simplified:  

  3 3 2
o

24k doD D dw do Vo t g
2 dw

        (1) 

where; 

K = Blokker’s constant (depending on oil type) 
D = Diameter of the oil spread in meters 
t =  time 
do = D at time (t = o) 
do = density of oil 
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3.2 Production operations 

Production facilities include producing wells, flow stations, gas plants, compressors station, 
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production operations there are several potential sources of spill which ranges from 
equipment failure, valve and seals failure, operational errors and sabotage. Sometimes 
oil/chemical spills can be due to corrosion. 

3.3 Terminal operations 
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due to hose and valve failure, tanker collision and grounding, ship to ship transfer, 
improper drainage of tanks, storage tank and pipeline failure. 
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This include dredging, flow line replacement, flow station upgrade etc. 

3.5 Sabotage/theft 

It involves vandalization of manifold, pipelines delivery lines, cutting or removal of 
pipelines. 

3.6 Others 

Include falling trees, lightning and mystery (unexplainable) spills. 

4. Classification of oil spill 
Crude oil/chemical spills are classified according to a combination of factors notably real or 
potential impact on environment and the resources required for effective response. The 
Department of Petroleum Resources (DPR) has classified the magnitude of oil spillage into 
minor, medium and major spills. 

4.1 Minor spills 

The spills that are less than 25 barrels of crude oil discharged on inland water or less than 
250 barrels discharged on land, coastal/offshore water. 

4.2 Medium spill 

This releases between 25 - 250 barrels on inland water or 250 – 2500 barrels discharged on 
land, coastal/offshore water. 

4.3 Major spill 

It releases greater than 250 barrels discharged on inland water or greater than 2,500 barrels 
discharged on land, coastal/offshore waters. 
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5. Fate and behavior of spilled oil 
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which affect its behavior. These changes start from the spread and drift of the oil through its 
evaporation, dissolution, dispersion and emulsification to its sedimentation, photo-
oxidation and biodegradation. Biotic factors, like bacteria, yeast and filamentous fungi play 
an important role in the degradation of petroleum and may be the dominant factor 
controlling the fate of petroleum hydrocarbons in marine environment (Delaune et al, 1990). 

5.1 Spreading 

The spreading rate of oil will be affected by its viscosity, pour point, wax content, marine 
state and weather conditions. Slicks formed will move in the same direction and in the same 
speed as the current and will move in the same direction as the wind at approximately 3% of 
the wind speed. Less viscous oil spread faster than heavy oils (Clark, 1992), but all oils 
spread faster on warmer waters. Spreading also induces a change in the composition of the 
oil by promoting the dissolution and evaporation of certain components, also as 
hydrocarbon dissolves in water, they alter the water-air interfacial tension (National 
Research Council, 1985). The force of gravity acting downwards through the thickness of a 
considerable oil spill tends to spread it out sideways. This movement compares with that of 
oil on solid surface but limited when the viscosity of the oil counter balances the spreading 
force. When compared with effect of surface tension, this force becomes operational if there 
is a difference between the oil/air and oil/water interface tension, while it remains positive, 
the oil will spread out. Fay (1969), gave a theoretical treatment of the spreading of oils into 
three (3) separate phases. 

 Where the spreading rate is controlled by the difference in density between the oil and 
the water and the speed of spreading controlled by inertia resistance.  

 Where spreading rate is controlled by gravity but viscous drag between the oil and 
water limits the spreading rate. 

 When the spreading is controlled by the surface tension difference between the oil and 
the water.  

Here we consider the third or surface tension type, earlier work on this by Blokker (1964) 
considered the dynamics of the spreading and proposed an empirical formula based on the 
assumption that oil spreads in a uniform way where the instantaneous rate of spreading is 
proportional to the slick thickness. 

Blokker’s formula thus simplified:  
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where; 

K = Blokker’s constant (depending on oil type) 
D = Diameter of the oil spread in meters 
t =  time 
do = D at time (t = o) 
do = density of oil 
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dw = density of water 
Vo = initial volume of oil 

An extensive experiment on spreading of oil and its disappearance was carried out by 
Warren Spring laboratory in 1972 and was described by Jeffrey (1973), here 120 tons of light 
Arabian crude oil was discharged at sea and its appearance and dimension studied for four 
(4) days on a uniform water surface, as might be found on the open sea, oil spread evenly in 
all directions but it is not practicable because of effect of wind and waves.  

5.2 Evaporation 

In evaporation, the rate and extent of evaporation is determined primarily by the volatility 
of oil, spreading rate, marine and wind conditions and temperature. Evaporation can be 
responsible for the loss of up to 40% spilled oil in the first day (Jordan and Payne, 1980). The 
amount of evaporation differs from about 10% in very heavy crude and refined product to 
as much as 75% in very light crude and refined products (Albers, 1995). From the study of 
the fate of oil in the Amoco Cadiz spill in 1978, off Brittany, France, it was established that 
lower molecular weight alkanes and single-ringed aromatics (benzenes) were rapidly 
depleted through evaporation (Gundlach et al, 1983). 

5.3 Dissolution 

The extent of dissolution is influenced by the oils aqueous solubility which for crude oil is 
put at 30mg/L (National Research Council, 1985). Low molecular weight aromatics such as 
benzene, toluene and xylenes which are also among the most volatile has the highest 
solubility. Actual dissolution of the slick would be expected to account for only around 1% 
of the mass balance (Mackay and McAuliffe, 1989).  

5.4 Dispersion 

Oil-in-water emulsion or dispersion is due to the incorporation of small globules of oil into 
the water column. Dispersions are considered beneficial because they increasingly disperse 
over time and dramatically increase the surface area of the oil available for degradation 
(Jordan and Payne, 1980). These emulsions are inherently unstable and larger particles tend 
to rise and coalesce but small droplets can be conveyed with water eddies to become a part 
of the water column. Oil-in-water dispersions can also be stabilized by suspended 
particulates (Huang and Elliot, 1987). 

5.5 Emulsification 

Low viscosity oils tend to form emulsion very quickly (2 to 3 hours) and can be up to 80% 
content. Oils that have asphaltenes content, 70.5% are likely to form stable emulsion. These 
emulsions are problematic because they slow microbial degradation and are resistant to 
dispersion (Payne and Philips, 1985). 

5.6 Sedimentation 

Sedimentation of oil is facilitated by the sorption of hydrocarbons to particulate matter 
suspended in the water column. Since coastal environment of the Niger Delta contains large 
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amount of suspended particulate matter (Nduka and Orisakwe, 2011), adsorption of oil onto 
suspended particulate matter results in a high specific gravity mixture more than twice that 
of sea water alone (1.025g/cm3). The high specific gravity of these particles causes 
deposition of the sorbed oil (Kennish, 1997). Increasing density of oil due to weathering can 
also promote its movement below the surface into the water column and eventually into 
sediments (National Research  Council, 1985). 

5.7 Photo-oxidation 

UV radiation has enough energy to transform many petroleum hydrocarbons into 
compounds possessing significant chemical and biological activity (Jordan and Payne, 1980). 
The mechanism is known as auto catalytic free-radical chain reaction, which results in the 
formation of hydroxyl compounds, aldehydes, ketones and low molecular weight carboxylic 
acids (Burrwood and Speers, 1974, Jordan and Payne, 1980). Photo-oxidation of 
hydrocarbons derived from crude oil can occur from evaporated components in the gaseous 
state (Baek et al, 1991), from the dissolved fraction of petroleum (Neff, 1985) and from non 
dissolved oil like slicks and colloidally dispersed oil (Jordan an Payne, 1980). Organo-
sulphur compounds reduce complete oxidation to carboxylic acids by leading to termination 
of free radical chain reaction (Jordan and Payne, 1980). Photo-oxidation rates can be 
increased by the presence of photo-sensitizing compounds such as xanthone-1-naphthol and 
other naphthalene derivatives and by the effect of dissolved ions of variable oxidation state 
such as vanadium that acts as catalysts (Jordan and Payne, 1980). Obviously, throughout the 
life of an oil slick, it continues to drift on the sea surface. The wind induced effect is 
normally taken as 3% of the wind velocity and the current effect is taken as 100% of the 
current velocity. 

5.8 Time scale for different process in weathering 

 

 
Scheme 1. 
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dw = density of water 
Vo = initial volume of oil 
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all directions but it is not practicable because of effect of wind and waves.  
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amount of evaporation differs from about 10% in very heavy crude and refined product to 
as much as 75% in very light crude and refined products (Albers, 1995). From the study of 
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solubility. Actual dissolution of the slick would be expected to account for only around 1% 
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5.4 Dispersion 
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the water column. Dispersions are considered beneficial because they increasingly disperse 
over time and dramatically increase the surface area of the oil available for degradation 
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emulsions are problematic because they slow microbial degradation and are resistant to 
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Sedimentation of oil is facilitated by the sorption of hydrocarbons to particulate matter 
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amount of suspended particulate matter (Nduka and Orisakwe, 2011), adsorption of oil onto 
suspended particulate matter results in a high specific gravity mixture more than twice that 
of sea water alone (1.025g/cm3). The high specific gravity of these particles causes 
deposition of the sorbed oil (Kennish, 1997). Increasing density of oil due to weathering can 
also promote its movement below the surface into the water column and eventually into 
sediments (National Research  Council, 1985). 

5.7 Photo-oxidation 

UV radiation has enough energy to transform many petroleum hydrocarbons into 
compounds possessing significant chemical and biological activity (Jordan and Payne, 1980). 
The mechanism is known as auto catalytic free-radical chain reaction, which results in the 
formation of hydroxyl compounds, aldehydes, ketones and low molecular weight carboxylic 
acids (Burrwood and Speers, 1974, Jordan and Payne, 1980). Photo-oxidation of 
hydrocarbons derived from crude oil can occur from evaporated components in the gaseous 
state (Baek et al, 1991), from the dissolved fraction of petroleum (Neff, 1985) and from non 
dissolved oil like slicks and colloidally dispersed oil (Jordan an Payne, 1980). Organo-
sulphur compounds reduce complete oxidation to carboxylic acids by leading to termination 
of free radical chain reaction (Jordan and Payne, 1980). Photo-oxidation rates can be 
increased by the presence of photo-sensitizing compounds such as xanthone-1-naphthol and 
other naphthalene derivatives and by the effect of dissolved ions of variable oxidation state 
such as vanadium that acts as catalysts (Jordan and Payne, 1980). Obviously, throughout the 
life of an oil slick, it continues to drift on the sea surface. The wind induced effect is 
normally taken as 3% of the wind velocity and the current effect is taken as 100% of the 
current velocity. 
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5.9 Micro-bial degradation 

Micro-organism indigenous to soil, groundwater and marine ecosystems degrade a wide 
range of compounds like aromatic and aliphatic hydrocarbons, chlorinated solvents and 
pesticides released into natural environment (BICNEWS, 2005). Since empirical evidence that 
aromatic hydrocarbons exist in the Niger Delta marine ecosystem due to extensive crude oil 
and gas exploitation, fire explosions, leachlets from decomposing refuse and industrial 
effluents (Okoro and Ikolo, 2005; Anyakora et al 2004; Anyakora and Coker 2006; Olajire et al, 
2005), native microbes could be assisting Nigerians in the Niger Delta region in cleaning water 
system unnoticeable and free of charge. From our work (Nduka and Orisakwe, 2011), fewer or 
no counts of achromobacter and aspergillus (polyaromatic hydrocarbon (PAHs) degraders) and 
proteus (straight chain hydrocarbon degraders) were found in most water samples while 
bacillus and pseudomonas, both PAHs and straight chain hydrocarbon degraders (Rosenberg, 
1993), were found in highest counts and in almost all the water samples. It was evident that 
water samples in which PAHs and straight chain hydrocarbon were highest, had highest 
microbial count per specie (figs 2a, 2b, 2c and Tables 2 and 3) (Nduka and Orisakwe, 2011). 
Therefore the low levels or non detection of PAHs and straight chain hydrocarbons could 
mean degradation by microbes (utilization of carbon as food by microbes for sustenance). This 
observation agrees with previous report (Atlas 1991, Young and Cerninglia 1995). 

 
Fig. 2a. Some PAHs (mg/l) in water sample from Anieze river in River State. 

 
Fig. 2b. Some PAHs (mg/l) in water sample from Orashi River in Rivers State. 
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Fig. 2c. Dibenzo (a,h) anthracene  (mg/l) in water sample from Ifie-Kporo River in Delta 
State (Nduka and Orisakwe, 2011). 

Heavy and complex compounds are more resistant to microbial degradation, but many 
are degradable by micro organism to a large extent. Some of the heavy and more complex 
compounds will eventually settle to the marine floor (Neilson, 1994). Put together, 40 to 
80% of crude oil can be degraded due to microbial action (Albers, 1995). The most 
significant factors that affect crude oil (hydrocarbon) degradation by microbes include 
microbe type, water temperature, nutrient availability, amount of oxygen, salinity and 
bioavaible surface of the oil (Atlas and Bartha, 1973, Kennish, 1997). Microbial 
degradation is inhibited by mouse formation (which reduces the surface area of the oil 
available to biodegradation) and by cool water temperatures (Galt et al, 1991). Anaerobic 
conditions severely restrict microbial degradation (Gundlach et al, 1983). Oil deposited in 
the bottom sediments of sheltered estuaries and wetlands can persist for more than 
ten(10) years (Teal, 1993). 

6. Crude oil toxicity  
Toxicity of crude oil largely depends on the concentration of oil in water, dispersed into 
the water at low concentration (<1ppm), it is very little problem and will quickly get 
broken down. At higher concentration, it is toxic to most life forms and floating on the 
surface of water, it will physically smoother on everything it touches. The majority of 
most types of oil will float on water surface when spilled, but some will dissolve into 
water and with the help of wave action, some will be dispersed into small droplets. The 
most likely impact of oil floating in the sea is on the sea birds. Any oil sinking down into 
the water, both dissolved and dispersed could affect marine life particularly if the water is 
shallow and the oil toxic.  

It is unusual, however for significant concentration of oil to go deeper than 5 metres below 
the surface, so there is not usually great concern for marine life below this depth. (SPDC, 
Nigeria, 1997).  
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5.9 Micro-bial degradation 

Micro-organism indigenous to soil, groundwater and marine ecosystems degrade a wide 
range of compounds like aromatic and aliphatic hydrocarbons, chlorinated solvents and 
pesticides released into natural environment (BICNEWS, 2005). Since empirical evidence that 
aromatic hydrocarbons exist in the Niger Delta marine ecosystem due to extensive crude oil 
and gas exploitation, fire explosions, leachlets from decomposing refuse and industrial 
effluents (Okoro and Ikolo, 2005; Anyakora et al 2004; Anyakora and Coker 2006; Olajire et al, 
2005), native microbes could be assisting Nigerians in the Niger Delta region in cleaning water 
system unnoticeable and free of charge. From our work (Nduka and Orisakwe, 2011), fewer or 
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proteus (straight chain hydrocarbon degraders) were found in most water samples while 
bacillus and pseudomonas, both PAHs and straight chain hydrocarbon degraders (Rosenberg, 
1993), were found in highest counts and in almost all the water samples. It was evident that 
water samples in which PAHs and straight chain hydrocarbon were highest, had highest 
microbial count per specie (figs 2a, 2b, 2c and Tables 2 and 3) (Nduka and Orisakwe, 2011). 
Therefore the low levels or non detection of PAHs and straight chain hydrocarbons could 
mean degradation by microbes (utilization of carbon as food by microbes for sustenance). This 
observation agrees with previous report (Atlas 1991, Young and Cerninglia 1995). 

 
Fig. 2a. Some PAHs (mg/l) in water sample from Anieze river in River State. 

 
Fig. 2b. Some PAHs (mg/l) in water sample from Orashi River in Rivers State. 
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Fig. 2c. Dibenzo (a,h) anthracene  (mg/l) in water sample from Ifie-Kporo River in Delta 
State (Nduka and Orisakwe, 2011). 
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most likely impact of oil floating in the sea is on the sea birds. Any oil sinking down into 
the water, both dissolved and dispersed could affect marine life particularly if the water is 
shallow and the oil toxic.  

It is unusual, however for significant concentration of oil to go deeper than 5 metres below 
the surface, so there is not usually great concern for marine life below this depth. (SPDC, 
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Table 2. Concentration (Mg/L) Of Straight Chain Aliphatic Hydrocarbon In Some Selected 
Surface Water Of Niger Delta (Nduka and Orisakwe, 2011). 
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Table 3. Amount (Mg/L) Of Bacterial Count In Selected Water Samples Of Niger Delta 
(Nduka and Orisakwe, 2011)Impact of Crude Oil Spill on the water organism. 
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6.1 Planktons 

Planktons are the basis of marine food chain and it includes eggs and larvae of fish and 
other animals. It is very sensitive to the toxicity of oil and lots of planktonic organism will be 
killed, particularly if the concentration of oil in the water is increased by the wave action or 
chemical dispersants, therefore it is possible in a worst case scenario for the effect on the 
plankton to lead to some longer term effect ( Adeyemi, 2004).  

6.2 Aqua culture 

Fish in fish farms are trapped by the nets and cannot escape the oil while it is quite likely 
that the fish may not die since they are tolerant to oil; they will be likely tainted. Tainting is 
where the fish absorbs oil from the water and its flesh when eaten tastes off, if the tainting is 
severe which is most likely to happen if a lot of oil has been dispersed into the water, the 
fish may be indelible leading to economic loss (SPDC Nigeria 1997, Adeyemi, 2004).  

6.3 Fish  

Adult fish have very sensitive sense organs so they taste the oil and quickly leave the area of 
the spill, unless they are trapped there in some way. It is very rare to have large fish kills 
due to marine oil spills. Juvenile fish however are more vulnerable since they often live in 
shallow water near shore areas known as “nursery areas” until they become adult. If a toxic 
oil impact a shallow bay and the oil is dispersed down into the water, the increased 
concentrations could have severe effects on juveniles and will result in long term impacts on 
adult fish stocks. This been evidenced in the Niger-delta region of Nigeria. Polyaromatic 
hydrocarbon (a carcinogen), been lipophylic tend to accumulate more in fish than in the 
sediment and least in the water samples of the region. Fish therefore is the best biomarker 
for the levels of PAHs contamination in marine samples (Anyakora et al, 2005). Nitrate 
pollution which has been reported in the area (Nduka and Orisakwe, 2011), at increased 
concentrations are harmful to aquatic animals. Marine invertebrates and fish exposed to 
nitrate may be smaller in size, have reduced maturity rate and lower reproductive success. 
In extreme high exposure levels, aquatic invertebrates and fish may die (Ohio State 
University, 2008).  Early life stages of aquatic animals are more sensitive to nitrate than 
juvenile and adult animals. Early studies by Gbadebo et al, 2009, showed that petroleum oil, 
whether crude oil or spent oil is very toxic to fish (Clarias garipinus fingerlings), but spent 
oil produced more toxic effects on the clarias fingerlings at every concentration than that of 
crude oil. Their findings is supported by the fact that the water-soluble components of crude 
oil are toxic and could affect the survival and metabolism of aquatic animals like fish (Cote, 
1976). 

6.4 Sea birds 

Sea birds are very easily affected by oil on the surface water because they spend long period 
sitting on the water. The oil is soaked up by their feathers and cannot fly, feed or preen 
themselves. They ingest oil which then damages their gut, die of starvation, cold, poisoning 
or shock. The sensitivity of species of birds to presence of oil vary. The impact on local 
population of birds can be serious and result in reduced population for many years (SPDC, 
Nigeria, 1997). In their work, Fry et al, 1986, showed that when wedge-tailed shearwaters 
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birds were exposed to weathered Santa Barbara crude oil, it resulted in a greatly reduced 
number of eggs laid and complete hatching failure of 60 pair of exposed birds. Oral doses of 
oil in gelatin capsules reduced laying and breeding success but to a lesser extent than 
external exposure, also survival of chicks of dosed birds were reduced. It has also been 
observed that exposure of birds to crude oil before breeding delayed sexual maturation or 
onset of lay of eggs in captive mallards (Holmes et al, 1978, Coon and Dieter, 1981). Some 
crude oils are embryotoxic and if ingested during the period of egg formation may affect the 
development of progeny (Gorsline and Holmes, 1982b). 

6.5 Dispersant problem 

To stem the effect of oil spill, different grade of chemicals (dispersants) were developed to 
dispose the oil and subsequently hasten its sinking. The use of dispersants to deal with oil 
spills should be seen as an aid to the process of natural dispersion. Dispersants reduce 
surface tension of oil/water interface thereby breaking the oil slick into fine droplets that are 
then dispersed into the water column, for each dispersant, there will be a different range of 
effectiveness. The range of effectiveness is related to the concentration of the emulsifiers in 
the formulation, the effectiveness of the emulsifiers and the type of solvent used. 

One of the disadvantages of dispersants is that they introduce a second source of pollution 
into the marine environment and indeed most of the opposition to their use stems from this 
fact. If a dispersant works effectively, then it is removing the oil from the water surface and 
distributing it throughout the body of the water. The upper section (normally top 3 metres) 
of the water column will contain fairly high concentrations of oil and this may reach toxic 
levels (SPDC, Nigeria 1997). 

7. Chemical pollution associated with oil spill 
Apart from environmental devastation associated with oil spill, the chemical constituents of 
the spilled oil induce toxic effect to the plant, animals, man and aquatic organism. 
Polyaromatic hydrocarbon (PAHs) are a class of compounds composed of two or more 
aromatic rings. They are a component of crude and refined petroleum products. Petroleum 
production, import and export of petroleum products also contribute a lot to the extent of 
PAH contamination especially in the marine samples (Baek et al 1991, Lorber et al 1994,  
Nwachukwu 2000, Nwachukwu et al 2001). They have been reported in water samples, fish 
species and soil sediments of the Niger Delta region of Nigeria which has had extensive 
petroleum production activities over the past few decades (Anyakora et al 2005, Anyakora 
and Coker 2006, Anyakora et al 2005). PAHs are classified as environmentally hazardous 
organic compounds due to their known or suspected carcinogenicity and are included in the 
European community (EC) and United States Environmental Protection Agency (USEPA) 
priority pollutant list (Nieva-Cano et al, 2001). These, with metals, volatile organic 
compounds (VOCs), and others have been previously discussed under composition of crude 
oil. 

8. Air pollution resulting from crude oil refining and gas flaring 
Crude oil exploration in the Niger delta region Nigeria has resulted in gas flaring, fire and 
gas explosions and bush burning, results in air borne particulate matter, also called 
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suspended particulate matter (SPM) can be found in ambient air in the form of dust, smoke 
or other aerosols. SPM can occur as a secondary aerosol resulting from atmospheric 
transformation of gaseous pollutants emitted from combustion sources such as power plants 
and automobiles or natural sources such as forests. Particles can also result from 
condensation of volatile elements and species in the atmosphere and form very small 
particles or absorbed on the surface of already formed, finely divided particles. The 
combustion of crude oil associated gas (flaring) releases several gases into the atmosphere. 
Carbon monoxide (CO) is emitted into the atmosphere mainly as a product of the gas, it is 
accompanied by release of carbon (iv) oxide(CO2) (a green house gas) (Ideriah and Stanley, 
2008). Average value of 69.25 µgm-3 of COz level have been reported in Niger-delta. Release 
of CO2 has potential to adversely affect the health and well-being of nearby organisms 
(Nwaichi and Uzazobona 2011). Hydrogen sulphide is also present in air as a result of gas 
flaring, although Nigerian crude oil is reputed to have few milligram per litre of sulphur. 
H2S can also result from microbial decay of organic matter and sulphate ion reduction  

 SO42- + 2(CH20) + 2H+ ----------- H2S + H2O + 2CO  (2) 

Sea water as found in the Niger delta region has high sulphate ion, bacterially induced 
formation of H2S causes pollution  problems in coastal regions as in our study area and is a 
major source of atmospheric sulphur (Manahan, 1979). Oxides of nitrogen (N0x) and 
ammonia can also result from crude oil associated gas flaring and refining operations 
Ammonia in polluted atmosphere reacts readily with acidic materials. Such as sulphuric 
acid aerosol droplets to form ammonium salts (Ideriah and Stanley, 2008).  

 NH3 + H2SO4  ------------  NH4 HSO4    (3) 

Oxides of sulphur (SOx) and that of nitrogen (NOx) primarily affect the respiratory system 
and studies on laboratory animals and humans show that these pollutants irritate the lining 
of the lungs and cause respiratory stress (Coffin and Stokinger, 1976). Organisms are 
exposed to air pollutants enroute three pathways: (1) Inhalation of gases or small particles, 
(2) Ingestion of particles suspended in food or water and (3) absorption of gases through the 
skin. Organisms response to pollutants varies and depends on the type of pollutants 
involved, exposure time and volume of pollutants taken up by the animal. Organism’s age, 
sex, health and reproductive condition also play a role in its response (Maniero, 1996). The 
most outstanding effect of air pollution resulting from flaring of crude oil associated gas and 
petroleum refining activities in the Niger-delta region of Nigeria is acid rain. Over 2.5 billion 
Fe3 of crude-associated gas is flared in Nigeria daily with an estimated yearly financial loss 
of $2.5billion. Acid rain pre-cursor gases – NO2 and SO2 are products of high temperature 
reactions and gas flaring in the study, area makes this possible, hence we have reported acid 
rain in our previous studies (Nduka et al 2008, Nduka and Orisakwe 2010). Acid 
precipitation can wear away the waxy protective coatings of leaves, damage them and 
reduce photosynthesis. Important cations such as K+, Ca2+, mg2+ and Na+, which are very 
important to the welfare of green plants and the aquatic ecosystem, are leached out and 
become unavailable to plants, also toxic cations such as Pb2+, Cd2+, Hg2+ are demobilized 
into the aquatic ecosystem where they bioconcentrate in lugworms, barnacles, algae and 
other planktonic and benthic organisms enroute to food webs. Sulphates and nitrates, which 
form in the atmosphere from sulphur dioxide (SO2) and nitrogen oxide (N02) emissions, 
contribute to visibility impairment. The ubiquitous soot (black carbon) or Charcoal 
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(Goldberg, 1985) which normally give rise to black rain in Niger-delta region of Nigeria is 
one of the major components of air pollution worldwide.  

9. Public health impact resulting from crude oil exploration and exploitation  
Apart from acidic precipitation and its negative impact, acid rain precursor gases (N02 and 
SO2) are part of six (6) common outdoor pollutants (ALA, 1996). Noise and thermal 
pollution from numerous gas flare points and extensive fire disasters that characterize the 
study area have led to extinction of some exotic species that are hunters delight. Inhalation 
of fine particulates that are fallouts from acid precursor gases have been linked to illness 
and premature death from heart and lung disorders such as asthma and bronchitis (USEPA, 
2001). Nitrogen dioxide (NO2) poses a health threat itself as well as playing a major role in 
the formation of the photochemical pollutant ozone. Previous studies has shown that 
animals exposed to NO2 have diminished resistance to both bacterial and viral infection 
(Gardner, 1984), while children exposed to high indoor levels of NO2 may become more 
susceptible to critical infections of the lower respiratory tract, bronchial tubes and lungs, and 
may develop bronchitis and chest cough with phlegm (Neas et al, 1991). Sulphur dioxide 
(SO2) is a temporary irritant, though research have shown that increased levels of SO2 in 
conjunction with particulate matter may trigger small, but measurable, temporary deficits in 
lung function (Dockery et al, 1986). Epidemiological studies have found that the impact of 
SO2 is inseparable from that of particulate matter, but effects of the two classes of pollutants 
have been differentiated by an analysis exemplified by studies in Uta valley (Pope et al, 
1992). The major health impact of SO2 is on population groups susceptible to pollutant effect 
due to pre-existing conditions, such as asthma. Measurable atmospheric levels of SO2 and 
NO2 exist in the Niger-delta region of Nigeria which gave rise to acidic precipitation we 
have reported in the region (Nduka and Orisakwe, 2010). In the area, serious health 
problems such as skin cancers and lesions may be linked to acid rain. Stomach ulcers could 
also occur, as consumption of acidic water can alter the pH of the stomach and leach the 
mucous membrane of the intestinal walls, this is more so as Nigerians depends heavily on 
rain water for drinking, cooking, laundry and other domestic uses. 

Degradation processes such as photolysis, hydrolysis, oxidation and biodegradation are all 
involved in the chemical transformation of a compound upon its entry into the 
environment. The value of C10 to C3o straight chain hydrocarbon and the concentrations of 
chloride ion in the water samples of the Niger Delta region of Nigeria, shows that the 
formation of polychlorinated-n-alkanes (PCAs) of the general formular CnH2n+2-Zcl2 is 
possible (Nduka and Orisakwe, 2011). Polychlorinated-n-alkanes (PCAs) are normally 
manufactured in the presence of ultra violet (UV) light (Tony et al. 1998). The surface water 
of the region where crude oil spill occurs are wide open to direct ultra violet (UV) light from 
the sun, its formation is by simple substitution of hydrogen atoms by chlorine atoms, an 
example of chain reaction involving free radicals (Morrison and Boyo, 1983), also for the fact 
that the temperatures of water are above ambient values even in rainy season (Nduka and 
Orisakwe, 2011) shows that their formation is possible. Those of great interest are the C10 – 
C13 PCAs, which have the greatest potential for environmental release (Environmental 
Canada 1993a) and the highest toxicity of PCA products (Serrone et al, 1987, Wills et al 1994, 
Mukherjee, 1990). Taken together, the carcinogenic effect of Polyaromatic hydrocarbons 
(PAHs) and the fact that study has shown that the C10 – C13 PCAs inhibit intercellular 
communication in rat liver epithelial cells, a phenomenon that suggests these chemical may 
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SO2) are part of six (6) common outdoor pollutants (ALA, 1996). Noise and thermal 
pollution from numerous gas flare points and extensive fire disasters that characterize the 
study area have led to extinction of some exotic species that are hunters delight. Inhalation 
of fine particulates that are fallouts from acid precursor gases have been linked to illness 
and premature death from heart and lung disorders such as asthma and bronchitis (USEPA, 
2001). Nitrogen dioxide (NO2) poses a health threat itself as well as playing a major role in 
the formation of the photochemical pollutant ozone. Previous studies has shown that 
animals exposed to NO2 have diminished resistance to both bacterial and viral infection 
(Gardner, 1984), while children exposed to high indoor levels of NO2 may become more 
susceptible to critical infections of the lower respiratory tract, bronchial tubes and lungs, and 
may develop bronchitis and chest cough with phlegm (Neas et al, 1991). Sulphur dioxide 
(SO2) is a temporary irritant, though research have shown that increased levels of SO2 in 
conjunction with particulate matter may trigger small, but measurable, temporary deficits in 
lung function (Dockery et al, 1986). Epidemiological studies have found that the impact of 
SO2 is inseparable from that of particulate matter, but effects of the two classes of pollutants 
have been differentiated by an analysis exemplified by studies in Uta valley (Pope et al, 
1992). The major health impact of SO2 is on population groups susceptible to pollutant effect 
due to pre-existing conditions, such as asthma. Measurable atmospheric levels of SO2 and 
NO2 exist in the Niger-delta region of Nigeria which gave rise to acidic precipitation we 
have reported in the region (Nduka and Orisakwe, 2010). In the area, serious health 
problems such as skin cancers and lesions may be linked to acid rain. Stomach ulcers could 
also occur, as consumption of acidic water can alter the pH of the stomach and leach the 
mucous membrane of the intestinal walls, this is more so as Nigerians depends heavily on 
rain water for drinking, cooking, laundry and other domestic uses. 

Degradation processes such as photolysis, hydrolysis, oxidation and biodegradation are all 
involved in the chemical transformation of a compound upon its entry into the 
environment. The value of C10 to C3o straight chain hydrocarbon and the concentrations of 
chloride ion in the water samples of the Niger Delta region of Nigeria, shows that the 
formation of polychlorinated-n-alkanes (PCAs) of the general formular CnH2n+2-Zcl2 is 
possible (Nduka and Orisakwe, 2011). Polychlorinated-n-alkanes (PCAs) are normally 
manufactured in the presence of ultra violet (UV) light (Tony et al. 1998). The surface water 
of the region where crude oil spill occurs are wide open to direct ultra violet (UV) light from 
the sun, its formation is by simple substitution of hydrogen atoms by chlorine atoms, an 
example of chain reaction involving free radicals (Morrison and Boyo, 1983), also for the fact 
that the temperatures of water are above ambient values even in rainy season (Nduka and 
Orisakwe, 2011) shows that their formation is possible. Those of great interest are the C10 – 
C13 PCAs, which have the greatest potential for environmental release (Environmental 
Canada 1993a) and the highest toxicity of PCA products (Serrone et al, 1987, Wills et al 1994, 
Mukherjee, 1990). Taken together, the carcinogenic effect of Polyaromatic hydrocarbons 
(PAHs) and the fact that study has shown that the C10 – C13 PCAs inhibit intercellular 
communication in rat liver epithelial cells, a phenomenon that suggests these chemical may 



 
Crude Oil Exploration in the World 

 

64

be acting as tumor promoters (Kato, 1996), could accelerate environmental and public health 
hazards such as malignant lymphomas (Omoti and Halim 2005, Omoti, 2006) and soft 
tissues sarcomas (Seleye-fubara et al, 2005) already reported in the Niger Delta region of 
Nigeria. In addition to these above, high nitrate levels in water samples from the region can 
also result in incidences of some cancers and lesions (Gulis et al, 2002), spontaneous 
abortion and ectopic pregnancy also reported in the area (Gbaforo and Igbafe, 2002). 
Pollution keratoconjuctivitis have been reported among children in oil-producing areas of 
Niger Delta, Nigeria. It has adverse consequences due to accumulation of differed categories 
of pollutants from drilling, production, refining of crude oil and production of 
petrochemicals, mainly black carbon. Persistent itching, foreign body sensation and 
specified areas of conjunctiva/limbal discoloration were used as markers for Pollution 
Kerato Conjunctivitis (PKC) (Asonye and Bellow, 2004). In their work investigation into the 
pharmacological basis for some of the folkloric uses of bonny light crude oil in Nigeria, 
Orisakwe et al, 2000, discovered that Nigerian bonny light crude oil caused complete 
inhibition of histamine-induced smooth muscle contraction while producing only a partial 
inhibition of the acetylcholine-induced contraction. It had no effects on the acetylcholine-
induced skeletal muscle contraction, but proved good to analgesic effect that is comparable 
to aspirin. Because of complex composition of crude oil, it has multiple potential type of 
toxic effect which may include long term petroleum pollution on individual organism such 
as impaired reproduction (Feuston et al, 1997), reduced growth (Eisler, 1987), tumours and 
lesions (Malins and Ostrander, 1994), blood disorders (Yamato et al 1996) and 
morphological abnormalities (Kennish, 1997). Crude oil showed changes in the 
hypothalamo-pituitary-thyroid adrenal axis when male rats were exposed to it, and the 
effect is believed to be due to stress (Vyskocil et al, 1988). The Nigeria nation has an 
outrageous twelve million infertile people though not restricted to oil producing areas alone 
(Giwa-Osagie, 2003, whose infertility is believed to be due to infection (Cates et al, 1985), 
although some infection do persist after treatment. There are elevated consistence 
oligospermia or azoospermia in Nigeria than most other causes of infertility and less 
resources for its management (Osegbe and Amaku, 1985). Therefore it has been established 
that the Nigerian bonny light crude oil is a testicular toxicant and its use as a folklore 
medicine (which is very ubiquitous) in Nigeria may cause infertility (Orisakwe et al, 2004). 
They have also reported that the kidney cells of an adult albino rats were damaged by 
bonny light crude; crude oil caused a destruction of the renal reserve capacity (Orisakwe et 
al 2004).  

10. Conclusion 
Commercial exploration and exploitation of huge crude oil deposits and gas reserves in the 
Niger–Delta region of Nigeria has resulted in the alteration of the regions environment in 
certain negative manner. Vegetation is cleared to make way for seismic lines, roads are built, 
drilling mud and oil may reach surface water. The effect is the millions of barrels of crude 
oil and its lower fraction spills that results from various operations, damaging valuable 
commodities in the environment, plants and animals, harbours, beaches, marinas are 
devastated making them unfit for use. Due to its complicated composition, petroleum 
hydrocarbon has the potential to eliciting various toxic effects, which can cause acute lethal 
toxicity, sub lethal chronic toxicity or both depending on the exposure, dosage and type of 
organism exposed. Toxicity is not restricted to the immediate surrounding of the spill due to 
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dispersion, dilution and deposition of oil into the water column and onto shores and 
sediments through various mechanisms, all organisms within the influence may be exposed 
to adverse effect associated with the oil. We can rightly conclude that crude oil exploitation 
in the Niger–Delta region of Nigeria is a major environmental and public health concern.    
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be acting as tumor promoters (Kato, 1996), could accelerate environmental and public health 
hazards such as malignant lymphomas (Omoti and Halim 2005, Omoti, 2006) and soft 
tissues sarcomas (Seleye-fubara et al, 2005) already reported in the Niger Delta region of 
Nigeria. In addition to these above, high nitrate levels in water samples from the region can 
also result in incidences of some cancers and lesions (Gulis et al, 2002), spontaneous 
abortion and ectopic pregnancy also reported in the area (Gbaforo and Igbafe, 2002). 
Pollution keratoconjuctivitis have been reported among children in oil-producing areas of 
Niger Delta, Nigeria. It has adverse consequences due to accumulation of differed categories 
of pollutants from drilling, production, refining of crude oil and production of 
petrochemicals, mainly black carbon. Persistent itching, foreign body sensation and 
specified areas of conjunctiva/limbal discoloration were used as markers for Pollution 
Kerato Conjunctivitis (PKC) (Asonye and Bellow, 2004). In their work investigation into the 
pharmacological basis for some of the folkloric uses of bonny light crude oil in Nigeria, 
Orisakwe et al, 2000, discovered that Nigerian bonny light crude oil caused complete 
inhibition of histamine-induced smooth muscle contraction while producing only a partial 
inhibition of the acetylcholine-induced contraction. It had no effects on the acetylcholine-
induced skeletal muscle contraction, but proved good to analgesic effect that is comparable 
to aspirin. Because of complex composition of crude oil, it has multiple potential type of 
toxic effect which may include long term petroleum pollution on individual organism such 
as impaired reproduction (Feuston et al, 1997), reduced growth (Eisler, 1987), tumours and 
lesions (Malins and Ostrander, 1994), blood disorders (Yamato et al 1996) and 
morphological abnormalities (Kennish, 1997). Crude oil showed changes in the 
hypothalamo-pituitary-thyroid adrenal axis when male rats were exposed to it, and the 
effect is believed to be due to stress (Vyskocil et al, 1988). The Nigeria nation has an 
outrageous twelve million infertile people though not restricted to oil producing areas alone 
(Giwa-Osagie, 2003, whose infertility is believed to be due to infection (Cates et al, 1985), 
although some infection do persist after treatment. There are elevated consistence 
oligospermia or azoospermia in Nigeria than most other causes of infertility and less 
resources for its management (Osegbe and Amaku, 1985). Therefore it has been established 
that the Nigerian bonny light crude oil is a testicular toxicant and its use as a folklore 
medicine (which is very ubiquitous) in Nigeria may cause infertility (Orisakwe et al, 2004). 
They have also reported that the kidney cells of an adult albino rats were damaged by 
bonny light crude; crude oil caused a destruction of the renal reserve capacity (Orisakwe et 
al 2004).  

10. Conclusion 
Commercial exploration and exploitation of huge crude oil deposits and gas reserves in the 
Niger–Delta region of Nigeria has resulted in the alteration of the regions environment in 
certain negative manner. Vegetation is cleared to make way for seismic lines, roads are built, 
drilling mud and oil may reach surface water. The effect is the millions of barrels of crude 
oil and its lower fraction spills that results from various operations, damaging valuable 
commodities in the environment, plants and animals, harbours, beaches, marinas are 
devastated making them unfit for use. Due to its complicated composition, petroleum 
hydrocarbon has the potential to eliciting various toxic effects, which can cause acute lethal 
toxicity, sub lethal chronic toxicity or both depending on the exposure, dosage and type of 
organism exposed. Toxicity is not restricted to the immediate surrounding of the spill due to 
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dispersion, dilution and deposition of oil into the water column and onto shores and 
sediments through various mechanisms, all organisms within the influence may be exposed 
to adverse effect associated with the oil. We can rightly conclude that crude oil exploitation 
in the Niger–Delta region of Nigeria is a major environmental and public health concern.    
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1. Introduction 
Magnetic methods are prominent in the area of petroleum engineering and geoscience. They 
have clear advantages for use in the petroleum industry, including high resolution and 
rapidity of measurements, non-destructive analysis and cost-effectiveness (Ivakhnenko, 
1999). However, there is very limited available data about the magnetic susceptibility of the 
crude oils. The most resent and complete studies were by Ivakhnenko (2006),  Ivakhnenko & 
Potter (2004) and Ergin & Yarulin (1979). These studies showed that the mass magnetic 
susceptibility of the crude oils varied from -0.942 to -1.042 (10-8 m3/kg). Analysis of the 
crude oil components, which are plotted in Figure 1, showed that the most diamagnetic 
compounds are the alkanes, and the least diamagnetic hydrocarbon compounds are 
aromatic hydrocarbons such as benzol with its homologues, naphtheno-aromatic and 
polycyclic aromatic hydrocarbons. Cyclopentane and cyclohexane hydrocarbons populate 
intermediate positions between the most and the least diamagnetic hydrocarbon 
compounds. Alkanes with cyclopentanes and cyclohexanes ranged in value from about -1.00 
to -1.13 (10-8 m3 kg-1). Aromatic hydrocarbons have a magnetic susceptibility range of -0.85 
to -0.97 (10-8 m3 kg-1). In contrast, the oxygen and nitrogen compounds were significantly 
less diamagnetic. In general, the sulphur crude oil components exhibit a mass susceptibility 
range similar to that of the benzol homologues.  

Also, the ferrimagnetic nature of naturally altered hydrocarbons has been observed by a few 
authors. The results of a study by McCabe et al (1987) show an association of secondary 
magnetite with biodegraded liquid crude oil at two localities from the Thornton Quarry 
(Illinois) and the Cynthia Quarry (Mississippi). The final product of microbial 
biodegradation, solid bitumen, has been found to be strongly magnetic. Other research also 
confirms the magnetic nature of gilsonite and hydrocarbon fluid inclusions within crystals 
of calcite in speleothems (Elmore et al., 1987), and biodegraded hydrocarbons in Venezuela 
(Aldana et al., 1996). The spatial connection of the hydrocarbon fluids in reservoirs with 
ferrimagnetic magnetite concentration has been occasionally reported by Gold (1990, 1991).  

In this Chapter we detail a systematic study of the mass magnetic susceptibilities of natural 
crude reservoir oil. These included crude oils from various oil provinces worldwide.  
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Fig. 1. Mass magnetic susceptibility of crude oil compounds, based on the data of Ergin and 
Yarulin (1979). 

2. Magnetic susceptibility 
All substances, solids and fluids, are affected by the application of a magnetic field. The 
direction of magnetic force lines changes in the presence of different types of magnetic 
substances. Diamagnetic substances cause a reduction in the density of magnetic force lines 
making the applied field weaker. In contrast paramagnetic and ferrimagnetic substances 
cause an increase in the density of magnetic force lines making the applied field stronger. 
The analogue of such a change of magnetic field inside a substance, named magnetic 
induction B, is described as follows in the SI system: 

 B = 0(H+M)      (1), 

where H is the magnetic field strength, 0 is the permeability of free space, and M is the 
intensity of magnetisation of a substance, related to the unit of volume. The 0 is equal to 4 
10-7 Henry/m. It is convenient to have the parameters in equation (1) independent of 
magnetic field strength. Thus dividing equation (1) by H we have: 

  = B/H = 0+0M/H = 0+0v    (2) 

In this equation  is the relative permeability, which is proportional to the dimensionless 
coefficient the volume magnetic susceptibility (v). The volume magnetic susceptibility is a 
measure of how magnetisable a substance can become in the presence of a magnetic field 
(Equation 3).  

 v=M/H [dimensionless]    (3) 

Magnetic susceptibility is one of the most informative fundamental magnetic parameters 
(Ivakhnenko, 1999). Besides the volume susceptibility, there exists specific or mass magnetic 
susceptibility, m,  
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 m=Mm/H=v/  [10-8 m3 kg-1]    (4) 

measured in m3 kg-1. Mass magnetic susceptibility is defined as the ratio of the mass 
magnetisation (Mm) to the magnetic field (H) or as the volume magnetic susceptibility (v) 
divided by the density () of the substance (Equation 4). 

3. Experimental measurements and procedures 
Hydrocarbon reservoirs contain a variety of naturally occurring fluids (heavy and light 
oils, gas condensates, formation waters). Drilling and injecting operations will mean that 
the formation will also contain drilling mud and other injected fluids. The results in this 
Chapter consider only the main types of natural reservoir fluids in liquid form: crude oils 
and formation waters. A suite of representative samples of fresh crude oil were collected 
mainly from different oil fields from world oil provinces such as the Middle East, North 
America, Europe, the Far East and Russia. The samples of crude were chosen with a range 
of distinctive physical and chemical differences. The fluids were kept in their sealed 
containers until a few days before the measurements when they were poured into glass 
sealed tubes.  

We also studied formation waters and a sample of sea water, which was pumped through 
the injected wells into the reservoirs, and a sample of distilled water for comparison. All the 
fluid samples were supplied free of solid (sand, clay, parts of metals, and carbonate 
sediment) or other fluid contamination.  

For magnetic susceptibility measurements were used very sensitive measuring equipment 
comprising a Sherwood magnetic susceptibility balance (MSB). The MSB or Evans magnetic 
balance is designed as a reverse traditional Gouy magnetic balance. The Evans method uses 
the same configuration as the Gouy method except that instead of measuring the force with 
which a magnet exerts on the sample, the equal and opposite force which the sample exerts 
on a moving permanent magnet is measured. The magnets are at the end of a beam, and 
when the sample is placed in one of the magnets, the beam is not in equilibrium. A current 
is applied to the other magnet until the beam is back in equilibrium, and by measuring the 
current it is possible to measure the magnetic susceptibility. 

The calibration of the MSB was made using distilled water, produced in the presence of air. 
A value of -0.9043 (10-8 m3 kg-1) for the mass magnetic susceptibility of water at 20 oC 
(Selwood, 1956) was used for the calibration. Repeat calibration measurements were 
regularly made throughout the measurement period. The values of m for the studied fluids 
were determined at room temperature (normally about 18-20 oC), and corrected for the 
displaced air in the measuring tube. The volume magnetic susceptibility of the air displaced 
in the measuring tube has been taken as 0.364 (10-6 SI) due to 20.9% paramagnetic oxygen 
contribution at 20 oC temperature and atmospheric pressure. 

4. Mass magnetic susceptibility of crude oils 
The analysis of the mass magnetic susceptibilities of the natural reservoir fluids shows that 
the mass magnetic susceptibilities of all the studied fluids are diamagnetic. In Figure 2 
shown  the measurements of the reservoir fluids from world-wide locations made on the 
Sherwood Scientific MSB balance. It shows that the mass magnetic susceptibility of crude 
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Fig. 1. Mass magnetic susceptibility of crude oil compounds, based on the data of Ergin and 
Yarulin (1979). 

2. Magnetic susceptibility 
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cause an increase in the density of magnetic force lines making the applied field stronger. 
The analogue of such a change of magnetic field inside a substance, named magnetic 
induction B, is described as follows in the SI system: 

 B = 0(H+M)      (1), 

where H is the magnetic field strength, 0 is the permeability of free space, and M is the 
intensity of magnetisation of a substance, related to the unit of volume. The 0 is equal to 4 
10-7 Henry/m. It is convenient to have the parameters in equation (1) independent of 
magnetic field strength. Thus dividing equation (1) by H we have: 

  = B/H = 0+0M/H = 0+0v    (2) 

In this equation  is the relative permeability, which is proportional to the dimensionless 
coefficient the volume magnetic susceptibility (v). The volume magnetic susceptibility is a 
measure of how magnetisable a substance can become in the presence of a magnetic field 
(Equation 3).  

 v=M/H [dimensionless]    (3) 

Magnetic susceptibility is one of the most informative fundamental magnetic parameters 
(Ivakhnenko, 1999). Besides the volume susceptibility, there exists specific or mass magnetic 
susceptibility, m,  
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measured in m3 kg-1. Mass magnetic susceptibility is defined as the ratio of the mass 
magnetisation (Mm) to the magnetic field (H) or as the volume magnetic susceptibility (v) 
divided by the density () of the substance (Equation 4). 

3. Experimental measurements and procedures 
Hydrocarbon reservoirs contain a variety of naturally occurring fluids (heavy and light 
oils, gas condensates, formation waters). Drilling and injecting operations will mean that 
the formation will also contain drilling mud and other injected fluids. The results in this 
Chapter consider only the main types of natural reservoir fluids in liquid form: crude oils 
and formation waters. A suite of representative samples of fresh crude oil were collected 
mainly from different oil fields from world oil provinces such as the Middle East, North 
America, Europe, the Far East and Russia. The samples of crude were chosen with a range 
of distinctive physical and chemical differences. The fluids were kept in their sealed 
containers until a few days before the measurements when they were poured into glass 
sealed tubes.  

We also studied formation waters and a sample of sea water, which was pumped through 
the injected wells into the reservoirs, and a sample of distilled water for comparison. All the 
fluid samples were supplied free of solid (sand, clay, parts of metals, and carbonate 
sediment) or other fluid contamination.  

For magnetic susceptibility measurements were used very sensitive measuring equipment 
comprising a Sherwood magnetic susceptibility balance (MSB). The MSB or Evans magnetic 
balance is designed as a reverse traditional Gouy magnetic balance. The Evans method uses 
the same configuration as the Gouy method except that instead of measuring the force with 
which a magnet exerts on the sample, the equal and opposite force which the sample exerts 
on a moving permanent magnet is measured. The magnets are at the end of a beam, and 
when the sample is placed in one of the magnets, the beam is not in equilibrium. A current 
is applied to the other magnet until the beam is back in equilibrium, and by measuring the 
current it is possible to measure the magnetic susceptibility. 

The calibration of the MSB was made using distilled water, produced in the presence of air. 
A value of -0.9043 (10-8 m3 kg-1) for the mass magnetic susceptibility of water at 20 oC 
(Selwood, 1956) was used for the calibration. Repeat calibration measurements were 
regularly made throughout the measurement period. The values of m for the studied fluids 
were determined at room temperature (normally about 18-20 oC), and corrected for the 
displaced air in the measuring tube. The volume magnetic susceptibility of the air displaced 
in the measuring tube has been taken as 0.364 (10-6 SI) due to 20.9% paramagnetic oxygen 
contribution at 20 oC temperature and atmospheric pressure. 

4. Mass magnetic susceptibility of crude oils 
The analysis of the mass magnetic susceptibilities of the natural reservoir fluids shows that 
the mass magnetic susceptibilities of all the studied fluids are diamagnetic. In Figure 2 
shown  the measurements of the reservoir fluids from world-wide locations made on the 
Sherwood Scientific MSB balance. It shows that the mass magnetic susceptibility of crude 
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oils is changing from a value of -0.9634 (Russia) to -1.0401 (the Far East) (10-8 m3 kg-1). The 
mass magnetic susceptibility of this range of crude oils differs by no more than 7.37% in 
their magnetic susceptibility values. The formation waters from the North Sea oil province 
exhibit a distinctly different range from -0.8729 to -0.8862 (10-8 m3 kg-1), differing by only 
1.5%.  
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Fig. 2. Mass magnetic susceptibility of crude oils determined using a Sherwood MSB 
balance. The measurement errors are of the order of ±0.0035 (10-8 m3 kg-1), close to the size of 
the symbols. 

As we can see from Figure 2 the formation waters are distinctly different from the crude oils 
(around 12%) in terms of their average mass magnetic susceptibilities. This difference is 
exemplified by the Dunbar and Forties results, where there are clear differences between the 
mass magnetic susceptibility values for crude oil and formation water from the same 
oilfield. The Forties formation water differs (less diamagnetic) from the Forties crude oil by 
around 14%, while the Dunbar formation water differs (again less diamagnetic) from the 
Dunbar crude oil by around 13%. This demonstrates that there is a real difference between 
the mass magnetic susceptibility of the crude oils and the formation waters, which may have 
been less clear-cut had we only measured crude oil from one site and compared it with 
formation water from another site. 

Differences in the mass susceptibility values for the different water samples may be related 
to the solutes they contain. The studied formation waters contain significant amounts of 
sodium chloride (NaCl), calcium chloride hexahydrate (CaCl2·6H2O), magnesium chloride 
monohydrate (MgCl2·H2O), potassium chloride (KCl), barium chloride (BaCl2) and 
strontium chloride (SrCl2). The injected sea water sample also contains sodium sulphate 
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(Na2SO4) and is characterised by the absence of the barium and strontium chlorides. The 
higher concentration of solutes in Forties formation water causes it to have a less negative 
susceptibility (-0.8729, 10-8 m3 kg-1) than Dunbar formation water (-0.8862, 10-8 m3 kg-1). This 
observation is also consistent with the lower value of the mass magnetic susceptibility of sea 
water, which contains the lowest quantity of sodium chlorite and calcium chloride 
hexahydrate among the studied waters. This is also consistent with the fact that the mass 
susceptibility of all formation and sea water solutes (Figure 3) was found to be less negative 
than susceptibility of distilled water at 20 oC. The mass susceptibility of the distilled water at 
20 oC is taken as a reference point of water based types of reservoir fluid. The presence of 
NaCl in the formation waters tends to decrease the water diamagnetism. Pure sodium 
chloride has a susceptibility value of -0.6451 (10-8 m3 kg-1).  
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Fig. 3. Mass magnetic susceptibility of distilled water and formation water solutes. 

It seems clear from Figures 2 that there are variations between the different crude oil 
samples, and these are related to their physical and chemical properties as described below. 

4.1 Mass magnetic susceptibility and physical properties of reservoir crude oils  

Mass magnetic susceptibility exhibits a good correlation with the density of the natural 
reservoir fluids. Figure 4 shows a plot of mass magnetic susceptibility versus density for the 
crude oils, formation waters, and other water samples. There is a trend of higher density 
corresponding to less negative mass magnetic susceptibilities, with a clear difference 
between the oils and the formation waters. The r2 correlation coefficient of the density and 
mass susceptibility of the crude oils from my study (North Sea, North America, Russia, the 
Middle and Far East) shown in Figure 4 is 0.78.  
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oils is changing from a value of -0.9634 (Russia) to -1.0401 (the Far East) (10-8 m3 kg-1). The 
mass magnetic susceptibility of this range of crude oils differs by no more than 7.37% in 
their magnetic susceptibility values. The formation waters from the North Sea oil province 
exhibit a distinctly different range from -0.8729 to -0.8862 (10-8 m3 kg-1), differing by only 
1.5%.  
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Fig. 2. Mass magnetic susceptibility of crude oils determined using a Sherwood MSB 
balance. The measurement errors are of the order of ±0.0035 (10-8 m3 kg-1), close to the size of 
the symbols. 

As we can see from Figure 2 the formation waters are distinctly different from the crude oils 
(around 12%) in terms of their average mass magnetic susceptibilities. This difference is 
exemplified by the Dunbar and Forties results, where there are clear differences between the 
mass magnetic susceptibility values for crude oil and formation water from the same 
oilfield. The Forties formation water differs (less diamagnetic) from the Forties crude oil by 
around 14%, while the Dunbar formation water differs (again less diamagnetic) from the 
Dunbar crude oil by around 13%. This demonstrates that there is a real difference between 
the mass magnetic susceptibility of the crude oils and the formation waters, which may have 
been less clear-cut had we only measured crude oil from one site and compared it with 
formation water from another site. 

Differences in the mass susceptibility values for the different water samples may be related 
to the solutes they contain. The studied formation waters contain significant amounts of 
sodium chloride (NaCl), calcium chloride hexahydrate (CaCl2·6H2O), magnesium chloride 
monohydrate (MgCl2·H2O), potassium chloride (KCl), barium chloride (BaCl2) and 
strontium chloride (SrCl2). The injected sea water sample also contains sodium sulphate 
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(Na2SO4) and is characterised by the absence of the barium and strontium chlorides. The 
higher concentration of solutes in Forties formation water causes it to have a less negative 
susceptibility (-0.8729, 10-8 m3 kg-1) than Dunbar formation water (-0.8862, 10-8 m3 kg-1). This 
observation is also consistent with the lower value of the mass magnetic susceptibility of sea 
water, which contains the lowest quantity of sodium chlorite and calcium chloride 
hexahydrate among the studied waters. This is also consistent with the fact that the mass 
susceptibility of all formation and sea water solutes (Figure 3) was found to be less negative 
than susceptibility of distilled water at 20 oC. The mass susceptibility of the distilled water at 
20 oC is taken as a reference point of water based types of reservoir fluid. The presence of 
NaCl in the formation waters tends to decrease the water diamagnetism. Pure sodium 
chloride has a susceptibility value of -0.6451 (10-8 m3 kg-1).  
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Fig. 3. Mass magnetic susceptibility of distilled water and formation water solutes. 

It seems clear from Figures 2 that there are variations between the different crude oil 
samples, and these are related to their physical and chemical properties as described below. 

4.1 Mass magnetic susceptibility and physical properties of reservoir crude oils  

Mass magnetic susceptibility exhibits a good correlation with the density of the natural 
reservoir fluids. Figure 4 shows a plot of mass magnetic susceptibility versus density for the 
crude oils, formation waters, and other water samples. There is a trend of higher density 
corresponding to less negative mass magnetic susceptibilities, with a clear difference 
between the oils and the formation waters. The r2 correlation coefficient of the density and 
mass susceptibility of the crude oils from my study (North Sea, North America, Russia, the 
Middle and Far East) shown in Figure 4 is 0.78.  
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Fig. 4. Mass magnetic susceptibility versus density of crude oils and formation waters from 
this study. The mass susceptibility was determined using Sherwood MSB balance.  
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Fig. 5. Mass magnetic susceptibility versus residue content above 342 oC of crude oil 
samples. The measurement errors are of the order of ±0.0035 (10-8 m3 kg-1), close to the size 
of the symbols.  
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The mass magnetic susceptibility is strongly correlated with the content of the crude residue 
fraction. Figure 5 shows the residue content above 342 oC versus mass magnetic 
susceptibility for the crude oils for which we had compositional data. The residue is what 
remains after fractional distillation of the lighter hydrocarbon components. It is evident that 
the higher the residue content the higher is the mass magnetic susceptibility. The correlation 
coefficient r2=0.75. The density of crude oils is primarily dependent on the residue content in 
the crude oils (Figure 6). The r2 correlation coefficient between residue content above 342 oC 
and the density of crude oils is very high at 0.91. Therefore, the samples with higher residue 
content are also the samples with higher density, so the trend given in Figure 5 is consistent 
with the mass susceptibility versus density results in Figure 4. 
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Fig. 6. Density versus relative residue content above 342 oC of crude oil. 

The mass magnetic susceptibility versus stock tank oil gravity is given in Figure 7 for the 
crude oil samples. Stock tank oil is oil as it exists at atmospheric conditions in a stock tank (it 
tends to lack much of the dissolved gas present at reservoir temperatures and pressures). 
The gravity is expressed as API degrees as follows:  

 oAPI = [141.5 / So] - 131.5   (5), 

where So is the stock tank oil specific gravity, or relative density, to water at 298 K, and API 
is an acronym for American Petroleum Institute. For a value of 10o API, So is 1.0, the specific 
gravity of water. Figure 7 shows that there is a distinct trend of decreasing mass magnetic 
susceptibility with increasing gravity. The linear regression coefficient r2 is 0.72. This trend 
is consistent with the expected trend on the basis of the susceptibility versus density results.  

The values of the API gravity form the common basis of the oil classification system (Table 
1). In general I found that the mass susceptibility and API gravity are related via the 
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Fig. 4. Mass magnetic susceptibility versus density of crude oils and formation waters from 
this study. The mass susceptibility was determined using Sherwood MSB balance.  
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Fig. 5. Mass magnetic susceptibility versus residue content above 342 oC of crude oil 
samples. The measurement errors are of the order of ±0.0035 (10-8 m3 kg-1), close to the size 
of the symbols.  
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The mass magnetic susceptibility is strongly correlated with the content of the crude residue 
fraction. Figure 5 shows the residue content above 342 oC versus mass magnetic 
susceptibility for the crude oils for which we had compositional data. The residue is what 
remains after fractional distillation of the lighter hydrocarbon components. It is evident that 
the higher the residue content the higher is the mass magnetic susceptibility. The correlation 
coefficient r2=0.75. The density of crude oils is primarily dependent on the residue content in 
the crude oils (Figure 6). The r2 correlation coefficient between residue content above 342 oC 
and the density of crude oils is very high at 0.91. Therefore, the samples with higher residue 
content are also the samples with higher density, so the trend given in Figure 5 is consistent 
with the mass susceptibility versus density results in Figure 4. 
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Fig. 6. Density versus relative residue content above 342 oC of crude oil. 

The mass magnetic susceptibility versus stock tank oil gravity is given in Figure 7 for the 
crude oil samples. Stock tank oil is oil as it exists at atmospheric conditions in a stock tank (it 
tends to lack much of the dissolved gas present at reservoir temperatures and pressures). 
The gravity is expressed as API degrees as follows:  

 oAPI = [141.5 / So] - 131.5   (5), 

where So is the stock tank oil specific gravity, or relative density, to water at 298 K, and API 
is an acronym for American Petroleum Institute. For a value of 10o API, So is 1.0, the specific 
gravity of water. Figure 7 shows that there is a distinct trend of decreasing mass magnetic 
susceptibility with increasing gravity. The linear regression coefficient r2 is 0.72. This trend 
is consistent with the expected trend on the basis of the susceptibility versus density results.  

The values of the API gravity form the common basis of the oil classification system (Table 
1). In general I found that the mass susceptibility and API gravity are related via the 
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Fig. 7. Mass magnetic susceptibility versus stock tank oil gravity of crude oil samples. 

empirical equation (1) below. Therefore, it appears possible use mass magnetic susceptibility 
for oil type classification.  

 m10-8 = -0.0024 API-0.94   (6) 

Table 2 shows in general that tar with API gravity less than 10o is characterized by mass 
susceptibility values higher than -0.9592 (10-8 m3 kg-1). Heavy oils correspond to 
susceptibility in the range -0.9592 to -0.9952 (10-8 m3 kg-1). “Black” low shrinkage and 
“volatile” high shrinkage oils are characterized by mass susceptibility ranges of -1.0072 to -
1.0312 and -1.0312 to -1.0552 (10-8 m3 kg-1) respectively. 

 
 
 

Reservoir fluid Surface appearance API gravity
Typical composition 

(mole %) 
C1 C2 C3 C4 C5 C6 

Tar Black substance <10o - - - - - 90+ 
Heavy oil Black viscous liquid 10o-25o 20 3 2 2 12 71 

“Black” low shrinkage 
oil 

Dark brown to black 
viscous liquid 30o-40o 49 2.8 1.9 1.6 1.2 43.5 

“Volatile” high 
shrinkage oil 

Brown liquid - various 
yellow, red or green hues 40o-50o 64 7.5 4.7 4.1 3 16.7 

 
 

Table 1. API gravity ranges of various oil types and their typical mole composition. 
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Reservoir fluid API gravity Mass magnetic susceptibility  
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Fig. 8. Mass magnetic susceptibility versus viscosity at 40 oC of crude oil samples. 

Figure 8 shows results for the mass magnetic susceptibility versus the viscosity at a 
temperature of 40 oC for crude oils. This also showed a trend of increasing mass 
susceptibility with increasing viscosity. I have omitted the linear regression line, where 
r2=0.73, since it is fairly meaningless given that there appear to be two clusters, and the 
correlation may be non-linear. The broad trend we observed might be expected since the 
samples with higher viscosity are also the ones with higher density, which gave higher (less 
negative) values of magnetic susceptibility.  

4.2 Mass magnetic susceptibility and concentration of sulphur and other chemical 
compounds  

Mineral compounds in crude oils consist of complex organometallic compounds, salt 
solutions of organic acids and also colloidal mineral substances. At present more than sixty 
different chemical elements have been found in crude oils, such as Ni, V, Ca, Fe, Si, Ln, Cu, 
Al, Mg, Na, Sn, Ti, Sr, Pb, Co, Ag, Mn, Cd, As, Hg, etc. Vanadium and nickel exhibit 
relatively high concentrations of 10-3 to 10-6% in oil samples around the world. These two 
elements usually are concentrated in the asphalt-resin fraction of crude oil.  
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Fig. 7. Mass magnetic susceptibility versus stock tank oil gravity of crude oil samples. 

empirical equation (1) below. Therefore, it appears possible use mass magnetic susceptibility 
for oil type classification.  
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Table 2 shows in general that tar with API gravity less than 10o is characterized by mass 
susceptibility values higher than -0.9592 (10-8 m3 kg-1). Heavy oils correspond to 
susceptibility in the range -0.9592 to -0.9952 (10-8 m3 kg-1). “Black” low shrinkage and 
“volatile” high shrinkage oils are characterized by mass susceptibility ranges of -1.0072 to -
1.0312 and -1.0312 to -1.0552 (10-8 m3 kg-1) respectively. 
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Fig. 8. Mass magnetic susceptibility versus viscosity at 40 oC of crude oil samples. 

Figure 8 shows results for the mass magnetic susceptibility versus the viscosity at a 
temperature of 40 oC for crude oils. This also showed a trend of increasing mass 
susceptibility with increasing viscosity. I have omitted the linear regression line, where 
r2=0.73, since it is fairly meaningless given that there appear to be two clusters, and the 
correlation may be non-linear. The broad trend we observed might be expected since the 
samples with higher viscosity are also the ones with higher density, which gave higher (less 
negative) values of magnetic susceptibility.  

4.2 Mass magnetic susceptibility and concentration of sulphur and other chemical 
compounds  

Mineral compounds in crude oils consist of complex organometallic compounds, salt 
solutions of organic acids and also colloidal mineral substances. At present more than sixty 
different chemical elements have been found in crude oils, such as Ni, V, Ca, Fe, Si, Ln, Cu, 
Al, Mg, Na, Sn, Ti, Sr, Pb, Co, Ag, Mn, Cd, As, Hg, etc. Vanadium and nickel exhibit 
relatively high concentrations of 10-3 to 10-6% in oil samples around the world. These two 
elements usually are concentrated in the asphalt-resin fraction of crude oil.  
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Fig. 9. Mass magnetic susceptibility versus sulphur content of crude oil samples. 

It might therefore be expected that the mass magnetic susceptibility of crude oils will reflect 
their chemical composition. Figure 9 shows the mass magnetic susceptibility versus sulphur 
content for the crude oils for which I had compositional data. In general, a higher sulphur 
content corresponds to a higher (less negative) mass susceptibility. There is a suggestion of 
possibly two trends: one (trend A) including the Russian and North Sea samples, and the 
other (trend B) containing the North American and Middle East samples. The Russian and 
uppermost North Sea sample have higher residue concentrations and higher densities than 
the North American and Middle East samples. Trend A gave a correlation coefficient 
r2=0.95, and for trend B r2=0.97. Higher sulphur content also generally corresponds to higher 
residue content and density within each of the two trending groups.  

The carbon residue content and mass magnetic susceptibility show a good correlation 
(Figure 10) with a linear regression coefficient r2=0.72.  

The relationship between metal content (usually in the form of organometallic compounds) 
in crude oils and mass magnetic susceptibility appears to yield certain correlations. The 
higher the metal content the higher (less negative) the susceptibility. For instance, mass 
magnetic susceptibility and vanadium content exhibit a linear coefficient of correlation 
r2=0.78 (Figure 11). Lead content and mass magnetic susceptibility are correlated with 
r2=0.75 (Figure 12). The relationships of mass magnetic susceptibility with nickel and 
cadmium is characterised by similar linear regressions. Nickel displays a slightly higher 
r2=0.69 (Figure 13) than cadmium, where r2=0.63 (Figure 14). The correspondence of mass 
susceptibility and iron content are consistent with the trend of other metals. However, 
Figure 15 shows that the linear correlation coefficient is very low with r2=0.37.  
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Fig. 10. Mass magnetic susceptibility versus carbon residue content of crude oil samples. 
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Fig. 11. Mass magnetic susceptibility versus vanadium content of crude oils.   
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It might therefore be expected that the mass magnetic susceptibility of crude oils will reflect 
their chemical composition. Figure 9 shows the mass magnetic susceptibility versus sulphur 
content for the crude oils for which I had compositional data. In general, a higher sulphur 
content corresponds to a higher (less negative) mass susceptibility. There is a suggestion of 
possibly two trends: one (trend A) including the Russian and North Sea samples, and the 
other (trend B) containing the North American and Middle East samples. The Russian and 
uppermost North Sea sample have higher residue concentrations and higher densities than 
the North American and Middle East samples. Trend A gave a correlation coefficient 
r2=0.95, and for trend B r2=0.97. Higher sulphur content also generally corresponds to higher 
residue content and density within each of the two trending groups.  

The carbon residue content and mass magnetic susceptibility show a good correlation 
(Figure 10) with a linear regression coefficient r2=0.72.  

The relationship between metal content (usually in the form of organometallic compounds) 
in crude oils and mass magnetic susceptibility appears to yield certain correlations. The 
higher the metal content the higher (less negative) the susceptibility. For instance, mass 
magnetic susceptibility and vanadium content exhibit a linear coefficient of correlation 
r2=0.78 (Figure 11). Lead content and mass magnetic susceptibility are correlated with 
r2=0.75 (Figure 12). The relationships of mass magnetic susceptibility with nickel and 
cadmium is characterised by similar linear regressions. Nickel displays a slightly higher 
r2=0.69 (Figure 13) than cadmium, where r2=0.63 (Figure 14). The correspondence of mass 
susceptibility and iron content are consistent with the trend of other metals. However, 
Figure 15 shows that the linear correlation coefficient is very low with r2=0.37.  
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Fig. 10. Mass magnetic susceptibility versus carbon residue content of crude oil samples. 
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Fig. 11. Mass magnetic susceptibility versus vanadium content of crude oils.   



 
Crude Oil Exploration in the World 

 

82

 
 

r2 = 0.75

-1,05

-1,04

-1,03

-1,02

-1,01

-1,00

-0,99

-0,98

-0,97

-0,96

-0,95

-0,94

0 2 4 6 8 10 12 14 16

M
as

s m
ag

ne
tic

 s
us

ce
pt

ib
ili

ty
 (1

0 
-8

 m
3 k

g-1
)  

Lead content (ppm)
 

Fig. 12. Mass magnetic susceptibility versus lead content s of crude oils.  
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Fig. 13. Mass magnetic susceptibility versus nickel content of crude oils. 
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Fig. 14. Mass magnetic susceptibility versus cadmium content of crude oils. 
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Fig. 15. Mass magnetic susceptibility versus iron content of crude oils. 

The results show that in each case there appears to be a trend of higher mass magnetic 
susceptibility with increasing metal content. This trend might ordinarily be expected. 
However, the results should be treated with some caution as it was noticed that samples 
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Fig. 15. Mass magnetic susceptibility versus iron content of crude oils. 

The results show that in each case there appears to be a trend of higher mass magnetic 
susceptibility with increasing metal content. This trend might ordinarily be expected. 
However, the results should be treated with some caution as it was noticed that samples 
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with higher metal content also had higher density, which also corresponds to higher mass 
susceptibility. The relative roles of the metal content versus the intrinsic fluid density are 
presently unclear. It seems that crude oil samples with higher density have higher residue 
content and that these contain greater amounts of organometallic compounds (Ivakhnenko 
& Potter, 2004). If the metal content was due to elemental metal, then trace amounts would 
have a significant effect on the susceptibility. For instance, just 10 ppm by weight of 
ferromagnetic elemental iron would increase the mass susceptibility of the sample by about 
0.7 (10-8 m3 kg-1). In reality the metals are likely to be components in organometallic 
compounds, which would have substantially lower intrinsic values of magnetic 
susceptibility, and without knowing the exact composition of these compounds their precise 
influence on the magnetic susceptibility of the crude oils remains uncertain.  

4.3 Regional characteristics of the mass magnetic susceptibility of crude oils  

Any magnetic differences between crude oils of different regions may reflect specific 
features of the geological and geochemical history of the oil provinces, and might provide 
some support to the suggestion by Ergin and Yarulin (1979) that crude oils from different 
provinces might be distinguished on the basis of their magnetic susceptibility. 
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Fig. 16. Average, minimum and maximum values of mass magnetic susceptibility in relation 
to specific oil provinces. 

Our analysis of the mass magnetic susceptibility data for crude oils from different oil 
provinces (the North Sea, Caucasian, Ural, Timano-Pechorska, West Siberian, Middle East, 
North America, Far East, and Carpathian provinces) seems to show some differences 
between the various oil provinces (Figure 16). The crude oils of the Caucasian province 
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demonstrate the highest average value of mass susceptibility (-0.9847, 10-8 m3 kg-1), whereas 
the mass susceptibility of oils from North America and the Far East appear to be the most 
diamagnetic with -1.0226 and -1.0401 (10-8 m3 kg-1) respectively. However, some of the oil 
provinces are represented by few samples. Clearly more samples need to be studid in order 
to confirm any broad consistent differences between the various oil provinces.  

4.4 Comparison between the mass magnetic susceptibility of reservoir fluids and 
petroleum reservoir minerals 

It may be useful in terms of rock-fluid interactions to compare the mass magnetic 
susceptibilities of crude oils and formation waters in relation to some typical petroleum 
reservoir minerals, such as the diamagnetic matrix minerals and the paramagnetic clays. The 
comparisons are shown in Figures 17 and 18. The reservoir mineral data comes from 
previously published experimental results. The average values of the mass magnetic 
susceptibilities of the reservoir fluids are comparable to the diamagnetic susceptibilities of 
the main matrix minerals (quartz, calcite; Figure 17). However, they are distinctly different 
from the higher positive values of the paramagnetic permeability controlling clays such as 
illite (Figure 18). The magnetic properties of reservoir rocks and minerals are described in 
more details by Ivakhnenko (2006). The experimental values for the minerals were taken 
from (Borradaile et al., 1990; Hunt et al., 1995; Thompson & Oldfield, 1986). 
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Fig. 17. Mass magnetic susceptibility of typical reservoir diamagnetic minerals in relation to 
average crude oil and formation water values.  
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with higher metal content also had higher density, which also corresponds to higher mass 
susceptibility. The relative roles of the metal content versus the intrinsic fluid density are 
presently unclear. It seems that crude oil samples with higher density have higher residue 
content and that these contain greater amounts of organometallic compounds (Ivakhnenko 
& Potter, 2004). If the metal content was due to elemental metal, then trace amounts would 
have a significant effect on the susceptibility. For instance, just 10 ppm by weight of 
ferromagnetic elemental iron would increase the mass susceptibility of the sample by about 
0.7 (10-8 m3 kg-1). In reality the metals are likely to be components in organometallic 
compounds, which would have substantially lower intrinsic values of magnetic 
susceptibility, and without knowing the exact composition of these compounds their precise 
influence on the magnetic susceptibility of the crude oils remains uncertain.  

4.3 Regional characteristics of the mass magnetic susceptibility of crude oils  

Any magnetic differences between crude oils of different regions may reflect specific 
features of the geological and geochemical history of the oil provinces, and might provide 
some support to the suggestion by Ergin and Yarulin (1979) that crude oils from different 
provinces might be distinguished on the basis of their magnetic susceptibility. 
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Fig. 16. Average, minimum and maximum values of mass magnetic susceptibility in relation 
to specific oil provinces. 

Our analysis of the mass magnetic susceptibility data for crude oils from different oil 
provinces (the North Sea, Caucasian, Ural, Timano-Pechorska, West Siberian, Middle East, 
North America, Far East, and Carpathian provinces) seems to show some differences 
between the various oil provinces (Figure 16). The crude oils of the Caucasian province 
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demonstrate the highest average value of mass susceptibility (-0.9847, 10-8 m3 kg-1), whereas 
the mass susceptibility of oils from North America and the Far East appear to be the most 
diamagnetic with -1.0226 and -1.0401 (10-8 m3 kg-1) respectively. However, some of the oil 
provinces are represented by few samples. Clearly more samples need to be studid in order 
to confirm any broad consistent differences between the various oil provinces.  

4.4 Comparison between the mass magnetic susceptibility of reservoir fluids and 
petroleum reservoir minerals 

It may be useful in terms of rock-fluid interactions to compare the mass magnetic 
susceptibilities of crude oils and formation waters in relation to some typical petroleum 
reservoir minerals, such as the diamagnetic matrix minerals and the paramagnetic clays. The 
comparisons are shown in Figures 17 and 18. The reservoir mineral data comes from 
previously published experimental results. The average values of the mass magnetic 
susceptibilities of the reservoir fluids are comparable to the diamagnetic susceptibilities of 
the main matrix minerals (quartz, calcite; Figure 17). However, they are distinctly different 
from the higher positive values of the paramagnetic permeability controlling clays such as 
illite (Figure 18). The magnetic properties of reservoir rocks and minerals are described in 
more details by Ivakhnenko (2006). The experimental values for the minerals were taken 
from (Borradaile et al., 1990; Hunt et al., 1995; Thompson & Oldfield, 1986). 
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Fig. 17. Mass magnetic susceptibility of typical reservoir diamagnetic minerals in relation to 
average crude oil and formation water values.  
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Fig. 18. A comparison of the mass magnetic susceptibility of typical reservoir diamagnetic 
and paramagnetic minerals in relation to average crude oil and formation water values.  

5. Potential applications for petroleum reservoirs 
Magnetic susceptibility measurements might find a use in passive sensors in reservoirs for 
distinguishing between formation waters and crude oils (for example, in helping to 
determine the onset of water breakthrough). Such sensors would provide an 
environmentally friendly alternative to radioactive tracers. Although viscosity meters might 
also distinguish between formation waters and crude oils, the magnetic sensors have a 
further advantage in that they could also rapidly detect small concentrations of 
ferrimagnetic minerals or migrating fines, such as paramagnetic clays. 

Since mass magnetic susceptibilities of the natural reservoir fluids are more negative than 
the majority of the diamagnetic matrix reservoir minerals such as quartz, feldspar and 
calcite, and at the same time the values are significantly less diamagnetic than the clay 
kaolinite, it appears that magnetic properties may possibly play some role in rock-fluid 
interactions. The relative magnetic forces between quartz and formation water and between 
quartz and crude oil, in the Earth’s field, might be a factor in determining the wettability 
(water wet or oil wet) of the reservoir rock. For reservoir rocks containing significant 
amounts of paramagnetic clays, such as illite, the relative magnetic roles of formation water 
and crude oil could be reversed (compared to the quartz case) according to Figures 17 and 
18, possibly influencing the changes in wettability that one often observes between clean 
sandstone (quartz rich with little clay) and muddy sandstones containing paramagnetic 
clays. Recent work has shown links between nuclear magnetic resonance (NMR) and 
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wettability (Guan et al, 2002) and so a link between magnetic susceptibility and wettability 
may also be a possibility. 

The magnetic susceptibility of reservoir fluids appears to be important parameter for 
rapidly characterising the following:  

 Types of reservoir fluids: formation water and crude oil.  
 Quantitatively distinguishing different crude oils. Further work may show that this is 

better than other methods, such as refractive index or fluorescence.  
 Major physical properties. 
 Fractional and compositional constitution of crude oils, and content of chemical 

elements, such as metal content. 
 The solute (or anion and cation) composition in the water based types of fluids 

(formation waters, injected waters). 
 Detecting the presence of fines and contaminants. 
 Detecting changes in fluids in-situ in the presence of the background reservoir rock 

matrix signal. 

6. Conclusions 
The following conclusions can be drawn from this Chapter: 

 There were distinct differences between the mass magnetic susceptibilities (m) of crude 
oils and formation waters. All the samples studied were diamagnetic, but the values for 
the crude oils were more negative.  

 The values of m for the crude oils and formation waters correlated with their densities. 
The values for crude oil also correlated with other physical properties, namely residue 
content (and group hydrocarbon content), stock tank oil gravity, and viscosity. The 
results suggest that the magnetic measurements could potentially be used to rapidly 
characterise the physical differences between various petroleum reservoir fluids.  

 The values of m for the crude oils also showed correlations with trace amounts of 
chemical components, namely the contents of sulphur, vanadium, lead, cadmium, 
nickel and iron. The results, however, should be treated with some caution, since 
the samples with higher contents of these elements also generally have higher 
density, which also correlates with the mass susceptibility. It appears that crude 
oils with higher density have higher residue content, and also contain higher 
concentrations of the above components. The relative contributions of intrinsic 
fluid density and these trace components to the total magnetic susceptibility signal 
is presently unclear. The values of m for the formation waters were related to their 
solute composition.  

 There is suggestion from the results that crude oils from different world oil provinces 
might be distinguished on the basis of their magnetic susceptibility. However, there are 
significant ranges and overlaps between the results for some provinces, and more 
samples need to be measured before consistent differences can be confirmed. 

 The mass magnetic susceptibilities of the reservoir fluids are much closer in value to the 
main diamagnetic matrix minerals (for example quartz and calcite) than the 
paramagnetic permeability controlling clay minerals.  
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Fig. 18. A comparison of the mass magnetic susceptibility of typical reservoir diamagnetic 
and paramagnetic minerals in relation to average crude oil and formation water values.  

5. Potential applications for petroleum reservoirs 
Magnetic susceptibility measurements might find a use in passive sensors in reservoirs for 
distinguishing between formation waters and crude oils (for example, in helping to 
determine the onset of water breakthrough). Such sensors would provide an 
environmentally friendly alternative to radioactive tracers. Although viscosity meters might 
also distinguish between formation waters and crude oils, the magnetic sensors have a 
further advantage in that they could also rapidly detect small concentrations of 
ferrimagnetic minerals or migrating fines, such as paramagnetic clays. 

Since mass magnetic susceptibilities of the natural reservoir fluids are more negative than 
the majority of the diamagnetic matrix reservoir minerals such as quartz, feldspar and 
calcite, and at the same time the values are significantly less diamagnetic than the clay 
kaolinite, it appears that magnetic properties may possibly play some role in rock-fluid 
interactions. The relative magnetic forces between quartz and formation water and between 
quartz and crude oil, in the Earth’s field, might be a factor in determining the wettability 
(water wet or oil wet) of the reservoir rock. For reservoir rocks containing significant 
amounts of paramagnetic clays, such as illite, the relative magnetic roles of formation water 
and crude oil could be reversed (compared to the quartz case) according to Figures 17 and 
18, possibly influencing the changes in wettability that one often observes between clean 
sandstone (quartz rich with little clay) and muddy sandstones containing paramagnetic 
clays. Recent work has shown links between nuclear magnetic resonance (NMR) and 
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wettability (Guan et al, 2002) and so a link between magnetic susceptibility and wettability 
may also be a possibility. 

The magnetic susceptibility of reservoir fluids appears to be important parameter for 
rapidly characterising the following:  

 Types of reservoir fluids: formation water and crude oil.  
 Quantitatively distinguishing different crude oils. Further work may show that this is 

better than other methods, such as refractive index or fluorescence.  
 Major physical properties. 
 Fractional and compositional constitution of crude oils, and content of chemical 

elements, such as metal content. 
 The solute (or anion and cation) composition in the water based types of fluids 

(formation waters, injected waters). 
 Detecting the presence of fines and contaminants. 
 Detecting changes in fluids in-situ in the presence of the background reservoir rock 

matrix signal. 

6. Conclusions 
The following conclusions can be drawn from this Chapter: 

 There were distinct differences between the mass magnetic susceptibilities (m) of crude 
oils and formation waters. All the samples studied were diamagnetic, but the values for 
the crude oils were more negative.  

 The values of m for the crude oils and formation waters correlated with their densities. 
The values for crude oil also correlated with other physical properties, namely residue 
content (and group hydrocarbon content), stock tank oil gravity, and viscosity. The 
results suggest that the magnetic measurements could potentially be used to rapidly 
characterise the physical differences between various petroleum reservoir fluids.  

 The values of m for the crude oils also showed correlations with trace amounts of 
chemical components, namely the contents of sulphur, vanadium, lead, cadmium, 
nickel and iron. The results, however, should be treated with some caution, since 
the samples with higher contents of these elements also generally have higher 
density, which also correlates with the mass susceptibility. It appears that crude 
oils with higher density have higher residue content, and also contain higher 
concentrations of the above components. The relative contributions of intrinsic 
fluid density and these trace components to the total magnetic susceptibility signal 
is presently unclear. The values of m for the formation waters were related to their 
solute composition.  

 There is suggestion from the results that crude oils from different world oil provinces 
might be distinguished on the basis of their magnetic susceptibility. However, there are 
significant ranges and overlaps between the results for some provinces, and more 
samples need to be measured before consistent differences can be confirmed. 

 The mass magnetic susceptibilities of the reservoir fluids are much closer in value to the 
main diamagnetic matrix minerals (for example quartz and calcite) than the 
paramagnetic permeability controlling clay minerals.  
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Dinora Vázquez-Luna 
Colegio de Postgraduados 

México 

1. Introduction 
Oil is one of the most important energy resources for the global economy. Regarding this, 
Mexico has an economic dependency of the oil industry that has being going on for decades. 
Based on the current oil production, the proven and possible reserves might last for ten 
years; still, if we consider probable and possible oil reserves, Mexico could count with an oil 
production for more than 30 years. Under this consideration, Mexico requires state of the art 
technologies for exploring, exploiting and processing crude oil. 

Nowadays the technological and industrial development has to be environmentally 
responsible in accordance with the global needs. That is why the creation of new 
technologies and resources exploitation must be based on a responsible energetic 
development. Regarding this matter, being environmental friendly is a main goal for the 
society (Rodríguez et al., 2009), and gets to our attention that Mexico –until the seventies– 
did not apply any environmental criteria while exercising its oil activities (Ortínez et al., 
2003). In consequence, oil production, leading, transportation, storage and processing had a 
negative impact on soils (Trujillo et al., 1995; Rivera-Cruz & Trujillo-Narcía, 2004), waters 
(Adams et al., 1999), and ecosystems at the southeast of the country (Santos et al., 2011). 

In Mexico there are environmental regulations about hydrocarbons pollution, although 
these bypass criteria about the hydrocarbons’ chronic effects on the ecosystems. However, in 
accordance with the current development conditions, it is necessary to introduce the 
environmental basis for the oil exploitation, whose main goal is to analyze the effects of the 
traditional oil related activities. The aim is to lay down the foundations for the creation of 
new technologies that contribute to a responsible and affordable energetic development for 
the country. 

2. Environmental effects of the oil exploitation in Mexico 
The world’s economic sustenance, as based on the oil industry, has originated serious 
environmental issues (Hall et al., 2003). In Mexico, the oil industry has worn down the 
Southeastern natural resources, thus altering properties of soils (Rivera-Cruz & Trujillo-
Narcía, 2004), sub-soils (Iturbe et al., 2007) and water (Ortiz et al., 2005), as a consequence of 
problems related oil extraction, processing and transportation (George et al., 2011). 
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1. Introduction 
Oil is one of the most important energy resources for the global economy. Regarding this, 
Mexico has an economic dependency of the oil industry that has being going on for decades. 
Based on the current oil production, the proven and possible reserves might last for ten 
years; still, if we consider probable and possible oil reserves, Mexico could count with an oil 
production for more than 30 years. Under this consideration, Mexico requires state of the art 
technologies for exploring, exploiting and processing crude oil. 

Nowadays the technological and industrial development has to be environmentally 
responsible in accordance with the global needs. That is why the creation of new 
technologies and resources exploitation must be based on a responsible energetic 
development. Regarding this matter, being environmental friendly is a main goal for the 
society (Rodríguez et al., 2009), and gets to our attention that Mexico –until the seventies– 
did not apply any environmental criteria while exercising its oil activities (Ortínez et al., 
2003). In consequence, oil production, leading, transportation, storage and processing had a 
negative impact on soils (Trujillo et al., 1995; Rivera-Cruz & Trujillo-Narcía, 2004), waters 
(Adams et al., 1999), and ecosystems at the southeast of the country (Santos et al., 2011). 

In Mexico there are environmental regulations about hydrocarbons pollution, although 
these bypass criteria about the hydrocarbons’ chronic effects on the ecosystems. However, in 
accordance with the current development conditions, it is necessary to introduce the 
environmental basis for the oil exploitation, whose main goal is to analyze the effects of the 
traditional oil related activities. The aim is to lay down the foundations for the creation of 
new technologies that contribute to a responsible and affordable energetic development for 
the country. 

2. Environmental effects of the oil exploitation in Mexico 
The world’s economic sustenance, as based on the oil industry, has originated serious 
environmental issues (Hall et al., 2003). In Mexico, the oil industry has worn down the 
Southeastern natural resources, thus altering properties of soils (Rivera-Cruz & Trujillo-
Narcía, 2004), sub-soils (Iturbe et al., 2007) and water (Ortiz et al., 2005), as a consequence of 
problems related oil extraction, processing and transportation (George et al., 2011). 
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Most soils affected by hydrocarbons are located in tropical zones with high rain 
precipitation, augmenting the pollutants’ dispersion through mangroves or zones with 
deficient drainage (Gutiérrez & Zavala, 2002; Rivera-Cruz & Trujillo-Narcía, 2004; García-
López et al., 2006; Vega et al., 2009). Additionally, this situation gets worse due to the age of 
the oil facilities, their lack of maintenance, as well as clandestine oil valves that have caused 
chronic spills of already weathered oil (Rivera-Cruz et al., 2005) which contains compounds 
of high molecular weight, endangering the resource’s sustainability. The affected states with 
the highest number of environmental emergencies occurred in Mexico are Veracruz, 
Campeche and Tabasco, representing 78.7% of the events related to PEMEX activities mainly 
because of its deteriorated pipelines, clandestine oil valves, corrosion and mechanical 
impacts (PEMEX, 2003; Olivera-Villaseñor & Rodríguez-Castellanos, 2005). 

The water bodies and the coastal zone are also affected by wastes derived from oil 
exploring, offshore production, sea and submarine transportation, shipment and storage 
operations, accidents during operations such as submarine oil pipes cracks, tankers 
accidents, spill outs and explosions at oil rigs (García-Cuéllar et al., 2004; Mei & Yin, 2009).  

During the seventies, Mexico developed oil exploitation technology and intensified its crude 
oil production and transportation via underwater pipelines to cargo floating buoys to 
storage ports located at Tabasco, as well as the oil’s transformation and refining at 
Coatzacoalcos, Veracruz, and Salina Cruz. As a consequence, this created industrial 
networks all over the country that raised pollution issues at coastal zones, thus impacting 
the ecosystems of the Gulf of Mexico and the Pacific southeast coast (Carbajal & Chavira, 
1985; Botello, 1996; González-Lozano et al., 2006; Salazar-Coria et al., 2007). Nevertheless, 
conscience was not made until the IXTOC-I accident regarding the potential risks of the 
industry’s activities (Jernelöv, 2010). Currently the main oil and gas production zone is 
located at the Gulf of Mexico, in the Campeche maritime zone where there are severely 
affected ecosystems after more than three decades of oil exploitation (García-Cuéllar et al., 
2004). The last Gulf of Mexico disaster was estimated three times that of the Valdez spill 
(Trevors & Saier, 2010). 

On the other hand, in Mexico was installed the first and largest oil refinery (until 2004) in 
Latin America, dating from 1908; the environmental deterioration is evident after more than 
one hundred years of oil exploitation. The effects are observed at the lower Coatzacoalcos 
River (Toledo, 1995; González-Mille et al., 2010) as it has suffered the impacts of the oil 
refining and transportation processes since the swamp areas surrounding the oil refinery are 
used as waste traps. In addition, accidents related to carelessness during the load and 
cleaning of the tankers, as well as the discharge of the cooling water from the Minatitlán 
refinery into the river have created a complex mixture of hazardous materials that pollute 
the lower Coatzacoalcos River area directly, affecting both the fishing resources and the 
inhabitants (Toledo, 1983; Rosales-Hoz. & Carranza-Edwards, 1998; Cruz-Orea et al, 2004; 
Ruelas-Inzunza et al, 2009; Ruelas-Inzunza et al., 2011). 

Concurrently, we must add the petrochemical activity to the oil exploring and refining 
processes (Rao et al., 2007a). With the creation of petrochemical complexes since 1960, these 
activities increased the impact of the area conditioning where the industrial zones were 
located (Ortiz et al., 2005). Additionally, huge amounts of materials were dredged in order to 
build the artificial dock of Pajaritos. The industrial plants operation, the numerous 
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transportation networks (petrochemical ducts and pipelines) and the linking earth systems 
built at the lower areas caused other activities with an environmental impact for the zone 
(Toledo, 1995; Adams et al., 2008). Another environmental effect of the intensity of the oil 
exploitation has been the loss of swamps, mangroves, and other elements of the water 
coastal systems that must be attended given its importance for the environmental services 
(Gutiérrez & Zavala, 2002; Bahena-Manjarrez et al., 2002). 

3. Crude oil toxicity 
Toxicity is the ability of a chemical substance to damage and alter certain functions of the 
biological systems (Rivero et al., 2001). There are two toxicity criteria for the natural systems. 
Acute toxicity is produced by large, short-termed, accidental polluting agents’ discharges 
(Roth & Baltz, 2009), although it may have long term effects. On the other hand, chronic 
toxicity is expressed by effects noticed on the long term due to relatively small amounts of a 
toxic compound found on air, water or soil (Scarlett et al., 2007). 

Crude oil is constituted by a complex hydrocarbon mixture and a wide range of n-alkanes 
(C6-C60), alkenes, aromatic hydrocarbons, as well as polar fractions formed by asphaltene 
and resins (Salanitro et al., 2000). From these, hydrocarbons with of the highest molecular 
weight are the most persistent within the environment (Rivera-Cruz & Trujillo-Narcía, 2004; 
Kostecki et al., 2005). The oil toxicity within the ecosystems depends on the physical and 
chemical characteristics of former’s components (Vega et al., 2009), discharges time and 
types (Romaniuk et al., 2007), weathered degree (Rivera-Cruz et al., 2005), biological (Rivera-
Cruz et al., 2002) and environmental (King et al., 2006) factors. In this sense, oil can affect the 
natural systems differentially.  

In Mexico, the main oil pollution sources are the oil-well pits and the deficiencies in their 
maintenance, the discharges of the processing facilities, petrochemical plants and oil ducts 
cracks since most of the facilities are sixty years ago (Botello, 1990). There is a systemic and 
synergic interaction of the effects of the hydrocarbon polluted soils; in this sense, all of the 
ecosystems’ components are altered, which affects the soils’ properties, the present 
microorganisms, and even the plants’ growth and reproduction, endangering the 
ecosystems’ sustainability (Palma-López et al., 2007). 

3.1 Ground ecosystem: soil, microorganisms and plants 

The oil affectations are due mainly to oil spills; the negative effects of crude oil depend on 
the spill type (Kolesnikov et al., 2010), the zone’s ecological characteristics, the amount and 
type of spilled oil, as well as the time over the soil (Hernández-Acosta et al., 2004) and 
weathered degree (Rivera-Cruz et al., 2005). In this sense, the pollution levels vary in 
accordance with the hydrocarbons’ source, the age of the oil facilities and their deterioration 
(Adams et al., 1999). Hydrocarbon polluted soils also experience physical, chemical and 
biological processes (Li et al., 1997; Martínez & López, 2001; Rivera-Cruz et al., 2002; Rivera-
Cruz, 2004), altering the sustainability and productivity of the systems (FAO et al., 1980). 

Nevertheless, there are properties inherent to soils that favor the fixation and toxicity of the 
pollutants (Charman & Murphy, 2007). For instance, soils with a clay texture take a long 
time to recover from an oil spill, while the thick texture soils recover in short time 
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Most soils affected by hydrocarbons are located in tropical zones with high rain 
precipitation, augmenting the pollutants’ dispersion through mangroves or zones with 
deficient drainage (Gutiérrez & Zavala, 2002; Rivera-Cruz & Trujillo-Narcía, 2004; García-
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networks all over the country that raised pollution issues at coastal zones, thus impacting 
the ecosystems of the Gulf of Mexico and the Pacific southeast coast (Carbajal & Chavira, 
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build the artificial dock of Pajaritos. The industrial plants operation, the numerous 
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transportation networks (petrochemical ducts and pipelines) and the linking earth systems 
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(Hernández-Acosta et al., 2006). Still, this last texture can favor mobility towards the phreatic 
surfaces by the infiltration of the pollutant (Iturbe et al., 2007), thus widening the range of 
the hydrocarbon’s toxicity (Srogi et al., 2007) towards the water tables (Fig. 1). Therefore, the 
aquatic organisms and the trophic chain can be severely affected, in consequence, the 
inhabitants consuming these products. 

 
 

 
 

Fig. 1.Vertical infiltration process of crude oil (Eweis et al., 1998).  

There are synergic effects due to the crude oil soil pollution, since the oil blocks the gas 
interchange with the atmosphere –given its anoxic properties– (Leitgi et al., 2008) and the 
change of the physical and chemical properties of the soils (Martínez & López, 2001) 
severely diminish the microbial communities benefic to the soil (Labud et al., 2007). These 
microbiological variables are indeed a good indicator of the impact of a pollutant on the soil 
(Eibes et al., 2006). 

The toxicity mechanisms caused by the oil on soils is not limited to the microorganisms, 
since it also includes plants that suffer from hydric stress (Chaîneau et al., 1997) due to the 
lack of water and nutrients. Concurrently, the lipid structures within the cells of the plants 
may be affected if the former are not quickly metabolized. In this sense, the oil has diverse 
effects over the plants since it inhibits the germination, growth and the biomass 
accumulation, reflecting these effects on a smaller plants production and, with time, in 
detriment of the natural resources sustainability.  

The variables that have a determining effect over the plants affected by the soil 
hydrocarbons pollution are the soil ecology, the rhizosphere, emergence and germination, 
aerial and radical growth, biomass accumulation and salts present on the soil (Fig. 2). 
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Fig. 2. Variables that have a determining effect over the plants affected by hydrocarbon 
polluted soils are: a) soil ecology, b) rhizosphere, c) emergence and germination, d) aerial 
and radical growth, e) biomass accumulation and f) salts presence.  

a. Soil ecology: Oil also has an effect over the soil’s biological composition (Tang et al., 
2011), since toxic concentrations of oil on the soil inhibit the development of different 
species of nematodes, protozoa, rotifers, algae, fungi, bacteria and actinomycetes 
(Chaîneau et al., 2003; Ilarionov et al., 2003). Likewise, it induces the loss of biodiversity 
of microbial communities, which are of significant relevance in the biogeochemical 
cycles of the ecosystem affecting, as a consequence, its productivity (Rhodes & 
Hendricks, 1990) and the nutrients availability.  

b. Rhizosphere: It is the soil area surrounding the plant’s root containing, 10 to 100 times 
more exudates than a soil lacking plants (Rao et al., 2007b). The root exudates (sugars, 
alcohols, and enzymes) provide enough carbon and energy for the rhizospheric 
microorganisms (Olguín et al., 2007; Muñoz et al., 2010) and it is precisely on this region 
where the intense and complex interactions between the roots systems, the 
microorganisms and the environment occur, with an increase of the total microbial 
activity (De la Garza et al., 2008). Oil blocks the gases interchange between the soil and 
the atmosphere, causing death or diminishment of the bacteria and nematodes 
(Tynybaeva et al., 2008). Nevertheless, Freedman (1989) and Germida et al. (2002) report 
some microorganisms can increase its population in the presence of hydrocarbons 
thanks to their capabilities for surviving under such conditions. 

c. Emergence and germination: Oil forms a hydrophobic layer diminishing the 
hygroscopic water retention (Quiñones et al., 2003). This reduces the plants’ water 
retention capability, directly affecting the seeds emergence and germination (Vázquez-
Luna et al., 2010a). Other effect is reflected due to the volatile oil fractions that penetrate 
and damage the seeds embryo (Banks & Schultz, 2005), diminishing its viability 
(Chaîneau et al., 1997) and affecting the ecosystem balance (Labud et al., 2007). 

d. Aerial and radical growth. Recent researches find out that high hydrocarbons 
concentrations damage the plants growth and development since the pollutants 
diminish the radicle elongation and the vegetative growth (Vázquez-Luna et al., 
2010a). García (2005) found a growth and dry weight reduction in rice seedlings after 
a 25 day exposure to 90,000 mg·kg-1 of weathered oil. This effect could be attributed 
to the oil since it forms a hydrophobic layer, limiting the root’s water and nutriments 
absorption.  
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e. Biomass accumulation. When the plant grows and its needs increase, the lack of 
absorbed water diminishes the cellular swelling, reduces or inhibits the nutriments 
incorporation processes and affects the vegetative growth (Inckot et al., 2011), and the 
later grains or fruits harvest. On this regard, researches by Rivera-Cruz & Trujillo 
Narcía (2004) found that the exposure to oil hydrocarbons concentrations of 2791, 9025 
and 79,457 mg·kg-1 on the soil inhibited the vegetative growth and reduced the plants 
biomass in the seedlings of Echinochloa polystachya, Brachiaria mutica and Cyperus 
spp grasses. The biomass reduction is due to the damage caused in the root system 
(Langer et al., 2010), making more difficult the plants’ growth and, consequently, 
reducing their biomass (Zavala-Cruz et al., 2005) (Fig. 3). Additionally, there are visual 
reports of chlorosis and reddish hues characteristic of phenolic compounds on the 
leaves, due to the roots’ stress and damages (Harvey et al., 2001; Peña-Castro et al., 2006) 
as shown on Figure 4. 

f. Salts presence. Regarding salts presence, Adams et al. (2008) state that, when an oil spill 
occurs, high salinity is commonly associated to the production water or to the formation 
of the oil well. Soluble salts of calcium carbonates, nitrates and sulfates increase in 
presence of hydrocarbons (Ke et al., 2011), as shown on Figure 5. 

 

 
Fig. 3. Differences in grasses growth and biomass accumulation in a) polluted zone with 
12,276 mg·kg-1 of TPH and b) zone with 82 mg·kg-1. 

a) 

b) 
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Fig. 4. Oil toxicity visible effects due to: a) chlorosis and reddish hues in cotyledons (Crotalia 
incana) and b) damages in Leucaena leucocephala roots exposed to 80,000 mg·kg-1 of HTP. 

 

 
Fig. 5. Salts presence in polluted soils (with 12,276 mg·kg-1 of HTP) as a collateral effect of 
the oil industry pollution. 

3.2 Marine ecosystems 

The oil toxicity in the marine environment is very complex due to the great diversity of 
factors intervening during an environmental risk event. When oil is spilled or introduced to 
the marine ecosystem (Mercer & Trevors, 2011), it becomes weathered (Fig. 6), during which 
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several processes take place, such as the evaporation of the volatile compounds, dispersion 
by means of waves, winds and turbulences (Chang et al., 2011), emulsification, which 
constitutes the main cause of the persistence of light and medium crude oils on the sea 
surface, dilution depending of the crude oil type, temperature, turbulence and dispersion, 
sedimentation or sinking of the particles by adhesion to the sediments or organic matter, 
and biodegradation (Botello, 1995; Nikolopoulou & Kalogerakis, 2010; Prince, 2010). In 
Mexico, the Tonalá River in Veracruz and the Laguna de Términos in Campeche have 
shown the highest levels of dissolved hydrocarbons in the Gulf of Mexico (Botello et al., 
1996). 

 
Fig. 6. Weathering process of the oil spilled in the sea, taken from Botello (1995). 

Regarding the hydrocarbons assessment in the lower Coatzacoalcos River basin, the classical 
works of Botello & Páez (1986) are outstanding since they found the highest polycyclic 
aromatic hydrocarbons (PAH) levels at the zones of fixed discharges or of intense oil activity 
(Garća-Ruelas et al., 2004). Other studies determined the presence of PAH on 19 organic 
species such as fish, crustaceans and mollusks (sea bass, native sea bream, scallop and 
prawns) and the presence of benzo(a)pyrene and benzo(ghi)perylene, which are the most 
hazardous given its carcinogenic potential (Sharma et al., 2002). On the other hand, oil 
refinement and processing also contribute to broadening the range of toxicity caused to the 
fishing industry. 

The marine oil pollution effects are harder to estimate (Trevors & Saier, 2010), since there is 
no information previous to the beginning of the oil-industry activities over the effects on the 
ecosystems and its components; as a consequence, it is not possible to measure the 
magnitude of the oil industry in the marine seaway. Additionally, it has not been possible to 
determine the chronic effects of pollution over the ecosystems since the data available is 
very precise in a given time and determined concentrations (García-Cuéllar et al., 2004). 
Currently, there are studies proving the existence of considerable disturbances in the 
environment (Scarlett et al., 2007; Denoyelle et al., 2012); however, it is important to highlight 
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that pollutants bioaccumulate in water organisms destined to human consumption (Webb, 
2011). 

3.3 Human beings 

Mexico’s oil industry history has been characterized by conflicts, power clashes, interests 
differences, competence between diverse companies, oilers and political leaders 
discrepancies, jealous preservation of the acquired rights by foreign interests, international 
consumer interest to have access a strategic product to a low cost, struggle for applying the 
1917 Constitution over a given industry and the pressure from the workers to obtain a 
higher participation of the profit sharing (Brown, 2005). 

The social conflicts attributed to the oil-zones development has been studied by different 
researchers; among them, Bustamante & Jarrín (2005) point that the presence of oil-related 
activities does not improve the population life standard nor destroys it, although it must be 
said that such study did not consider the analysis of violence indicators nor the environment 
toxicity. On this regard, Avellaneda (2004) expresses that there cannot be an “environmental 
conflict” study which excludes the social dimension and vice versa, since the critics toward 
the oil-industry activities shall be discussed from several social, political, economic and 
cultural angles (Avellaneda, 2005). About this, a recent study by Vázquez et al. (2010b) 
found negative effects over the equitable development in areas near oil zones and considers 
the population health as a primordial entity for development. Regarding this, Elliot (1994) 
says that when the degree of residues generation exceeds the atmosphere, oceans, 
vegetation and soils natural capacity, these are absorbed affecting human health and the 
ecological systems. 

A study made at the Ecuador’s Amazonia found that women living near oil wells zones (up 
to 5 km) presented symptoms such as tiredness, nasal and throat irritation, headache, eye 
irritation, earache, diarrhea and gastritis; these were associated with the proximity to oil 
wells and stations (San Sebastián et al., 2001). The main effects found in other studies 
regarding the acute exposure to oil after an oil spill at sea have been headache, throat and 
eyes irritation, tiredness, in addition to disorders such as anxiety and depression (Lyons et 
al., 1999). However, a repeated or long (chronic) exposure to low concentrations of oil 
volatile compounds can produce nausea, drowsiness, and headache (Kaplan et al., 1993). In 
accordance with Sánchez (2003), certain cases of pediatric intoxications are due to short 
chain hydrocarbons acting as asphyxiating agents given their high volatility and low 
viscosity, replacing the alveolar gas and producing hypoxia. When going through the 
alveolar membrane, they create symptoms such as the diminishment of the conscience 
threshold progressing towards convulsions, epileptic status or coma; additionally they 
induce the apparition of arrhythmias. On their side, the long chain hydrocarbons have a 
lower toxic power and large amounts are needed for them to produce central depression. 
The symptoms related range from symmetric sensorial dysfunction in the distal zones of the 
extremities, weakness of fingers and toes, loss of deep sensitive reflexes, to central nervous 
system depression, drowsiness and motor incoordination.  

The hydrocarbons pollution might have teratogenic, mutagenic and carcinogen effects on 
human health (Neff, 2004). The oil hydrocarbons toxicology has been reviewed by the 
Agency for Toxic Substances and Diseases Registry (ATSDR) in the USA. According to this 
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that pollutants bioaccumulate in water organisms destined to human consumption (Webb, 
2011). 
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environmental agency, a major part of the total repercussion over the human health of all 
the chemical products on the soil is due to specific compounds called worrying chemical 
substances with a significant toxicological power. The worrying chemical products for 
gasoline, kerosene, and overall fuel polluted areas are benzene, toluene, ethilbenzene and 
xylene (BTEX) depending on the spill and the oilfield nature, which may contain heavy 
metals such as nickel and vanadium (López et al., 2008). Additional to the polycyclic (or 
polynuclear) aromatic hydrocarbons such as benzo(a)pyrene (EA, 2003), most of these 
hydrocarbons of high-molecular weight are present in soils with weathered oil or previous 
spills (Rivera-Cruz, 2004; Rivera-Cruz & Trujillo-Narcía, 2004). About this, the International 
Agency for Research on Cancer (IARC), dependent of the World Health Organization 
(WHO), assessed benzo(a)anthracene, benzo(a)pyrene, and dibenz(a,h)anthracene as 
probable human carcinogens, and benzo(b)fluoranthene, benzo(k)fluoranthene, indene, 
pyrene, and naphthalene as possible human carcinogens (Kirkeleit et al., 2008).  

Some compounds act as xenoestrogens, having the ability of stimulating the mammary 
gland tissue (De Celis et al., 2006); others may work as endocrine disruptors having effects 
on the reproduction (Chichizola, 2003). On this regard, cancer is the third cause of death on 
people aged 1 to 19 years; while only 5 to 10% of the malign tumors have been actually 
related to genetic causes; the rest might be influenced by a wide range of environmental 
factors (Anderson, 2001).  

Because of this, it is important to regulate the oil refinement processes since they can pour 
into the atmosphere a large number of chemical compounds such as naphthalene, 
considered a dangerous airborne compound in accordance with the US Environmental 
Protection Agency (USEPA) since it can cause eye, skin and respiratory tract irritation. If 
inhaled for long periods it can damage the kidneys and the liver, in addition to skin allergies 
and dermatitis (Baars, 2002), cataracts, retina damage and also can attack the central nervous 
system. In high concentrations it can destroy red blood cells, causing hemolytic anemia 
(USEPA, 2003); as well, it is considered as a possible human carcinogen (Carmichael et al., 
1991; ATSDR, 2004). 

The main health risks are due to contact, inhalation and ingestion, and may increase 
depending on age, gender and exposure degree (Chen & Liao, 2006). Some surveys show 
that among the 13 fractions of TPH, the aliphactics EC8-16 and aromatics EC10-21 are the 
main contributors to human health risks along all of the exposure routes (Park & Park, 
2010). 

4. The challenge: responsible energy development 
The Responsible Energy Development in Mexico is an immediate need in view of the 
holistic analysis of the effects of the oil industry over the natural resources (Patín, 2004). For 
a proposal to work, it is required the joint efforts of the scientific, technological, industrial, 
political, regulatory, legal and social sectors. In this sense, the environmental problems must 
be attacked from different angles, involving all of its elements (Fig. 7). 

Mexico needs a holistic political view of the oil hydrocarbons pollution including the social, 
ecological and economical aspects, and –most of all– to create the conditions required for the 
Responsible Energy Development with an integral regulatory, economical and legislative 
frame. 
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Fig. 7. Holistic approach in order to achieve a Responsible Energy Development. 

On one hand, the oil spills and accidents that may occur due to maintenance deficiencies can 
be prevented with the proper maintenance and technological design on the side of the 
industry. On the other hand, citizens must avoid the clandestine oil valves and inform the 
authorities about fails; this information has been added into the environmental Mexican 
regulations. Nevertheless, there is still the need to increase the ecosystems protection due to 
the chronic effects of the polluting agents via strict legislation and regulations regarding the 
industrial wastes poured into the atmosphere, water bodies and soils, incorporating the 
periodic evaluation to the fishing resources for human consumption. 

The economy is a subsystem within the whole development system and it is necessary that 
part of the oil surplus is used to finance research as well as for the technological development 
of adequate oil exploring, extraction, production, storage, transportation and processing 
technologies that are environmentally responsible and less disturbing for the ecosystems. 

Finally, it is urgent to invest in the creation, research and development of new alternative 
energy sources for them to be gradually introduced within the country’s energetic 
development. Such investments would enable the exploitation of profitable and sustainable 
energy sources, as well as the technological development in the fields of bioenergetics, 
biofuels, wind, tidal and solar energies and an efficient use of the existing natural resources 
without jeopardizing others resources’ sustainability. 

5. Conclusion 
The environmental bases for the oil exploitation are the mainstays in order to analyze the 
effects of the traditional exploitation of oil in Mexico. The technological and scientific 
advances must be built over these bases, towards the development of new and better 
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technologies for the resources exploitation. Consequently, this must cover the knowledge of 
the effects of pollution and thus promote the energetic sustainability without compromising 
human health, the environmental balance and the national economy. 

Oil is fundamental for the economy of many countries. Therefore, it is not convenient to 
propose a radical change in the energetic system; rather, the proposal should consider the 
scientific and technological development based on two actions. The first one must focus on 
the exploring, extraction, processing, storage and transportation of crude oil with less risk 
and minimal disturbances of the natural resources. The second must bear in mind the 
gradual and integrated incorporation of the sustainable energies, allowing the efficient 
exploitation of resources without endangering others. 
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1. Introduction  

The spreading of a liquid as a thin film on another liquid has fascinated the pioneers of 
modern surface science for over two centuries, including two pioneering women scientists, 
Agnes Pockels and Katharine B. Blodgett (Rayleigh & Pockels, 1891; Rayleigh, 1899; Harkins 
& Feldman, 1922; Harkins, 1941; Langmuir, 1933; Blodgett, 1935; Transue et al., 1942; 
Zisman, 1941a, 1941b, & 1941c; Shewmaker et al., 1954; Derrick, 1982; Covington, 2011). 
Davies & Rideal (1961) noted, “As long ago as 1765 Benjamin Franklin observed that olive 
oil spreads over water to a thickness of 25 Ǻ”. Harkins & Feldman (1922) defined the 
spreading coefficient, S, as: 

  A CS W W  (1) 

thus a liquid will not spread if its work of cohesion WC is greater than the work of adhesion 
WA for the interface of the liquid and another liquid or solid upon which spreading is to 
occur. The WA and WC values are related to interfacial tensions by; 

     A a b abW  (2) 

 2 C bW  (3) 

and the spreading coefficient can be defined as; 

      a b abS  (4) 

Here, b represents the liquid for which spreading upon a is under consideration. The 
validity of equation (4) was confirmed by the spreading behaviour of 89 organic liquids on 
water. The description by Harkins & Feldman (1922) of the effect of placing a drop of oleic 
acid at the centre of a lens of petroleum (refined) oil on the water surface is of particular 
interest. “The lens is broken up into a great number of fragments which seem to be projected 
with almost explosive violence toward the edges of the tray”.  
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Effects of polar compounds on spreading of mineral oil on water were investigated in detail 
by Zisman (1941a, 1941b). Fatty acids and amines having over 13 carbon atoms per molecule 
adsorbed permanently at the oil-water interface if the pH of the water was adjusted to 
values greater than 10.5 or less than 3, respectively. Ionization of the adsorbed fatty acid or 
amine molecules caused the petroleum oil to spread as a thin disk of diameter directly 
proportional to the amount of fatty acids or amines in the oil. This observation provided an 
estimate of the cross-sectional area of adsorbed molecules at the interface. The results were 
consistent with the conclusions of Danielli on the effect of pH on the interfacial tension 
lowering for oleic acid adsorbed at the brombenzene-water interface (Danielli, 1937).  

Zisman (1941a) also demonstrated that acids and amines of lower molecular mass would 
spread out from the leading edge of the oil lens across the water surface, so that S of the oil 
slowly rises. This edge diffusion was tracked visually by spreading a small amount of 
hydrophobic talc particles on the water surface. A schematic diagram of an apparatus used 
for measuring spreading rates and edge diffusion can be found in Davies & Rideal (1961). 

The phenomenon of interfacial tension lowering was applied to a method for recovering 
residual oil from an oil reservoir (Squires, 1921; Atkinson, 1927). There are now numerous 
reports on laboratory research and field testing of caustic flooding. The subject was 
reviewed by Johnson (1976) and Mayer et al. (1983). The range of pH over which fatty acids 
cause interfacial tension change occurs is about 3 units of pH more alkaline than the range 
over which dissociation occurs in the bulk phase (Zisman, 1941a & 1941b; Danielli, 1937). 
The dissociation behaviour of the ionizable charge groups as a function of both bulk pH and 
electrolyte concentration was shown to be quantitatively predictable by the Ionizable 
Surface-Group Model (Takamura & Chow, 1985; Chow & Takamura, 1988). 

Langmuir observed that low levels of calcium or magnesium ions prevented the spreading 
of oil droplets containing stearic acid (Langmuir, 1936). Zisman (1941a) conducted 
systematic studies of the effects of various polyvalent metallic ions and confirmed that rigid 
films were formed by the salts of the fatty acids at the oil/water interface. The amount of the 
metallic salt necessary to cause rigidity of the interfacial film was found to depend on the 
pH and the concentration of the acid in the oil. This behaviour closely resembles the 
formation of visco-elastic films at the crude oil/brine interfaces. The physical properties of 
calcium surfactants are the topics of a recent review article (Zapf et al., 2003). There have 
been many studies of the effect of interfacial film properties on the snap-off of oil blobs in 
porous media during the course of water-flooding (Chatzis et al., 1983; Laidlaw & Wardlaw, 
1983; Yu & Wardlaw, 1986). The presence of visco-elastic films is a prime parameter in the 
stability of water-in-crude oil emulsions (Sjöblom et al., 2003).  

Crude oil spreads rapidly over sea water due to the rather high values of the spreading 
cofficient (25-35 mN/m) (Garrett & Barger, 1970). The use of water-insoluble 
monomolecular films can be used to compress spilled oil into lenses of increased thickness 
that occupy smaller surface area, and can be retrieved mechanically (Zisman, 1943; Barger & 
Garrett, 1968; Garrett & Barger, 1970). In the current paper, the spreading behaviour of 
drops of heptane-decane-toluene ternary mixtures on the surface of water is modelled by 
molecular dynamics calculations. Special attention is given to the distribution of light alkane 
and aromatic molecules at the air/oil/water three phase line of contact. The conclusions are 
consistent with the results of extended detailed experimental studies of spreading and 
retraction of crude oil on sea water. 
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2. Theoretical background 
The surface tension of the liquid arises from intermolecular attraction at the surface region. 
For liquid alkanes, this intermolecular attraction is entirely due to London dispersion forces, 
thus  

 d
o o   (5) 

where o is the surface tension of the alkane oil and the superscript, d, designates the 
dispersion force contribution (Fowkes, 1964) which is a direct function of the refractive 
index of the liquid (Hunter, 1986). As seen in Figure 1, both the surface tension and 
refractive index of alkanes are linear functions of density.  

The surface tension of water is the sum of a dispersion forces contribution, wd, and a polar 
(hydrogen bonding) forces contribution, wp; 

 pd
w w w     (6) 

and wd and wp are 21.8 and 51.0 mN/m, respectively at 20°C (Fowkes, 1964). Water 
molecules in the oil/water interfacial region are attracted towards the interior of the water 
phase by water-water intractions (dispersion forces and hydrogen bonding) and towards the 
oil phase by oil-water interactions (dispersion forces only); likewise, oil molecules at the 
interfacial region are attracted to the oil phase by oil-oil dispersion forces and to the water 
phase by oil-water dispersion forces. The interfacial tensions were related to the geometric 
means of the oil-oil and water-water intermolecular interactions (Girifalco & Good, 1957); 

 

 
Fig. 1. Refractive index and surface tension of alkanes as a function of their density (solid 
diamonds). The same relationships for 23 crude oils are also shown with solid triangles. See 
details in the text. 
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2. Theoretical background 
The surface tension of the liquid arises from intermolecular attraction at the surface region. 
For liquid alkanes, this intermolecular attraction is entirely due to London dispersion forces, 
thus  

 d
o o   (5) 

where o is the surface tension of the alkane oil and the superscript, d, designates the 
dispersion force contribution (Fowkes, 1964) which is a direct function of the refractive 
index of the liquid (Hunter, 1986). As seen in Figure 1, both the surface tension and 
refractive index of alkanes are linear functions of density.  

The surface tension of water is the sum of a dispersion forces contribution, wd, and a polar 
(hydrogen bonding) forces contribution, wp; 

 pd
w w w     (6) 

and wd and wp are 21.8 and 51.0 mN/m, respectively at 20°C (Fowkes, 1964). Water 
molecules in the oil/water interfacial region are attracted towards the interior of the water 
phase by water-water intractions (dispersion forces and hydrogen bonding) and towards the 
oil phase by oil-water interactions (dispersion forces only); likewise, oil molecules at the 
interfacial region are attracted to the oil phase by oil-oil dispersion forces and to the water 
phase by oil-water dispersion forces. The interfacial tensions were related to the geometric 
means of the oil-oil and water-water intermolecular interactions (Girifalco & Good, 1957); 

 

 
Fig. 1. Refractive index and surface tension of alkanes as a function of their density (solid 
diamonds). The same relationships for 23 crude oils are also shown with solid triangles. See 
details in the text. 
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Fig. 2. Relation of spreading coefficient to surface tension of oils. Solid diamonds and circles 
are measured S for pure alkanes and aromatics, respectively (Pomerantz et al., 1967), other 
points are calculated values from o and wo data: open diamonds for alkanes (Girifalco & 
Good, 1957), solid squares for mineral oils referred to as “Squibb” and “Stanolax” (Harkins 
& Feldman, 1922), open squares for low and high viscosity mineral oils (3.9 and 173 mPa·s 
for LVO and HVO, respectively). 

 d d
wo w o w o2        (7) 

Substituting equation (6) and (7) into (4): 

  d d
w o o2   S  (8) 

Equation (8) shows that S for oil on water is a single-valued function of the surface tension 
of the oil (Fowkes, 1964) as shown in Figure 2. 

The aromatic molecules are more hydrophilic than the saturated hydrocarbons (Pormerantz 
et al., 1967; Fowkes, 1964), resulting in lower interfacial tensions (e.g. 34.4 and 52.0 mN/m 
for benzene and n-heptane at 20°C, respectively). Thus, S values for the aromatics lie 
significantly above the straight line for the alkanes in Figure 2. Owens & Wendt (1969) have 
extended the equation (7) for the polar molecules: 

  p pd d
wo w o w o w o2           (9) 

Thus the spreading coefficient for the polar oil is now given as: 

  p pd d
w o w o o2      S  (10) 

Values of od and op for toluene are 27.8 and 1.3 mN/m, respectively (Clint & Wicks, 2001; 
Binks & Clint, 2002), and equation (10) predicts S=7.3 mN/m for toluene for o=29.1 mN/m. 
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A small value of op=1.3 mN/m for toluene results in rather substantial increase in S because 
of the strong polar forces of water (wp=51 mN/m). 

Recent molecular dynamics simulation of the oil-water interface reveals a preferential 
accumulation of aromatics at the interface, due to the weak hydrogen bonding between 
hydrogen atoms of water and -electrons of aromatics (Raschke & Levitt, 2004; Kunieda et 
al., 2010). In contrast, the low molecular mass saturates in multicomponent mixtures, e.g. 
mineral oil, preferentially accumulate at the surface and give low values of surface tension 
and the corresponding spreading coefficients fall below the line for alkanes. 

Figure 1 includes the relationships for the refractive index and surface tension of the crude 
oil as a function of their density. Though refractive indices for the crude oil are slightly 
above the line for the alkanes, their surface tension values fall significantly below the line. 
This could be due to preferential accumulation of light end alkanes at the crude oil surface. 
Detailed physical properties of the crude oil can be found in Buckley & Fan (2007) and 
Loahardjo (2009). 

This was confirmed by examining measured surface tensions of decane (n-C10H22) binary 
mixtures with hexadecane (n-C16H34), docosane (n-C22H46), and tetracosane (n-C24H50) (Rolo 
et al., 2002; Queimada et al., 2005). As seen in Figure 3, measured surface tension values of 
these binary mixtures at 20, 50 and 70°C, respectively, systematically fell below linear lines 
due to the surface excess of decane. The effect is less pronounced for lower molecular mass 
molecules and higher temperature. The measured surface tension of the decane/hexadecane 
is a linear function of the weight fraction at 60°C. The density of these binary mixtures is a 
linear function of the weight fraction, as expected for the ideal mixture at a wide range of 
temperature (Queimada et al., 2003). 

 
Fig. 3. Measured surface tension of decane binary mixtures with hexadecane, docosane, and 
tetracosane as a function of the weight fraction of decane. 
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Fig. 3. Measured surface tension of decane binary mixtures with hexadecane, docosane, and 
tetracosane as a function of the weight fraction of decane. 
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3. Experimental 

A non-ionic surfactant, BIO-SOFT® N91-8 (Stepan, Illinois, USA) was used as received. The 
surfactant is characterized as CH3(CH2)nO(CH2CH2O)yH, where n=8-10 and the average 
moles of ethoxylation y=8.3. The surface tension of the synthetic sea water (NaCl, KCl, 
CaCl2·2H2O, and MgCl2·6H2O of 28.0, 0.935, 1.56 and 11.56 g/L, respectively) of pH=6-7 was 
measured as a function of BIO-SOFT® N91-8 concentration using the Wilhelmy plate 
method as adapted for the Krüss K100 tensiometer. A Krüss DVT-10 drop volume 
tensiometer was used to measure the interfacial tension between crude oil and sea water. 
For the spreading experiment, approximately 35 mL of the synthetic sea water was placed in 
a glass beaker of 5.5 cm inside diameter and 3.5 cm height. A drop of the crude oil (~50L) 
was then placed on the water surface from a disposable glass pipette and spreading 
behaviour was video recorded. 

4. Results and discussion 
4.1 Molecular dynamics simulation of heptane-decane-toluene ternary mixtures 

Spreading behaviour of a drop of the mixed solvent containing heptane, decane, and 
toluene of 250, 500, and 250 molecules, respectively was simulated on the surface of 18,458 
water molecules. Detailed description will be given in a separate paper (Kunieda et al., 
2012).  

Results of the simulation are summarized in Figure 4 with a series of time lapse images, 
which show a spherical drop of 6.9 nm in diameter transforming to a liquid lens of 
maximum height of 4.1 nm after 2.97 ns of computational time. Only toluene molecules in 
the mixed solvent are shown in the third row of Figure 4, which clearly illustrates 
accumulation of toluene molecules at the water/organic solvent interface. 

 
 

Simulation 
time, ns 0 0.63 1.25 1.88 2.97

Total 
System

Toluene 
Only

20 nm

 
Fig. 4. Results of the molecular dynamics simulation of a mixed solvent of heptane, decane, 
and toluene of 0.25/0.50/0.25 mole fraction on the water surface at 25°C (the second row). 
Toluene molecules only in the mixed solvent are selectively shown in the third row.  
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Fig. 5. Mole fraction of heptane, decane, and toluene in the bulk oil lens as well as the 
surface and interfacial regions after 2.97 ns computational time. 

Changes in composition of the mixed solvent in the bulk, and the surface and interfacial 
regions are illustrated in Figure 5, which clearly demonstrates the preferential accumulation 
of toluene molecules at the water/oil interface; 0.25 in the bulk to slightly less than 0.6 mole 
fraction at the interface. Here, the interfacial region is defined as oil molecules which are at 
least one hydrogen atom within 0.3 nm from water molecules. The figure also confirms the 
surface excess of heptane against decane molecules. 

4.2 Spreading behaviour of model binary and ternary mixtures on water 

Density and surface tension of toluene-heptane, toluene-decane, and heptane-decane (add 
comma) binary mixtures were measured and reported in a previous paper (Kunieda et al., 
2012). Figure 6(a) illustrates measured densities of the binary mixtures as a function of the 
weight fraction of either toluene or decane. The relationship for the binary mixture of alkanes 
(heptane and decane) follows the linear relationship against the weight fraction of decane, 
indicating no change in the volume upon mixing as for an ideal mixture. In comparison, those 
for the alkane-aromatic binary mixtures deviate systematically from the linear relationships 
towards lower densities, indicating the excess volume of alkanes-aromatic mixtures as 
reported by Qin et al. (1992). Solid diamonds in the figure represent the molecular dynamics 
simulation predicted density of toluene-heptane binary mixtures, which are in good 
agreement with measured values. This confirms that the molecular dynamics adequately 
simulate interactions between toluene and heptane in the bulk solution. 

The measured surface tension of these binary mixtures is plotted against the weight fraction 
of either toluene or decane in Figure 6(b). The o of a blend of alkanes, with small difference 
in molecular weights, follows a linear relationship against weight fraction. The same figure 
demonstrates pronounced reduction in surface tension from ideality of the alkane-aromatic 
binary mixtures. For decane/toluene, nearly half of the reduction in the surface tension of 
toluene occurs with addition of only 0.28 weight fraction (0.20 mole fraction) of decane. 
These observations are consistent with preferential accumulation of alkanes at the oil/air 
surface against the aromatic as shown in Figure 5 and also discussed in Kunieda et al. 
(2012). 
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Fig. 6. Measured density (a) and surface tension (b) of toluene-heptane, toluene-decane, and 
decane-heptane binary mixtures as a function of the weight fraction of toluene or decane. 
The density of the binary mixture of alkanes is a linear function of the weight fraction, 
indicating an ideal mixture. 

The interfacial tension of these binary mixtures was also measured against water at pH=6-7, 
and the spreading coefficient was calculated using equation (4). Results are summarized in 
Figure 7 by plotting calculated S against the surface tensions of the mixtures. Measured 
interfacial tensions of toluene, heptane, and decane are 35.2, 50.1, and 50.0 mN/m, 
respectively, which are about 2 mN/m lower than literature values even after removing 
polar components by flow through silica gel and alumina columns up to six times until the 
interfacial tension values were constant. Points for the heptane-decane binary mixture 
follow the linear relationship for a series of alkanes from the literature as discussed in Figure 
2. Slightly lower values of the measured interfacial tension than the literature values of 
decane and heptane causes a slight deviation to larger S than the literature relationship.  

The relationships, based on measurements for the toluene-decane and toluene-heptane 
binary mixtures, are highly non-linear with respect to composition, especially at above 0.4 
mole fraction of toluene (see Figure 7). The S of pure toluene is 9.1 mN/m; addition of as 
much as 0.6 mole fraction of heptane has no significant effect on the spreading behaviour 
because S=9.5 mN/m for this mixture. The maximum, S=10.3 mN/m, is observed at 0.6-0.8 
mole fraction of toluene. Thus, the binary mixture spreads more readily than either of the 
pure liquid components. The figure also shows addition of as much as 20% mole fraction of 
decane to toluene has no significant effect (S=9.0 mN/m). This is especially remarkable since 
S=-2.1 mN/m for the pure decane. 
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Fig. 7. Calculated spreading coefficient of toluene-heptane (circle), toluene-decane (square), 
and heptane-decane (triangle) binary systems as well as their ternary mixtures (open 
diamond). Numerical values beside data points for the binary mixtures represent the mole 
fraction of toluene for the binary mixtures, and mole fraction of heptane for the ternary 
mixtures. The same relationships for five crude oils tested for spreading behaviour on sea 
water are also included (cross). 

Spreading coefficients for the ternary mixtures of toluene-heptane-decane are also included 
in the same figure. Dashed lines for the constant mole fraction of toluene are almost parallel 
to the linear relationship for the alkanes. The heptane-decane fractions merely affect the 
surface tension of the ternary mixtures and the fraction of toluene in the mixture determines 
the interfacial tension. S=9.4 mN/m for the ternary mixture of 0.2/0.2/0.6 mole fraction of 
decane/heptane/toluene, respectively, which is 0.3 mN/m higher than S for pure toluene. 

These observed complexities of the spreading behaviour of the binary and ternary mixtures 
result from specific adsorption of the toluene and heptane at the oil/water and oil/vapor 
interfaces, respectively, as predicted by the molecular dynamics simulations (Figure 5). 

4.3 Spreading of crude oil on sea water 

Five crude oils of widely different properties were selected to examine their spreading 
behaviour on synthetic sea water at room temperature. Some physico-chemical properties of 
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these crude oils at 20°C are listed in Table 1 together with the calculated spreading 
coefficient (S) from equation (4) using their surface and interfacial tensions and w=73.5 
mN/m. Additional properties of these crude oils can be found in Buckley & Fan (2007) and 
Loahardjo (2009). Relationships between the surface tension and S are also included in 
Figure 7. Values of S for the crude oil are 2-3 times larger than the aromatics, mostly because 
of their low interfacial tensions. This suggests polar contributions of op=1.5-3.9 mN/m for 
the crude oils instead of 1.3 mN/m for toluene, suggesting the presence of weak 
accumulation of polar molecules in the resins and asphaltenes fractions at the oil/sea water 
interface at pH=6-7. In comparison, the reported value of op for 1-undecanol, C11H23OH, is 
as large as 20 mN/m (Binks & Clint, 2002). Detailed discussion of the correlation between 
the chemical composition of the crude oil and interfacial tension can be found in (Buckley & 
Fan, 2007). van Oss et al. (1988) have proposed correlating the polar component to the acid-
base interactions, and this could certainly be applicable to the crude oil/water interface. 

Crude Oil
Aromatics  

%
Asphaltenes  

(n-C6)%
Resins  

%
Density 
g/cm3

Surf. Ten. 
mN/m

Int. Ten.1 

mN/m 
S     

mN/m
Visc. 

mPa s

Lustre 18 1.0 9.0 0.840 25.2 20.5 27.8 5.0
Gulfaks 26 0.3 16 0.894 28.1 18.4 27.0 35

Cottonwood 23 2.9 17 0.893 27.3 21.6 24.5 26
LC 25 3.2 12 0.903 28.0 25.7 19.8 39

Minnelusa 20 9.1 13 0.904 28.8 27.4 17.2 58
1. against sea water at pH=6-7  

Table 1. Selected physico-chemical properties of five crude oils used for the spreading 
experiments on the sea water. All measurements are at 20°C. 

Time, sec 0.00 0.20 0.40 1.00 2.00

Gulfaks

Cottonwood

LC  
Fig. 8. Spreading behaviour of a drop (~50L) of selected crude oils on sea water at 20°C. 
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Spreading behaviour of three crude oils; Gulfaks, Cottonwood, and LC are summarized in 
Figure 8 as a series of photographs illustrating the initial spreading of the crude oil on sea 
water. Calculated spreading coefficients for these crude oils are much higher than for pure 
alkanes and aromatics of similar o, and range from 17 mN/m to 28 mN/m, as shown in 
Table 1. All of the tested crude oils  spread rapidly on the sea water surface as a thin layer. 
The relationship between the thickness of the spreading oil as a function of S and density 
has been formulated by Langmuir (1933). Cochran & Scott (1971) developed an equation 
which related the spreading rate of the thin oil layer over the surface of water to the 
combined effect of the spreading pressure, gravitational forces, and hydrodynamic 
resistance which is a function of the crude oil viscosity.  

4.4 Control of the spreading of crude oil on sea water  

Even a very low level of surfactant concentration, especially a non-ionic, is known to 
effectively lower the surface tension of water. Addition of as little as 30 ppm BIO-SOFT® 
N91-8 lowered w of the sea water by 29 mN/m from 73 to 45 mN/m, (see Figure 9(a)). 
Figure 9(b) represents the measured interfacial tension of 5 crude oils as a function of the 
concentration of the same non-ionic surfactant. The wo of the crude oil/sea water interface 
is already low in the absence of this non-ionic surfactant due to adsorbed polar components 
as discussed above. The wo of Minnelusa oil is reduced only 8 mN/m, from 27 to 19 mN/m, 
with the same level of BIO-SOFT® N91-8 concentration. Detailed discussion on the 
interfacial tension and the micellar structure of the surfactant molecules at the oil/water 
interface can be found in Hoffmann (1990).  

 
Fig. 9. The surface tension of the sea water (a) and interfacial tension of 5 crude oils (b) as a 
function of the non-ionic surfactant, BIO-SOFT® N91-8, concentration. 

Equation (4) suggests that addition of even a small amount of non-ionic surfactant to the 
water would prevent spreading of crude oil (S<0) over the surface of sea water. The 
spreading coefficients for five crude oils were calculated as a function of BIO-SOFT® N91-8 
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these crude oils at 20°C are listed in Table 1 together with the calculated spreading 
coefficient (S) from equation (4) using their surface and interfacial tensions and w=73.5 
mN/m. Additional properties of these crude oils can be found in Buckley & Fan (2007) and 
Loahardjo (2009). Relationships between the surface tension and S are also included in 
Figure 7. Values of S for the crude oil are 2-3 times larger than the aromatics, mostly because 
of their low interfacial tensions. This suggests polar contributions of op=1.5-3.9 mN/m for 
the crude oils instead of 1.3 mN/m for toluene, suggesting the presence of weak 
accumulation of polar molecules in the resins and asphaltenes fractions at the oil/sea water 
interface at pH=6-7. In comparison, the reported value of op for 1-undecanol, C11H23OH, is 
as large as 20 mN/m (Binks & Clint, 2002). Detailed discussion of the correlation between 
the chemical composition of the crude oil and interfacial tension can be found in (Buckley & 
Fan, 2007). van Oss et al. (1988) have proposed correlating the polar component to the acid-
base interactions, and this could certainly be applicable to the crude oil/water interface. 

Crude Oil
Aromatics  

%
Asphaltenes  

(n-C6)%
Resins  

%
Density 
g/cm3

Surf. Ten. 
mN/m

Int. Ten.1 

mN/m 
S     

mN/m
Visc. 

mPa s

Lustre 18 1.0 9.0 0.840 25.2 20.5 27.8 5.0
Gulfaks 26 0.3 16 0.894 28.1 18.4 27.0 35

Cottonwood 23 2.9 17 0.893 27.3 21.6 24.5 26
LC 25 3.2 12 0.903 28.0 25.7 19.8 39

Minnelusa 20 9.1 13 0.904 28.8 27.4 17.2 58
1. against sea water at pH=6-7  

Table 1. Selected physico-chemical properties of five crude oils used for the spreading 
experiments on the sea water. All measurements are at 20°C. 

Time, sec 0.00 0.20 0.40 1.00 2.00

Gulfaks

Cottonwood

LC  
Fig. 8. Spreading behaviour of a drop (~50L) of selected crude oils on sea water at 20°C. 
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concentration in Table 2. The S values in the table were calculated using measured wo of 
each crude oil against sea water and for sea water with a given concentration of BIO-SOFT® 
N91-8.  

S (with wo of sea water) Initial Spreading Behavior
Sea water with BIO-SOFT®, ppm Sea water with BIO-SOFT®, ppm

Crude oil 0 5 10 20 30 Crude oil 0 5 10 20 30
Lustre 28 10 6 2 -1 Lustre SP INT INT NO NO

Gulfaks 27 10 5 1 -1 Gulfaks SP INT INT NO NO
Cottonwood 25 7 3 -1 -4 Cottonwood SP INT INT NO NO

LC 20 2 -2 -6 -9 LC SP NO NO NO NO
Minnelusa 17 0 -4 -9 -11 Minnelusa SP INT INT NO NO

 S (with wo of sea water/BIO-SOFT®)
Lustre 28 11 8 5 4

Gulfaks 27 11 8 5 3
Cottonwood 25 9 6 3 2

LC 20 5 3 2 0
Minnelusa 17 2 0 -3 -3  

Table 2. Calculated S and observed spreading behaviour of five crude oils on sea water. INT 
indicates that slow spreading of the oil droplet was still observed. S was calculated using the 
wo of sea water in the presence (top) and absence (bottom) of BIO-SOFT® N91-8. 

The spreading behaviour of Minnelusa crude oil over sea water shown in Figure 10 clearly 
demonstrates that as little as 5 ppm, ~1.6% of the critical micelle concentration, of the non-
ionic surfactant is enough to prevent the rapid spreading of the crude oil. Observed 
spreading behaviour shown in Table 2 agrees better with the S calculated using wo against 
sea water instead of sea water with a given amount of BIO-SOFT® N91-8. In the table, INT 
indicates that some slow spreading of the oil droplet still occurred as seen in Figure 10. This 
observation suggests that the surfactant molecules are not yet adsorbed at the rapidly 
spreading frontal perimeter of the oil/sea water interface. 

Time, sec 0.00 0.20 0.40 1.00 2.00

Sea water 
S=17

5.0 ppm 
BIO-SOFT® 

S=0

10 ppm 
BIO-SOFT® 

S=-4  
Fig. 10. Spreading behaviour of Minnelusa crude oil on sea water in the absence and the 
presence of 5 and 10 ppm BIO-SOFT® N91-8. 
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4.5 Retraction of spilled crude oil  

Results shown in Figure 10 and Table 2 suggest that placement of a small amount of the 
aqueous non-ionic surfactant solution would effectively cause retraction of the spilled crude 
oil on the water surface. This is demonstrated in Figure 11, where a drop of Minnelusa crude 
oil (S=17 mN/m) quickly spread on the sea water surface (time=0 sec). The thin film of 
crude oil has quickly retracted to the opposite side after a drop of 500 ppm aqueous BIO-
SOFT® N91-8 solution was added near the side wall of a glass beaker (top photographs). 
The lens of crude oil of (> 1 mm in thickness) can be skimmed mechanically from the open 
water surface (Cochran & Scott, 1971). The retraction of the thin film was confirmed for all of 
the five crude oils tested in this study. 

 
 

Time, sec 0.00 0.06 0.20 0.40 1.00

Minnelusa
Time, sec 0.00 0.02 0.06 0.15 0.40

Minnelusa  
Fig. 11. Retraction of a spilled thin film of Minnelusa crude oil by addition of a drop of 500 
ppm aqueous BIO-SOFT® N91-8 solution at the side (first row) or centre (second row) of a 
glass beaker. 

At the bottom row of photographs in Figure 11, a drop of 500 ppm aqueous BIO-SOFT® 
N91-8 solution was placed at the center of the thin oil disc covering the entire water surface, 
causing rapid retraction of the oil outward toward the perimeter of the oil disc. Build-up of 
a slightly thicker oil ridge can clearly be seen after 0.02 and 0.06 sec as the oil film retracts. In 
this demonstration, the glass wall of the beaker restricts further spreading of the oil disc, 
resulting in formation of a narrow ring of the oil film at 0.40 sec. This oil ring would break-
up under weak mechanical disturbance (i.e. wave action) to smaller size droplets. 

The outer perimeter of the oil ring is facing toward the water of high surface tension, thus a 
high value of S, whereas the inner perimeter is associated with the water of lower surface 
tension (and S<0). On an open water surface, the gradient in the capillary forces will cause 
rapid outward spreading of the thin oil film. This would result in break-up of the oil disc at 
the rapidly expanding outside perimeter of the thin oil disc as described by Zisman (1941a). 
This suggest the same chemical could act both as the retracting and dispersing agent based 
on the location of its placement; either in the oil or water phase. 
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N91-8 solution was placed at the center of the thin oil disc covering the entire water surface, 
causing rapid retraction of the oil outward toward the perimeter of the oil disc. Build-up of 
a slightly thicker oil ridge can clearly be seen after 0.02 and 0.06 sec as the oil film retracts. In 
this demonstration, the glass wall of the beaker restricts further spreading of the oil disc, 
resulting in formation of a narrow ring of the oil film at 0.40 sec. This oil ring would break-
up under weak mechanical disturbance (i.e. wave action) to smaller size droplets. 

The outer perimeter of the oil ring is facing toward the water of high surface tension, thus a 
high value of S, whereas the inner perimeter is associated with the water of lower surface 
tension (and S<0). On an open water surface, the gradient in the capillary forces will cause 
rapid outward spreading of the thin oil film. This would result in break-up of the oil disc at 
the rapidly expanding outside perimeter of the thin oil disc as described by Zisman (1941a). 
This suggest the same chemical could act both as the retracting and dispersing agent based 
on the location of its placement; either in the oil or water phase. 
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4.6 Aging of thin films of crude oil on the surface of water 

A drop of Lustre crude oil spread quickly (S=28 mN/m); a thin oil film covered the entire 
surface of sea water in a glass beaker within a second. The thin oil film retracted quickly (<3 
sec) when a drop of the aqueous 500 ppm BIO-SOFT® N91-8 solution was added, as shown 
by the series of photographs in the first row of Figure 12.  

 
 

Time, sec 0.00 0.20 1.00 2.00 3.00

~0.05mL 
Lustre 
Fresh

Time, sec 0.00 0.40 1.00 10.0 60.0

 ~ 0.10 mL 
Lustre 

2 days aging 
Time, sec 0.00 6.00 A B C

~0.8 mL 
Lustre 

2 days aging  
Fig. 12. Retraction of fresh and aged thin film of Lustre crude oil by addition of a drop of 500 
ppm BIO-SOFT® N91-8 solution. A semi-rigid film was formed when a thicker film of the 
crude oil (with 0.8 mL of the oil instead of 0.05 and 0.1 mL) was aged for two days. 

For the photographs shown in the second row, twice the amount (~0.10 mL) of Lustre crude 
oil was allowed to spread over the sea water surface and the beaker was left open in a fume 
hood for two days. The retraction of the aged thin film caused by a drop of 500 ppm BIO-
SOFT® N91-8 solution was significantly slower than for freshly spread oil (see Figure 12).  

The third row of photographs in Figure 12 were taken after, approximately 0.8 mL of Lustre 
crude oil was allowed to spread on the sea water surface followed by aging for two days. A 
thin, semi-rigid film of aromatics, rich in polar asphaltenes and resins covers the water 
surface. A drop of BIO-SOFT® N91-8 solution was added along the glass wall. After 6 
seconds, a small round hole formed in this semi-rigid film; the rest of the film remained 
intact. This semi-rigid film could be broken and rolled up using the tip of a glass pipette as 
shown in A, B, and C of the third row of Figure 12. This observation simulates how wave 
action can cause formation of tar balls at sea far from the parent spill of crude oil. These tar 
balls are very sticky because of their high content of aromatics in the form of asphaltenes 
and resins. 
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5. Conclusion  

The surface tension of alkanes is the result of the London dispersion forces, which are 
directly proportional to density. When the surface tensions of a series of crude oils is plotted 
against their densities, they also follow a close-to-linear relationship but the values fall 
significantly below those for alkanes of the same density due to preferential accumulation of 
light end alkanes at the crude oil surface. 

Molecular dynamics simulation of the aromatic-water interface reveals a similar preferential 
accumulation of aromatics at the interface, due to the weak hydrogen bonding between the 
hydrogen atoms of water and the -electrons of aromatics. This explains why aromatic-
water interfacial tensions (e.g. 34.4 mN/m for benzene at 20°C) are lower than those for 
alkane-water (e.g. 52.0 mN/m for n-heptane). 

Aromatics that are preferentially accumulated at the crude oil-water interface will promote 
migration of asphaltenes and polar components in the crude oil toward the interface, 
resulting in further reduction in the interfacial tension between crude oil and sea water to 
below 30 mN/m. The combination of low surface and interfacial tension values for crude oil 
promotes rapid spreading of crude oil on sea water when an oil spill occurs. Light end 
alkanes evaporate quickly due to their low vapour pressure and a thin film of aromatics, 
rich in asphaltenes and resins, spreads ahead of the bulk crude oil over the water surface. 
The spreading action results in formation of tar balls far from the parent spill of crude oil. 
Spreading of the crude oil can be prevented or at least greatly reduced by lowering the 
surface tension of the water. This can be achieved, for example by use of a very low 
concentration of non-ionic surfactant.  
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1. Introduction 
The sensitivity of crude oil operational areas and the devastating effect of crude oil spillage 
on the lithosphere, biosphere, hydrosphere and atmosphere is established fact. The impacts 
of these spills on the ecosystem leave indelible imprints. While literature abounds on studies 
involving the collection of baseline data and the prediction of effects using expert 
judgments, experiments, interviews and models, mitigation and control measures to 
minimize the impact has recorded limited success over the years. 

With research still in progress on ways and means to handle ecological crude oil pollution 
when they occur, including the search for alternative energy resources, reviews on the 
knowledge and understanding of the interaction of crude oil spill and the environment must 
remain essential. This will help to foster and evolve the much needed solution to better 
effective mitigation and control strategies and hence ensure a sound and sustainable 
environment.  

Pollution occurs when the concentration of various chemical or biological constituents 
exceed a level at which a negative impact on amenities, the ecosystem, resources and human 
health can occur. Pollution results primarily from human activities (Awobajo, 1981).  

The sources of pollution include sewage, urban run-off, industrial processing wastes and 
effluents, coastal developments, shipping activities and atmospheric dust and fall out. The 
chemical or biological constituents creating pollution are known as contaminants. 
Contaminants degrade the natural quality of a substance or medium. Inorganic 
contaminants include zinc, lead and pesticides. Organic contaminants consist of petroleum 
hydrocarbons and biological pollutants (coliform bacteria and pathogens). 

Petroleum as the contaminant or pollutant of interest here is a complex mixture of naturally 
occurring hydrocarbons in the solid (Asphalt, pitchblende, tar), liquid (crude oil) and 
gaseous state (natural gas). It is a mixture of hundreds of hydrocarbons highly variable in 
composition whose individual chemical properties vary widely. Its properties depend on 
the properties of the individual constituents and is made up basically of paraffin, aromatics, 
asphalt and naphthenes.  
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Petroleum deposits contain similar elements, usually 11-15% Hydrogen and 82-87% Carbon. 
Some of the compounds are more amenable to volatilization than to dissolution, and vice 
versa. Also, other components within petroleum are not particularly prone to either and will 
tend to persist in the subsurface (Webb, 1985). 

Petroleum products fall within the class of liquids that do not readily dissolve in water and 
can exist as a separate fluid phase known as non-aqueous phase liquids (NAPLs). It is also 
known to be lighter that water and sub-grouped as LNAPLs. Those with a density greater 
than water (DNAPLs) are chlorinated hydrocarbons such as carbon tetrachloride and 
chlorophenols (Palmer and Johnson,1989). 

Non-aqueous phase liquids (NAPLs), such as petroleum, chlorinated solvents and 
polychlorinated biphenyl (PCB) oils, are a common cause of groundwater contamination in 
many industrialized countries (Keely, 1989). 

Although these liquids exist as a separate fluid phase in the subsurface, they typically have 
solubilities orders of magnitude greater than drinking water standards. 

Predicting the fate of these chemicals in the subsurface is a challenging problem that needs 
to be addressed at many sites, before an effective remediation result can be achieved. 

2. Evaluation of physical transport parameters 
Access to and the utilization of knowledge about contaminant transport and fate is difficult 
because of the complexity of the sub-surface environment. Furthermore transport and fate 
assessments require inter-disciplinary analyses and interpretations because the process 
involved in these activities are naturally intertwined (Keely, 1989). 

The integration of information on geologic, hydrologic, chemical and biological processes 
into an effective contaminant transport evaluation requires data that are accurate, precise, 
and appropriate. Even though a given parameter, such as hydraulic conductivity, can be 
measured correctly and with great reproducibility, it is difficult to know how closely an 
observation actually represents the vertical and horizontal distribution of conductivities 
found at a site.  

It is important to appreciate the processes involved in the transport of contaminants in both 
porous and fractured media under saturated or unsaturated conditions. This information 
will assist in the design of efficient and cost-effective monitoring networks and remediation 
strategies of ground and surface water resources. 

The severity of soil contamination tends to be a function of the properties of the soil. 
Knowledge of the infiltration process is prerequisite for managing contaminant transport in 
the unsaturated or vadose zone (Fig.1). The vadose zone is the area between the surface of 
the land and the aquifer water table in which the moisture content is less than the saturation 
point and the pressure is less than atmospheric. Depth of the vadose zone varies greatly, 
depending on the region of the site. Because the vadose zone overlies the saturated zone, 
chemical releases at or near the land surface must pass through the vadose zone before 
reaching the water table. The depth to the water table which is equivalent to the thickness of 
the unsaturated zone, is one of the parameters that determine whether or not a pollutant 
will reach the water table from a surface spill. Therefore, at many contaminated sites, often 
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both the vadose zone and the saturated zone need to be characterized and remediated 
(Mercer and Spalding,1989). The unsaturated zone is an integral component of the 
hydrological cycle, which directly influences infiltration. Infiltration is defined as the initial 
process of water (or contaminant) movement into unsaturated zone through the soil surface 
(Tombul, 2003). The maximum rate at which fluid can move into the soil is called the 
infiltration capacity or potential infiltration rate (Bouwer, 1978). 

 
Fig. 1. Typifying the Vadose Zone 

The ability to transmit fluid or the hydraulic conductivity of the soil is a highly variable 
quantity. If the soil is composed of well-sorted sand or gravel, the conductivity will be high 
and will vary only slightly with time. Most natural sediments, however, develop a stratified 
structure. As a result of their depositional history, the hydraulic properties (permeability, 
porosity etc.) in the Formations are mostly heterogeneous and anisotropic. In a 
homogeneous sediment, porosity and permeability are equal everywhere.  

Geologic heterogeneities within the Formations make it difficult to precisely quantify the 
hydrogeologic system and the resulting properties affecting contaminant transport. 
Groundwater flow or solute (pollutant) transport at a given location depends on the 
permeability of the subsoil and the potential or hydraulic gradient. Effective hydraulic 
conductivity or permeability is an important parameter for the prediction of infiltration and 
run-off volume of fluids. The ability of sediments to hold and transmit fluids is determined 
by their porosity and permeability. The porosity of a soil or rock material is the percentage 
of the total volume of the material that is occupied by pores or interstices; or simply the 
percentage of pore spaces in the material. These pores may be filled with water if the 
material is saturated or with air and water if it is unsaturated. 
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will assist in the design of efficient and cost-effective monitoring networks and remediation 
strategies of ground and surface water resources. 
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both the vadose zone and the saturated zone need to be characterized and remediated 
(Mercer and Spalding,1989). The unsaturated zone is an integral component of the 
hydrological cycle, which directly influences infiltration. Infiltration is defined as the initial 
process of water (or contaminant) movement into unsaturated zone through the soil surface 
(Tombul, 2003). The maximum rate at which fluid can move into the soil is called the 
infiltration capacity or potential infiltration rate (Bouwer, 1978). 

 
Fig. 1. Typifying the Vadose Zone 

The ability to transmit fluid or the hydraulic conductivity of the soil is a highly variable 
quantity. If the soil is composed of well-sorted sand or gravel, the conductivity will be high 
and will vary only slightly with time. Most natural sediments, however, develop a stratified 
structure. As a result of their depositional history, the hydraulic properties (permeability, 
porosity etc.) in the Formations are mostly heterogeneous and anisotropic. In a 
homogeneous sediment, porosity and permeability are equal everywhere.  

Geologic heterogeneities within the Formations make it difficult to precisely quantify the 
hydrogeologic system and the resulting properties affecting contaminant transport. 
Groundwater flow or solute (pollutant) transport at a given location depends on the 
permeability of the subsoil and the potential or hydraulic gradient. Effective hydraulic 
conductivity or permeability is an important parameter for the prediction of infiltration and 
run-off volume of fluids. The ability of sediments to hold and transmit fluids is determined 
by their porosity and permeability. The porosity of a soil or rock material is the percentage 
of the total volume of the material that is occupied by pores or interstices; or simply the 
percentage of pore spaces in the material. These pores may be filled with water if the 
material is saturated or with air and water if it is unsaturated. 
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The facility of fluid flow through any porous medium is termed permeability. Any material 
with voids is porous and, if the voids are interconnected, possesses permeability. 
Permeability or hydraulic conductivity is also the ability of a soil to conduct or discharge 
water under a hydraulic gradient. It depends on soil density, degree of saturation, viscosity 
and particle size. Materials with larger void spaces generally have larger void ratios, and so, 
even the densest soils are more permeable than materials such as rocks and concrete. 
Materials such as clays and silts in natural deposits have large values of porosity (or void 
ratio) but are nearly impermeable, primarily because of their very small void sizes. Since 
natural subsurface geology is very heterogeneous, there can be various sizes of hydraulic 
conductivities in a relatively small area (Miller and Hogan, 1996). Permeability vary strongly 
for different sediments, but porosities vary only from values of 0.2 (20%) for coarse, 
unsorted sands to 0.65 (65%) for clay (Bowles,1985). 

3. Contamination characterization 
The fate of hydrocarbons in the subsurface depends on the processes of transport, 
multiphase flow, volatilization, dissolution, geochemical reactions, biodegradation, and 
sorption (Figure 2). An interdisciplinary investigation of these processes is critical to 
successfully evaluate the potential for migration of hydrocarbons in the subsurface.  

 
 
 

 
 
 

Fig. 2. Processes critical to understanding the fate and transport of hydrocarbons In the 
subsurface. 
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Contaminant transport in the subsurface is affected by different processes. They include 
advection, dispersion, diffusion, adsorption and decay. These processes can work together 
or separate in groundwater flow (Miller and Hogan, 1996). 

The process by which contaminants are transported by the bulk motion of the flowing 
groundwater is known as advection. Non-reactive solutes are carried at an average rate 
equal to the average linear velocity, V, of the water (Freeze and Cherry, 1979). The average 
linear velocity, V, at which groundwater flows through a porous aquifer is given from the 
modified Darcy relations: 

 K dhV
n dL

   (1) 

Where K is the hydraulic conductivity of the formation in the direction of groundwater 
flow, n is the porosity of the formation and dh/dl is the hydraulic gradient in the direction of 
groundwater flow.  

Dispersion is a mixing process. According to the advective hydraulics of flow system, the 
solute has the tendency to spread out from its flow path by a spreading phenomenon called 
hydrodynamic dispersion, which causes dilution of the solute. Hydrodynamic dispersion is 
the combined effect of mechanical dispersion and molecular diffusion (Mercer and Spalding, 
1989). Freeze and Cherry (1979) states that it occurs because of mechanical mixing during 
fluid advection and because of molecular diffusion due to the thermal-kinetic energy of the 
solute particles. Mechanical dispersion is the mixing of the contaminant resulting from 
movement through complex pore structures (Greenkorn, 1983) and is due mainly to the 
porous medium. Mechanical dispersion is predominant at high groundwater velocities 
while, molecular diffusion is significant at low velocities.  

When a contaminant is diluted in the groundwater it follows the path of normal flow and is 
called lateral dispersion. Due to heterogeneities in soil particle size and pore size, dispersion 
will occur. 

Freeze and Cherry (1979) defines longitudinal dispersion as the spreading of solute in the 
direction of bulk flow. Spreading in directions perpendicular to the flow is called transverse 
dispersion. Longitudinal dispersion is normally much stronger than lateral dispersion and is 
the process whereby some of the water molecules and solute molecules travel more rapidly 
than the average linear velocity and some travel more slowly. The solute therefore spreads 
out in the direction of flow and declines in concentration. Dispersion coefficient varies with 
the groundwater velocity and is relatively constant at low velocities, but increases linearly 
with velocity as the groundwater velocities increase. 

The study of dispersion phenomenon is important for predicting the time when a 
concentration limit used in regulations such as drinking water standards, will be reached 
and for determining optimal, cost-effective strategies for aquifer remediation (Palmer and 
Johnson, 1989). 

Molecular diffusion is due to concentration gradients and the random motion of molecules 
(Miller and Hogan, 1996). Diffusion does not need advective velocity to occur. It is a process 
due to the contaminant alone. The larger the amount of pollutants the greater and farther 
the effects of diffusion can be. It is usually found to have effects at low velocities or long 
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The study of dispersion phenomenon is important for predicting the time when a 
concentration limit used in regulations such as drinking water standards, will be reached 
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due to the contaminant alone. The larger the amount of pollutants the greater and farther 
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time periods of travel. Diffusion is a dispersion process of importance only at low velocities. 
Formation that is dependent on diffusion would be a low hydraulic conductivity layer. 
These layers will have such low velocities regular dispersion will not be noticed. 

According to Mercer and Spalding (1987), adsorption is the transfer of contaminants from 
the groundwater to the soil. Desorption is the transfer of contaminants from the soil to the 
groundwater. These processes involve mass transfer of contaminants. Adsorption is also the 
ability of a compound to “attach” itself to the soil (Miller and Hogan, 1996). It is dependent 
on the properties of the soil and the compound. Differences in solubility and reaction with 
organic materials help make up a wide range of adsorption strengths. 

Decay or degradation is the biological decomposition or chemical alteration of dissolved 
compounds. Miller and Hogan (1996) stated that decay does not affect how fast or how far 
pollutants will travel. Biological or chemical processes will reduce the amount of 
compounds traveling through the system but the effects of advection will stay the same. 
Processes that involve mass transfer of contaminants by chemical reactions will include 
precipitation and dissolution, oxidation and reduction while biological transformation may 
remove contaminants from the systems by biological degradation, or transform 
contaminants to other toxic compounds that are subject to mass transfer by the other 
processes earlier discussed. 

The processes of adsorption-disorption, chemical reactions, and biological transformation 
play important roles in controlling the migration rate as well as concentration 
distributions. These processes tend to retard the rate of contaminant migration and act as 
mechanisms to reduce concentrations (Mercer and Spalding, 1989). Crude oil that is fairly 
viscous, with a high wax content and high pour point will have slow rates of spreading 
and dispersion (Webb, 1985). Generally, the rate of hydrocarbon loss due to evaporation is 
high during the early states of a spill, which renders the oil less toxic and less flammable. 
Evaporation results in an increase in oil viscosity and density, which further retards the 
spreading rate. 

4. Fate of crude oil spill pathways 
Naturally formed soil profiles are rarely homogenous with depth, rather they contain 
distinct layers, or horizons with specific hydraulic and physical characteristics. Because 
migration depends on subsurface lithology, the presence of these layers in the soil profile 
will generally retard water and contaminant movement during infiltration (Tombul 2003). 
Clay layers will impede flow due to their lower saturated hydraulic conductivity. However, 
when these layers are near the surface and initially very dry, the initial infiltration rate may 
be much higher and then drop off rapidly. Hult and Grabbe (1985) observe that as crude oil 
moves from a spill site, it contaminants soil in the vadose zone since its components are 
largely water insoluble and less dense than water, hydrocarbon free product tends to reside 
and spread along the water table boundary. Hydrocarbon free product can easily pollute 
wells within the zone of contamination, and also can sorb to and contaminate those soil 
areas influenced by water table fluctuations. This sorbed material tends to be another more 
subtle source of secondary contamination. In addition, free product can contaminate surface 
waters, and hydrocarbon vapors can collect in basements of buildings and create inhalation 
or explosion risks. 
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It was observed that vertical hydraulic gradients exist between some zones at some study 
sites. These gradients would physically provide the vertical hydraulic force necessary to 
transport light-non-aqueous phase liquids (LNAPLs) such as crude oil through the various 
water-bearing zones (Mercer and Spalding, 1989). Vertical migration proceeds until the 
interface between the unsaturated zone and saturated zone is met. At this point, free phase 
solvent would either spread laterally, continue through the water table vertically as 
DNAPL, or a combination of both. Because advection and dispersion are the primary 
transport mechanisms for LNAPLs (Miller and Hogan, 1996), horizontal (lateral) transport 
of LNAPLs within the Formation may likely occur through advection and dispersion within 
the shallow, intermediate and deep water-bearing zones at the study sites. Movement will 
be predominantly in the direction of groundwater flow through advection. 

Density and solubility are among the primary physical properties affecting the transport of 
separate phase liquids in the soil and water. The density of a slightly soluble compound will 
determine whether it will sink or float in the saturated zone (Tombul, 2003). In some cases, 
dissolved concentrations are large enough that the density of the contaminant plume may 
contribute to the direction of solute transport. The contribution of density to the vertical 
component of groundwater Vg, can be calculated using the concept of equivalent freshwater 
head (Frind, 1982) by: 
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Where Kv is the conductivity in the vertical direction, n is porosity, p is the density of the 
contaminated water and po is the density of the native groundwater. According to Freeze 
and Cherry (1979), except for small amounts of hydrocarbons that go into solution, oil does 
not penetrate below the water table (oil is immiscible in water and is less dense). As oil 
accumulates on the water table, the oil zone spreads laterally, initially under the influence of 
gradients caused by gravity and later in response mainly to capillary forces. Capillary 
spreading becomes very slow and eventually a relatively stable condition is attained. 

In theory, stability occurs when a condition known as residual oil saturation or immobile 
saturation is reached. Below a certain degree of saturation, oil is held in a relatively 
immobile state in the pore spaces. If the percent oil saturation is reduced further, isolated 
islands or globules of oil become the dominant mode of oil occurrence. Over the range of 
pressure gradients that can occur, these islands are stable. As the mass of oil spreads 
laterally due to capillary forces, the residual oil saturation condition must eventually be 
attained, provided that the influx of oil from the source ceases. This is referred to as the 
stable stage. 

Degradation is the biological decomposition or chemical alteration of dissolved 
compounds (Awobajo,1981). Biodegradation plays an important role in the fate of crude 
oil. Many components of petroleum are readily degraded by subsurface micro-organisms 
(Hult and Grabbe, 1985). In the saturated zone, biodegradation frequently makes the 
aquifer anaerobic, resulting in much slower rates of degradation. In the unsaturated zone, 
vapor-phase molecular diffusion can maintain an oxygen supply at distances below the 
ground surface (Hult and Grabbe, 1985). Palmer and Johnson (1989) note that the 
unsaturated or vadose zone often contains greater amounts of organic matter and metal 
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oxides than the saturated zone. Contaminants can adsorb onto these materials, making 
their rate of movement substantially less than in the saturated zone. Materials adhering to 
these absorbents can act as a source of contaminants to the saturated zone even after 
remediation. 

The activity of the micro-organisms in the vadose zone generally is considered to be much 
greater than below the water table.  

Furthermore, the unsaturated portion of the vadose zone can be a pathway for the 
transport of gases and volatile organics. These characteristics of the vadose zone can be 
important when predicting the transport of contaminants and designing systems for 
remediation. Hydrogeological studies are essential to underscore the fate of contaminant 
transport in the subsurface and the processes that govern them, such as advection, 
dispersion, diffusion, adsorption and decay. Its goal is also to determine the directions of 
groundwater flow at the polluted sites which information is essential to any groundwater 
remediation or monitoring program. The determined depth-to-water table (thickness of 
the unsaturated zone) is one of the hydrogeological parameters that determines whether 
or not a pollutant will reach the water table from a surface spill. High water table 
conditions will ensure that contaminant motion will be more of a lateral than vertical flow 
pattern. After the pollutants may have impacted the groundwater, it will tend to move 
laterally along these pathways, with its concentration decreasing as it moves away from 
the point or line sources of pollution due to dispersion and other attenuation effects, such 
as biological decomposition of organic compounds and precipitation of dissolved 
chemicals (Bouwer, 1978). 

5. Ecologic-lithospheric sensitivity of crude oil spill 
Sensitivity index is essentially a geomorphological classification and relates to the sensitivity 
of a particular area. Geomorphology and related physical processes govern the deposition 
and persistence of oil in the environment. The Mangrove swamp is a peculiar sensitive 
environment; its soils consist mainly of clays, shales, clayey shales, organic silts, organic 
silty clays and frequently peat materials. The soils contain abundant organic matter and iron 
compounds, and bacterial decay is active (Hutchings and Saenger, 1987). The most 
commonly occurring soil type in the mangrove environment is the peaty silty clayey mud 
which is noted for its very high water absorbing capacity. The dense network of rivers and 
creeks, low ground elevation and negligible gravity drainage ensure shallow depth to 
groundwater in this environment. There is also dense vegetation typical of a brackish 
environment. These characteristics of the mangrove zone tend to enable it retain oil 
pollution in its system so that pollutants experience longer residence period in the 
environment (Saenger et al., 1983). As a result, mangrove swamps have been found to be the 
most sensitive environment that could be affected by an oil spill over time (Hutchings and 
Saenger, 1987). The saturated, anaerobic nature of the mangrove zone will also result in 
slower rates of crude oil degradation (Hult and Grabbe, 1985).  

The mangrove swamp zone, by virtue of its characteristic geomorphology, lithology, 
drainage condition and vegetation is identified as having a peculiar sensitivity to crude 
oil pollution, as a result of the long residence period it exhibits over time to 
contaminants. 
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6. Discussion 

The information revealed by this review is further pointer to the need for all remediation 
technologies to consider where the contaminants reside in the subsurface. It is important to 
appreciate the processes involved in the transport of contaminants in both permeable and 
non-permeable media under saturated conditions. The environmental sensitivity ranking of 
the polluted sites will also serve as guide to identifying the geomorphologic zones most 
susceptible to crude oil pollution. This information will assist in the design of efficient and 
cost-effective monitoring networks and remediation strategies of the soil, ground and 
surface water resources.  
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their rate of movement substantially less than in the saturated zone. Materials adhering to 
these absorbents can act as a source of contaminants to the saturated zone even after 
remediation. 

The activity of the micro-organisms in the vadose zone generally is considered to be much 
greater than below the water table.  

Furthermore, the unsaturated portion of the vadose zone can be a pathway for the 
transport of gases and volatile organics. These characteristics of the vadose zone can be 
important when predicting the transport of contaminants and designing systems for 
remediation. Hydrogeological studies are essential to underscore the fate of contaminant 
transport in the subsurface and the processes that govern them, such as advection, 
dispersion, diffusion, adsorption and decay. Its goal is also to determine the directions of 
groundwater flow at the polluted sites which information is essential to any groundwater 
remediation or monitoring program. The determined depth-to-water table (thickness of 
the unsaturated zone) is one of the hydrogeological parameters that determines whether 
or not a pollutant will reach the water table from a surface spill. High water table 
conditions will ensure that contaminant motion will be more of a lateral than vertical flow 
pattern. After the pollutants may have impacted the groundwater, it will tend to move 
laterally along these pathways, with its concentration decreasing as it moves away from 
the point or line sources of pollution due to dispersion and other attenuation effects, such 
as biological decomposition of organic compounds and precipitation of dissolved 
chemicals (Bouwer, 1978). 

5. Ecologic-lithospheric sensitivity of crude oil spill 
Sensitivity index is essentially a geomorphological classification and relates to the sensitivity 
of a particular area. Geomorphology and related physical processes govern the deposition 
and persistence of oil in the environment. The Mangrove swamp is a peculiar sensitive 
environment; its soils consist mainly of clays, shales, clayey shales, organic silts, organic 
silty clays and frequently peat materials. The soils contain abundant organic matter and iron 
compounds, and bacterial decay is active (Hutchings and Saenger, 1987). The most 
commonly occurring soil type in the mangrove environment is the peaty silty clayey mud 
which is noted for its very high water absorbing capacity. The dense network of rivers and 
creeks, low ground elevation and negligible gravity drainage ensure shallow depth to 
groundwater in this environment. There is also dense vegetation typical of a brackish 
environment. These characteristics of the mangrove zone tend to enable it retain oil 
pollution in its system so that pollutants experience longer residence period in the 
environment (Saenger et al., 1983). As a result, mangrove swamps have been found to be the 
most sensitive environment that could be affected by an oil spill over time (Hutchings and 
Saenger, 1987). The saturated, anaerobic nature of the mangrove zone will also result in 
slower rates of crude oil degradation (Hult and Grabbe, 1985).  

The mangrove swamp zone, by virtue of its characteristic geomorphology, lithology, 
drainage condition and vegetation is identified as having a peculiar sensitivity to crude 
oil pollution, as a result of the long residence period it exhibits over time to 
contaminants. 
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6. Discussion 

The information revealed by this review is further pointer to the need for all remediation 
technologies to consider where the contaminants reside in the subsurface. It is important to 
appreciate the processes involved in the transport of contaminants in both permeable and 
non-permeable media under saturated conditions. The environmental sensitivity ranking of 
the polluted sites will also serve as guide to identifying the geomorphologic zones most 
susceptible to crude oil pollution. This information will assist in the design of efficient and 
cost-effective monitoring networks and remediation strategies of the soil, ground and 
surface water resources.  
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1. Introduction 
Crude oil is one actively traded commodity globally. Its demand has been growing steadily 
over the decades, from 60 million barrels per day to 84 million barrels per day (Hasan et al , 
2010). In Nigeria, crude oil production has grown from a little above 1000 barrels per day in 
1970 to over 3000 barrels per day in 2010 (Fig. 1.1). The world production was 
conservatively 73 million barrels per day in the year 2005 and within the range of 72 and 75 
million barrel per day between 2005 and 2010. 

 
Fig. 1.1. Nigerian crude oil production. 
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Nigeria is the largest oil producer in Africa and the eleventh largest in the world. 
ChevronTexaco, ExxonMobil, Total, Agip, and ConocoPhillips are the major multinationals 
involve in Nigeria oil sector. The main production activity in Nigeria is in the Niger Delta 
region, which according to master plan, extends over an area of about 70,000 square 
kilometers which amounts 7.5% of Nigeria’s land mass. It lies between latitude 3oN and 6oN 
and longitude 5oE and 8oE (Fig 1.2). The Niger delta is world’s third largest wetland after 
Holland and Missisippi. It covers a coastline of 560 km, which is about two-thirds of the 
entire coastline of Nigeria (Fawehinmi, 2007).  

 
Fig. 1.2. Niger Delta region, Nigeria. 

Nigeria has a substantial reserve of paraffinic crude oils (Ajienka and Ikoku, 1997), known 
for their good quality (low sulphur, high API gravity), and containing moderate to high 
contents of paraffinic waxes. The data correlated for light, medium and heavy crude oil 
samples from different sites in Nigeria show densities ranging from 0.813-0.849 g/ml, 0.866-
0.886 g/ml, and 0.925-.935 g/ml at 15°C respectively. Characteristically, waxy crude oils 
have undesirably high pour points and are difficult to handle where the flowing and 
ambient temperatures are about or less than the pour-point. They exhibit non-Newtonian 
flow behaviour at temperature below the cloud point due to wax crystallization. 
Consequently, the pipeline transportation of petroleum crude oil from the production wells 
to the refineries is threatened. 

The Nigerian Niger Delta crude oil, which is the mainstay of Nigerian economy, exhibits 
waxiness, with deposits in the range of 30-45 % (Adewusi 1997; Fasesan and Adewumi, 
2003; Taiwo et al., 2009 and Oladiipo et al., 2009). In fact, pipelines have been known to wax 
up beyond recovery in Nigeria. Production tubing has also been known to wax up, 
necessitating frequent wax cutting, using scrapers conveyed by wireline, which is an 
expensive practice. Billions of dollars has been lost to its prevention and remediation 
(Oladiipo et. al., 2009). The resultant effect on the petroleum industries include among 
others, reduced or deferred production, well shut-in, pipeline replacements and/or 
abandonment. For efficient operation of a pipeline system, steady and continuous flow 
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without any interruption is desirable (Chang et al., 1999). The difficulties in pipeline 
transportation are due to this complex nature of crude oil, which cause a variety of 
difficulties during the production, separation, transportation and refining of oil (Al-
Besharah et al., 1987). For example, formation of asphaltic sludge after shutting in a 
production well temporarily and after stimulation treatment by acid has resulted in partial 
or complete plugging of the well (Ayala et al., 2007and Escobedo et al., 1997). Relative 
amount and molecular distribution of wax, resin and asphaltene as well as thermal and 
shear history of high pour point waxy crude sample directly affects the rheological 
properties of crude oil (Ajienka and Ikoku, 1997). 

Phase changes in petroleum fluids during production, transportation and processing, 
constitute a challenging and an industrially important phenomenon.  Polydisperse nature of 
hydrocarbons and other organic molecules in petroleum fluids accounts for the complexity 
of their phase behavior (Mansoori, 2009), which could be reversible or irreversible (Abedi et 
al., 1998). Generally, heavy fractions have little or no effect on the liquid-vapour phase 
behaviour of the majority of petroleum fluids. Their main contribution is in solid separation 
from petroleum fluids, due to changes in the composition, temperature and pressure 
(Mansoori, 2009; Escobedo and Mansoori, 2010). The main components of the heavy 
fraction, which participate in the solid phase formation include asphaltenes, diamondoids, 
petroleum resins and wax. Petroleum wax consist mainly saturated paraffin hydrocarbons 
with number of carbon atoms in the range of 18–36. Wax may also contain small amounts of 
naphthenic hydrocarbons with their number of carbon atoms in the range of 30–60. Wax 
usually exists in intermediate crudes, heavy oils, tar sands and oil shales. The distribution of 
n-alkanes as a function of the number of carbon-atom in a paraffin wax sample is given in 
figure 1.3 below. 

 
Fig. 1.3. Carbon number distribution of paraffin wax. 
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without any interruption is desirable (Chang et al., 1999). The difficulties in pipeline 
transportation are due to this complex nature of crude oil, which cause a variety of 
difficulties during the production, separation, transportation and refining of oil (Al-
Besharah et al., 1987). For example, formation of asphaltic sludge after shutting in a 
production well temporarily and after stimulation treatment by acid has resulted in partial 
or complete plugging of the well (Ayala et al., 2007and Escobedo et al., 1997). Relative 
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Phase equilibrium deal with the various situations in which two or more phases (or state of 
aggregation) coexist in thermodynamic equilibrium with each other. Reservoir oil contains 
paraffin wax in solution. The average temperature of the oil in production well is somewhat 
higher than the atmospheric temperature. When a waxy crude oil is cooled, the heavier 
paraffinic constituents begin to separate as solid crystals once the solubility limit is exceeded 
(Karan et al., 2000). Thermodynamically, the solid-liquid phase boundary temperature, that 
is the maximum temperature at which the solid and liquid phases co-exist in equilibrium at 
a fixed pressure, is the wax appearance temperature (WAT). This depends on wax 
concentration, the crystallization habit of wax, and the shear stability of different wax 
structures (Holder and Winkler, 1965; Hussain et al., 1999).  

This contribution therefore present the various phase-transitions, which may occur in 
petroleum fluids, and a unified perspective of their phase behaviors. Experimental 
determination of the rheological properties and the characteristics of the crude oil were 
carried out and the data tested on different established rheological models for ease of 
simulating the flow behavior of the crude oil. The wax deposition tendencies of crude oil in 
the pipelines and its influences on the transportation capacity were determined. The various 
methods of mitigating flow assurance problems and wax deposition inhibition highlighted 
towards adequate crude oil production.  

2. Experimental methods 
2.1 Materials 

All crude oil samples used in this study were from Niger Delta Oil field in Nigeria, having 
density and API gravity in the range of 847 - 869 kg/m3 and 24.4 – 36.5 o at 15 oC, 
respectively. For physical properties measurements, the crude samples were shaken 
vigorously for one hour to homogenize and presents good representation of samples. 
Standard methods were employed in determination of the physical properties. 

2.2 Rheological properties measurements 

The rheological behavior of the crude oil samples were studied using Haake Rheo Stress 
model RS100 rheometer having several operating test modes. The test sample charged into 
the rheometer cup was allowed to equilibrate at a particular temperature. The unit was set 
to desired shear rates and operated at 10 revolution per minute, then the temperature of the 
test, the shear rate and the shear stress were recorded. The procedure was repeated at 
various other set temperatures and shear rates. The resulting sample deformation was 
detected using digital encoder with high impulse resolution. Thus, it allows measurements 
of small yield values, strains, or shear rates. The rheometer is equipped with a cone and 
plate sensor.  

2.3 Determination of the wax content 

Wax content was determined by precipitation method (Coto et al., 2008). It involves samples 
dissolution in n-pentane, precipitation with acetone:n-pentane mixture in ratio 3:1 and 
separating by filtration in Buchner funnel using glass microfiber Whatman filter N934.  
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2.4 Pipeline crude oil transportation simulation  

The pipeline transportation system simulated for crude oil experimental measurement 
comprises the experimental pipe system, the circulating water system and crude oil 
reservoir system (Fig. 2.1.). 

 
 

 
Fig. 2.1. Simulated pipeline transportation system. 

The experimental pipe system and water circulation system are arranged in shell and tube 
mode. The water jacket around the reservoir tank can control the oil temperature in the pipe 
system while water circulation system controls the wall temperature of the test section. The 
internal diameter of pipe at both the test and reference section is 20.47 mm with the total 
length of 2.75 m. 

2.4.1 Wax deposition in simulated transportation flow line 

The differential pressure of the test section and the reference section were measured during 
the wax transportation experiment. The wall temperature of the test section was varied and 
the differential pressure measured. The data collected were used to calculate the extent of 
the wax deposition and to elucidate on the mechanism of deposition. Carbon number 
distribution of paraffin wax determined by gas chromatography technique using the IP 372/ 
85 methods. 

2.5 Evaluation tests of flow improvers 

Effectiveness of some flow improvers for the waxy crude oils was determined through the 
pour point test (using Herzog MC 850 pour point test equipment) according to the ASTM- 
97 and kinematic viscosity by the IP 71 procedures. The dynamic inhibitive strength of these 
modifiers was equally experimented using the simulated crude oil pipeline transportation. 
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3. Results and discussions 
3.1 Rheological behaviour and modelling 

Rheology is the science of the deformation of matter. It involves the study of the change in 
form and flow of matter in term of elasticity, viscosity and plasticity under applied 
stresses or strains. The rheological behavior of waxy oil is crucial in the design of pipeline, 
flow handling equipment and processing purposes in the oil industry. The study of the 
rheological characteristics of crude oil is significant to lowering the energy consumption 
and ensuring safety and cost effectiveness in pipeline transportation of waxy crudes. 
Figure 3.1 shows a typical rheogram in terms of shear stress and shear rate. Shear stress 
increases asymptotically and significantly with shear rate. Several researchers have 
investigated models to describe the rheological properties of waxy oils (Davenport and 
Somper, 1971; Matveenko et al., 1995 and Remizov et al., 2000). Generally the behaviour 
can be broadly grouped into two; Newtonian and non-Newtonian fluids. Whereas the 
Newtonian fluids exhibit a linear relationship between shear stress and shear rate, the 
non-Newtonian fluids do not. The non-Newtonian fluids have yield stress, which is the 
upper limit of stress before flow occurs. At this point, the range of reversible elastic 
deformation ends and range of irreversible deformation or visco-elastic viscous flow 
occur (Chang et al., 2000). The existence of yield stress behavior depends upon the degree 
on interlocking structure developed by waxing and fragility of the network (Philip et al., 
2011). 

Modeling analysis carried out by fitting the rheological data to three models are reported in 
Table 3.1. The models include  

Bingham plastic,  

 o P     
 (3.1)

 

Casson,  

 1/2 1/2
o      (3.2) 

and Power law, 

 nm    (3.3) 

where γ is the applied shear rate (s-1) and τ is the corresponding shear stress in Pa, m 
and n are consistency index in Pa s and ow behavior index, the τo and μ are the 
apparent yield stress in Pa and the apparent viscosity in Pa s. Bingham model predicted 
very adequately the flow behavior of the crude oil over the tested range of shear rates. 
This observation suggests Nigerian Niger Delta waxy crude oil exhibits plastic 
behavior. Table 3.1 reports the highest regression correlation coefficient, R2, of 0.992 for 
the Bingham model. This is similar to an earlier work on waxy crudes from this area 
(Taiwo et al., 2009), with good prediction of the yield stress within percentage deviation 
of 2.88 ± 0.15.   
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Fig. 3.1. Rheogram of the waxy crude samples. 
 

Sample 
Bingham Plastic Casson Power Law 

τo μP R2 τo μ R2 m n R2 
I 139.4 0.487 0.983 113.0 0.387 0.898 66.09 0.259 0.766 
II 184.9 0.505 0.991 149.8 0.385 0.944 91.20 0.240 0.836 
III 244.0 0.779 0.992 197.4 0.485 0.919 501.19 0.253 0.800 

Table 3.1. Rheological Parameters and Correlation Coefficients of Models. 

According to Bogne and Doughty (1966), the rheological characteristics of materials form a 
continuous spectrum of behavior, ranging from the perfectly elastic Hookean solid at one 
extreme, to that of purely viscous Newtonian fluid at the other. Between these idealized 
extremes is the behavior of real materials that include, among others, non-Hookean solids, 
non-Newtonian fluids, and viscoelastic substances.  The waxy crude oil generally belongs to 
the non-Newtonian fluids while the Nigerian Niger delta waxy crude showed plastic 
behavior, which is time dependent non-Newtonian fluid. 

3.2 Temperature effect 

Temperature has a strong effect on viscosity and viscous behavior. This effect provides the 
ow behavior curve in terms of the viscosity-shear rate or viscosity-shear stress 
relationships. Fig. 3.2 shows the effect of temperature on shear stress-shear rate behavior 
over the temperature range of 25 – 55   oC experimented. The crude oil shows non-
Newtonian shear thinning (viscosity reduction) behavior over the range of shear rates 
studied.  By definition, yield stress, τo, is the limiting stress below which a sample behaves 
as a solid. At low stress, the elastic deformation takes place, which disappears when the 
applied stress is released (Guozhong and Gang , 2010 ). Chang et al., (1998) described the  
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flow handling equipment and processing purposes in the oil industry. The study of the 
rheological characteristics of crude oil is significant to lowering the energy consumption 
and ensuring safety and cost effectiveness in pipeline transportation of waxy crudes. 
Figure 3.1 shows a typical rheogram in terms of shear stress and shear rate. Shear stress 
increases asymptotically and significantly with shear rate. Several researchers have 
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non-Newtonian fluids do not. The non-Newtonian fluids have yield stress, which is the 
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occur (Chang et al., 2000). The existence of yield stress behavior depends upon the degree 
on interlocking structure developed by waxing and fragility of the network (Philip et al., 
2011). 

Modeling analysis carried out by fitting the rheological data to three models are reported in 
Table 3.1. The models include  

Bingham plastic,  

 o P     
 (3.1)

 

Casson,  

 1/2 1/2
o      (3.2) 

and Power law, 

 nm    (3.3) 

where γ is the applied shear rate (s-1) and τ is the corresponding shear stress in Pa, m 
and n are consistency index in Pa s and ow behavior index, the τo and μ are the 
apparent yield stress in Pa and the apparent viscosity in Pa s. Bingham model predicted 
very adequately the flow behavior of the crude oil over the tested range of shear rates. 
This observation suggests Nigerian Niger Delta waxy crude oil exhibits plastic 
behavior. Table 3.1 reports the highest regression correlation coefficient, R2, of 0.992 for 
the Bingham model. This is similar to an earlier work on waxy crudes from this area 
(Taiwo et al., 2009), with good prediction of the yield stress within percentage deviation 
of 2.88 ± 0.15.   
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Fig. 3.1. Rheogram of the waxy crude samples. 
 

Sample 
Bingham Plastic Casson Power Law 

τo μP R2 τo μ R2 m n R2 
I 139.4 0.487 0.983 113.0 0.387 0.898 66.09 0.259 0.766 
II 184.9 0.505 0.991 149.8 0.385 0.944 91.20 0.240 0.836 
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Table 3.1. Rheological Parameters and Correlation Coefficients of Models. 
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behavior, which is time dependent non-Newtonian fluid. 
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Newtonian shear thinning (viscosity reduction) behavior over the range of shear rates 
studied.  By definition, yield stress, τo, is the limiting stress below which a sample behaves 
as a solid. At low stress, the elastic deformation takes place, which disappears when the 
applied stress is released (Guozhong and Gang , 2010 ). Chang et al., (1998) described the  
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Fig. 3.2. Shear stress as a function of shear rate with varying temperature (Sample I). 

yielding behavior of a waxy crude oil as having three distinct characteristics—an elastic 
response, a creep and a fracture. The shear stress at the point of fracture is the value of 
practical importance and is usually taken as the yield stress. Above the yield stress point, 
the applied stress leads to unlimited deformation which causes the sample to start flow 
(Ghannam and Esmail, 2005). The yield point, which is required to start the flow, decreases 
with temperature from 150 Nm-2 at room temperature of 25 oC to 104 Nm-2 at the 
temperature of 55 oC. Similar trend ensued for the other samples. At a higher cooling rate, 
the rate of wax precipitation is higher. Hence, a higher stress is necessary either to aggregate 
the crystals, or to breakdown the structure.  

In addition, the apparent viscosity decreases considerably with increasing temperature (Fig 
3.3). 

  
Fig. 3.3. Effect of temperature on viscosity of the crude. 
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Viscosity differences are relatively larger at low shear rates than at high shear rates. At high 
temperature, wax in the crude oil could not agglomerate and form aggregates, and hence 
reducing the oil viscosity. At high shear rate, (≥ 100 s-1), an almost constant viscosity was 
observed with increasing share rate. This could result from effective dispersion of wax 
agglomerates in the continuous phase originally immobilized within the agglomerate, after 
being completely broken down into the basic particles. 

The observed variation with temperature is attributable to the strong effect of temperature 
on the viscosity of wax and asphaltene components in crude oil. At high temperature, the 
ordered structure of these chemical components are destroyed, and hence reducing the oil 
viscosity (Khan, 1996). As the shear rate increases, the chain type molecules disentangled, 
stretched, and reoriented parallel to the driving force, and hence reduced the heavy crude 
oil viscosity (Ghannam and Esmail,1998, 2006). 

3.3 Wax deposition characteristics 

Fig. 3.4 shows the wax deposited as a function of temperature for the three Nigerian crude 
oils samples. Sample II has the highest percentage wax content of 33.5% with wax 
appearance temperature (WAT) of 43.5 oC while  for sample I the wax content is 10.5 % with 
WAT of 35 oC. 

 
 
 
 

 

 
 

Fig. 3.4. Wax precpitation as a function of temperature. 
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The wax appearance temperature (WAT) and the pour point temperature (PPT) are good 
pointers to the temperature regime, in which a waxy crude oil is expected to start to show 
non-Newtonian behavior. Their determination is an important step in the study of 
rheological behavior of such systems. In fact, WAT is probably the most important flow 
assurance measurement for waxy crudes. Pour point represents the lowest temperature at 
which the crude oil can be stored or handled without congealing in the tanks or pipelines. 
Usually, it is 10-20 oC lower than the cloud point (Ajienka, 1983). The pour point of samples 
experimented were in the range of 18 and 32 oC. As the fluid cools below WAT, crystal size 
tends to increase and crystal aggregation is usual, particularly under quiescent and low 
shear condition, such that the solid-like behavior of the waxy suspension increases. At some 
point between the WAT and pour point, a transition can be determined depending on wax 
development and is thus strongly affected by thermal and shear conditions. This is 
considered an indication of initial development of interlocking network (Lopes-da-Silva and 
Coutinho, 2004). 

3.4 Wax deposition rate in flow system 

As trot to understanding the deposition pattern and hence the flow assurance of the oil 
samples, simulated transportation flow pipe described in section 2.4 was developed. It is a 
modification to earlier work (Taiwo et al., 2009), with consideration for the idea of 
Guozhong and Gang (2010). As expected, the wax deposit thickness showed inverse 
proportionality with wall temperature and direct relation with temperature difference 
between the oil and pipe wall (Fig 3.5). In addition, a monotonic increase with time was 
observed. The low thickness observed at 42 oC wall temperature is significant of closeness to 
the WAT of oil sample which is 43.5 oC. In addition, the average wax deposition rate 
(mm/d) increases with increased difference in temperature as shown in Fig. 3.6.  

 
Fig. 3.5. Wax deposit thickness variation with time as a function of wall temperature. 
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The average wax deposition rates reported in Fig. 3.6 were at temperature differences of  
3 °C, 5 °C and 8 °C respectively, at 30 h deposition time. Generally, gradual increase in 
deposition rate with increasing temperature difference was observed. However, at zero °C 
temperature difference, experimental results showed that no deposition occur because there 
is no driving force for lateral diffusion of the wax molecules. When the oil temperature is  
50 °C, the average wax deposition rate was zero at temperature difference of 3 °C, 
corresponding to the wall temperature of 47 °C, which is slightly above the WAT of the 
crude sample. Under this condition, the paraffin molecule super saturation concentration is 
very low, thus, its wax deposition power tend to zero. However, at 5 °C temperature 
difference, the deposition rate was 0.025 mm/d. This observation was due to lateral 
diffusion of the wax in crude oil. When temperature difference increased to 8 °C, the rate 
increased to 0.10 mm/d. It reflects wall temperature of 42 °C which is lower than the WAT 
of the crude oil sample. 

 
 
 

 
 
 

Fig. 3.6. Variation of deposition rate with temperature difference. 

At the oil temperature of 45 °C, the average wax deposition rate increases with the fall in the 
wall temperature.  When the temperature difference between the oil and the wall is 8 ° C 
(the wall temperature is 37 °C), the average wax deposition rate is 0.12 mm/d and higher 
than that experienced for 50 oC oil temperature. For the oil temperature of 40 °C, deposition 
rate is generally higher than other temperature conditions. However, at higher temperature 
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difference, the deposition rate almost assumed same value. This may be due to wax content 
in the crude. 

The theory of the molecular diffusion suggests gradual wax deposition in the pipe as the 
wall temperature decreases. However, at low wall temperature of the test section, the 
differential pressure of the test section increased sharply. This rapid increase of the 
differential pressure should therefore not be the resultant effect of the wax deposition, since 
a gradual increase in wax deposition was observed (Figs. 3.4 and 3.5). A fast increase of the 
oil viscosity near the wall could have resulted from the drop in wall temperature, thereby 
distorting the ow regime in the test section due to the radial differential temperature; this 
makes the differential pressure of the test section increase suddenly. Mansoori, (2009) 
attributes this observation to phase transition which influence the Gibbs energy of the 
system hence sudden change in pressure drop. 

3.5 Doping of waxy crude 

Wax build-up in tubing and flow lines is a typical flow assurance problem. This makes 
transportation of such waxy crudes un-economically feasible. To improve mobility of the 
oils, viscosity reduction is imminent. This can be done by heating, blending of the oils with 
lighter oils or other solvents having pour-point depressing effect (Hemant et al., 2008). In 
addition there are applications of microwaves, ultrasound irradiation, magnetic fields, 
lining and coating pipelines with fiber-reinforced plastics to reduce the wettability of 
paraffin with the wall of the pipe, and covering the inner wall surfaces with polypropylene 
(Hemant et al., 2008). Pipeline heating is usually deployed for small distances (with 
insulation) and moving the oil as quickly as possible. This passive insulation becomes in 
effective when longer pipe length oil transport is required. High backpressure will set in 
requiring expensive booster pumps. Electrically heated subsea pipeline is considered an 
alternative (Langner and Brass, 2001). Even then, the complexity of the pipeline design 
required and need to heat whole pipe length makes the configuration costly to deploy and 
operate (Martinez-Paloua et al., 2011). Doping with solvent, which keeps the wax in 
solution, is therefore essential in ensuring oil mobility. Based on evaluation of preliminary 
studies (Adewusi, 1998; Fasesan and Adewumi, 2003; Bello et al., 2005a, 2005b, 2006 and 
Taiwo et al., 2009), xylene based pour point depression solvents were considered. Table 3.2 
reports some solvents for improving the transportation of Niger Delta waxy crudes. Xylene 
(X) and tri chloro ethylene (TCE) are good pour point depressant based on the work of 
Adewusi (1998) and Bello et al., (2005a), while Taiwo et al., (2009) showed tri ethanol amine 
(TEA) to be very good wax deposition inhibitor (Table 3.2). These three solvents further 
confirm their wax inhibition strength from the report of the present experimentation (Table 
3.3). Xylene reduced the pour point from 32 oC to 18 oC for sample II that has the highest 
wax content of 30.5 percent, while TCE and TEA reduced it to 19.5 and 17 oC, respectively. 
Pour point depressants (PPDs) accomplish this task by modifying the size and shape of wax 
crystals and inhibit the formation of large wax crystal lattices (Wang et al., 2003). Generally, 
the PPDs create barrier to the formation of the interlocking crystal wax network (Wang et al. 
1999). As a result, the altered shape and smaller size of the wax crystals reduce the 
formation of the interlocking networks and reduces the pour point (Hemant et al., 2008) by 
preventing wax agglomeration (Hafiz and Khidr, 2007). In some cases pendant chains in the 
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additive co-crystallize with the wax and the polar end groups disrupts the orthorhombic 
crystal structure into a compact pyramidal form (Hemant et al., 2008). 

Trichloroethylene, xylene and tri ethanolamine actively decreased the pour point of the 
samples and their wax deposition potentials on doping. The oxygen containing groups in 
the doping agents take the role of inhibiting the growth of waxes and poisoning them by 
adsorptive surface poisoning mechanism.  The PPDs on adsorption on the surface of the 
wax renders its nuclei inactive for further growth. The waxes then occur in small sized 
particles distributed within the crude oil samples, thus cannot form net-like structure 
required for solidification and deposition.   
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Tri Ethanol 
Amine - - 0.085 18 0.106 23 0.107 16 
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Table 3.2 Evaluation of various solvents for flow improver. 
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Table 3.3 Screening of common solvents for flow improver. 
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It is suggested that the reduction of the measured viscosity is due to the interactions 
between the hydroxyl functions or the delocalized unpaired electron over the π-orbital 
especially in the phenyl group of PPD and some functionalities of the wax (Gateau et al., 
2004). This could have premised the performance of TEAX and TCEX. With 0.1 volume 
fraction of TEA or TCE in TEAX or TCEX binary, the shear thinning behavior is enhanced, 
and the viscosity as well as the pour point decreases as the temperature increases (Figs 3.7 
and 3.8). TEAX improved the rheological characteristic behavior better than TCEX. The 
reduction of viscosity on the addition of the solvents is due to the dissolution of paraffin 
wax, the effect xylene on the effectiveness of these dopants is significant and play a major 
role in reducing the viscosity. This observation gave credence to the report of Chanda et al., 
(1998). 

 
 
 

 
 
 

Fig. 3.7. Viscosity variation for doped sample II with temperature. 

3.6 Hydrocarbon distribution in the crude oil wax 

The crude oil samples wax had similar hydrocarbon distributions. The carbon number 
distribution of the paraffin wax is shown in Fig. 3.9. Samples I and III had very identical 
carbon number distribution, and all samples showed the same peak carbon number. This 
ranged between C31 and C33 indicative of paraffinic wax, although tailing to C38 an 
occurrence of naphthenic crude. 
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The dynamic inhibitive strength of the flow improvers tested by applying the doping agents 
into the crude samples in the reservoir tanks of the simulated pipeline transportation set-up, 
showed a marked reduction relative to that obtained for undoped samples. This showed 
that the PPD apart from lowering the pour point of the waxy crude caused reduction in 
pressure build-up by keeping the wax particles in solution and hence reduced viscosity of 
crude samples. Wax deposition was not feasible in the test pipe surfaces even at 8 oC 
temperature difference between the oil temperature and the wall temperature. The 
moderately higher-pressure drop with TCEX over the TEAX modified crude samples 
further confirms the strength of TEAX in wax crystal modification (Fig 3.10). Plate 3.1 
showed the wax dispersed in crude oil sample upon modification. This evidently supports 
the view of Azevedo and Teixeira (2003) that shear dispersion play significant role in wax 
deposit removal thus affecting the rate of wax accumulation. 

 
 
 
 
 
 
 

 
 
 
 
 

Fig. 3.8. Pour point depression test for sample II at varying test temperature. 
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Fig. 3.7. Viscosity variation for doped sample II with temperature. 
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Fig. 3.9. Hydrocarbon distribution in wax samples. 

 
 

 
 

Fig. 3.10. Variation of pressure drop with time for doped and undoped sample in dynamic 
test. 
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Plate 3.1. Micrograph of crude sample at X 500 magnification (A: undoped B: doped)  

4. Conclusion 

A study of transportation of waxy Nigerian Niger Delta crude oil using flow improver was 
performed. This study has been able to highlight the significance of TEA in improving the 
flow of this crude oil by significantly lowering the pour point and wax deposition potentials 
of the crude sample. The crude oil had been established to show plastic behaviour with 
Bingham non-newtonian model adequately predicts its rheological behaviour with 
occurrence of yield stress. The simulated pipeline transportation system for experimentation 
revealed mass diffusion mechanism for transport and deposition of waxes on the tube wall. 
The characteristics and behaviour of solvent modified crude oils  should help in addressing 
cost-effective solution to flow assurance problems in the industry.  
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Fig. 3.10. Variation of pressure drop with time for doped and undoped sample in dynamic 
test. 
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1. Introduction 
The modern civilization depends on exploration, distribution and use of petroleum and 
thousands of products derived from it. The environment all throughout the world has been 
very badly damaged due to these chemicals. While pollution of the atmosphere has been 
caused almost totally by burning of the petroleum products, the leaks, spillages and 
accidental fallout of petroleum products and the crude petroleum itself have greatly affected 
land and water resources. The oil field areas always receive a large amount of effluents rich 
in crude oil and land degradation is a common phenomenon. While using different fractions 
of petroleum (gasoline, kerosene, diesel etc.) spills and leakages cannot be avoided and in 
industrial areas, garages and other places, a large amount of it flows to the nearby areas. All 
types of oil have amazing spreading power and once a leak occurs, the oil may spread 
horizontally as well as vertically depending upon soil conditions, moisture, temperature etc. 
The lighter fraction being volatile are easily removed by evaporation and other physical 
processes, but the heavy components such as aromatics – simple and polycyclic, Hopanes 
etc. remain in the soil for a very long time unless biodegraded by soil micro organisms. The 
detection of presence of some carcinogenic hydrocarbons viz. PAH has made the situation a 
matter of serious concern. In most cases; the pollutant oil exerts its detrimental effects before 
it degrades into harmless and simple compounds. Hence a study on the type of degradation 
mechanism, the measures which can expedite the process of bioremediation and how the 
soil parameters are influenced by oil pollutants and their degradation is demanded by 
situation. The present investigation intends to gains some true knowledge on the matter 
based on experimental findings. 

2. Soil is a depleting natural resource  
Human race is dependent on a number of gifts of the nature. One such gift of nature is the 
Soil resource. It has been defined as the thin layer of the earth’s crust in which biological 
activities take place. The beneficial activities of soil are multidimensional. Animal life is 
absolutely dependent on plant kingdom for food. Plants absorb nutrients from soil and 
convert it into a form acceptable to animal kingdom. Thus it is one of the best supporters of 
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life. Soil is made of weathered rock material and organic matter. Weathering, the physical 
and chemical breakdown of rocks is the first step in the soil forming process. The process of 
soil formation is a very long and slow geological process. The process is cyclic, because the 
rocks are changed to unconsolidated particles, which may be eventually be cemented 
together by other chemical and physical mechanisms to yield new rocks. The slowness of 
this soil producing process indicates that soil is a depleting natural resource when subjected 
to erosion, loss of fertility or pollution. Soil fertility, the ability of the soil to supply the 
plants with their essential nutrient elements, directly determines what crops can be grown 
on a soil and the nutritional value of these crops for man and animals.  

3. Land degradation due to hydrocarbon pollutants 
By virtue of the properties such as a portable, dense energy source and as the base of many 
industrial chemicals; Petroleum is one of the world's most important commodities. Today 
about 90% of fuel needs are met by oil. The presence of the oil industry has significant 
environmental impacts. Accidents and routine activities such as seismic exploration, 
drilling, and generation of polluting wastes affect the society. Oil extraction is often 
environmentally damaging. Leaks, spillages and accidental fallouts of petroleum and its 
various fractions are of frequent occurrence. Offshore exploration and extraction of oil 
disturbs the surrounding marine environment. Crude oil and refined fuel spills from tanker, 
underground pipelines, and ship accidents and have damaged soil resource, ecosystem in 
many parts of the world. 

Land degradation due to this is a common phenomenon in the modern world. Since the early 
part of the twentieth century, the damaging effect of the hydrocarbons from oil has been 
known. Many workers reported the damaging effect of petroleum and its various fractions on 
soil and water resources (Young, 1935). It was reported that crude oil can sterilise soils and 
prevent crop growth for various period of time. The duration of the damaging effect depends 
largely on the degree and depth to which the soil is saturated with the oil. The damage that the 
oil does is due mostly to the prevention of the plant from obtaining sufficient moisture and 
from ramifying its roots very little is due to toxicity, as such (Plice, 1948). 

Out of various processes of disappearance of oils from polluted soil, microbial degradation 
of pollutants is one of the most important ones (Davies & Westlaki, 1979). Crude petroleum 
and its fractions are converted into soil organic matter by bacteria and fungi. During the 
conversion, the organisms, which are free lives, fix fairly large amount of atmosphere 
nitrogen in the soil. Later this nitrogen becomes available for plant growth and the organic 
matter improves soil physical conditions. Based on general principle of hydrocarbon 
degradation, a programme of rehabilitation such as liming, fertiliser addition, and frequent 
tilling is considered to be broadly applicable for all types of mineral oils and experiments 
showed that these are really effective measures (Dibble & Bartha, 1979). Dry micro 
organisms contain approximately 14% N, 3% P and 1% S in the form of proteins, nucleic 
acids, polysaccharides and low molecular weight compounds. On the other hand, Petroleum 
products are composed of hydrogen and sulphur and essentially no phosphorous in their 
environment in order to grow on hydrocarbons as their carbon and energy sources 
(Rosenberg, 1993). This application of nutrients especially that of Phosphorous seems to be 
an effective means of rehabilitation and experiment showed that this is really so (Reynolds 
& Walworth, 2000). On the contrary, studies showed that the presence of Polychlorinated 
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Biphenyls negatively impact fossil fuel degradation ( Hoeppel et.al, 1995).Out of several 
methods to expedite the process of degradation of Petroleum Hydrocarbons and to 
rehabilitate an oil inundated soil such as Bioremediation, Polyencapsulation, Vapour 
Transport, Land Farming, Alcohol Flooding etc. Bioremediation is considered effective and 
environmentally benign. Before taking up remediation measures emergency clean up 
operation is an important activity.  

4. Methodology 
Soil sample having no history of oil pollution were taken, polluted by known quantity of oil 
using emulsifier- some with nutrients, some with oxidising agents and some without any 
additive and the stated experiment was done by placing indoor in polyethene bags and 
maintaining the conditions necessary for microbial activities (Table-1). Series with B, C, D 
and E are similar to series A except that the oil is replaced by Kerosene oil, Diesel oil, 
Lubricating oil and Residual oil respectively. Gravimetric determination was done by 
withdrawing 20 g polluted soil sample from each bag and by recovering the oil by soxhlet 
extraction method using Petroleum ether as solvent after definite time interval. Gas Liquid 
Chromatography (GLC/GC) is the method of choice for rapidly and accurately analysing 
the volatile substances. It is also applicable to non volatile ones due to availability of higher 
column temperatures. Different compounds maintain similar sequence in the chromatogram 
analyzed under same system of column and identical conditions. 
 

Sample 
No. 

Mass of 
Crude Oil

Mass of 
Nutrient 

Mass
of 

Soil

Total 
mass 

Concentration of 
Crude Oil 

Volume of 
Emulsifier 

Volume of 
H2O2 added 

- g g g g ppm mL mL 
Set-1        
1A0 0 0 3000 3000 0 2 0 
1A1 3 0 2997 3000 1000 2 0 
1A2 15 0 2985 3000 5000 2 0 
1A3 30 0 2970 3000 10000 2 0 
1A4 45 0 2955 3000 15000 2 0 
1A5 60 0 2940 3000 20000 2 0 
Set-2        
2A0 0 10 2990 3000 0 2 0 
2A1 3 10 2987 3000 1000 2 0 
2A2 15 10 2975 3000 5000 2 0 
2A3 30 10 2960 3000 10000 2 0 
2A4 45 10 2945 3000 15000 2 0 
2A5 60 10 2930 3000 20000 2 0 
Set-3        
3A0 0 0 3000 3000 0 2 10 
3A1 3 0 2997 3000 1000 2 10 
3A2 15 0 2985 3000 5000 2 10 
3A3 30 0 2970 3000 10000 2 10 
3A4 45 0 2955 3000 15000 2 10 
3A5 60 0 2940 3000 20000 2 10 

Table 1. Sample Numbers and their Contents possessing Crude Oil. 
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life. Soil is made of weathered rock material and organic matter. Weathering, the physical 
and chemical breakdown of rocks is the first step in the soil forming process. The process of 
soil formation is a very long and slow geological process. The process is cyclic, because the 
rocks are changed to unconsolidated particles, which may be eventually be cemented 
together by other chemical and physical mechanisms to yield new rocks. The slowness of 
this soil producing process indicates that soil is a depleting natural resource when subjected 
to erosion, loss of fertility or pollution. Soil fertility, the ability of the soil to supply the 
plants with their essential nutrient elements, directly determines what crops can be grown 
on a soil and the nutritional value of these crops for man and animals.  

3. Land degradation due to hydrocarbon pollutants 
By virtue of the properties such as a portable, dense energy source and as the base of many 
industrial chemicals; Petroleum is one of the world's most important commodities. Today 
about 90% of fuel needs are met by oil. The presence of the oil industry has significant 
environmental impacts. Accidents and routine activities such as seismic exploration, 
drilling, and generation of polluting wastes affect the society. Oil extraction is often 
environmentally damaging. Leaks, spillages and accidental fallouts of petroleum and its 
various fractions are of frequent occurrence. Offshore exploration and extraction of oil 
disturbs the surrounding marine environment. Crude oil and refined fuel spills from tanker, 
underground pipelines, and ship accidents and have damaged soil resource, ecosystem in 
many parts of the world. 

Land degradation due to this is a common phenomenon in the modern world. Since the early 
part of the twentieth century, the damaging effect of the hydrocarbons from oil has been 
known. Many workers reported the damaging effect of petroleum and its various fractions on 
soil and water resources (Young, 1935). It was reported that crude oil can sterilise soils and 
prevent crop growth for various period of time. The duration of the damaging effect depends 
largely on the degree and depth to which the soil is saturated with the oil. The damage that the 
oil does is due mostly to the prevention of the plant from obtaining sufficient moisture and 
from ramifying its roots very little is due to toxicity, as such (Plice, 1948). 

Out of various processes of disappearance of oils from polluted soil, microbial degradation 
of pollutants is one of the most important ones (Davies & Westlaki, 1979). Crude petroleum 
and its fractions are converted into soil organic matter by bacteria and fungi. During the 
conversion, the organisms, which are free lives, fix fairly large amount of atmosphere 
nitrogen in the soil. Later this nitrogen becomes available for plant growth and the organic 
matter improves soil physical conditions. Based on general principle of hydrocarbon 
degradation, a programme of rehabilitation such as liming, fertiliser addition, and frequent 
tilling is considered to be broadly applicable for all types of mineral oils and experiments 
showed that these are really effective measures (Dibble & Bartha, 1979). Dry micro 
organisms contain approximately 14% N, 3% P and 1% S in the form of proteins, nucleic 
acids, polysaccharides and low molecular weight compounds. On the other hand, Petroleum 
products are composed of hydrogen and sulphur and essentially no phosphorous in their 
environment in order to grow on hydrocarbons as their carbon and energy sources 
(Rosenberg, 1993). This application of nutrients especially that of Phosphorous seems to be 
an effective means of rehabilitation and experiment showed that this is really so (Reynolds 
& Walworth, 2000). On the contrary, studies showed that the presence of Polychlorinated 
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Biphenyls negatively impact fossil fuel degradation ( Hoeppel et.al, 1995).Out of several 
methods to expedite the process of degradation of Petroleum Hydrocarbons and to 
rehabilitate an oil inundated soil such as Bioremediation, Polyencapsulation, Vapour 
Transport, Land Farming, Alcohol Flooding etc. Bioremediation is considered effective and 
environmentally benign. Before taking up remediation measures emergency clean up 
operation is an important activity.  

4. Methodology 
Soil sample having no history of oil pollution were taken, polluted by known quantity of oil 
using emulsifier- some with nutrients, some with oxidising agents and some without any 
additive and the stated experiment was done by placing indoor in polyethene bags and 
maintaining the conditions necessary for microbial activities (Table-1). Series with B, C, D 
and E are similar to series A except that the oil is replaced by Kerosene oil, Diesel oil, 
Lubricating oil and Residual oil respectively. Gravimetric determination was done by 
withdrawing 20 g polluted soil sample from each bag and by recovering the oil by soxhlet 
extraction method using Petroleum ether as solvent after definite time interval. Gas Liquid 
Chromatography (GLC/GC) is the method of choice for rapidly and accurately analysing 
the volatile substances. It is also applicable to non volatile ones due to availability of higher 
column temperatures. Different compounds maintain similar sequence in the chromatogram 
analyzed under same system of column and identical conditions. 
 

Sample 
No. 

Mass of 
Crude Oil

Mass of 
Nutrient 

Mass
of 

Soil

Total 
mass 

Concentration of 
Crude Oil 

Volume of 
Emulsifier 

Volume of 
H2O2 added 

- g g g g ppm mL mL 
Set-1        
1A0 0 0 3000 3000 0 2 0 
1A1 3 0 2997 3000 1000 2 0 
1A2 15 0 2985 3000 5000 2 0 
1A3 30 0 2970 3000 10000 2 0 
1A4 45 0 2955 3000 15000 2 0 
1A5 60 0 2940 3000 20000 2 0 
Set-2        
2A0 0 10 2990 3000 0 2 0 
2A1 3 10 2987 3000 1000 2 0 
2A2 15 10 2975 3000 5000 2 0 
2A3 30 10 2960 3000 10000 2 0 
2A4 45 10 2945 3000 15000 2 0 
2A5 60 10 2930 3000 20000 2 0 
Set-3        
3A0 0 0 3000 3000 0 2 10 
3A1 3 0 2997 3000 1000 2 10 
3A2 15 0 2985 3000 5000 2 10 
3A3 30 0 2970 3000 10000 2 10 
3A4 45 0 2955 3000 15000 2 10 
3A5 60 0 2940 3000 20000 2 10 

Table 1. Sample Numbers and their Contents possessing Crude Oil. 
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5. Results and discussions  
A few important parameters of the soil such as Texture, pH, Hydraulic Conductivity, Bulk 
Density, Water Holding Capacity, Soil Organic Carbon, NPK nutrients etc. were determined 
before the start, in between, and at the end of the experiment(Sing et al, 2000) ( Table-2). 
 

Parameter Value Unit Parameter Value Unit 
Texture Silty clay - pH 6.86 - 

Bulk Density 1.082 g cm-3 WHC 41.80 % 
Electrical Conductivity 0.43 mScm-1  SOC 1.00 % 

Hydraulic Conductivity 0.073 cm min-1 SOM 1.724 % 
Particle Density 2.650 g cm-3 Porosity 59.17 % 

Table 2. Values of Physico-Chemical Parameters of Soil. 

Remains of hydrocarbons and their oxygenated derivatives in the above mentioned soil bags 
were extracted by soxhlet extraction using Petroleum Ether as solvent and gravimetric 
determination was done (Table-3). It was found that the NPK supplementation is an 
effective measure of rehabilitation of oil inundated soil. Supply of nutrients to the soil helps 
micro organisms to grow abundantly, consequently the degradation becomes faster. 
Hydrogen peroxide decomposes some of the organic matter present in the polluted soil and 
it also contributes towards the degradation to some extent. It has been found that more than 
50% of the applied mass undergoes degradation in average in all the three sets of crude oil 
experiment during the first two months of placement. The activities of micro organisms are 
highly dependent on temperature. Ambient temperature was also recorded during the 
period of the experiment. The monthly average of the ambient temperature during the 
 

Sample Oil Added Amount of Oil Recovered (g) after 
No. g 1 month 2 month 3 month 4 month 5 month 
1A1 3 01.975 01.650 01.111 00.142 00.030 
1A2 15 12.797 09.375 07.979 05.634 03.832 
1A3 30 17.715 14.200 13.339 10.842 06.327 
1A4 45 34.567 20.051 19.018 17.878 10.001 
1A5 60 41.400 30.645 23.243 19.835 10.770 
2A1 3 01.321 01.200 00.915 00.098 00.022 
2A2 15 11.850 08.476 07.700 04.545 02.875 
2A3 30 16.715 13.100 11.990 08.895 05.500 
2A4 45 31.922 18.025 14.019 13.950 07.290 
2A5 60 37.950 27.409 20.890 14.160 09.110 
3A1 3 01.613 01.400 00.965 00.110 00.000 
3A2 15 12.040 08.734 07.800 05.312 03.005 
3A3 30 16.973 13.362 12.319 09.312 05.780 
3A4 45 33.727 19.632 16.737 14.499 08.560 
3A5 60 38.419 29.319 21.783 15.322 09.234 

Table 3. Balance Amount of Crude Oil Recovered against Months after subtracting the mass 
found in Controls. 
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period of the experiment is given (Table 4). The experiment was done during summer in the 
city of Guwahati, where the average of ambient temperature was 28.24 ± 0.400C in the range 
of 26.89-29.190C with negligible decreasing trend (correlation coefficient, r = -0.20). These 
conditions along with other physico-chemical parameters were favourable for microbial 
growth (Khan & Anjaneyulu, 2005). 
 

Temp. At 1st 
month 

At 2nd At 3rd At
4th

At 5th At 6th Aver-
age

Standard
Error

Correlation Coefficient 

0C 27.28 29.19 28.65 28.81 28.63 26.89 28.24 ±0.40 -0.20 

Table 4. Average Ambient Temperature during the Period of Experiment. 

Many agencies working on Hydrocarbon pollution use GC technique to estimate 
hydrocarbon pollution. G.C. analysis of the oil recovered from three samples viz. 1A5, 2A5 
and 3A5 ( Plate-1) from three sets after two months since placement have shown that 
number of components become 22, 37 and 39 respectively including solvent (Sarma et al, 
2005a). Hydrogen Peroxide decomposes organic compounds from soil. Hence a good 
number of volatile components under GC conditions have been found in the 3A5 sample. 
Later these components escape from soil as carbon dioxide and a fraction fixes with soil. In 
the mass determination of the remaining hydrocarbons, it has been found that degradation 
in the second set i.e. set having applied NPK is highest. It means that it has already 
degraded and given away more compounds from the polluted soil sample. It has been seen 
from the chromatograms that there are no components with retention time in the range of 
16.315 -43.247 minutes, 17.682 - 40.729 minutes and 11.589 - 42.677 minutes respectively 
in1A5, 2A5 and 3A5. A large number of components with minute differences in their 
retention time are seen in the chromatograms. Table- 5 represents some of such peaks 
between 1A5 and 2A5. The corresponding peaks in 2A5 appeared with an advance retention 
time of 0.452 minute in average belonging to the range of 0.571 to 0.392 minute. There are no 
corresponding peaks in 2A5 for five compounds present in 1A5 (Table-6). Probably these are 
the compounds degraded completely as a result of profuse microbial activities due to 
application of nutrients. Table (Table-7) represents the list of peaks which are found in 2A5 
but not in 1A5. These are the peaks of compounds formed due to higher microbial activities 
as a result of application of nutrients. Number of such components are 20 and these 
compounds occupied a minute area % (average 0.63 %) of the chromatogram in the range 

   
Plate 1. GC Chromatogram of oil recovered after 2 months of placement of sample 3A5. 



 
Crude Oil Exploration in the World 

 

158 

5. Results and discussions  
A few important parameters of the soil such as Texture, pH, Hydraulic Conductivity, Bulk 
Density, Water Holding Capacity, Soil Organic Carbon, NPK nutrients etc. were determined 
before the start, in between, and at the end of the experiment(Sing et al, 2000) ( Table-2). 
 

Parameter Value Unit Parameter Value Unit 
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Bulk Density 1.082 g cm-3 WHC 41.80 % 
Electrical Conductivity 0.43 mScm-1  SOC 1.00 % 

Hydraulic Conductivity 0.073 cm min-1 SOM 1.724 % 
Particle Density 2.650 g cm-3 Porosity 59.17 % 

Table 2. Values of Physico-Chemical Parameters of Soil. 

Remains of hydrocarbons and their oxygenated derivatives in the above mentioned soil bags 
were extracted by soxhlet extraction using Petroleum Ether as solvent and gravimetric 
determination was done (Table-3). It was found that the NPK supplementation is an 
effective measure of rehabilitation of oil inundated soil. Supply of nutrients to the soil helps 
micro organisms to grow abundantly, consequently the degradation becomes faster. 
Hydrogen peroxide decomposes some of the organic matter present in the polluted soil and 
it also contributes towards the degradation to some extent. It has been found that more than 
50% of the applied mass undergoes degradation in average in all the three sets of crude oil 
experiment during the first two months of placement. The activities of micro organisms are 
highly dependent on temperature. Ambient temperature was also recorded during the 
period of the experiment. The monthly average of the ambient temperature during the 
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1A2 15 12.797 09.375 07.979 05.634 03.832 
1A3 30 17.715 14.200 13.339 10.842 06.327 
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period of the experiment is given (Table 4). The experiment was done during summer in the 
city of Guwahati, where the average of ambient temperature was 28.24 ± 0.400C in the range 
of 26.89-29.190C with negligible decreasing trend (correlation coefficient, r = -0.20). These 
conditions along with other physico-chemical parameters were favourable for microbial 
growth (Khan & Anjaneyulu, 2005). 
 

Temp. At 1st 
month 

At 2nd At 3rd At
4th

At 5th At 6th Aver-
age

Standard
Error

Correlation Coefficient 

0C 27.28 29.19 28.65 28.81 28.63 26.89 28.24 ±0.40 -0.20 

Table 4. Average Ambient Temperature during the Period of Experiment. 

Many agencies working on Hydrocarbon pollution use GC technique to estimate 
hydrocarbon pollution. G.C. analysis of the oil recovered from three samples viz. 1A5, 2A5 
and 3A5 ( Plate-1) from three sets after two months since placement have shown that 
number of components become 22, 37 and 39 respectively including solvent (Sarma et al, 
2005a). Hydrogen Peroxide decomposes organic compounds from soil. Hence a good 
number of volatile components under GC conditions have been found in the 3A5 sample. 
Later these components escape from soil as carbon dioxide and a fraction fixes with soil. In 
the mass determination of the remaining hydrocarbons, it has been found that degradation 
in the second set i.e. set having applied NPK is highest. It means that it has already 
degraded and given away more compounds from the polluted soil sample. It has been seen 
from the chromatograms that there are no components with retention time in the range of 
16.315 -43.247 minutes, 17.682 - 40.729 minutes and 11.589 - 42.677 minutes respectively 
in1A5, 2A5 and 3A5. A large number of components with minute differences in their 
retention time are seen in the chromatograms. Table- 5 represents some of such peaks 
between 1A5 and 2A5. The corresponding peaks in 2A5 appeared with an advance retention 
time of 0.452 minute in average belonging to the range of 0.571 to 0.392 minute. There are no 
corresponding peaks in 2A5 for five compounds present in 1A5 (Table-6). Probably these are 
the compounds degraded completely as a result of profuse microbial activities due to 
application of nutrients. Table (Table-7) represents the list of peaks which are found in 2A5 
but not in 1A5. These are the peaks of compounds formed due to higher microbial activities 
as a result of application of nutrients. Number of such components are 20 and these 
compounds occupied a minute area % (average 0.63 %) of the chromatogram in the range 

   
Plate 1. GC Chromatogram of oil recovered after 2 months of placement of sample 3A5. 
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Sl. Serial Number 1A5 2A5 Minute 
No. As in 1A5 

Chromatogram
Retention

Time
Area % 
Report

Retention
Time

Area % 
Report

Advance in 
Ret. time 

1 6 12.271 19.38 11.700 45.15 0.571 
2 7 12.810 1.27 12.363 3.54 0.447 
3 8 13.288 0.39 12.839 1.92 0.449 
4 9 14.538 6.36 14.080 12.32 0.458 
5 10 15.286 2.11 14.835 6.17 0.451 
6 11 15.823 0.12 15.339 2.17 0.484 
7 12 16.315 3.09 15.860 5.38 0.455 
8 13 43.247 0.68 42.845 0.30 0.402 
9 14 48.772 1.85 48.380 0.26 0.392 

10 15 49.805 2.47 49.363 0.78 0.442 
11 16 50.389 23.34 49.993 5.26 0.396 
12 17 51.724 0.08 51.275 0.16 0.449 
13 18 52.736 0.27 52.320 1.03 0.416 
14 19 53.152 4.70 52.744 1.55 0.408 
15 20 55.236 2.48 54.832 0.83 0.404 
16 21 56.304 1.06 55.814 0.46 0.490 
17 22 59.828 0.21 59.261 0.10 0.567 

Table 5. List of Similar Peaks in GC Analysis Report of 1A5 and 2A5. 

 
Sl No in Chromatogram 1 2 3 4 5 

Retention Time in minute 09.053 09.355 09.774 10.497 10.992 
Area % 05.33 07.42 03.87 02.13 11.41 

Table 6. List of peaks found in 1A5 giving no corresponding peak in 2A5. 

 
Sl. No. Sl. No. 

of peak 
Retention Time 

in minute
Area

 %
Sl.

 No.
Sl. No.

of peak
Retention Time in minute Area % 

1 4 13.220 0.30 11 25 53.630 0.07 
2 6 14.513 2.56 12 28 56.367 0.34 
3 10 17.682 0.65 13 29 57.210 2.31 
4 11 40.729 0.09 14 30 58.320 0.16 
5 12 42.359 0.04 15 32 59.782 0.25 
6 14 44.121 0.73 16 33 61.080 0.04 
7 15 45.072 0.07 17 34 62.848 1.74 
8 16 45.714 0.16 18 35 66.697 0.61 
9 17 46.270 0.15 19 36 71.440 1.52 

10 18 46.840 0.66 20 37 77.554 0.18 

Table 7. List of peaks found in 2A5 but not in 1A5. 
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of 0.04 to 2.56%. Table (Table-8) represents 14 peaks due to same compounds between 1A5 
and 3A5 with their time of appearance. The corresponding peaks in 3A5 appeared after an 
average advancement of retention time of 0.589 minute in the range of 0.502 to 0.682 minute. 
These common components are the examples of some of the compounds which are resistant 
to degradation during this period. There are no corresponding peaks for eight compounds 
present in 1A5 (Table-9).These have already disappeared in 3A5. Probably these are the 
compounds degraded completely as a result of degradation activities due to application of  
 

- Sl. No. 1A5 3A5
Sl 

 
No 

as in 1A5 
Chromatogram

Retention 
Time

Area 
% 

Report 

Retention 
 Time

Area%

Report

Advance in Retention 
Time 

1 1 9.053 5.33 8.383 0.68 0.670 
2 2 9.355 7.42 8.726 0.52 0.629 
3 5 10.992 11.41 10.325 0.46 0.667 
4 6 12.271 19.38 11.589 3.68 0.682 
5 13 43.247 0.68 42.677 0.22 0.570 
6 14 48.772 1.85 48.249 1.15 0.523 
7 15 49.805 2.47 49.228 2.97 0.577 
8 16 50.389 23.34 49.868 20.99 0.521 
9 17 51.724 0.08 51.132 1.19 0.592 

10 18 52.736 0.27 52.229 1.50 0.507 
11 19 53.152 4.70 52.630 7.23 0.522 
12 20 55.236 2.48 54.734 4.93 0.502 
13 21 56.304 1.06 55.695 3.11 0.609 
14 22 59.828 0.21 59.154 5.48 0.674 

Table 8. List of Similar Peaks in GC Analysis Report of 1A5 and 3A5. 
 

Sl. No. 1 2 3 4 5 6 7 8 
Peak No 3 4 7 8 9 10 11 12 

RT in minute 9.774 10.497 12.810 13.288 14.538 15.286 15.823 16.315 
Area % 3.87 2.13 1.27 0.39 6.36 2.11 0.12 3.09 

Table 9. List of peaks found in 1A5 giving no corresponding peak in 3A5. 

hydrogen peroxide. Table-10 represents the list of peaks which are found in 3A5 but not in 
1A5. These are the peaks of compounds formed due to higher microbial activities that 
occurred on the compounds. Number of such components are 25 and these compounds 
occupied a minute area (average 1.84%) of the chromatogram in the range of 0.06 to15.19%.  

GC analysis of the oil, recovered after 1 month and 2 months in the sample 2A3 gave a total 
of 17 and 24 peaks respectively. There is no peaks during12.217 to 47.277 minutes and 
during 15.303 to 44.055 minutes in the samples after 1 month and after 2 months 
respectively. Out of the 17 compounds obtained after I month, it appears that 14 compounds 
are still present in oil recovered after two months. It means that these components could 
resist degradation in the second month. These are placed in table (Table-11). These 
compounds appear 0.232 to 0.387 minute (average 0.275 minute) advance in the sample 
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Sl. Serial Number 1A5 2A5 Minute 
No. As in 1A5 

Chromatogram
Retention

Time
Area % 
Report

Retention
Time

Area % 
Report

Advance in 
Ret. time 
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4 9 14.538 6.36 14.080 12.32 0.458 
5 10 15.286 2.11 14.835 6.17 0.451 
6 11 15.823 0.12 15.339 2.17 0.484 
7 12 16.315 3.09 15.860 5.38 0.455 
8 13 43.247 0.68 42.845 0.30 0.402 
9 14 48.772 1.85 48.380 0.26 0.392 

10 15 49.805 2.47 49.363 0.78 0.442 
11 16 50.389 23.34 49.993 5.26 0.396 
12 17 51.724 0.08 51.275 0.16 0.449 
13 18 52.736 0.27 52.320 1.03 0.416 
14 19 53.152 4.70 52.744 1.55 0.408 
15 20 55.236 2.48 54.832 0.83 0.404 
16 21 56.304 1.06 55.814 0.46 0.490 
17 22 59.828 0.21 59.261 0.10 0.567 

Table 5. List of Similar Peaks in GC Analysis Report of 1A5 and 2A5. 

 
Sl No in Chromatogram 1 2 3 4 5 

Retention Time in minute 09.053 09.355 09.774 10.497 10.992 
Area % 05.33 07.42 03.87 02.13 11.41 

Table 6. List of peaks found in 1A5 giving no corresponding peak in 2A5. 

 
Sl. No. Sl. No. 

of peak 
Retention Time 

in minute
Area

 %
Sl.

 No.
Sl. No.

of peak
Retention Time in minute Area % 

1 4 13.220 0.30 11 25 53.630 0.07 
2 6 14.513 2.56 12 28 56.367 0.34 
3 10 17.682 0.65 13 29 57.210 2.31 
4 11 40.729 0.09 14 30 58.320 0.16 
5 12 42.359 0.04 15 32 59.782 0.25 
6 14 44.121 0.73 16 33 61.080 0.04 
7 15 45.072 0.07 17 34 62.848 1.74 
8 16 45.714 0.16 18 35 66.697 0.61 
9 17 46.270 0.15 19 36 71.440 1.52 

10 18 46.840 0.66 20 37 77.554 0.18 

Table 7. List of peaks found in 2A5 but not in 1A5. 
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of 0.04 to 2.56%. Table (Table-8) represents 14 peaks due to same compounds between 1A5 
and 3A5 with their time of appearance. The corresponding peaks in 3A5 appeared after an 
average advancement of retention time of 0.589 minute in the range of 0.502 to 0.682 minute. 
These common components are the examples of some of the compounds which are resistant 
to degradation during this period. There are no corresponding peaks for eight compounds 
present in 1A5 (Table-9).These have already disappeared in 3A5. Probably these are the 
compounds degraded completely as a result of degradation activities due to application of  
 

- Sl. No. 1A5 3A5
Sl 

 
No 

as in 1A5 
Chromatogram

Retention 
Time

Area 
% 

Report 

Retention 
 Time

Area%

Report

Advance in Retention 
Time 

1 1 9.053 5.33 8.383 0.68 0.670 
2 2 9.355 7.42 8.726 0.52 0.629 
3 5 10.992 11.41 10.325 0.46 0.667 
4 6 12.271 19.38 11.589 3.68 0.682 
5 13 43.247 0.68 42.677 0.22 0.570 
6 14 48.772 1.85 48.249 1.15 0.523 
7 15 49.805 2.47 49.228 2.97 0.577 
8 16 50.389 23.34 49.868 20.99 0.521 
9 17 51.724 0.08 51.132 1.19 0.592 

10 18 52.736 0.27 52.229 1.50 0.507 
11 19 53.152 4.70 52.630 7.23 0.522 
12 20 55.236 2.48 54.734 4.93 0.502 
13 21 56.304 1.06 55.695 3.11 0.609 
14 22 59.828 0.21 59.154 5.48 0.674 

Table 8. List of Similar Peaks in GC Analysis Report of 1A5 and 3A5. 
 

Sl. No. 1 2 3 4 5 6 7 8 
Peak No 3 4 7 8 9 10 11 12 

RT in minute 9.774 10.497 12.810 13.288 14.538 15.286 15.823 16.315 
Area % 3.87 2.13 1.27 0.39 6.36 2.11 0.12 3.09 

Table 9. List of peaks found in 1A5 giving no corresponding peak in 3A5. 

hydrogen peroxide. Table-10 represents the list of peaks which are found in 3A5 but not in 
1A5. These are the peaks of compounds formed due to higher microbial activities that 
occurred on the compounds. Number of such components are 25 and these compounds 
occupied a minute area (average 1.84%) of the chromatogram in the range of 0.06 to15.19%.  

GC analysis of the oil, recovered after 1 month and 2 months in the sample 2A3 gave a total 
of 17 and 24 peaks respectively. There is no peaks during12.217 to 47.277 minutes and 
during 15.303 to 44.055 minutes in the samples after 1 month and after 2 months 
respectively. Out of the 17 compounds obtained after I month, it appears that 14 compounds 
are still present in oil recovered after two months. It means that these components could 
resist degradation in the second month. These are placed in table (Table-11). These 
compounds appear 0.232 to 0.387 minute (average 0.275 minute) advance in the sample 
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obtained after 2 months. This change in retention time is probably due to minor change of 
experimental conditions during transit. The three components, which appeared at 12.217, 
 

Sl. 
No. 

Sl. No.
of peak

RT
 in minute

Area % Sl. No. Sl. No.
of peak

RT 
in minute 

Area % 

1 6 43.743 0.10 14 27 57.153 15.19 
2 7 44.919 0.13 15 28 58.234 0.95 
3 8 45.577 0.43 16 30 59.705 3.71 
4 9 46.125 0.40 17 31 60.961 0.29 
5 10 46.702 0.84 18 32 61.788 0.09 
6 11 47.778 0.14 19 33 62.792 4.38 
7 13 48.620 0.59 20 34 64.446 0.09 
8 16 50.340 0.66 21 35 66.609 3.74 
9 17 50.776 0.06 22 36 71.413 6.76 

10 19 51.836  1.66 23 37 77.370 0.35 
11 22 53.537 0.40 24 38 85.062 0.44 
12 23 54.169 0.17 25 39 94.824 0.54 
13 26 56.245 3.78 -   

Table 10. List of peaks found in 3A5 but not in 1A5. 
 

- Sl. No. After 1 m After 2 m Minute 
Sl No 1 month report Retention 

 Time
Area % Retention

Time
Area % Advance 

 in RT 
1 1 10.941 0.90 10.686 9.58 0.255 
2 3 47.277 0.71 47.001 2.21 0.276 
3 4 49.850 0.44 49.571 3.13 0.279 
4 5 50.406 9.43 50.159 11.01 0.247 
5 6 51.771 0.27 51.465 0.25 0.306 
6 7 52.736 7.70 52.496 7.66 0.240 
7 8 53.171 3.43 52.928 4.94 0.243 
8 9 55.244 1.65 55.012 2.77 0.232 
9 10 56.314 4.17 56.037 3.29 0.277 

10 11 56.893 0.55 56.594 0.29 0.299 
11 12 57.621 18.27 57.365 17.62 0.256 
12 13 58.132 3.12 57.860 2.74 0.272 
13 14 59.848 0.81 59.561 4.05 0.287 
14 15 63.516 20.07 63.129 13.55 0.387 

Table 11. List of Similar Peaks in GC Analysis Report of 2A3 after 1Month and 2Months.  

72.525 and 81.026 minutes with area percent report of 25.47, 1.85 and 1.17 respectively in the 
sample after 1 month got disappeared in the second month. It has also been seen that 
another 10 peaks due to 10 new compounds appear in the sample after 2 months (Table- 12). 
These compounds seem to be the degradation products of various hydrocarbons. These 
peaks have area percent in the range of 0.11 to 11.00 with an average of 1.69%.  
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In the GC analysis of the sample 3A3 after 1 month and after 2 months, it has been seen that 
there are 11 and 33 components respectively including that for the solvent. There are no 
peaks appear in between 20.082 to 46.835 and in between 11.662 to 42.728 minutes in the two 
 

Sl. No. Sl. No.
of peak

Retention 
Time in minute

Area
 %

Sl. No. Sl. No.
of peak

Retention Time 
 in minute 

Area 
 % 

1 1 6.823 0.86 6 7 44.055 0.11 
2 2 7.256 0.17 7 14 53.817 0.38 
3 3 9.225 2.24 8 15 54.476 0.39 
4 4 13.335 0.61 9 21 58.546 0.24 
5 5 15.303 0.92 10 24 71.991 11.00 

Table 12. List of peaks found in the sample 2A3 after 2 months but not in after 1 month. 

samples respectively. As many as 8 numbers of peaks of components present after 1 month 
in 3A3 can be linked to same number of components present in the extract obtained after 2 
months. Table (Table-13) represents these peaks. The corresponding peaks appear in the 
sample after 2 months with an advance retention time average of 0.06 minute in the range of 
0.011 to 0.126 minute. Corresponding peaks for the rests three viz. at retention time 20.082, 
62.788 and 71.406 minutes are not present in the second month. It implies that these 
components disappear during the month. The other 25 components which appear in the 
sample after 2 months are probably due to formation of derivatives as a result of 
degradation activities. These components have an average area percent of 1.42 in the range 
of 0.05 to 6.33 (Table-14). 
 

- Sl. No. After 1 month After 2 months Minute 
Sl No 1 m report Retention

.Time in minute
Area

 %
Ret. Time

 in minute
Area % Advance in RT (minute) 

1 1 11.732 36.21 11.662 2.83 0.070 
2 3 46.835 1.00 46.709 0.31 0.126 
3 4 49.952 2.45 49.912 25.59 0.040 
4 5 52.303 5.93 52.275 1.28 0.028 
5 6 52.734 1.43 52.681 7.05 0.053 
6 7 54.822 0.89 54.777 4.20 0.045 
7 8 55.863 3.19 55.760 4.85 0.103 
8 9 57.207 16.13 57.196 18.27 0.011 

Table 13. List of Similar Peaks in GC analysis report of 3A3 extracted after 1 and 2 months.  

The 17 and 11 peaks found respectively in the GC chromatogram of samples 2A3 and 3A3 
after 1 month of placement, possess 9 peaks ( Table-15) having  a very narrow range of 0.414 
to 0.454 minute difference in the retention time except one which appeared at a difference of 
0.728 minute. The average difference in retention time is 0.469 minute. It has been seen that 
larger number of components disappeared from 3A3 at the same time compared to 2A3. Out 
of 24 and 33 peaks respectively found in the GC chromatogram of samples 2A3 and 3A3 
after 2 months 15 similar peaks have been identified and presented in table (Table- 16). 
Compared to number of peaks found in 2A3, the corresponding peaks in 3A3 appear in 
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obtained after 2 months. This change in retention time is probably due to minor change of 
experimental conditions during transit. The three components, which appeared at 12.217, 
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RT
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Area % Sl. No. Sl. No.
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RT 
in minute 
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10 19 51.836  1.66 23 37 77.370 0.35 
11 22 53.537 0.40 24 38 85.062 0.44 
12 23 54.169 0.17 25 39 94.824 0.54 
13 26 56.245 3.78 -   

Table 10. List of peaks found in 3A5 but not in 1A5. 
 

- Sl. No. After 1 m After 2 m Minute 
Sl No 1 month report Retention 

 Time
Area % Retention

Time
Area % Advance 

 in RT 
1 1 10.941 0.90 10.686 9.58 0.255 
2 3 47.277 0.71 47.001 2.21 0.276 
3 4 49.850 0.44 49.571 3.13 0.279 
4 5 50.406 9.43 50.159 11.01 0.247 
5 6 51.771 0.27 51.465 0.25 0.306 
6 7 52.736 7.70 52.496 7.66 0.240 
7 8 53.171 3.43 52.928 4.94 0.243 
8 9 55.244 1.65 55.012 2.77 0.232 
9 10 56.314 4.17 56.037 3.29 0.277 

10 11 56.893 0.55 56.594 0.29 0.299 
11 12 57.621 18.27 57.365 17.62 0.256 
12 13 58.132 3.12 57.860 2.74 0.272 
13 14 59.848 0.81 59.561 4.05 0.287 
14 15 63.516 20.07 63.129 13.55 0.387 

Table 11. List of Similar Peaks in GC Analysis Report of 2A3 after 1Month and 2Months.  

72.525 and 81.026 minutes with area percent report of 25.47, 1.85 and 1.17 respectively in the 
sample after 1 month got disappeared in the second month. It has also been seen that 
another 10 peaks due to 10 new compounds appear in the sample after 2 months (Table- 12). 
These compounds seem to be the degradation products of various hydrocarbons. These 
peaks have area percent in the range of 0.11 to 11.00 with an average of 1.69%.  
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In the GC analysis of the sample 3A3 after 1 month and after 2 months, it has been seen that 
there are 11 and 33 components respectively including that for the solvent. There are no 
peaks appear in between 20.082 to 46.835 and in between 11.662 to 42.728 minutes in the two 
 

Sl. No. Sl. No.
of peak

Retention 
Time in minute

Area
 %

Sl. No. Sl. No.
of peak

Retention Time 
 in minute 

Area 
 % 

1 1 6.823 0.86 6 7 44.055 0.11 
2 2 7.256 0.17 7 14 53.817 0.38 
3 3 9.225 2.24 8 15 54.476 0.39 
4 4 13.335 0.61 9 21 58.546 0.24 
5 5 15.303 0.92 10 24 71.991 11.00 

Table 12. List of peaks found in the sample 2A3 after 2 months but not in after 1 month. 

samples respectively. As many as 8 numbers of peaks of components present after 1 month 
in 3A3 can be linked to same number of components present in the extract obtained after 2 
months. Table (Table-13) represents these peaks. The corresponding peaks appear in the 
sample after 2 months with an advance retention time average of 0.06 minute in the range of 
0.011 to 0.126 minute. Corresponding peaks for the rests three viz. at retention time 20.082, 
62.788 and 71.406 minutes are not present in the second month. It implies that these 
components disappear during the month. The other 25 components which appear in the 
sample after 2 months are probably due to formation of derivatives as a result of 
degradation activities. These components have an average area percent of 1.42 in the range 
of 0.05 to 6.33 (Table-14). 
 

- Sl. No. After 1 month After 2 months Minute 
Sl No 1 m report Retention

.Time in minute
Area

 %
Ret. Time

 in minute
Area % Advance in RT (minute) 

1 1 11.732 36.21 11.662 2.83 0.070 
2 3 46.835 1.00 46.709 0.31 0.126 
3 4 49.952 2.45 49.912 25.59 0.040 
4 5 52.303 5.93 52.275 1.28 0.028 
5 6 52.734 1.43 52.681 7.05 0.053 
6 7 54.822 0.89 54.777 4.20 0.045 
7 8 55.863 3.19 55.760 4.85 0.103 
8 9 57.207 16.13 57.196 18.27 0.011 

Table 13. List of Similar Peaks in GC analysis report of 3A3 extracted after 1 and 2 months.  

The 17 and 11 peaks found respectively in the GC chromatogram of samples 2A3 and 3A3 
after 1 month of placement, possess 9 peaks ( Table-15) having  a very narrow range of 0.414 
to 0.454 minute difference in the retention time except one which appeared at a difference of 
0.728 minute. The average difference in retention time is 0.469 minute. It has been seen that 
larger number of components disappeared from 3A3 at the same time compared to 2A3. Out 
of 24 and 33 peaks respectively found in the GC chromatogram of samples 2A3 and 3A3 
after 2 months 15 similar peaks have been identified and presented in table (Table- 16). 
Compared to number of peaks found in 2A3, the corresponding peaks in 3A3 appear in 
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advance by a narrow range of 0.169 to 0.365 minutes where the average value obtained 
is0.261 minute. The components responsible for these peaks are resistant to degradation at 
least up to two months under the experimental conditions.  
 

Sl. 
 No. 

Sl. No. 
of peak 

Retention Time (minute) Area
 %

Sl. 
No.

Sl. No.
of peak

Retention Time (minute) Area 
 % 

1 1 8.258 0.10 14 17 51.891 2.70 
2 2 8.807 0.07 15 20 53.620 0.71 
3 4 42.728 0.33 16 21 54.246 0.05 
4 5 44.020 0.48 17 24 56.266 3.55 
5 6 44.956 0.26 18 26 58.276 1.02 
6 7 45.629 0.65 19 27 59.196 6.33 
7 8 46.177 0.62 20 28 59.742 2.19 
8 10 47.826 0.21 21 29 61.125 1.71 
9 11 48.299 1.18 22 30 62.843 1.70 

10 12 48.682 0.86 23 31 66.631 1.29 
11 13 49.288 5.85 24 32 71.433 0.26 
12 15 50.393 1.20 25 33 77.479 0.49 
13 16 51.195 1.81 - - - - 

Table 14. List of peaks found in the sample 3A3 after 2 months but not in after 1 month. 
 

 Sl. No. 2A3-1M 3A3-1M Minute 
Sl. No. 2A3 report Retention Time Area % Retention

 Time(min)
Area % Advance in 

Retention time 
1 2 12.217 25.47 11.772 36.21 0.440 
2 3 47.277 0.71 46.835 1.00 0.442 
3 5 50.406 9.43 49.952 2.45 0.454 
4 7 52.736 7.70 52.303 5.93 0.433 
5 8 53.171 3.43 52.734 1.43 0.437 
6 9 55.244 1.65 54.822 0.89 0.422 
7 10 56.314 0.417 55.863 3.19 0.451 
8 12 57.621 18.27 57.207 16.13 0.414 
9 15 63.516 20.07 62.788 21.04 0.728 

Table 15. List of Similar Peaks in GC Analysis Report of 2A3and 3A3 after one month.  

Gas Chromatographic analysis of recovered oil from kerosene oil polluted soil (B-set) after 2 
months of placement showed that number of components at 1B5 and 3B5 ( Plate-2) became 
17 and 35 respectively. Gravimetric determination shows that mass of oil recovered in the 
samples having applied Hydrogen Peroxide is less, whereas number of components in the 
same is more than that of the sample without Hydrogen Peroxide (Table-17). It indicates 
that Hydrogen Peroxide removes the pollutants by degrading into smaller compounds. 
There are no peaks appeared in between the retention time ranges 4.838 to 32.566 minute 
in1B5 and in the range of 9.611 to 32.669 minute in 3B5. It appears that for every peak in the 
1B5 sample, there is a corresponding peak in the 3B5 sample (Table-18) with an average 
delay of 0.115 minute in the range of 0.095 to 0.190 minute. All peaks present in 1B5 have 
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been found in 3B5. Excluding peak at serial number 9, all other similar peaks in the table 
have higher peak area at 1B5. Besides these, there are about 18 peaks in 3B5 but not in 1B5, 
out of which the peaks at 2.716 appears to be for the solvent. These 18 peaks (Table-19) seem 
to be for some degradation products. 

 
. Sl. 

No. 
2A3 2A3 3A3 3A3 Minute 

Sl. 
No 

As in 
2A3 

Retention
Time

Area % 
Report

Retention
Time

(minute)

Area 
%

Report

Advance in Retention 
time 

1 8 47.001 2.21 46.709 0.31 0.292 
2 9 49.571 3.13 49.288 5.85 0.283 
3 10 50.159 11.01 49.912 25.59 0.247 
4 11 51.465 0.25 51.195 1.81 0.270 
5 12 52.496 7.66 52.275 1.28 0.221 
6 13 52.928 4.94 52.681 7.05 0.247 
7 14 53.817 0.38 53.620 0.71 0.197 
8 15 54.476 0.39 54.246 0.05 0.230 
9 16 55.012 2.77 54.777 4.20 0.235 

10 17 56.037 3.29 55.760 4.85 0.277 
11 18 56.594 0.27 56.266 3.55 0.328 
12 19 57.365 17.62 57.196 18.27 0.169 
13 21 58.546 0.24 58.276 1.02 0.270 
14 22 59.561 4.05 59.196 6.33 0.365 
15 23 63.129 13.55 62.843 1.70 0.286 

Table 16. List of Similar Peaks in GC chromatogram of 2A3 and 3A3 extracted after two 
months. 

 
Plate 2. GC Chromatogram of Oil recovered after 2 months of placement of the sample 3B5. 
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advance by a narrow range of 0.169 to 0.365 minutes where the average value obtained 
is0.261 minute. The components responsible for these peaks are resistant to degradation at 
least up to two months under the experimental conditions.  
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Table 14. List of peaks found in the sample 3A3 after 2 months but not in after 1 month. 
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Table 15. List of Similar Peaks in GC Analysis Report of 2A3and 3A3 after one month.  

Gas Chromatographic analysis of recovered oil from kerosene oil polluted soil (B-set) after 2 
months of placement showed that number of components at 1B5 and 3B5 ( Plate-2) became 
17 and 35 respectively. Gravimetric determination shows that mass of oil recovered in the 
samples having applied Hydrogen Peroxide is less, whereas number of components in the 
same is more than that of the sample without Hydrogen Peroxide (Table-17). It indicates 
that Hydrogen Peroxide removes the pollutants by degrading into smaller compounds. 
There are no peaks appeared in between the retention time ranges 4.838 to 32.566 minute 
in1B5 and in the range of 9.611 to 32.669 minute in 3B5. It appears that for every peak in the 
1B5 sample, there is a corresponding peak in the 3B5 sample (Table-18) with an average 
delay of 0.115 minute in the range of 0.095 to 0.190 minute. All peaks present in 1B5 have 
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been found in 3B5. Excluding peak at serial number 9, all other similar peaks in the table 
have higher peak area at 1B5. Besides these, there are about 18 peaks in 3B5 but not in 1B5, 
out of which the peaks at 2.716 appears to be for the solvent. These 18 peaks (Table-19) seem 
to be for some degradation products. 
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Plate 2. GC Chromatogram of Oil recovered after 2 months of placement of the sample 3B5. 
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Sample Oil added Amount of degraded oil (g) after 
Number g 1 month 2 month 3 month 4 month 5 month 

1B5 60 21.126 30.355 47.322 53.832 54.753 
3B5 60 25.751 32.790 48.048 54.132 55.052 

Table 17. Amount of Kerosene Oil Degraded against time in Months. 

Gas Chromatographic Analysis of the extracted oil after 3 months of mixing in the Diesel oil 
polluted samples of 1C3, 2C3(Plate-3) and 3C3 gave 50, 42 and 27 peaks respectively ( Sarma 
,2010). It has been seen that the peaks at 1C3 starts at retention time 29.592 minute onwards, 
which for the 2C3 and 3C3 are 31.873 and 40.645 minute  respectively. 

 
 

Sl. Sl No 1B5 3B5 Minute 
No. As in 1B5 Chromatogram Retention Time 

(Minute)
Area 

 % 
Retention Time (Minute) Area

 %
Delay in Ret. time 

01 01 04.387 01.45 04.567 0.27 0.180 
02 02 04.838 19.73 05.028 7.09 0.190 
03 03 32.566 01.23 32.669 0.34 0.103 
04 04 35.389 02.07 35.490 0.55 0.101 
05 05 36.207 05.41 36.309 1.28 0.102 
06 06 38.435 00.43 38.541 0.18 0.106 
07 07 38.993 03.59 39.096 0.89 0.103 
08 08 39.623 10.59 39.726 2.51 0.103 
09 09 41.251 00.30 41.360 1.09 0.109 
10 10 41.760 09.89 41.867 3.94 0.107 
11 11 42.813 11.15 42.923 4.41 0.110 
12 12 44.627 01.28 44.743 0.93 0.116 
13 13 45.813 07.65 45.921 3.03 0.108 
14 14 47.341 04.21 47.446 3.05 0.105 
15 15 48.645 04.00 48.748 2.07 0.103 
16 16 48.962 15.74 49.073 6.84 0.111 
17 17 51.309 01.27 51.404 0.75 0.095 

Table 18. List of Similar Peaks in GC Analysis Report of 1B5 and 3B5. 

 
 

Sl. No. Sl. No.
of peak

Retention Time
 in minute

Area 
 % 

Sl. 
No.

Sl. No.
of peak

Retention Time 
in minute 

Area 
% 

1 1 2.716 57.97 10 20 42.454 0.10 
2 4 6.061 0.10 11 22 43.307 0.50 
3 5 8.486 0.00 12 23 43.976 0.02 
4 6 9.611 0.00 13 29 50.011 0.13 
5 8 33.300 0.18 14 31 51.815 0.44 
6 9 35.062 0.05 15 32 53.927 0.28 
7 12 37.053 0.49 16 33 54.903 0.01 
8 13 38.110 0.16 17 34 56.332 0.01 
9 17 40.604 0.22 18 35 76.439 0.12 

Table 19. List of peaks found in the sample 3B5 but not in 1B5. 
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Against 50 compounds present in 1C3, there are 42 and 27 compounds present in the 
samples 2C3 and 3C3, where nutrients and Hydrogen Peroxide were applied respectively. It 
implies that nutrients and Hydrogen Peroxide have a positive role in degradation of higher 
hydrocarbons into lower ones and subsequent removal of them from soil. A list of similar 
peaks in GC analysis report of 1C3, 2C3 and 3C3 are given in table (Table-20). It has been 
seen that the peaks due to same compounds appear in the chromatogram of 2C3 and 3C3 
after an average delay in retention time of 0.078 and 0.123 minutes compared to the peaks of 
1C3 in a range of 0.018 to 0.194 and 0.087 to 0.232 minutes respectively. This minute 
difference in retention time is probably due to minor change in experimental conditions 
during transit. There two peaks in the chromatogram of 2C3 and 3C3 at 54.466 and 54.552 
minute with area % 0.53 and 0.22 respectively are probably due to same compound, which is 
a degradation product. The other two such compounds appear at retention time 61.654 and 
71.422 minute in the 2C3 and 3C3 reports are also due to degradation products. 

 
Plate 3. GC Chromatogram of Oil recovered after 3 months of placement of the sample 2C3. 

In the GC report of the extracted oil samples from 1C5, 2C5 and 3C5 after three months of 
placement, number of peaks seen are 21, 34 and 40 respectively. From gravimetric analysis it 
has been found that extent of degradation in corresponding C5 samples are higher than C3 
samples (Table-21). Thus it seems that number of components increases against increase of 
degradation at a certain stage and then the components gradually disappear. A list of peaks 
due to same compounds is given in table (Table-22). The peaks at 2C5 appear with a 
negligible average delay of 0.012 minute in retention time in the range of -0.036 to 0.055. The 
same for 3C5 peaks is 0.007 minute in the range of -0.070 to 0.034 minute. The existence of 
these compounds in all the samples indicates that these  

compounds could resist degradation during the initial period of three months. The other            
compounds present in 2C5 and 3C5 are some of the degradation products. In the same way 
similar peaks have been found in 1C3 and 1C5, 2C3 and 2C5, and between 3C3 and 3C5. 

The chromatograms obtained from the extracts of Lubricating oil polluted samples 1D1, 1D2 
and 1D3 (Plate-4) are represented in plates. Number of components which persists 
degradation and number of components produced as a result of microbial degradation 
taken together has been found to be 64, 53 and 67 respectively, including solvent peak after 
lapse of 3 months (Sarma & Bhattacharyya ,2010). From the gravimetric analysis, it appears  
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Sample Oil added Amount of degraded oil (g) after 
Number g 1 month 2 month 3 month 4 month 5 month 

1B5 60 21.126 30.355 47.322 53.832 54.753 
3B5 60 25.751 32.790 48.048 54.132 55.052 

Table 17. Amount of Kerosene Oil Degraded against time in Months. 

Gas Chromatographic Analysis of the extracted oil after 3 months of mixing in the Diesel oil 
polluted samples of 1C3, 2C3(Plate-3) and 3C3 gave 50, 42 and 27 peaks respectively ( Sarma 
,2010). It has been seen that the peaks at 1C3 starts at retention time 29.592 minute onwards, 
which for the 2C3 and 3C3 are 31.873 and 40.645 minute  respectively. 

 
 

Sl. Sl No 1B5 3B5 Minute 
No. As in 1B5 Chromatogram Retention Time 

(Minute)
Area 

 % 
Retention Time (Minute) Area

 %
Delay in Ret. time 

01 01 04.387 01.45 04.567 0.27 0.180 
02 02 04.838 19.73 05.028 7.09 0.190 
03 03 32.566 01.23 32.669 0.34 0.103 
04 04 35.389 02.07 35.490 0.55 0.101 
05 05 36.207 05.41 36.309 1.28 0.102 
06 06 38.435 00.43 38.541 0.18 0.106 
07 07 38.993 03.59 39.096 0.89 0.103 
08 08 39.623 10.59 39.726 2.51 0.103 
09 09 41.251 00.30 41.360 1.09 0.109 
10 10 41.760 09.89 41.867 3.94 0.107 
11 11 42.813 11.15 42.923 4.41 0.110 
12 12 44.627 01.28 44.743 0.93 0.116 
13 13 45.813 07.65 45.921 3.03 0.108 
14 14 47.341 04.21 47.446 3.05 0.105 
15 15 48.645 04.00 48.748 2.07 0.103 
16 16 48.962 15.74 49.073 6.84 0.111 
17 17 51.309 01.27 51.404 0.75 0.095 

Table 18. List of Similar Peaks in GC Analysis Report of 1B5 and 3B5. 

 
 

Sl. No. Sl. No.
of peak

Retention Time
 in minute

Area 
 % 

Sl. 
No.

Sl. No.
of peak

Retention Time 
in minute 

Area 
% 

1 1 2.716 57.97 10 20 42.454 0.10 
2 4 6.061 0.10 11 22 43.307 0.50 
3 5 8.486 0.00 12 23 43.976 0.02 
4 6 9.611 0.00 13 29 50.011 0.13 
5 8 33.300 0.18 14 31 51.815 0.44 
6 9 35.062 0.05 15 32 53.927 0.28 
7 12 37.053 0.49 16 33 54.903 0.01 
8 13 38.110 0.16 17 34 56.332 0.01 
9 17 40.604 0.22 18 35 76.439 0.12 

Table 19. List of peaks found in the sample 3B5 but not in 1B5. 
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Against 50 compounds present in 1C3, there are 42 and 27 compounds present in the 
samples 2C3 and 3C3, where nutrients and Hydrogen Peroxide were applied respectively. It 
implies that nutrients and Hydrogen Peroxide have a positive role in degradation of higher 
hydrocarbons into lower ones and subsequent removal of them from soil. A list of similar 
peaks in GC analysis report of 1C3, 2C3 and 3C3 are given in table (Table-20). It has been 
seen that the peaks due to same compounds appear in the chromatogram of 2C3 and 3C3 
after an average delay in retention time of 0.078 and 0.123 minutes compared to the peaks of 
1C3 in a range of 0.018 to 0.194 and 0.087 to 0.232 minutes respectively. This minute 
difference in retention time is probably due to minor change in experimental conditions 
during transit. There two peaks in the chromatogram of 2C3 and 3C3 at 54.466 and 54.552 
minute with area % 0.53 and 0.22 respectively are probably due to same compound, which is 
a degradation product. The other two such compounds appear at retention time 61.654 and 
71.422 minute in the 2C3 and 3C3 reports are also due to degradation products. 

 
Plate 3. GC Chromatogram of Oil recovered after 3 months of placement of the sample 2C3. 

In the GC report of the extracted oil samples from 1C5, 2C5 and 3C5 after three months of 
placement, number of peaks seen are 21, 34 and 40 respectively. From gravimetric analysis it 
has been found that extent of degradation in corresponding C5 samples are higher than C3 
samples (Table-21). Thus it seems that number of components increases against increase of 
degradation at a certain stage and then the components gradually disappear. A list of peaks 
due to same compounds is given in table (Table-22). The peaks at 2C5 appear with a 
negligible average delay of 0.012 minute in retention time in the range of -0.036 to 0.055. The 
same for 3C5 peaks is 0.007 minute in the range of -0.070 to 0.034 minute. The existence of 
these compounds in all the samples indicates that these  

compounds could resist degradation during the initial period of three months. The other            
compounds present in 2C5 and 3C5 are some of the degradation products. In the same way 
similar peaks have been found in 1C3 and 1C5, 2C3 and 2C5, and between 3C3 and 3C5. 

The chromatograms obtained from the extracts of Lubricating oil polluted samples 1D1, 1D2 
and 1D3 (Plate-4) are represented in plates. Number of components which persists 
degradation and number of components produced as a result of microbial degradation 
taken together has been found to be 64, 53 and 67 respectively, including solvent peak after 
lapse of 3 months (Sarma & Bhattacharyya ,2010). From the gravimetric analysis, it appears  
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-1- 
SlNo. 

   -2-
1C3

-3-
1C3

-4-
2C3

-5-
2C3

-6-
3C3

-7-
3C3

-8- 
Minute 

-9- 
Minute 

( as 
per 
GC 

1C3) 

Retention 
Time
(RT)

Area % of the 
peak

RT Area % of the 
peak

RT Area % of 
the peak

Delay in RT 
 of 2C3 

compared 
to 1C3 

Delay in 
R T of 3C3 
compared 

 to 1C3 
1 29.952 0.03 - - - - - - 
2 31.792 0.44 31.873 0.33 - - 0.081 - 
3 34.112 0.11 34.195 0.06 - - 0.083 - 
4 34.996 0.03 35.042 0.21 - - 0.046 - 
5 35.693 0.27 35.776 0.01 - - 0.083 - 
6 36.533 0.24 - - - - - - 
7 37.100 0.08 37.214 0.02 - - 0.114 - 
8 37.662 0.96 37.753 0.41 - - 0.091 - 
9 38.287 1.60 38.392 1.32 - - 0.105 - 

10 38.806 0.15 - - - - - - 
11 39.415 0.39 39.508 0.01 - - 0.093 - 
12 39.849 2.57 40.043 0.93 - - 0.194 - 
13 40.449 3.17 40.514 2.21 40.645 0.53 0.065 0.131 
14 41.504 2.19 41.574 4.41 41.722 0.90 0.070 0.148 
15 42.504 1.35 42.576 0.32 - - 0.072 - 
16 43.276 2.95 43.368 0.75 43.495 0.05 0.092 0.127 
17 43.651 1.73 - - - - - - 
18 44.190 1.35 - - - - - - 
19 44.513 3.53 44.574 4.03 44.690 2.37 0.061 0.116 
20 44.974 0.83 - - - - - - 
21 45.364 0.03 - - - - - - 
22 46.046 5.28 46.101 5.23 46.195 2.19 0.055 0.094 
23 47.365 3.74 47.414 5.96 47.509 5.33 0.049 0.095 
24 47.556 22.91 47.634 15.65 47.810 19.82 0.078 0.176 
25 48.608 0.51 48.674 0.06 48.786 0.10 0.066 0.112 
26 49.142 1.12 49.160 0.81 49.265 0.57 0.018 0.105 
27 49.583 0.02 49.649 0.20 - - 0.066 - 
28 50.016 3.99 50.073 6.62 50.163 9.04 0.057 0.090 
29 50.425 6.06 50.476 3.81 50.563 4.54 0.051 0.087 
30 51.141 0.76 51.200 0.44 51.317 0.07 0.059 0.117 
31 51.755 0.10 51.779 0.09 51.980 0.23 0.024 0.201 
32 52.532 6.49 52.597 8.59 52.687 12.80 0.065 0.090 
33 53.474 0.58 53.623 0.54 53.747 0.37 0.149 0.124 
34 54.007 0.03 54.136 0.32 54.237 0.04 0.129 0.101 
35 54.938 5.55 54.993 7.34 55.087 10.74 0.055 0.094 
36 55.954 0.88 56.006 0.68 56.110 0.08 0.052 0.104 
37 56.442 0.43 56.476 0.43 56.578 0.03 0.034 0.102 
38 56.834 1.97 56.859 1.32 56.972 0.86 0.025 0.113 
39 57.213 4.15 57.273 6.59 57.370 9.76 0.060 0.097 
40 58.169 0.86 58.229 0.61 58.341 0.06 0.060 0.112 
41 58.738 0.10 - - - - - - 
42 58.927 0.41 59.042 0.37 - - 0.115 - 
43 59.664 3.21 59.735 5.39 59.869 7.94 0.071 0.134 
44 60.389 0.04 - - - - - - 
45 60.865 0.23 60.930 0.02 - - 0.065 - 
46 62.645 2.45 62.735 4.64 62.911 6.41 0.090 0.176 
47 66.342 2.18 66.447 3.90 66.679 4.70 0.105 0.232 
48 70.973 1.54 71.094 2.92 - - 0.121 - 
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49 72.360 0.33 - - - - - - 
50 76.800 0.08 76.942 1.88 - - 0.142 - 

Table 20. List of Similar Peaks in GC Analysis Report of 1C3, 2C3 and 3C3. 

 
 
 

Sample Oil Added Percent of the applied oil Degraded after 
No. g 1 month 2 months 3 months 4 months 5 months 
1C3 30 27.84 43.18 45.20 65.53 67.66 
1C5 60 24.25 46.03 56.04 72.43 75.50 
2C3 30 33.19 49.88 51.89 69.97 70.98 
2C5 60 38.33 53.13 59.03 73.78 77.19 
3C3 30 30.91 45.38 47.93 69.09 69.99 
3C5 60 36.30 49.52 57.45 73.33 76.45 

Table 21. Percent of Applied Diesel Oil Degraded against time in Months. 

 
 

-1- 
Sl No. 

   -2-
1C5

-3-
1C5

-4-
2C5

-5-
2C5

-6-
3C5

-7-
3C5

-8-
Minute

-9- 
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( as 
per 
GC 

report 
of 

1C5) 

Retention 
Time
(RT)

Area % 
of the 
peak

RT Area % 
of the 
peak

RT Area % 
of the 
peak

Delay in RT of 
2C5peaks 

compared to peaks 
of 1C5

Delay in R T of 
3C5peaks 

compared to peaks 
of 1C5 

1 0.986 0.00 - - - - - - 
2 35.087 0.77 35.051 0.81 35.017 0.65 -0.036 -0.070 
3 37.761 0.83 37.759 0.71 37.753 0.63 -0.002 -0.008 
4 38.426 3.84 38.411 3.22 38.395 2.60 -0.015 -0.031 
5 40.075 0.36 40.059 1.48 40.034 1.33 -0.016 -0.041 
6 40.525 2.94 40.530 2.76 40.526 2.51 0.005 0.001 
7 41.595 7.77 41.595 6.44 41.589 5.82 0.000 -0.006 
8 43.364 0.72 43.379 1.03 43.381 0.97 0.015 0.017 
9 44.581 6.46 44.589 5.64 44.586 5.05 0.008 0.005 

10 46.083 2.79 46.106 2.33 46.106 2.30 0.023 0.023 
11 47.399 6.71 47.411 6.56 47.415 6.16 0.012 0.016 
12 47.699 19.61 47.724 16.63 47.729 16.09 0.025 0.030 
13 50.055 7.50 50.073 6.96 50.075 6.44 0.018 0.020 
14 50.448 3.35 50.478 2.91 50.479 2.84 0.030 0.031 
15 52.578 8.30 52.597 8.43 52.598 8.28 0.019 0.020 
16 54.982 6.70 54.995 6.87 54.999 6.67 0.013 0.017 
17 57.263 6.27 57.275 6.37 57.280 6.32 0.012 0.017 
18 59.730 5.87 59.751 5.53 59.748 5.65 0.021 0.018 
19 62.729 5.07 62.755 4.83 62.752 5.13 0.026 0.023 
20 66.451 3.95 66.477 4.06 66.479 4.44 0.026 0.028 
21 71.096 0.21 71.151 3.02 71.130 3.44 0.055 0.034 

Table 22. List of Similar peaks in GC Analysis Report of 1C5, 2C5and 3C5. 
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RT Area % of the 
peak

RT Area % of 
the peak

Delay in RT 
 of 2C3 

compared 
to 1C3 

Delay in 
R T of 3C3 
compared 

 to 1C3 
1 29.952 0.03 - - - - - - 
2 31.792 0.44 31.873 0.33 - - 0.081 - 
3 34.112 0.11 34.195 0.06 - - 0.083 - 
4 34.996 0.03 35.042 0.21 - - 0.046 - 
5 35.693 0.27 35.776 0.01 - - 0.083 - 
6 36.533 0.24 - - - - - - 
7 37.100 0.08 37.214 0.02 - - 0.114 - 
8 37.662 0.96 37.753 0.41 - - 0.091 - 
9 38.287 1.60 38.392 1.32 - - 0.105 - 

10 38.806 0.15 - - - - - - 
11 39.415 0.39 39.508 0.01 - - 0.093 - 
12 39.849 2.57 40.043 0.93 - - 0.194 - 
13 40.449 3.17 40.514 2.21 40.645 0.53 0.065 0.131 
14 41.504 2.19 41.574 4.41 41.722 0.90 0.070 0.148 
15 42.504 1.35 42.576 0.32 - - 0.072 - 
16 43.276 2.95 43.368 0.75 43.495 0.05 0.092 0.127 
17 43.651 1.73 - - - - - - 
18 44.190 1.35 - - - - - - 
19 44.513 3.53 44.574 4.03 44.690 2.37 0.061 0.116 
20 44.974 0.83 - - - - - - 
21 45.364 0.03 - - - - - - 
22 46.046 5.28 46.101 5.23 46.195 2.19 0.055 0.094 
23 47.365 3.74 47.414 5.96 47.509 5.33 0.049 0.095 
24 47.556 22.91 47.634 15.65 47.810 19.82 0.078 0.176 
25 48.608 0.51 48.674 0.06 48.786 0.10 0.066 0.112 
26 49.142 1.12 49.160 0.81 49.265 0.57 0.018 0.105 
27 49.583 0.02 49.649 0.20 - - 0.066 - 
28 50.016 3.99 50.073 6.62 50.163 9.04 0.057 0.090 
29 50.425 6.06 50.476 3.81 50.563 4.54 0.051 0.087 
30 51.141 0.76 51.200 0.44 51.317 0.07 0.059 0.117 
31 51.755 0.10 51.779 0.09 51.980 0.23 0.024 0.201 
32 52.532 6.49 52.597 8.59 52.687 12.80 0.065 0.090 
33 53.474 0.58 53.623 0.54 53.747 0.37 0.149 0.124 
34 54.007 0.03 54.136 0.32 54.237 0.04 0.129 0.101 
35 54.938 5.55 54.993 7.34 55.087 10.74 0.055 0.094 
36 55.954 0.88 56.006 0.68 56.110 0.08 0.052 0.104 
37 56.442 0.43 56.476 0.43 56.578 0.03 0.034 0.102 
38 56.834 1.97 56.859 1.32 56.972 0.86 0.025 0.113 
39 57.213 4.15 57.273 6.59 57.370 9.76 0.060 0.097 
40 58.169 0.86 58.229 0.61 58.341 0.06 0.060 0.112 
41 58.738 0.10 - - - - - - 
42 58.927 0.41 59.042 0.37 - - 0.115 - 
43 59.664 3.21 59.735 5.39 59.869 7.94 0.071 0.134 
44 60.389 0.04 - - - - - - 
45 60.865 0.23 60.930 0.02 - - 0.065 - 
46 62.645 2.45 62.735 4.64 62.911 6.41 0.090 0.176 
47 66.342 2.18 66.447 3.90 66.679 4.70 0.105 0.232 
48 70.973 1.54 71.094 2.92 - - 0.121 - 
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49 72.360 0.33 - - - - - - 
50 76.800 0.08 76.942 1.88 - - 0.142 - 

Table 20. List of Similar Peaks in GC Analysis Report of 1C3, 2C3 and 3C3. 

 
 
 

Sample Oil Added Percent of the applied oil Degraded after 
No. g 1 month 2 months 3 months 4 months 5 months 
1C3 30 27.84 43.18 45.20 65.53 67.66 
1C5 60 24.25 46.03 56.04 72.43 75.50 
2C3 30 33.19 49.88 51.89 69.97 70.98 
2C5 60 38.33 53.13 59.03 73.78 77.19 
3C3 30 30.91 45.38 47.93 69.09 69.99 
3C5 60 36.30 49.52 57.45 73.33 76.45 

Table 21. Percent of Applied Diesel Oil Degraded against time in Months. 
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1 0.986 0.00 - - - - - - 
2 35.087 0.77 35.051 0.81 35.017 0.65 -0.036 -0.070 
3 37.761 0.83 37.759 0.71 37.753 0.63 -0.002 -0.008 
4 38.426 3.84 38.411 3.22 38.395 2.60 -0.015 -0.031 
5 40.075 0.36 40.059 1.48 40.034 1.33 -0.016 -0.041 
6 40.525 2.94 40.530 2.76 40.526 2.51 0.005 0.001 
7 41.595 7.77 41.595 6.44 41.589 5.82 0.000 -0.006 
8 43.364 0.72 43.379 1.03 43.381 0.97 0.015 0.017 
9 44.581 6.46 44.589 5.64 44.586 5.05 0.008 0.005 

10 46.083 2.79 46.106 2.33 46.106 2.30 0.023 0.023 
11 47.399 6.71 47.411 6.56 47.415 6.16 0.012 0.016 
12 47.699 19.61 47.724 16.63 47.729 16.09 0.025 0.030 
13 50.055 7.50 50.073 6.96 50.075 6.44 0.018 0.020 
14 50.448 3.35 50.478 2.91 50.479 2.84 0.030 0.031 
15 52.578 8.30 52.597 8.43 52.598 8.28 0.019 0.020 
16 54.982 6.70 54.995 6.87 54.999 6.67 0.013 0.017 
17 57.263 6.27 57.275 6.37 57.280 6.32 0.012 0.017 
18 59.730 5.87 59.751 5.53 59.748 5.65 0.021 0.018 
19 62.729 5.07 62.755 4.83 62.752 5.13 0.026 0.023 
20 66.451 3.95 66.477 4.06 66.479 4.44 0.026 0.028 
21 71.096 0.21 71.151 3.02 71.130 3.44 0.055 0.034 

Table 22. List of Similar peaks in GC Analysis Report of 1C5, 2C5and 3C5. 
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that the extent of degradation is highest in the samples with nutrients. The extent of 
degradation in presence of hydrogen peroxide is moderate. It seems that hydrogen peroxide 
increases number of components and later these degradation products disappear from soil. 
There are some peaks which seem to be due to same compounds (Table-23). 
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1 8.569 0.06 - - 8.340 0.03 - 0.229 
2 9.381 2.03 9.706 1.07 9.107 4.32 0.325 0.274 
3 11.562 21.09 11.822 18.96 11.316 10.34 0.260 0.246 
4 12.595 0.47 - - 12.363 0.43 - 0.232 
5 13.203 0.09 - - 12.912 0.55 - 0.291 
6 14.122 0.77 14.367 0.37 13.865 0.76 0.245 0.257 
7 14.792 0.51 15.026 0.29 14.578 0.47 0.234 0.214 
8 15.823 0.23 16.056 0.14 15.535 0.10 0.233 0.288 
9 16.167 0.42 16.397 0.27 15.896 0.18 0.230 0.271 

10 17.268 0.16 17.541 0.07 16.934 0.67 0.273 0.334 
11 18.339 0.18 18.584 0.14 18.052 0.16 0.245 0.287 
12 18.714 2.08 18.933 1.54 18.405 3.96 0.219 0.309 
13 19.484 7.78 19.689 6.89 19.080 8.69 0.205 0.404 
14 19.989 11.70 20.220 11.26 19.667 10.63 0.231 0.322 
15 20.761 0.25 - - - - - - 
16 21.742 0.65 21.973 0.42 21.440 1.29 0.231 0.302 
17 22.356 10.06 22.557 8.57 21.920 12.71 0.201 0.436 
18 24.520 0.18 - - 24.165 0.45 - 0.355 
19 24.787 0.30 24.985 0.28 24.494 0.66 0.198 0.293 
20 27.586 0.28 27.782 0.33 27.260 1.03 0.196 0.326 
21 28.222 11.95 28.402 12.15 27.867 8.89 0.180 0.355 
22 28.979 0.75 29.143 0.84 28.683 0.75 0.164 0.296 
23 29.300 0.68 29.472 0.81 28.996 0.78 0.172 0.304 
24 30.794 1.50 30.980 1.14 30.466 3.20 0.186 0.328 
25 31.355 1.61 31.609 1.14 30.890 3.71 0.254 0.465 
26 34.324 0.29 34.492 0.16 33.982 0.33 0.168 0.342 
27 36.155 0.18 36.310 0.12 35.804 0.33 0.155 0.351 
28 37.154 0.02 - - 36.700 0.14 - 0.454 
29 38.152 1.27 38.311 0.89 37.798 2.15 0.159 0.354 
30 39.031 0.06 - - 38.677 0.04 - 0.354 
31 40.092 0.11 40.246 0.04 39.770 0.06 0.154 0.322 
32 40.681 0.32 40.828 0.13 40.416 0.01 0.147 0.265 
33 42.504 0.54 42.645 0.10 42.133 0.41 0.141 0.371 
34 42.818 0.35 42.963 0.06 42.799 0.07 0.145 0.019 
35 43.996 2.55 44.169 1.07 43.681 1.98 0.173 0.315 
36 44.518 1.35 44.668 0.62 44.154 2.03 0.150 0.364 
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37 45.121 0.35 - - 44.736 0.24 - 0.385 
38 45.709 0.13 45.904 0.03 - - 0.195 - 
39 46.872 1.25 47.021 0.49 46.464 0.11 0.149 0.408 
40 48.391 0.48 48.549 0.12 - - 0.158 - 
41 49.701 1.68 49.842 0.72 - - 0.141 - 
42 50.014 1.40 50.160 0.52 - - 0.146 - 
43 51.005 0.12 51.126 0.02 - - 0.121 - 
44 51.342 0.33 51.505 0.32 - - 0.163 - 
45 52.366 1.60 52.523 0.60 - - 0.157 - 
46 52.771 0.82 52.920 0.39 - - 0.149 52.771 
47 53.531 0.29 53.715 0.09 - - 0.184 53.531 
48 54.260 0.44 54.469 0.12 - - 0.209 54.26 
49 54.891 1.82 55.049 0.55 54.482 0.03 0.158 0.409 
50 55.294 0.19 - - 55.108 0.06 - 0.186 
51 55.933 0.24 56.121 0.08 55.492 0.33 0.188 0.441 
52 56.423 0.03 - - - - - - 
53 56.735 0.02 - - - - - - 
54 57.294 2.09 57.477 0.90 57.003 0.52 0.183 0.291 
55 58.369 0.03 58.555 0.01 - - 0.186 - 
56 58.872 0.02 - - - - - - 
57 59.253 0.02 - - - - - - 
58 59.864 1.07 60.083 0.35 - - 0.219 - 
59 61.138 0.02 61.187 0.31 - - 0.049 - 
60 62.107 0.03 - - - - - - 
61 62.978 1.12 63.260 0.25 - - 0.282 - 
62 66.811 0.70 67.215 0.02 - - 0.404 - 
63 71.637 0.87 - - - - - - 
64 77.684 0.01 - - - - - - 

Table 23. List of Similar Peaks in GC Analysis Report of 1D1, 1D2 and 1D3. 

It means that these common compounds are the compounds which are resistant to 
degradation. The number of such compounds in between 1D1 and 1D2 is 48, between 1D1  
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that the extent of degradation is highest in the samples with nutrients. The extent of 
degradation in presence of hydrogen peroxide is moderate. It seems that hydrogen peroxide 
increases number of components and later these degradation products disappear from soil. 
There are some peaks which seem to be due to same compounds (Table-23). 
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37 45.121 0.35 - - 44.736 0.24 - 0.385 
38 45.709 0.13 45.904 0.03 - - 0.195 - 
39 46.872 1.25 47.021 0.49 46.464 0.11 0.149 0.408 
40 48.391 0.48 48.549 0.12 - - 0.158 - 
41 49.701 1.68 49.842 0.72 - - 0.141 - 
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Table 23. List of Similar Peaks in GC Analysis Report of 1D1, 1D2 and 1D3. 

It means that these common compounds are the compounds which are resistant to 
degradation. The number of such compounds in between 1D1 and 1D2 is 48, between 1D1  
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and 1D3 is 41and among the three is 33 .The common compounds appear with a uniform 
difference in their retention time. 1D2 peaks appear with an average delay of 0.194 minute 
in the range of 0.049 to 0.404 minute and 1D3 peaks appear with an average advance 
retention time of 0.318 in the range of 0.019 to 0.441 minute. The other peaks of 1D2 and 1D3 
are probably due to some degradation products. Number of such compounds in 1D2 is 5 
and in 1D3 are 26. It indicates that Hydrogen Peroxide decomposes the higher hydrocarbons 
first and then the degraded components gradually disappear. 

G.C. analysis of the recovered oil from residual oil polluted sample 1E5 after 1,2 ( Plate-5) 
and 3 months gave 37, 65 and 52 peaks due to the undegraded components, derivatives and 
degradation products respectively. Out of the 37 components obtained after 1 month; 33 and 
29 could resist degradation in the second and third months respectively, as revealed from 
their peaks appeared at a uniformly different retention time( Sarma et al,2004a) (Table-24). 
The stated 33 peaks appeared at a uniform advance retention time in the range of 0.914 to 
1.247 minute with an average of 1.046. The stated 29 peaks appeared at a uniform advance 
retention time in the range of 0.914 to 1.247 minute with an average of 1.233. The remaining 
4 and 4 components appeared in chromatograms obtained after 1 and 2 months respectively 
seems to be lost from the soil due to microbial activities. The number of peaks appeared in 
the chromatogram taken after 2 months but not in the previous chromatogram are 32. These 
peaks, and the corresponding peaks present in the last chromatogram are given in table 
(Table -25). Here only 17 peaks could resist complete degradation. These 17 peaks appeared 
at a uniform advance retention time in the range of 0.038  to 0.403 minutes with an average 
advance retention time of 0.196 minutes. The other 15 components seem to be lost from the 
soil due to microbial activities during the third month. Out of total 52 peaks appeared in the 
last chromatogram, only 6 peaks are due to new compounds (Table-26). These are the 
degradation products of the oil in the third month. Thus it can be concluded that 
degradation in the initial stage is more vigorous. The process slows down gradually. During 
degradation the higher compounds produce some fragments or some derivatives as a result 
of which number of components increases. Later on these compounds gradually disappear. 

Table-27 shows number of components detected by GC analysis of a few samples of some of 
the mineral oils viz. Crude oil, Kerosene oil and Diesel oil–without agents, with nutrients, 
and with hydrogen peroxide. It appears that Hydrogen Peroxide increases the number of 
components in the sample and thus degraded the higher compounds. Application of NPK 
also increases the same, but lesser than Hydrogen Peroxide. For example, in the A5 samples, 
number of components after 3 months becomes 22 in 1A5 (without agent), 37 in 2A5 (with 
nutrients) and 39 in 3A5 (with hydrogen peroxide).The following table (Table 28) shows 
number of components detected by GC analysis of a few samples under identical conditions 
after one, two and three months. It appears that number of components increases initially 
and then decreases. It means that higher compounds give some smaller compounds and 
then escape from soil.  

A good number of common components can be identified in the GC chromatogram of 
different samples (Table-29). These common components appear in the chromatogram after 
maintaining a uniform difference in their retention time. This difference is probably due to 
minor difference in the experimental conditions. In between the peaks at serial number 1and 
2, the average difference in the retention time is 1.311 minute in the range of 1.304 to 
1.316minute. Similarly the average difference in retention time between peaks at serial  
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Plate 5. GC Chromatogram of Oil recovered after 2 months of placement of the sample 1E5. 
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1 09.789 0.70 08.875 0.66 08.619 1.95 0.914 1.170 
2 11.995 1.40 11.058 4.21 10.870 2.17 0.937 1.125 
3 14.371 0.55 13.409 0.72 13.220 0.55 0.962 1.151 
4 19.036 1.45 18.154 1.13 17.819 2.67 0.969 1.304 
5 19.728 8.97 18.759 5.48 18.565 11.79 0.969 1.163 
6 20.263 19.26 19.212 10.73 18.998 17.44 1.051 1.265 
7 22.609 10.82 21.591 7.81 21.390 15.79 1.018 1.219 
8 28.498 5.98 27.418 11.07 27.223 17.21 1.080 1.275 
9 31.191 1.02 30.128 0.77 29.860 2.48 1.063 1.331 

10 32.031 0.12 30.941 0.46 30.548 2.95 1.090 1.483 
11 38.424 0.84 37.337 0.65 37.159 1.89 1.087 1.265 
12 40.941 0.60 39.910 1.02 39.739 0.10 1.031 1.202 
13 43.073 0.32 42.042 1.02 - - 1.031 - 
14 44.147 2.36 43.117 3.73 43.058 1.56 1.030 1.089 
15 44.768 0.55 43.702 0.78 43.562 1.03 1.066 1.206 
16 46.013 0.17 44.935 1.80 44.782 0.08 1.078 1.231 
17 47.132 2.25 46.111 4.47 45.936 0.96 1.021 1.196 
18 48.652 0.54 47.627 0.94 47.471 0.20 1.025 1.181 
19 49.956 2.89 48.942 4.54 48.767 1.49 1.014 1.189 
20 50.267 2.10 49.252 2.81 49.078 0.91 1.015 1.189 
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and 1D3 is 41and among the three is 33 .The common compounds appear with a uniform 
difference in their retention time. 1D2 peaks appear with an average delay of 0.194 minute 
in the range of 0.049 to 0.404 minute and 1D3 peaks appear with an average advance 
retention time of 0.318 in the range of 0.019 to 0.441 minute. The other peaks of 1D2 and 1D3 
are probably due to some degradation products. Number of such compounds in 1D2 is 5 
and in 1D3 are 26. It indicates that Hydrogen Peroxide decomposes the higher hydrocarbons 
first and then the degraded components gradually disappear. 

G.C. analysis of the recovered oil from residual oil polluted sample 1E5 after 1,2 ( Plate-5) 
and 3 months gave 37, 65 and 52 peaks due to the undegraded components, derivatives and 
degradation products respectively. Out of the 37 components obtained after 1 month; 33 and 
29 could resist degradation in the second and third months respectively, as revealed from 
their peaks appeared at a uniformly different retention time( Sarma et al,2004a) (Table-24). 
The stated 33 peaks appeared at a uniform advance retention time in the range of 0.914 to 
1.247 minute with an average of 1.046. The stated 29 peaks appeared at a uniform advance 
retention time in the range of 0.914 to 1.247 minute with an average of 1.233. The remaining 
4 and 4 components appeared in chromatograms obtained after 1 and 2 months respectively 
seems to be lost from the soil due to microbial activities. The number of peaks appeared in 
the chromatogram taken after 2 months but not in the previous chromatogram are 32. These 
peaks, and the corresponding peaks present in the last chromatogram are given in table 
(Table -25). Here only 17 peaks could resist complete degradation. These 17 peaks appeared 
at a uniform advance retention time in the range of 0.038  to 0.403 minutes with an average 
advance retention time of 0.196 minutes. The other 15 components seem to be lost from the 
soil due to microbial activities during the third month. Out of total 52 peaks appeared in the 
last chromatogram, only 6 peaks are due to new compounds (Table-26). These are the 
degradation products of the oil in the third month. Thus it can be concluded that 
degradation in the initial stage is more vigorous. The process slows down gradually. During 
degradation the higher compounds produce some fragments or some derivatives as a result 
of which number of components increases. Later on these compounds gradually disappear. 

Table-27 shows number of components detected by GC analysis of a few samples of some of 
the mineral oils viz. Crude oil, Kerosene oil and Diesel oil–without agents, with nutrients, 
and with hydrogen peroxide. It appears that Hydrogen Peroxide increases the number of 
components in the sample and thus degraded the higher compounds. Application of NPK 
also increases the same, but lesser than Hydrogen Peroxide. For example, in the A5 samples, 
number of components after 3 months becomes 22 in 1A5 (without agent), 37 in 2A5 (with 
nutrients) and 39 in 3A5 (with hydrogen peroxide).The following table (Table 28) shows 
number of components detected by GC analysis of a few samples under identical conditions 
after one, two and three months. It appears that number of components increases initially 
and then decreases. It means that higher compounds give some smaller compounds and 
then escape from soil.  

A good number of common components can be identified in the GC chromatogram of 
different samples (Table-29). These common components appear in the chromatogram after 
maintaining a uniform difference in their retention time. This difference is probably due to 
minor difference in the experimental conditions. In between the peaks at serial number 1and 
2, the average difference in the retention time is 1.311 minute in the range of 1.304 to 
1.316minute. Similarly the average difference in retention time between peaks at serial  
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Plate 5. GC Chromatogram of Oil recovered after 2 months of placement of the sample 1E5. 
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6 20.263 19.26 19.212 10.73 18.998 17.44 1.051 1.265 
7 22.609 10.82 21.591 7.81 21.390 15.79 1.018 1.219 
8 28.498 5.98 27.418 11.07 27.223 17.21 1.080 1.275 
9 31.191 1.02 30.128 0.77 29.860 2.48 1.063 1.331 

10 32.031 0.12 30.941 0.46 30.548 2.95 1.090 1.483 
11 38.424 0.84 37.337 0.65 37.159 1.89 1.087 1.265 
12 40.941 0.60 39.910 1.02 39.739 0.10 1.031 1.202 
13 43.073 0.32 42.042 1.02 - - 1.031 - 
14 44.147 2.36 43.117 3.73 43.058 1.56 1.030 1.089 
15 44.768 0.55 43.702 0.78 43.562 1.03 1.066 1.206 
16 46.013 0.17 44.935 1.80 44.782 0.08 1.078 1.231 
17 47.132 2.25 46.111 4.47 45.936 0.96 1.021 1.196 
18 48.652 0.54 47.627 0.94 47.471 0.20 1.025 1.181 
19 49.956 2.89 48.942 4.54 48.767 1.49 1.014 1.189 
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21 51.235 0.13 - - - -  
22 51.630 0.47 50.560 0.95 50.339 0.40 1.070 1.291 
23 52.626 2.78 51.610 4.47 51.439 1.42 1.016 1.187 
24 53.023 1.26 52.005 1.81 51.829 0.62 1.018 1.194 
25 53.820 0.19 52.760 0.75 52.632 0.33 1.060 1.188 
26 54.538 0.34 53.444 0.99 53.248 0.53 1.094 1.290 
27 55.148 2.61 54.134 4.84 53.964 1.42 1.014 1.184 
28 56.205 0.41 55.165 0.42 54.955 0.82 1.040 1.250 
29 56.695 0.02 55.642 0.32 - - 1.053 - 
30 57.554 2.85 56.534 3.53 56.375 1.46 1.020 1.179 
31 58.662 0.04 57.531 0.36 57.353 0.26 1.131 1.309 
32 60.198 1.80 58.951 2.97 58.747 1.18 1.247 1.451 
33 61.305 0.58 60.145 0.42 - - 1.160 - 
34 63.399 1.66 - - - - - - 
35 67.374 1.17 - - - - - - 
36 72.364 0.10 - - - - - - 
37 80.707 20.73 79.568 0.03 - - 1.139 - 

Table 24. List of Similar Peaks in GC analysis report of 1E5 after 1,2 and 3 months. 

number 2 and 3, 3 and 4, 4 and 5, and between 5 and 6 are 0.319 ( 0.300 to 0.351), 2.355 ( 2.347 
to 2.369 ) , 0.397 ( 0.386 to 0.416), and 2.113 minute ( in the range of 2.084 to 2.130 min)  
respectively. It clearly indicates that these are the compounds which are resistant to 
egradatdion till the period of their extraction from soil. 
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1 3 11.929 0.17 11.737 0.15 0.192 
2 5 14.064 0.05 13.880 0.01 0.184 
3 6 15.094 0.07 - - - 
4 7 15.428 0.12 - - - 
5 8 16.554 0.08 16.332 0.25 0.222 
6 9 17.450 0.02 17.240 0.03 0.210 
7 14 24.038 0.17 23.874 0.45 0.164 
8 15 26.806 0.05 26.636 0.52 0.170 
9 17 28.199 0.70 28.021 1.42 0.178 

10 18 28.520 0.62 28.353 1.42 0.167 
11 21 33.537 0.11 33.350 0.23 0.187 
12 22 35.357 0.09 35.177 0.29 0.180 
13 23 36.488 0.06 - - - 
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14 25 38.282 0.06 - - - 
15 26 39.289 0.15 39.171 0.05 0.118 
16 28 40.934 0.08 - - - 
17 29 41.694 0.51 41.556 0.31 0.138 
18 34 45.297 0.60 - - - 
19 40 51.187 0.02 - - - 
20 46 54.510 0.28 54.472 0.02 0.038 
21 49 55.912 0.08 - - - 
22 52 58.387 0.61 58.164 0.14 0.223 
23 55 60.775 0.10 - - - 
24 56 61.840 2.49 61.585 0.95 0.255 
25 57 63.256 0.33 - - - 
26 58 65.392 1.83 65.082 0.82 0.310 
27 59 69.823 1.82 69.420 0.82 0.403 
28 60 72.697 0.06 - - - 
29 61 75.388 1.82 - - - 
30 62 78.565 0.03 - - - 
31 64 82.460 0.09 - - - 
32 65 91.411 0.07 - - - 

Table 25. List of Similar Peaks due to Degradation Products in GC Analysis Report of 1E5 
after two and three months. 

In order to make an attempt to identify different components those are persistent for a 
stipulated time in the soil samples, an experiment with some standard sample solutions 
were done (Sarma & Devi, 2009). Soil samples having no background of oil pollution were 
taken as per the following table (Table-30). 
 

Sl Sl No. After 3 months After 3 months 
No. ( as per GC report) Retention Time (minute) Area % of the peak 

1 8 17.471 0.03 
2 22 36.086 0.07 
3 43 56.823 0.07 
4 47 59.522 0.16 
5 51 74.861 0.04 
6 52 76.556 0.08 

Table 26. Peaks of compounds found after three months in 1E5 but not earlier. 
 

Sl. 
No 

Sample Number of Components detected 
Without Agent 

(first set)
With Nutrient

(second set)
With H2O2 

(third set) 
1 A5( Crude Oil) 22 37 39 ( plate-1 ) 
2 B5(K Oil) 17 30 35( Plate-2) 
3 C5( Diesel Oil) 21 34 40 

Table 27. Number of Components detected after same time interval in Soil.  
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21 51.235 0.13 - - - -  
22 51.630 0.47 50.560 0.95 50.339 0.40 1.070 1.291 
23 52.626 2.78 51.610 4.47 51.439 1.42 1.016 1.187 
24 53.023 1.26 52.005 1.81 51.829 0.62 1.018 1.194 
25 53.820 0.19 52.760 0.75 52.632 0.33 1.060 1.188 
26 54.538 0.34 53.444 0.99 53.248 0.53 1.094 1.290 
27 55.148 2.61 54.134 4.84 53.964 1.42 1.014 1.184 
28 56.205 0.41 55.165 0.42 54.955 0.82 1.040 1.250 
29 56.695 0.02 55.642 0.32 - - 1.053 - 
30 57.554 2.85 56.534 3.53 56.375 1.46 1.020 1.179 
31 58.662 0.04 57.531 0.36 57.353 0.26 1.131 1.309 
32 60.198 1.80 58.951 2.97 58.747 1.18 1.247 1.451 
33 61.305 0.58 60.145 0.42 - - 1.160 - 
34 63.399 1.66 - - - - - - 
35 67.374 1.17 - - - - - - 
36 72.364 0.10 - - - - - - 
37 80.707 20.73 79.568 0.03 - - 1.139 - 

Table 24. List of Similar Peaks in GC analysis report of 1E5 after 1,2 and 3 months. 

number 2 and 3, 3 and 4, 4 and 5, and between 5 and 6 are 0.319 ( 0.300 to 0.351), 2.355 ( 2.347 
to 2.369 ) , 0.397 ( 0.386 to 0.416), and 2.113 minute ( in the range of 2.084 to 2.130 min)  
respectively. It clearly indicates that these are the compounds which are resistant to 
egradatdion till the period of their extraction from soil. 
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 months)

Retention
 Time

(RT)

Area %
 of the 

peak

Retention
Time

Area %
 of the 

peak

Advance  in RT of peaks after 3 
month compared to peaks after 2 

months 

1 3 11.929 0.17 11.737 0.15 0.192 
2 5 14.064 0.05 13.880 0.01 0.184 
3 6 15.094 0.07 - - - 
4 7 15.428 0.12 - - - 
5 8 16.554 0.08 16.332 0.25 0.222 
6 9 17.450 0.02 17.240 0.03 0.210 
7 14 24.038 0.17 23.874 0.45 0.164 
8 15 26.806 0.05 26.636 0.52 0.170 
9 17 28.199 0.70 28.021 1.42 0.178 

10 18 28.520 0.62 28.353 1.42 0.167 
11 21 33.537 0.11 33.350 0.23 0.187 
12 22 35.357 0.09 35.177 0.29 0.180 
13 23 36.488 0.06 - - - 
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14 25 38.282 0.06 - - - 
15 26 39.289 0.15 39.171 0.05 0.118 
16 28 40.934 0.08 - - - 
17 29 41.694 0.51 41.556 0.31 0.138 
18 34 45.297 0.60 - - - 
19 40 51.187 0.02 - - - 
20 46 54.510 0.28 54.472 0.02 0.038 
21 49 55.912 0.08 - - - 
22 52 58.387 0.61 58.164 0.14 0.223 
23 55 60.775 0.10 - - - 
24 56 61.840 2.49 61.585 0.95 0.255 
25 57 63.256 0.33 - - - 
26 58 65.392 1.83 65.082 0.82 0.310 
27 59 69.823 1.82 69.420 0.82 0.403 
28 60 72.697 0.06 - - - 
29 61 75.388 1.82 - - - 
30 62 78.565 0.03 - - - 
31 64 82.460 0.09 - - - 
32 65 91.411 0.07 - - - 

Table 25. List of Similar Peaks due to Degradation Products in GC Analysis Report of 1E5 
after two and three months. 

In order to make an attempt to identify different components those are persistent for a 
stipulated time in the soil samples, an experiment with some standard sample solutions 
were done (Sarma & Devi, 2009). Soil samples having no background of oil pollution were 
taken as per the following table (Table-30). 
 

Sl Sl No. After 3 months After 3 months 
No. ( as per GC report) Retention Time (minute) Area % of the peak 

1 8 17.471 0.03 
2 22 36.086 0.07 
3 43 56.823 0.07 
4 47 59.522 0.16 
5 51 74.861 0.04 
6 52 76.556 0.08 

Table 26. Peaks of compounds found after three months in 1E5 but not earlier. 
 

Sl. 
No 

Sample Number of Components detected 
Without Agent 

(first set)
With Nutrient

(second set)
With H2O2 

(third set) 
1 A5( Crude Oil) 22 37 39 ( plate-1 ) 
2 B5(K Oil) 17 30 35( Plate-2) 
3 C5( Diesel Oil) 21 34 40 

Table 27. Number of Components detected after same time interval in Soil.  
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Extract of different samples by GC Analysis. 
 

Sl. No. Sample Number of Components detected 
After one month After two months After three months 

1 2A3 17 24 23 
2 3A3 11 33 32 
3 1E5 37 65 (Plate-5) 52 

Table 28. Number of Components detected after uniform time gap in Soil Extract of different 
samples by GC Analysis. 

Laboratory temperatures during the experiment were in the range of 12.8 to 36.40C. The 
Physicochemical parameters of this soil sample are as given below (Table-31). These were 
suitable for the process of bioremediation to occur. The amount of recovered oil is 18046, 
33638 and 51250 ppm in the samples S1, S2 and S4 respectively. It shows that the nutrients 
and Hydrogen Peroxide have expedited the process of oil degradation. The recovered oil 
from S2, S4 and some common known aromatic compounds in n-hexane were GLC 
analysed. The n-hexane soluble parts of the recovered oil exhibited peaks in the retention 
time of 39.006, 39.971, 40.118, 41.615, 41.656, 44.070, 44.151 and 62.596 minutes in the GC 
chromatograms. The GC peaks of the known compounds are as in Table 32A and B.  

 1-Naphthol and 2-Naphthol exhibited their peaks at retention time range of 37.095 to 37.238 
minutes and 36.894 to 37.018 minutes averaging 37.184 ± 0.089 minutes and 36.969 ± 0.075 
minutes respectively in different chromatograms. The lack of peaks before retention time of 
39.066 minutes in the oil sample indicates that 2-Naphthol and 1-Naphthol are not present  

Serial Number Selection of common components from GC Chromatogram of Samples 
1A5 -2 m 1B5- 2 m 1C5-3m 1D3-3m 1E5-2m 

 
1 

X 48.772 47.341 46.083 - 47.627 
Y 1.85 4.21 2.79 - 0.94 
Z - - - - - 

 
2 

X - 48.645 47.399 49.268 48.942 
Y - 4.00 6.71 0.11 4.54 

Z(1.311) - 1.304 1.316 - 1.315 
 

3 
X 50.389 48.962 47.699 49.619 49.252 
Y 23.34 15.74 19.61 0.07 2.81 

Z(0.319) 1.617* 0.317 0.300 0.351 0.310 
 

4 
X 52.736 51.309 50.055 51.988 51.610 
Y 0.27 1.27 7.50 0.04 4.47 

Z(2.355) 2.347 2.347 2.356 2.369 2.358 
 

5 
X 53.152 - 50.448 52.374 52.005 
Y 4.70 - 3.35 0.06 1.81 

Z(0.397) 0.416 - 0.393 0.386 0.395 
 

6 
X 55.236 - 52.578 54.482 54.134 
Y 2.48 - 8.30 0.03 4.84 

Z(2.113) 2.084 - 2.13 2.108 2.129 
* = 1.307 +0.310 = 1.617 

Table 29. List of Peaks due to Common Components in all the types of oil pollutants. 
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in here, X = Retention Time in minute in the chromatograms, Y = Area Percent in the 
Chromatograms, Z = Difference in Retention Time with the previous peak of the same 
sample in the chromatogram reported in the table. The figure within parenthesis ( ) indicates 
average difference in Retention Time of all the types of oil.  
 

Sample 
No 

Mass of Soil 
Taken(g)

Crude Oil 
Concentration (ppm)

Emulsifier 
added
 ( mL)

NPK 
added

 (g)

H2O2 
added 

(mL) 

Water 
added (mL) 

S 1 2910 20,000 10 30 - 100 
S 2 2940 20,000 10 - 30 100 
S 3 3000 0 10 - - 100 
S 4 2940 20,000 10 - - 100 

Table 30. Composition of Experimental Samples. 
 

Physical Parameters Chemical Parameters 
Name Result Unit Name Result Unit 

Texture Sandy Loam - pH 6.87 - 
Electrical Conductivity 0.0137 mScm-1 Soil Org Carbon 1.41 % 

Hydraulic Conductivity 1.73X10-2 cm s-1 Nitrogen 0.11 ppm 
Water Holding Capacity 25.56 % Phosphorous 0.09 ppm 

Porosity 48.8 % Potassium 0.92 ppm 

Table 31. Physicochemical parameters of the soil sample.  
 

Sl No Compound Sl No Compound Sl No Compound 
1 2-Naphthol 5 Naphthalene 9 Benzil 
2 1- Naphthol 6 Anthracene 10 Phthalic Acid 
3 Benzophenone 7 Benzoic Acid  
 Cinnamic Acid 8 Benzoin  

Table 32A. Compound Serial Numbers Used in the Table 32B.  
 

Soln. 
 No 

Compounds Serial Number and their peaks with Retention Time ion Minutes 

 1 2 3 4 5 6 7 8 9 10 
5  40.443   
6  37.173  51.856 
7 37.018   
8  44.363   
9  40.786   

10 36.894 37.231 40.161 44.374   
11 36.996 37.095 41.243 44.910   
12  39.452 44.350 50.379  
13  44.998   
14  39.865 44.990   
15  37.238   

Table 32B. GC peaks of the known samples and their retention time. 



 
Crude Oil Exploration in the World 

 

176 

Extract of different samples by GC Analysis. 
 

Sl. No. Sample Number of Components detected 
After one month After two months After three months 

1 2A3 17 24 23 
2 3A3 11 33 32 
3 1E5 37 65 (Plate-5) 52 

Table 28. Number of Components detected after uniform time gap in Soil Extract of different 
samples by GC Analysis. 

Laboratory temperatures during the experiment were in the range of 12.8 to 36.40C. The 
Physicochemical parameters of this soil sample are as given below (Table-31). These were 
suitable for the process of bioremediation to occur. The amount of recovered oil is 18046, 
33638 and 51250 ppm in the samples S1, S2 and S4 respectively. It shows that the nutrients 
and Hydrogen Peroxide have expedited the process of oil degradation. The recovered oil 
from S2, S4 and some common known aromatic compounds in n-hexane were GLC 
analysed. The n-hexane soluble parts of the recovered oil exhibited peaks in the retention 
time of 39.006, 39.971, 40.118, 41.615, 41.656, 44.070, 44.151 and 62.596 minutes in the GC 
chromatograms. The GC peaks of the known compounds are as in Table 32A and B.  

 1-Naphthol and 2-Naphthol exhibited their peaks at retention time range of 37.095 to 37.238 
minutes and 36.894 to 37.018 minutes averaging 37.184 ± 0.089 minutes and 36.969 ± 0.075 
minutes respectively in different chromatograms. The lack of peaks before retention time of 
39.066 minutes in the oil sample indicates that 2-Naphthol and 1-Naphthol are not present  

Serial Number Selection of common components from GC Chromatogram of Samples 
1A5 -2 m 1B5- 2 m 1C5-3m 1D3-3m 1E5-2m 

 
1 

X 48.772 47.341 46.083 - 47.627 
Y 1.85 4.21 2.79 - 0.94 
Z - - - - - 

 
2 

X - 48.645 47.399 49.268 48.942 
Y - 4.00 6.71 0.11 4.54 

Z(1.311) - 1.304 1.316 - 1.315 
 

3 
X 50.389 48.962 47.699 49.619 49.252 
Y 23.34 15.74 19.61 0.07 2.81 

Z(0.319) 1.617* 0.317 0.300 0.351 0.310 
 

4 
X 52.736 51.309 50.055 51.988 51.610 
Y 0.27 1.27 7.50 0.04 4.47 

Z(2.355) 2.347 2.347 2.356 2.369 2.358 
 

5 
X 53.152 - 50.448 52.374 52.005 
Y 4.70 - 3.35 0.06 1.81 

Z(0.397) 0.416 - 0.393 0.386 0.395 
 

6 
X 55.236 - 52.578 54.482 54.134 
Y 2.48 - 8.30 0.03 4.84 

Z(2.113) 2.084 - 2.13 2.108 2.129 
* = 1.307 +0.310 = 1.617 

Table 29. List of Peaks due to Common Components in all the types of oil pollutants. 
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in here, X = Retention Time in minute in the chromatograms, Y = Area Percent in the 
Chromatograms, Z = Difference in Retention Time with the previous peak of the same 
sample in the chromatogram reported in the table. The figure within parenthesis ( ) indicates 
average difference in Retention Time of all the types of oil.  
 

Sample 
No 

Mass of Soil 
Taken(g)

Crude Oil 
Concentration (ppm)

Emulsifier 
added
 ( mL)

NPK 
added

 (g)

H2O2 
added 

(mL) 

Water 
added (mL) 

S 1 2910 20,000 10 30 - 100 
S 2 2940 20,000 10 - 30 100 
S 3 3000 0 10 - - 100 
S 4 2940 20,000 10 - - 100 

Table 30. Composition of Experimental Samples. 
 

Physical Parameters Chemical Parameters 
Name Result Unit Name Result Unit 

Texture Sandy Loam - pH 6.87 - 
Electrical Conductivity 0.0137 mScm-1 Soil Org Carbon 1.41 % 

Hydraulic Conductivity 1.73X10-2 cm s-1 Nitrogen 0.11 ppm 
Water Holding Capacity 25.56 % Phosphorous 0.09 ppm 

Porosity 48.8 % Potassium 0.92 ppm 

Table 31. Physicochemical parameters of the soil sample.  
 

Sl No Compound Sl No Compound Sl No Compound 
1 2-Naphthol 5 Naphthalene 9 Benzil 
2 1- Naphthol 6 Anthracene 10 Phthalic Acid 
3 Benzophenone 7 Benzoic Acid  
 Cinnamic Acid 8 Benzoin  

Table 32A. Compound Serial Numbers Used in the Table 32B.  
 

Soln. 
 No 

Compounds Serial Number and their peaks with Retention Time ion Minutes 

 1 2 3 4 5 6 7 8 9 10 
5  40.443   
6  37.173  51.856 
7 37.018   
8  44.363   
9  40.786   

10 36.894 37.231 40.161 44.374   
11 36.996 37.095 41.243 44.910   
12  39.452 44.350 50.379  
13  44.998   
14  39.865 44.990   
15  37.238   

Table 32B. GC peaks of the known samples and their retention time. 
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On the other hand, lack of peaks around 44.9 minute, 50.3 minute and 51.8 minute in the oil 
sample chromatogram indicates that Benzoin, Benzil and Phthalic Acid are not present in 
the soil sample. The oil sample peaks at 39.971 minute, 40.118 minute, 41.615 minute, 41.656 
minute, 44.070 minute and 44.157 minutes are very close to known sample peaks of 
Benzophenone, Cinnamic Acid, Anthracene and Benzoic Acid respectively. Out of these 
Anthracene and Naphthalene are tricyclic and bicyclic aromatic hydrocarbons respectively 
and others are oxygenated derivatives. The presence of these compounds in the polluted soil 
samples cannot be ruled out. That the polycyclic aromatic hydrocarbons, which are of great 
concern due to their toxicity and suspected carcinogenicity; are resistant to biodegradation 
was reported by many workers at different point of time. 

The influence of applied phosphorous on bioremediation is positive. Since the phosphorous 
cycle is a sedimentary one, its fixation rate was studied. It has been found that a sample of 
sandy loam which possess 1.987µg g-1 available phosphorous fixes 99.85% phosphorous 
against addition of 50 g and 100 g of commercial single super phosphate fertiliser during 
progressive remediation from Lubricating oil pollution in a 120 days experiment( Sarma et 
al, 2008). 

Bioremediation improves the soil physical conditions of petroleum polluted soil. During 
such remediation the amount of Soil Organic Carbon remarkably increases. A maximum of 
111.51% and 65.20% increase of SOC was found in two samples of Sandy Clay and Sandy 
soil at an applied concentration of 20,000 ppm crude oil pollutant in an indoor experiment of 
346 days. The increase of SOC in the samples where degradation was carried out in presence 
of added NPK was less and in those with added Hydrogen Peroxide was more than in the 
samples without NPK and Hydrogen Peroxide (Sarma & Sadhanidar , 2007). 

It has been found that the pH and Electrical Conductivity of a remediating soil decreases. 
For example, in the first 6 months in the 1A5 sample pH decreases from 6.86 to 6.77; 6.73; 
6.64; 6.59; 6.40 and 6.14 in regular monthly interval. Similarly, the EC decreases from 0.43 
mS cm-1 to 0.41; 0.30; 0.27; 0.18; 0.14 and 0.11 mS cm-1 respectively in regular monthly 
intervals(Sarma et al, 2003a). Similar results were found when Lubricating oil is the 
pollutant (Sarma et al, 2003b, 2004b, 2005b). This is due to formation of some oxygenated 
derivatives from hydrocarbons, which are weakly acidic as the microbial degradation is a 
process of oxidation. 

6. Conclusion 
It has been found that under identical conditions a suitable soil sample degrades petroleum 
fractions to different extent. The extent of degradation of kerosene oil is highest, followed by 
crude oil, diesel oil, lubricating oil and residual oil. The disappearance of hydrocarbon is 
more in the initial stage and gradually it becomes a slow process. Complete recovery from 
hydrocarbon pollutants is not achieved during the experimental period of one year. The 
application of nutrients expedites the process of degradation. The action of hydrogen 
peroxide is moderate. The number of compounds in the recovered oil increases up to a 
period and then gradually decreases. In most cases the number of components generated is 
more in samples where hydrogen peroxide is applied. A good number of peaks formed 
probably due to same compounds can be pointed out and these appear in the chromatogram 
by maintaining an almost uniform difference in retention time. Parameters pH and Electrical 
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Conductivity show a decreasing trend on increase of degradation of the applied oil. 
Parameters Water Holding Capacity and Bulk Density become lower towards the side 
where presence of pollutants is higher. Parameters such as Hydraulic Conductivity  and 
Organic Carbon become higher towards the side where presence of pollutants is higher. A 
good number of GC peaks in each of the samples are significant. The peaks so identified 
might be due to same components in the experimental oil. Since there is no probability of 
having such large number of common constituents in the oil samples; some of these peaks 
seem to be due to some degradation products. 
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On the other hand, lack of peaks around 44.9 minute, 50.3 minute and 51.8 minute in the oil 
sample chromatogram indicates that Benzoin, Benzil and Phthalic Acid are not present in 
the soil sample. The oil sample peaks at 39.971 minute, 40.118 minute, 41.615 minute, 41.656 
minute, 44.070 minute and 44.157 minutes are very close to known sample peaks of 
Benzophenone, Cinnamic Acid, Anthracene and Benzoic Acid respectively. Out of these 
Anthracene and Naphthalene are tricyclic and bicyclic aromatic hydrocarbons respectively 
and others are oxygenated derivatives. The presence of these compounds in the polluted soil 
samples cannot be ruled out. That the polycyclic aromatic hydrocarbons, which are of great 
concern due to their toxicity and suspected carcinogenicity; are resistant to biodegradation 
was reported by many workers at different point of time. 

The influence of applied phosphorous on bioremediation is positive. Since the phosphorous 
cycle is a sedimentary one, its fixation rate was studied. It has been found that a sample of 
sandy loam which possess 1.987µg g-1 available phosphorous fixes 99.85% phosphorous 
against addition of 50 g and 100 g of commercial single super phosphate fertiliser during 
progressive remediation from Lubricating oil pollution in a 120 days experiment( Sarma et 
al, 2008). 

Bioremediation improves the soil physical conditions of petroleum polluted soil. During 
such remediation the amount of Soil Organic Carbon remarkably increases. A maximum of 
111.51% and 65.20% increase of SOC was found in two samples of Sandy Clay and Sandy 
soil at an applied concentration of 20,000 ppm crude oil pollutant in an indoor experiment of 
346 days. The increase of SOC in the samples where degradation was carried out in presence 
of added NPK was less and in those with added Hydrogen Peroxide was more than in the 
samples without NPK and Hydrogen Peroxide (Sarma & Sadhanidar , 2007). 

It has been found that the pH and Electrical Conductivity of a remediating soil decreases. 
For example, in the first 6 months in the 1A5 sample pH decreases from 6.86 to 6.77; 6.73; 
6.64; 6.59; 6.40 and 6.14 in regular monthly interval. Similarly, the EC decreases from 0.43 
mS cm-1 to 0.41; 0.30; 0.27; 0.18; 0.14 and 0.11 mS cm-1 respectively in regular monthly 
intervals(Sarma et al, 2003a). Similar results were found when Lubricating oil is the 
pollutant (Sarma et al, 2003b, 2004b, 2005b). This is due to formation of some oxygenated 
derivatives from hydrocarbons, which are weakly acidic as the microbial degradation is a 
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6. Conclusion 
It has been found that under identical conditions a suitable soil sample degrades petroleum 
fractions to different extent. The extent of degradation of kerosene oil is highest, followed by 
crude oil, diesel oil, lubricating oil and residual oil. The disappearance of hydrocarbon is 
more in the initial stage and gradually it becomes a slow process. Complete recovery from 
hydrocarbon pollutants is not achieved during the experimental period of one year. The 
application of nutrients expedites the process of degradation. The action of hydrogen 
peroxide is moderate. The number of compounds in the recovered oil increases up to a 
period and then gradually decreases. In most cases the number of components generated is 
more in samples where hydrogen peroxide is applied. A good number of peaks formed 
probably due to same compounds can be pointed out and these appear in the chromatogram 
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Conductivity show a decreasing trend on increase of degradation of the applied oil. 
Parameters Water Holding Capacity and Bulk Density become lower towards the side 
where presence of pollutants is higher. Parameters such as Hydraulic Conductivity  and 
Organic Carbon become higher towards the side where presence of pollutants is higher. A 
good number of GC peaks in each of the samples are significant. The peaks so identified 
might be due to same components in the experimental oil. Since there is no probability of 
having such large number of common constituents in the oil samples; some of these peaks 
seem to be due to some degradation products. 
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1. Introduction  

In majority, primary commodity prices are expressed in US Dollar, especially oil prices, not 
only in the commodity markets but also in many international organizations, for example, in 
the IMF International Financial Statistics, or in terms of indices based on dollar prices. As 
such, oil prices are obviously affected by inflation as well as real developments, and also by 
the value of the US dollar exchange rate. Therefore, a change of both variables affects the 
international trade of all economies. In the case of oil prices, any change of them affects 
prices of other primary commodities, products and services, and subsequently 
macroeconomic indicators of oil exporting and importing countries. There is therefore a 
definite link between monetary policies and exchange rates among other factors and oil 
prices. And this is the subject of analysis in this chapter. 

The oil prices have signed a clearly fluctuated trend starting with the first through the 
second oil shock up to the present. According to Jalali-Naini &Manesh (2006) the crude oil 
price exhibits a high degree of volatility which varies significantly over time. Between 1987–
2005, oil price volatility far exceeded that of other commodity prices. Behind that, there were 
many causes – the often mentioned one in the economic and energy-economic literature is 
the political (war conflicts) instability factor and subsequently the interruption of oil 
production or supply. It is clear that there are other factors influencing the oil prices – in the 
last decade, the increasing demand for oil in the emerging economies (China, India etc.), 
speculation in commodity markets and the weakening of the US Dollar. 

The main objective of this chapter is to examine the correlation between oil prices and the 
value of the US dollar (USD), and to draw some conclusions about the oil market. 
Considering that one of the causes of raising the oil prices is a drop of the value of US dollar, 
to what the extent the US dollar declined we will see via its exchange rate against the main 
currencies like Japanese (yen), and other European currencies and the subsequent impact on 
the oil prices. 

In addition to the qualitative analyses, as the research method we are using regression 
model, financial models, Granger causality and structural models to identify to what the 
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extent the oil prices depend on the value of US Dollar, as one of the factors influencing the 
oil prices in the international markets, particularly in the last two decades.  

The chapter is organized as follows. Section 2 presents some theoretical investigations and 
discusses the existing literature. Section 3 qualitatively and statistically analyzes the 
development of oil prices in nominal and real terms since 1970. Section 4 tries to analyze the 
development of the US Dollar exchange rate with relation to oil prices. The empirical 
analyses as well as econometric modeling of oil prices and its results are presented in 
Section 5.  

2. Theoretical investigation and literature discussion 
Traditionally, behind the increase or drop of oil prices is more than one factor. In addition to 
the fundamental market factors (Supply and demand) there are many others, such as, 
speculation in the crude oil markets, the less predictable factors (political instability 
hurricanes, tsunami, etc.), the US Dollar exchange rate as a more discussed factor in the 
energy-economic literature at least in the last two decades and other factors like capacity of 
the so-called downstream sector. In this chapter we will devote more attention to the role of 
movement of US Dollar exchange rate in the movement of oil prices. 

Many studies related to this issue have been done. Part of them, theoretically and 
empirically examined the impact of oil prices on dollar real effective exchange rate, see 
(Coudert et al.,2008). They find that causality runs from oil prices to the exchange rate. “…, 
as we investigate the channels through which oil prices affect the dollar exchange rate, we 
find out that the link between the two variables is transmitted through the U.S. net foreign 
asset position” (Coudert, Mihnon & Penot, 2008). In the same link (Amano & van 
Norden,1998) examined whether a link exists between oil price shocks and the U.S. real 
effective exchange rate. They used the single-equation error correction and find that the two 
variables appear to be co-integrated and that causality runs from oil prices to the exchange 
rate and not vice versa. “The results suggest that oil prices may have been the dominant 
source of persistent real exchange rate shocks over the post–Bretton Woods period and that 
energy prices may have important implications for future work on exchange rate behavior” 
(Amano & van Norden,1998). According to Bénassy-Quéré et al.( 2005), the relationship 
between oil price and USD exchange rate is clear. They provided evidence of a long-term 
relation (i.e. a cointegration relation) between the two series in real terms and of a causality 
running from oil to the dollar, over the period 1974-2004. Their estimation suggests that a 
10% rise in the oil price leads to a 4.3% appreciation of the dollar in real effective terms in 
the long run. The estimation of an error correction model shows a slow adjustment speed of 
the dollar real effective exchange rate to its long-term target (with a half life of deviations of 
about 6.5 years). Although consistent with previous studies, our results are unable to 
explain the period 2002-2004 with a rising oil price and a depreciating dollar. 

On the other hand, many other studies examined the impact of US dollar exchange rate on 
oil price, see e.g. (Alhajji, 2004; Cheng, 2008; Krichene, 2005; Yousefi & Wirjanto, 2004). 
According to Alhajji, “US Dollar depreciation reduces activities in upstream through 
different channels including lower return on investment, increasing cost, inflation, and 
purchasing power. Furthermore, US Dollar devaluation increases demand in countries with 
appreciated currencies because of increase in purchasing power and increases demand in 
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the US as tourists prefer to spend their vacations in the US”. In case of US Dollar 
depreciation, the revenues of oil exporting countries, at least those whose local currencies 
are tied to US Dollar, are more or less decreased. This leads to a deterioration of their terms 
of trade, because they must export more units of crude oil to get the same amounts of 
imported products for example from Europe, than they had to before US Dollar 
depreciation. Therefore, oil exporting countries are inclined to maintain oil prices high as 
much as appropriately in proportion to the US Dollar depreciation, and alleviate the loses in 
their oil revenues. 

In the same link, Krichene (2005) examined the relation between oil prices, interest rates and 
US Dollar exchange rate NEER. In his study the attention was given to shocks arising from 
monetary policy—namely, shocks to interest and exchange rates. He used a vector 
autoregressive model (VAR) to analyze cointegration between crude oil prices, the dollar’s 
NEER, and U.S. interest rates based on monthly, quarterly, and annual data. He reported 
that VAR analyses did not reject the existence of at least one cointegration relation. 
Although the cointegrating coefficients change both in sign and statistical significance 
according to frequency, sample period, and the number of lags, there is nevertheless a 
stylized relation during periods of large movements in interest and exchange rates. While an 
interest rate shock generally affects negatively and significantly oil prices for most of the 
sample periods, the effect of a NEER shock is significantly negative, essentially during 
periods of large movements in interest and exchange rates, (Krichene, 2005). 

3. The development of nominal and real oil prices since 1970 
The oil prices in the international oil markets have undergone tremendous changes since 
1970. Starting from the renegotiation of the „posted price” – a reference price on which 
royalties to host countries were calculated – in 1970. Before that, this price was fixed (at 
1.80 US dollar a barrel during the 1960s) by the major international oil companies that 
operated the oil concessions in these countries. Subsequent events culminating in the 1973 
oil price shock and the eventual transfer of property rights to the host countries heralded 
the start of a new era in the oil industry (see Obadi, 1999). Middle Eastern countries – 
through their role in the Organization of the Petroleum Exporting Countries (OPEC) – 
were at the center of the transformation of the market since they owned the bulk of world 
proven crude oil reserves. In addition to transforming their societies through the inflow of 
substantial amounts of oil revenue, the Middle Eastern and North African (MENA) 
countries encountered new challenges in the area of economic policy and management, 
including how to cope with the adverse impact of the variability of oil prices on growth 
(see Bright E. Okogu, 2003).  

When we compare the real (Nominal prices are measured in U.S. dollars per barrel. Real oil 
prices are calculated by Energy Information Agency-EIA, based on constant 1980 prices,  
and the deflator is consumer price index -CPI of USA based on data from the U.S. 
Department of Labor Bureau of Labor Statistic) and nominal oil prices (see Figure 1), we can 
say that the difference varies from one decade to another. For example in the 80s the 
difference between both average prices is about 4.47 US Dollar/barrel, while in the 90s it is 
7.83 US Dollar/barrel. And in the first decade of the present century it is 26.32 US 
Dollar/barrel. That means that the value of US Dollar has sharply fallen against other world 
currencies at least in the last two decades. In other words, if the US Dollar had retained its 
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value it had in 1980, the barrel of crude oil would have cost about 34 US Dollars in October 
2011. 

 
Source: author´s calculation based on EIA data, January 2011. 

Fig. 1. The development of nominal and real oil prices, 1974-2010. 

4. The historical exchange rate of US Dollar and oil prices 
The devaluation of the US dollar began on December 18, 1971 continued through early 1972 
and culminated in the global collapse of and heightened capital flight from the American 
unit, induced by the official burial of the two-tier gold market in November and the 
quadrupling of oil prices in 1973 (Historical Exchange Rate Regime of the United States of 
America.  http://intl.econ.cuhk.edu.hk/exchange_rate_regime/index.php?cid=30) . 
Eventually, in April 1978, the par value of the US dollar in terms of gold and SDRs was 
repealed and the US dollar became a floating Effective Rate. The US dollar subsequently 
found strength in most exchange centers because of high interest rates; lower inflation and 
foreign capital flowed into the United States.  

During 1986 and early 1987, America's unit was again battered in major exchange centres as 
Washington and the Group of Seven felt that a weak US dollar was the best course for world 
monetary peace. However, the free markets seemed to think otherwise, constantly pushing 
the US dollar up in 1988, 1989 and 1990, despite official efforts to keep it weak at a cost of 
billions of US dollars to the Federal Reserve (see also C K Liu, 2005).  

US Dollar against world currencies 

Since the 1970s, the two most important currencies, besides the dollar, have been the 
German mark and the Japanese yen (Mundell, 2003). The dollar has gyrated against other 
major currencies. Against the DEM, for example, the dollar was DEM 3.5 in 1975 and 
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decreased in half to DEM 1.7 five years later, in 1980. Then the dollar doubled to DM 3.4 by 
early 1985, and then fell below DEM 1.35 in August 1992, at the peak of the ERM crisis in 
Europe. Since that time the dollar has risen far above DEM 2.0 This instability of the 
USD/DEM rate means that commodity prices in dollars and DEM would be for much of the 
period moving in opposite directions. In a period when the commodities prices were rising 
in dollars, they might have been falling in DEMs, and vice versa. The US dollar has lost also 
much value relative to the euro and the yen (see also Mundell, 2003).  

What about the value of the US Dollar against the EUR? Looking to the movement of value 
of the two largest world reserve currencies during the last 12 years, we could say that it was 
a dramatic development (see figure 2).Since 2001 to 2011, the US dollar in annual averages 
lost 36.5% of its value relative to the euro (For the year 2011, the average of daily value of US 
dollar relative to euro for the period 3.1.2001 - 28.8.2011) when the value of the dollar has 
fallen from annual average 1.1169 euros to about 0.7095 euros per US dollar. 

When the European currency has been launched in January 1999, 862 EUR would have been 
exchanged for about 1000 US Dollars. However, in February 2002 getting the same amount 
of US Dollars the Europeans have had to pay more than 1140 Euros – during that period the 
Euro has fallen sharply, about 33 %. What the EUR has lost during the aforementioned 
period, it gained again during the period March 2002 –January 2005. The race between these 
currencies has continued, but with less dramatic development. During the second half of 
2005 and the first half of 2006 the US Dollar has gained about 11 % and returned to the 
approximately same rate it was in 1999. From this period on the US Dollar in average has 
registered only loses – during the period March 2006 –August 2011 the US Dollar has fallen 
against the Euro by about 16 %.  
 

 
Left axis- oil price WTI in US Dollar and right axis – US Dollar exchange rate against EUR and CHF. 
Source: Author’s calculation based on data from http://www.economagic.com/ and EIA online data. 

Fig. 2. US Dollar exchange rate against EUR and CHF and nominal oil price, 1983 – 2011 
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value it had in 1980, the barrel of crude oil would have cost about 34 US Dollars in October 
2011. 

 
Source: author´s calculation based on EIA data, January 2011. 

Fig. 1. The development of nominal and real oil prices, 1974-2010. 
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Left axis- oil price WTI in US Dollar and right axis – US Dollar exchange rate against EUR and CHF. 
Source: Author’s calculation based on data from http://www.economagic.com/ and EIA online data. 

Fig. 2. US Dollar exchange rate against EUR and CHF and nominal oil price, 1983 – 2011 



 
Crude Oil Exploration in the World 

 

186 

In figure 2, the US Dollar exchange rate against EUR is based on the historical US Dollar 
against Germany currency (DEM) up to the end of 1998. Because Germany is a largest 
economy in Europe and using a new currency (EUR), since 1.1.1999, it is used in this figure 
the official conversion rate of DEM/EUR (1 DEM = 0.5113 EUR) 

As it is clearly seen in the above figure 2, the development of US Dollar exchange rate 
against CHF followed an identical trend such as against EUR. This explains the same 
reaction of the two European currencies to the change of the US Dollar value. 

The development of the US Dollar against Japanese Yen was also interesting. Japan 
maintained a fixed exchange rate of 360.00 yen per US dollar until August 1971. In 1971, the yen 
was allowed to float above its fluctuation ceiling and an Effective Rate with a fluctuation range 
was established in December. With continuous devaluation of US dollar, it forced Bank of 
Japan to place a control on exchange rate, in a floating basis. Afterwards, the Effective Rate 
of yen was set to be floating freely. Since the introduction of a floating exchange rate system 
in February 1973, the Japanese economy has experienced large fluctuations in foreign 
exchange rates, with the yen on a long rising trend. In the same year, another rate called 
Interbank Rate was set up. The Yen was to be determined on the basis of underlying 
demand and supply conditions in the exchange markets. The Bank of Japan only intervened 
in the currency market when the yen fluctuated disorderly. The exchange rate regime was 
not changed much in Japan (Historical Exchange Rate Regime of Japan. 
http://intl.econ.cuhk.edu.hk/exchange_rate_regime/index.php?cid=9).  

 

 
Left axis- oil price WTI in US Dollar and right axis – US Dollar exchange rate aginst JPY 
Source: Author’s calculation based on data from http://www.economagic.com/ and EIA online data. 

Fig. 3. US Dollar exchange rate against JPY and nominal oil price, 1983 – 2011. 
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“Yen – dollar fluctuations have been just as extreme. In the hey-day of Bretton Woods, the 
yen – dollar rate was fixed at 360 yen to the dollar. After the 1970s this rate became flexible” 
(Mundell, 2003). Therefore, the Japanese yen started to rise against US Dollar – during the 
1970s gained more than 14 %. During the 70s the US Dollar has lost in value against yen 
about 43%. During this period both economies have experienced economic slowdown as the 
consequences of two crude oil shocks. But the Japanese yen has gained a better position 
relative with US Dollar. During the first half of 80s the US Dollar gained in its value relative 
to yen again about 23 %. But it was the last time of its gaining in value against yen - by 
February 1985 the dollar was 260 yen. Ten years later, by April 1995, the dollar had fallen to 
79 yen. In other words the yen had tripled in value against the dollar. “This was the period 
in which the balance sheets of Japanese companies were undermined, and Japanese banks 
ended up with the non-performing loans that persist in trillions of dollars to this day” 
(Mundell, 2003). As it is shown in Figure 3, the period from April 1995 up to August 2011, 
was the most fluctuated period between the dollar and the yen. In 1995, 10,000 Japanese Yen 
would have exchanged for about 107 USD, but in 2001 the same amount of yen exchanged for 
only about 82 USD – a close to 30% decline of the Yen (Historical Exchange Rate Regime of 
Japan. http://intl.econ.cuhk.edu.hk/exchange_rate_regime/index.php?cid=9). Since 1998, 
the US Dollar exchange rate against JPY has in average a decreasing trend. The US Dollar 
has lost against JPY during the period 11 August 1998 -1 Jun 2011 about 45 %. 

4.1 The US dollar and the oil prices  

When we go back to the history of crude oil invoicing by US Dollar, many sources agree that 
the formation of this idea dates back to 1945, when the US and Saudi Arabia had formed a 
cooperative partnership, following meetings between Franklin Delano Roosevelt and King 
Ibn Saud. US oil companies (Exxon, Mobil, Chevron, and Texaco) were already controlling 
Saudi discovery and production through a partnership with the Kingdom, the California 
Arabian Standard Oil Company [CASOC, the forerunner of the Arabian American Oil 
Company (Aramco, the forerunner of today’s Saudi Aramco)]. In 1973, the Saudi 
Government increased its partner's share in the company to 25%, and then 60% the next 
year. In 1980, the Saudi government retroactively gained full ownership of Aramco with 
financial effect as of 1976. But, according to research by Spiro (1999), in 1974, the Nixon 
administration negotiated assurances from Saudi Arabia to setting the price of oil in dollars 
only, and investing their surplus oil proceeds in U.S. Treasury Bills. In return the U.S. would 
protect the Saudi regime. At about the same time this was happening (1975), the Saudis 
agreed to export their oil for US dollars exclusively. Soon OPEC as a whole adopted the rule. 
Now, as a result, the dollar was backed not by gold but, in effect, by oil.  In 1973, with the 
dollar now floating freely, the Arab nations of OPEC embargoed oil exports to the US and 
other western countries in retaliation for American support for Israel in the Ramadan/Yom 
Kippur War. By this time it was clear that US oil production had peaked and was in 
permanent decline, and that America would become ever more dependent upon petroleum 
imports. As oil prices soared 400%, the US economy and other Western economies sharply 
turned down. 

“In any case, the oil shock created enormously increased demand for the floating dollar. Oil 
importing countries, including Germany and Japan, were faced with the problem of how to 
earn or borrow dollars with which to pay their ballooning fuel bills. Meanwhile, OPEC oil 
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Ibn Saud. US oil companies (Exxon, Mobil, Chevron, and Texaco) were already controlling 
Saudi discovery and production through a partnership with the Kingdom, the California 
Arabian Standard Oil Company [CASOC, the forerunner of the Arabian American Oil 
Company (Aramco, the forerunner of today’s Saudi Aramco)]. In 1973, the Saudi 
Government increased its partner's share in the company to 25%, and then 60% the next 
year. In 1980, the Saudi government retroactively gained full ownership of Aramco with 
financial effect as of 1976. But, according to research by Spiro (1999), in 1974, the Nixon 
administration negotiated assurances from Saudi Arabia to setting the price of oil in dollars 
only, and investing their surplus oil proceeds in U.S. Treasury Bills. In return the U.S. would 
protect the Saudi regime. At about the same time this was happening (1975), the Saudis 
agreed to export their oil for US dollars exclusively. Soon OPEC as a whole adopted the rule. 
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countries were inundated with oil dollars. Many of these oil dollars ended up in accounts in 
London and New York banks, where a new process – which Henry Kissinger dubbed 
„recycling petrodollars“ – was instituted”  (Heinberg, 2004).. 

OPEC countries were receiving billions of dollars they could not immediately use. When 
American and British banks took these dollars in deposit, they were thereby presented with 
the opportunity for writing more loans (banks make their profits primarily from loans, but 
they can only write loans if they have deposits to cover a certain percentage of the loan-
usually 10% to 15% (Heinberg, 2004).  

 
Left axis- oil price WTI and right axis – US Dollar exchange rate against the selected currencies (the 
value of JPY is divided by 100)  
Source: Author’s calculation based on data from http://www.economagic.com/ and EIA online data. 

Fig. 4. US Dollar exchange rate against world currencies and nominal oil price, 1983 – 2011 

Henry Kissinger, an advisor to David Rockefeller of Chase Manhattan Bank, suggested the 
bankers use OPEC dollars as a reserve base upon which to aggressively „sell“ bonds or 
loans, not to US or British corporations and investors, but to Third World (developing) 
countries desperate to borrow dollars with which to pay for oil imports.  By the late 1970s 
these petrodollar debts had laid the basis for the Third World debt crisis of the 1980s (after 
interest rates exploded). Most of that debt is still in place and is still strangling many of the 
poorer nations. Hundreds of billions of dollars were recycled in this fashion. (Incidentally, 
the borrowed money usually found its way back to Western corporations or banks in any 
event, either by way of contracts with Western construction companies or simple theft on 
the part of indigenous officials with foreign bank accounts)  (Heinberg, 2004).  

Also during the 1970s and ’80s, the Saudis began using their petrodollar surpluses to buy 
huge inventories of unusable weaponry from US arms manufacturers. This was a hidden 
subsidy to the US economy, and especially to the so-called Defense Department. With the 
end of Bretton Woods in 1971, the US refused to continue supplying gold at 35 US dollars per 
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ounce to other central banks. There was a December 1971 Smithsonian extension of the 
exchange rate peg system, with the final breakdown of the fixed exchange rates occurring in 
March 1973 (McCallum, 1999). The US inflation rate was left to increase dramatically since 
other countries were no longer locked into supporting the fixed US dollar gold price, or the 
exchange rate peg, and did not have to buy the excess US dollars. This provides a monetary 
explanation for the jump in inflation in 1974. Further jumps in the inflation rate in the 1970s 
occurred during the increasing deficits and money creation of the Carter Presidency, and 
before the US Federal Reserve tenure of Paul Volcker. 

Some literature suggests that US-generated inflation was the main reason for the two „oil 
shocks” in 1974 and 1979. (Penrose, 1976) mentions that early attempts to raise the oil price 
were defended by OPEC with the explicit argument to offsetting the cumulative effect of US 
inflation, as well as to shelter against future erosion of revenues due to inflation (see 
Gillman & Nakov, 2001).  

Similarly, Spero & Hart (1997) suggest that the increasing inflation rate and the devaluation 
of the dollar lowered the real value of earnings from oil production and led OPEC countries 
to demand a substantial increase in the price of oil. Barsky and Kilian (2000) question the 
extent to which oil shocks played a dominant role in triggering stagflation in the 1970s. They 
argue that there is little evidence that oil price rises actually raised the deflator, and suggest 
that monetary fluctuations can explain the variation in the price of oil and other 
commodities. 

However, looking at the above figures and both the curve of oil prices and that of the US 
Dollar exchange rate, we can see a nearly identical trend of US Dollar exchange rate at least 
against the two selected European currencies, which have in the long term on average a 
decreasing trend. On the other hand, the oil prices also in the long term on average have an 
increasing trend (Obadi, 2006). This confirms the fact that the oil prices which are quoted in 
US dollar depend on the development of its value. The question needs to be asked whether 
the cycle of the value of the dollar against major currencies is related to the cycle of the 
dollar oil prices. A casual reading of the statistics suggests that this relationship is quite 
close. For further illustration, see the empirical section of this chapter, in which we tried to 
reveal the negative correlation between oil prices and the US dollar exchange rate. 

The above figure shows the development of the value of dollar against selected world 
currencies (JPY, CHF and EUR) and the oil prices since 1983 to 2011, wherein an 
unambiguously reverse direction of oil prices and the exchange rate of US dollar against the 
selected world currencies is shown. Similar results had found (Weller & Lilly 2004) – oil 
prices have risen, while the dollar has simultaneously plummeted against the euro. The 
authors measured how much these two prices move in tandem, using a correlation 
coefficient. The correlation coefficient between oil and dollar is –0.7. That is, most of the 
time, when the dollar fell against the euro, oil prices rose. 

OPEC is worried about the weakening value of the dollar: it has lost one-third of its value in 
just under two years (Rifkin, 2004). Since OPEC sells oil for dollars, the oil-producing 
countries are losing fortunes. The revenues just as the value of the dollar are diminishing 
(Obadi, 2006). And because oil-producing countries then turn around and purchase much of 
their goods and services from the EU and must pay in euros, their purchasing power 
continues to deteriorate. It is a big factor, perhaps bigger than the global demand and 
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supply. In the late 1970s, the price of oil increased by 43% in USA but only 1% in Germany 
and 7% in Japan. That’s despite the fact that Germany and Japan were more dependent on 
imported oil than USA. 

5. Oil price in the econometric models 
5.1 Methodology 

Many empirical studies in this link found a negative linear relationship between oil prices 
and economic activity in oil importing countries. However, in the mid 80s it was indicated 
that the linear relationship between oil prices and economic activity began to lose statistical 
significance. Mork (1989), Lee et al. (1995) and Hamilton (1996) introduced the nonlinear 
transformation of oil prices to explain the negative relationship between the rise in oil prices 
and economic downturn and to prove Granger causality between these two variables. 

 Hamilton (2003) and Jiménez-Rodríguez (2004) also confirmed, on the example of USA, the 
existence of non-linear relationship between these variables. The importance of oil in the 
world economy explains why so much effort has been put into developing different types of 
econometric models to predict future price developments. In this section we describe the 
basic types of models. Financial models concentrate on the relationship between spot and 
futures prices. On the other hand, structural models explain the oil prices development by 
exogenous variables, which describe the physical oil market. 

Financial models 

Financial models are directly inspired by financial economic theory and based on the 
Market efficiency hypothesis (MEH). This theory is often attributed to Eugene F. Fama 
whose study "The Behavior of stock market prices" (Fama 1965) is considered crucial in the 
theory of market efficiency. He says that in the presence of full information and a large 
number of rational agents in the market, current prices reflect all available information and 
expectations for the future. In other words, the current prices are the best estimation of 
tomorrow's prices. 

Generally, financial models examined the relationship between the spot price 
St and the future price Ft with maturity T. They examined, whether the future prices are 
unbiased and efficient an estimator of spot prices.   

Reference Model looks like this: 

 St +1 =  β0 + β1Ft + εt+1             (1) 

In this equation Ft is an unbiased estimator of future prices St+1, when common hypothesis 
β0=0 and β1=1 is rejected and at the same time we do not indicate any autocorrelation 
between residues. Chernenko and Schwartz (2004) tested the validity of MEH, focused on 
the relationship between the difference of spot and future prices. Their model looks as 
follows: 

 St + St +T = β0 + β1(Ft- St) + εt+1                  (2) 

They analyzed monthly WTI oil prices in the period from April 1989 to December 2003. 
The/other authors have also compared the model with a random walk model and showed 
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that both models exhibit nearly the same accuracy predicting future prices, and also 
confirmed the theory of market efficiency. 

Structural models 

Structural models concentrate on describing the development of oil prices 
market through explanatory variables that describe this market. Variables that are usually 
used to predict oil prices can be divided into two basic groups: variables that describe the 
role of OPEC in world oil market and the variables that capture current and future 
availability of oil. 

Apart from the influence of OPEC, several authors emphasize the current and future 
physical availability of oil. With this in mind, many key variables are based on stock levels. 
Stocks are linkages between demand and production and consequently a good measure of 
variations in prices (Ye, Zyren and Shore 2005). Most authors distinguish two types of 
stocks: government stocks and industrial stocks. In terms of their origin, government stocks 
are not generated by real demand and supply. This explains the decision of many 
economists to put into models industrial stocks, which are changing within a short time and 
can capture the dynamics of oil prices. In the same link, Zamani (2004) has presented short-
term forecasting models for WTI crude oil prices, where he incorporated both groups of 
variables, the physical availability of oil and the role of OPEC.  

His model looks as follows: 

 S =β1 +β2 OQ + β3OV + β4RIS + β5RGS+ β6DN + β7D90 + ε                        (3) 

Where: 

OQ is fixed production quota issued by OPEC, the OV is overrun of this quota, RIS is 
relative industrial stocks given by equation: RIS = IS – ISN, where IS is value of industrial 
stocks and ISN is normal level of industrial stocks. RGS is relative government stocks given 
by equation: RGS = GS – GSN. Variable DN is a demand in countries outside the OECD and 
D90 is a dummy variable expressing the war in Iraq during the third and fourth quarter of 
1990. Zamani used quarterly data for the period from 1988 to 2004. He suggested that an 
increase in all explanatory variables leads to a reduction of the oil prices, while the dummy 
variable and demand in non-OECD positively affect the price. 

How OPEC decisions influence the oil price development? 

The role of OPEC in the world oil markets has been examined by the academic community 
several years. Many studies brought evidence that OPEC has an ability to influence real oil 
prices, although in the recent years the demonstrated impact of the organization decreases. 
Many econometric analyses show that there was a statistically significant relationship 
between real oil prices and the following variables: capacity utilization by OPEC, OPEC 
quotas, exceeding the amount of these quotas (overproduction) and oil reserves in countries 
OECD (Organization for Economic Co-operation and Development). Between the 
abovementioned variables the existence of a Granger causality is demonstrated These 
variables causally affected the real oil prices, but oil prices did not affect these variables. 
Cointegration relationship between the real oil prices, OPEC capacity utilization, quotas, 
and maintaining these quotas shows that OPEC plays an important role in determining the 
world oil prices. 
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supply. In the late 1970s, the price of oil increased by 43% in USA but only 1% in Germany 
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Reference Model looks like this: 

 St +1 =  β0 + β1Ft + εt+1             (1) 
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To what Extent Do Oil Prices Depend  
on the Value of US Dollar: Theoretical Investigation and Empirical Evidence 

 

191 
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The impact of exchange rate of US dollar on oil prices 

In this empirical part we will focus on the impact of US dollar exchange rate against main 
currencies on the oil prices. From the world currencies we selected Japanese yen, Euro, and 
Swiss franc, using the daily frequency data for the period 1986:1:1 - 2011:8:11. In case of the 
European Union currency, we used German mark value (DEM) multiple by the conversion 
rate which was approved on value 0.5113 DEM/EUR. This conversion rate is valid from 
January 1st 1999.  Thereby, we obtained a consistent time series for the entire period.  
 

 WTI USD/EUR USD/JPY USD/CHF 
Mean 35.86751 0.797079 118.0403 1.375751 

Median 22.49 0.764905 117.27 1.3873 
Maximum 145.31 1.2089 202.7 2.094 
Minimum 10.25 0.570355 76.55 0.7208 

Std. Deviation 26.12138 0.135684 19.52577 0.218743 

Table 1. Basic descriptive statistics of the selected variables. 

Overall, we have 6689 observations for this time period. As the dependent variable we have 
selected WTI crude oil price. The value of the variable WTI represents the average spot price 
of WTI crude oil with Incoterms standard FOB (Free on Board), expressed in U.S. dollars for 
barrel. Correlation between oil prices and the selected exchange rates will be examined 
through correlation matrix; - the results are shown in Table 2.  
 

 WTI USD/EUR USD/JPY USD/CHF 
WTI 1 -0.1916 -0.5053 -0.6960 

USDEUR -0.1916 1 0.2630 0.6813 
USDJPY -0.5053 0.2630 1 0.7233 
USDCHF -0.6960 0.6813 0.7233 1 

Table 2. Correlation matrix. 

According to this results we can say, that exchange rates have negative impact on oil price 
development. So when the exchange rate is increasing, the oil prices will decrease. The real 
impact on crude oil price we examine through regression analyses of each explanatory 
variable on the dependent variable. 

Before we started an analysis, we have tested each variable for the presence of unit root. The 
incidence of unit root indicates that time series are nonstationary, and because of these 
results, the regression could be spurious. Integration of time series has been tested using the 
Augmented Dickey-Fuller test (ADF test). The null hypothesis of this test is that the series 
has a unit root. The null hypothesis of nonstationarity is rejected if the t-statistic is less than 
the critical value. Critical ADF statistic values are considerably larger (in absolute value) 
than critical values used in standard regression. (Critical values used in ADF test: Equation 
with no intercept and no trend: -2.58 (1%), -1.94 (5%), -1.62 (10%). Equation with intercept: -
3.46 (1%), -2.88 (5%), -2.58 (10%). Equation with intercept and trend: -4.01 (1%), -3.43 (5%), -
3.14 (10%).) Lag structure of the ADF test were determined using the Akaike Information 
criteria. The ADF test confirmed a presence of a unit root in each variable. The results of the 
test we show in table below: 
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Variable Intercept/Trend Lag length ADF statistic Significance1 
WTI None 33 -0.274031  
D(WTI) None 32 -12.97032 *** 
USD/EUR None 0 -1.095342  
D(USD/EUR) None 0 -82.28953 *** 
USD/JPY None 15 -1.754621 * 
D(USD/JPY) None 14 -19.54761 *** 
USD/CHF None 1 -1.873186 * 
D(USD/CHF) None 0 -83.14117 *** 

1Rejecting the null hypothesis on significance level: 10% - * ; 5% - ** ; 1% - *** 

Table 3. Results of ADF test. 

The ADF test has proved that all variables are nonstationary, because they contain stochastic 
trend, which can be clearly seen from the time series development. Therefore, to describe 
long term relations between variables, we are going to use cointegration analyses. Engle and 
Granger (1987) pointed out that a linear combination of two or more nonstationary series 
may be stationary. If such a stationary linear combination exists, the nonstationary time 
series should be cointegrated. The stationary linear combination is called the cointegrating 
equation and may be interpreted as a long-run equilibrium relationship among the 
variables. The purpose of the cointegration test is to determine whether a group of 
nonstationary variables is cointegrated or not. We carried out Johansen cointegration test. 
This test reports the so-called trace statistics and the maximum eigenvalue statistics. The 
output of Johansen test also provides estimates of the cointegrating relations β and the 
adjustment parameters αec. We applied Johansen test between WTI and each exogenous 
variable. The null hypothesis of the test denotes that there is no cointegration relationship 
between variables. If the probability of Trace statistic eventually maximum Eigenvalue 
statistic is lower than 5%, we accept the alternative hypothesis of cointegration between 
variables. And therefore we can further examine the longterm relationship among these 
variables. The results are shown in tables below: 
 

Trace test No. of cointegration equations Trace statistics Probability 
 None 6.678723 0.6153 

At most 1 1.39672 0.2373 
Maximum eigenvalue test No. of cointegration equations Max Eigen statistics Probability 
 None 5.282002 0.7059 

At most 1 1.39672 0.2373 

Table 4. The results of trace and the maximum eigenvalue statistics (WTI, USD/EUR). 
 

Trace test No. of cointegration equations Trace statistics Probability 
 None 22.95825 0.0031 

At most 1 1.162411 0.281 
Maximum eigenvalue test No. of cointegration equations Max Eigen statistics Probability 
 None 21.79584 0.0027 

At most 1 1.162411 0.281 

Table 5. The results of trace and the maximum eigenvalue statistics (WTI, USD/JPY). 
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Trace and maximum eigenvalue test results ( Table 4) indicate that there is no cointegration 
among variables at the 0.05 significance level. So between WTI price and exchange rate 
USD/EUR there is no long-run equilibrium relationship. It means that in the long term 
point of view there is no proved relation among these variables. It may be because in Europe 
more often Brent crude oil, and other types of crude oil from Russia and OPEC are traded.  

Trace and maximum eigenvalue test (Table 5) indicates 1 cointegrating eqn(s) at the 0.05 level. 
So between WTI price and exchange rate USD/JPY there is a long term equilibrium 
relationship. After the confirmation of a cointegration relation between variables we can 
establish an Error Correction Model (ECM). The ECM has cointegration relations built into the 
specification so that it restricts the long-run behavior of the endogenous variables to converge 
to their cointegrating relationships while allowing for short-run adjustment dynamics. The 
cointegration term and it is known as the error correction term since the deviation from long-
run equilibrium is corrected gradually through a series of partial short-run adjustments. 

The basic specification of EC model looks as follows: 

 ∆yt = 0 + 1∆xt-1 +ec(yt-1 - β0 - β1xt-1 ) + εt             (4) 

where coefficient α represents short dynamic and β long term relationship between variables 
y and x. Coefficient ec is an error correction element, which describes the speed of correction 
of the deviation from long-term relationships. 

Coefficients of EC model between WTI and USD/JPY are stated below:  

Adjustment Coefficients Cointegrating Coefficients 
0 1 ec β0 β1 

-0.0185 -0.01343 -0.0008 0.026586 0.059388 

From these results we clearly see the difference between the impact of Exchange rate from 
short and long term view. In the short term view the Exchange rate of the US dollar and the 
Japanese yen has a negative impact on WTI oil price. However in the long term view this 
impact is inverse It could be because in the long term, prices have tended to adapt to the 
situation of decreasing or increasing of the exchange rates.  The error correction element value 
is 0.0008 which means that every time period deviation from long term equilibrium decreases 
by -0.08%. In our case this period is one day, which means that this correction is appropriate. 

The estimated model is as follow:  

 ∆WTIt = - 0.0185 – 0.1343∆USDJPYt-1 – 0.0008(WTIt-1 – 0.026586 – 0.059388USDJPYt-1 ) + εt..(5) 

Johansen Cointegration test for WTI price and Exchange rate between US dollar and Swiss 
franc: 
 

Trace test No. of cointegration vectors Trace statistics Probability 

 None 15.49471 0.0213 
At most 1 3.841466 0.3892 

Maximum eigenvalue test No. of cointegration vectors Max Eigen statistics Probability 

 None 17.16444 0.0169 
At most 1 0.741539 0.3892 

Table 6. The results of trace and the maximum eigenvalue statistics (WTI, USD/CHF). 
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Trace and maximum eigenvalue test (Table 6) indicates 1 cointegrating equations at the 0.05 
level. So between variables there is a long term relation. We investigate this relation using 
ECM. 

Coefficients of EC model are stated below: 

Adjustment Coefficients Cointegrating Coefficients 
α0 α1 αec β0 β1 

-0.0275 -0.00971 -0.06069 0.044751 6.250402 

Also in this relation we see differences between short and long term dynamics. In the short 
term period the increasing of Exchange rate causes a decrease of oil price and vice versa in 
the long term period. In the long term view, the impact of change of value USD/CHF is 
higher than USD/JPY. But in the short term the oil price is more responding to change in 
USD/JPY value. The error correction element is higher in relation between WTI and 
USD/CHF, and its value is -0.06, which means that each day the deviation from long term 
equilibrium decreases by 6%. 

 ∆WTIt = - 0.0275 – 0.00971∆USDJPYt-1 – 0.06069(WTIt-1 – 0.044751 – 6.250402USDJPYt-1 ) + εt (6) 

Structural model of oil price development 

In this section, we have created an econometric model based on monthly data that would 
describe the oil price development. For this purpose we have used monthly data for the 
period from period January 1994 to September 2010, with 201 observations.  

The model is as follow: 

WTI = β0 + β1OECD + β2US + β3CHINA + β4OECDSTOCK + β5USSTOCKS+ β6USCOM + 
β7WP β8QUOTAS + β9CHEAT + β10GDPGROWTH + β11OECDDAYS + β12USEXCHANGE + 
β13DUMMY+ εt    (7) 

Where: 

Oil price of WTI (West Texas Intermediate) as dependant variable. The value of the variable 
WTI represents the average spot price of WTI crude oil with Incoterm FOB (Free on Board), 
expressed in U.S. dollars for barrel. 

The exogenous variables  

Demand side: 

One of the important fundamental variables, which explains the situation in the oil markets 
is demand for this commodity, hence its consumption. With increasing consumption, 
demand is growing, and causing that the demand curve shifts to the right and consequently 
increases the price of oil. Thus, we assume that the increase of consumption and in the 
presence of inelastic supply curve, oil price will increase. We chose consumption of OECD 
countries (OECD) and United States (US), as the largest consumer of this commodity. Both 
variables are reported in thousands of barrels per day. We can see relatively stable growth 
of these variables. However, we can notice that in the dynamically growing countries such 
as India, Brazil and China, this growth is much higher.  
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WTI represents the average spot price of WTI crude oil with Incoterm FOB (Free on Board), 
expressed in U.S. dollars for barrel. 

The exogenous variables  

Demand side: 

One of the important fundamental variables, which explains the situation in the oil markets 
is demand for this commodity, hence its consumption. With increasing consumption, 
demand is growing, and causing that the demand curve shifts to the right and consequently 
increases the price of oil. Thus, we assume that the increase of consumption and in the 
presence of inelastic supply curve, oil price will increase. We chose consumption of OECD 
countries (OECD) and United States (US), as the largest consumer of this commodity. Both 
variables are reported in thousands of barrels per day. We can see relatively stable growth 
of these variables. However, we can notice that in the dynamically growing countries such 
as India, Brazil and China, this growth is much higher.  
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Therefore, we incorporate into the model the Chinese demand for oil (CHINA). These data 
were quarterly, so we adjusted them using linear interpolation. It must be noted that these 
data are based on an estimation of the sum of domestic oil production and import of this 
commodity, because of the lack of official data on consumption. 

Stocks: 

After the first oil crises in the 70s and 80s of 20th century, OECD decided to set minimum 
stocks of oil in order to avoid unforeseen supply disruptions of this energy commodity. 
As explanatory variables we chose the stocks of countries belonging to the OECD 
(OECDSTOCK) and USA (USSTOCKS) - the stocks of crude oil including strategic reserves 
and refined products. U.S. oil stocks account for about 25 percent of OECD stocks, and 
because of their significant share of total OECD stocks, they are reported separately. Both 
variables are expressed in thousand barrels. We assume that if the stocks level rises, it will 
cause a decrease in demand for oil and then decrease its price. The commercial oil stocks in 
USA (USCOM) were included as another variable to the model. This is the amount of 
reserves after deduction of Strategic Petroleum Reserves, which the U.S. federal government 
usually holds in case of long interruption of oil supplies. By this regressor we expect a 
negative impact on oil price. Furthermore, we have included a variable that has been 
established by Kaufmann in his study - we called it OECDDAYS and it is calculated as a 
proportion of OECD stocks and OECD demand.  This variable can be interpreted as a 
degree of independence from the OECD and OPEC price shocks.  

Supply side: 

In this category we include a variable that indicates the global production of oil (WP). It is 
measured in thousands of barrels per day. We assume that with increasing production, the 
oil price declines. OPEC, the world's largest producer as a cartel, declares raises or cuts of 
their production quotas (QUOTAS) and this information is a very important sign for the oil 
markets and has an impact on the oil prices. These quotas define for each member of 
OPEC the amount, which can be produced per day by the particular member. This variable 
is stated in thousands barrels per day for OPEC countries as a whole as well. Production 
quotas are changing at the Board meetings of OPEC as a response to current prices and 
demand for crude oil. We expect a negative relationship between oil prices and production 
quotas, thus raising the value of production quotas causes oil price to decrease. Using these 
restrictions, OPEC tries to control price development and maintain the stability in the oil 
markets. But it has been observed that their efforts were often violated by several members 
of the cartel (In May 2009, the OPEC´s compliance with a series of cuts agreed in the second 
half of 2008 has reached about 80 %, and it was an unprecedented figure in OPEC´s history). 
Therefore, we think that a violation (CHEAT) could be a further variable, because of its role 
in the supply side. It is a difference between OPEC production and their quotas and will be 
expressed in thousand barrels per day. We expect that an increase of violations of 
production quotas, will cause the oil prices to decline because of overproduction. 

Also we incorporated variables that describe economic activity (GDP growth) of selected 
countries, especially, the largest consumption countries, such as USA, Japan, Germany as 
the largest economy among European countries and China as one of the fastest growing 
economy in the world and the second biggest economy in the world. Because the data for 
this variable are available only in annual frequency, we applied the statistical method of 

To what Extent Do Oil Prices Depend  
on the Value of US Dollar: Theoretical Investigation and Empirical Evidence 

 

197 

interpolation to get monthly values. The last variable included in this model is US dollar 
exchange rate against euro (USDEUR). To capture the unforeseen factors such as 
geopolitical factors etc. we established a dummy variable that will indicate the political or 
climate events that might affect the development of oil prices. In such situation, the dummy 
variable has a value 1 and value 0 otherwise.  

The included events are following: 

 11th September 2001 - the terrorist attack on the United States of America  
 December 2002, January and February 2003 - General strike in the oil industry in Venezuela 
 20th March 2003 - Invasion of Iraq 
  14th September 2004 - Hurricane Ivan - the damage of oil drills in the Gulf of Mexico 
  29th August 2005 - Hurricane Katrina, which damaged oil drills in the Gulf of Mexico 
 July to December 2008 – the Global financial crisis. 

5.2 Results 

Before creating the model, we tested stationarity of each variable, using ADF test, and to 
identify number of lags included, we have chosen Akaike information criteria. The result of 
test is stated in table below. 
 

Variable Intercept/Trend Lag length ADF statistic Significance1 
WTI None 2 -0.566609
D(WTI) None 1 -6.407248 *** 
LOG(WTI) Intercept, Trend 2 -3.282916 *
OECD None 14 0.215167
D(OECD) None 13 -2.450925 *** 
US None 5 0.900117
D(US) None 4 -11.09349 *** 
CHINA None 3 4.535421
D(CHINA) None 2 -11.15506 *** 
OECDSTOCK None 0 0.848878
D(OECDSTOCK) None 0 -13.36523 *** 
USSTOCKS None 0 1.645177
D(USSTOCKS) None 0 -12.55420 *** 
USCOM None 0 0.155353
D(USCOM) None 0 -13.59005 *** 
WP None 2 2.210754
D(WP) None 1 -14.35961 *** 
QUOTAS None 0 -0.113869
D(QUOTAS) None 0 -13.29784 *** 
CHEAT None 3 0.476998
D(CHEAT) None 2 -9.948083 *** 
GDP_US Intercept 12 -3.093607 **
GDP_GER Intercept 12 -3.180358 **
GDP_JAP None 13 -2.286409 **
GDP_CHINA None 13 -4.046799 *** 
OECDDAYS Intercept 14 -3.098642 **

1  Rejecting of null hypothesis on significance level: 10% - * ; 5% - ** ; 1% - *** 

Table 7. ADF test. 
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Therefore, we incorporate into the model the Chinese demand for oil (CHINA). These data 
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variables are expressed in thousand barrels. We assume that if the stocks level rises, it will 
cause a decrease in demand for oil and then decrease its price. The commercial oil stocks in 
USA (USCOM) were included as another variable to the model. This is the amount of 
reserves after deduction of Strategic Petroleum Reserves, which the U.S. federal government 
usually holds in case of long interruption of oil supplies. By this regressor we expect a 
negative impact on oil price. Furthermore, we have included a variable that has been 
established by Kaufmann in his study - we called it OECDDAYS and it is calculated as a 
proportion of OECD stocks and OECD demand.  This variable can be interpreted as a 
degree of independence from the OECD and OPEC price shocks.  
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In this category we include a variable that indicates the global production of oil (WP). It is 
measured in thousands of barrels per day. We assume that with increasing production, the 
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their production quotas (QUOTAS) and this information is a very important sign for the oil 
markets and has an impact on the oil prices. These quotas define for each member of 
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quotas are changing at the Board meetings of OPEC as a response to current prices and 
demand for crude oil. We expect a negative relationship between oil prices and production 
quotas, thus raising the value of production quotas causes oil price to decrease. Using these 
restrictions, OPEC tries to control price development and maintain the stability in the oil 
markets. But it has been observed that their efforts were often violated by several members 
of the cartel (In May 2009, the OPEC´s compliance with a series of cuts agreed in the second 
half of 2008 has reached about 80 %, and it was an unprecedented figure in OPEC´s history). 
Therefore, we think that a violation (CHEAT) could be a further variable, because of its role 
in the supply side. It is a difference between OPEC production and their quotas and will be 
expressed in thousand barrels per day. We expect that an increase of violations of 
production quotas, will cause the oil prices to decline because of overproduction. 

Also we incorporated variables that describe economic activity (GDP growth) of selected 
countries, especially, the largest consumption countries, such as USA, Japan, Germany as 
the largest economy among European countries and China as one of the fastest growing 
economy in the world and the second biggest economy in the world. Because the data for 
this variable are available only in annual frequency, we applied the statistical method of 
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interpolation to get monthly values. The last variable included in this model is US dollar 
exchange rate against euro (USDEUR). To capture the unforeseen factors such as 
geopolitical factors etc. we established a dummy variable that will indicate the political or 
climate events that might affect the development of oil prices. In such situation, the dummy 
variable has a value 1 and value 0 otherwise.  

The included events are following: 

 11th September 2001 - the terrorist attack on the United States of America  
 December 2002, January and February 2003 - General strike in the oil industry in Venezuela 
 20th March 2003 - Invasion of Iraq 
  14th September 2004 - Hurricane Ivan - the damage of oil drills in the Gulf of Mexico 
  29th August 2005 - Hurricane Katrina, which damaged oil drills in the Gulf of Mexico 
 July to December 2008 – the Global financial crisis. 

5.2 Results 

Before creating the model, we tested stationarity of each variable, using ADF test, and to 
identify number of lags included, we have chosen Akaike information criteria. The result of 
test is stated in table below. 
 

Variable Intercept/Trend Lag length ADF statistic Significance1 
WTI None 2 -0.566609
D(WTI) None 1 -6.407248 *** 
LOG(WTI) Intercept, Trend 2 -3.282916 *
OECD None 14 0.215167
D(OECD) None 13 -2.450925 *** 
US None 5 0.900117
D(US) None 4 -11.09349 *** 
CHINA None 3 4.535421
D(CHINA) None 2 -11.15506 *** 
OECDSTOCK None 0 0.848878
D(OECDSTOCK) None 0 -13.36523 *** 
USSTOCKS None 0 1.645177
D(USSTOCKS) None 0 -12.55420 *** 
USCOM None 0 0.155353
D(USCOM) None 0 -13.59005 *** 
WP None 2 2.210754
D(WP) None 1 -14.35961 *** 
QUOTAS None 0 -0.113869
D(QUOTAS) None 0 -13.29784 *** 
CHEAT None 3 0.476998
D(CHEAT) None 2 -9.948083 *** 
GDP_US Intercept 12 -3.093607 **
GDP_GER Intercept 12 -3.180358 **
GDP_JAP None 13 -2.286409 **
GDP_CHINA None 13 -4.046799 *** 
OECDDAYS Intercept 14 -3.098642 **

1  Rejecting of null hypothesis on significance level: 10% - * ; 5% - ** ; 1% - *** 

Table 7. ADF test. 
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From the results of the test we see that almost each variable is nonstationary. We also tested 
stationarity of logarithm of WTI prices. The result of ADF test rejected the null hypothesis of 
nonstationarity. Because of that, we have applied a modeling logarithm of WTI prices with 
198 observations after adjustments, and could interpret it as a relative change of oil price. 
The list of variables that came out as significant for describing the development of oil prices 
are stated in the table below: 

 
 

Variable Coefficient Std. Error t-Statistic Prob. 
     

C 3.680507 0.336197 10.94749 0.0000 
CHINA 0.000293 9.62E-06 30.46082 0.0000 
GDP_US -0.086903 0.015054 -5.772764 0.0000 

GDP_US(-3) 0.034622 0.014790 2.340933 0.0203 
DUSCOM(-1) -4.04E-06 2.05E-06 -1.971315 0.0501 
D(QUOTAS) 5.57E-05 2.27E-05 2.455246 0.0150 
OECDDAYS -0.014453 0.003477 -4.156537 0.0000 

USDEUR -0.564405 0.127172 -4.438121 0.0000 
DUMMY 0.135698 0.064702 2.097258 0.0373 

 

Table 8. The results of structural model. 

From the results (Table 8), we can clearly see that all these variables are significant on 5% 
level. The R-squared of this model is 0.89, which means that the model described the oil 
prices for 89%. To test whether residuals are white noise, we use Breusch-Godfrey test. The 
null hypothesis of this test means that there is no correlation between residuals. Thus, we 
accept the null hypothesis on 5% significance level.   

The final equation is as follows: 

LOG(WTI) = 3.6805 + 0.0003*CHINAt  - 0.0869*GDP_USt  +0.0346*GDP_USt-3  - 4.0938*10-

06*DUSCOMt-1 + 5.5681*10-05*DQUOTASt - 0.0145*OECDDAYSt - 0.5644*USDEURt + 
0.1357*DUMMY   (8) 

The results of the model show that variables describing the supply side of oil are not so 
significant for oil price setting as much as the variables describing the demad side. In spite 
of that, the OPEC qoatas (DQOATAS) seem to be statistically significant, but there is 
a positive correlation with oil price, which does not comply with the link of our assumption. 
The interpretation of this result could be that the change of OPEC quotas has not an impact 
on oil price, because of the often low level of OPEC´s compliance (Cheats). On the other 
hand, US commercial stocks, OECD stocks as well as the OECD strategic reserve as a whole 
seem to be significant and have a negative correlation with oil price. The increase of stocks 
of the key oil consumption countries leads to a decrease of the global demand and drop of 
the oil prices. In case of the GDP growth indicators they showed to be significant only for 
China and USA – the two largest countries in oil consumption. While the GDP growth of 
China has a positive impact on oil prices immediately, the GDP growth of USA has 
a positive impact on oil prices, but with a three months lag. However, the GDP growth of 
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USA at time t has a negative impact. This does not correspond with our assumption, since 
USA is the world´s largest oil consumer. However, this result would be in line with the 
results of other studies that have been done in relation to this issue. The negative impact of 
the US Dollar on oil price is marks clear evidence in the results of model that the increase of 
value of US Dollar against euro leads to the oil prices to decrease, or, the decrease of US 
Dollar exchange rate causes the oil prices to raise. Finally, the dummy variable indicates a 
positive correlation with the oil prices. The events leading to oil supply interruptions or to 
damages in the downstream sector have an impact on the oil prices.  

6. Conclusion 
In this chapter we have tried to answer the question, what is the impact of movement of the 
US dollar exchange rate against world currencies on the oil prices? In fact US dollar 
devaluation creates several problems for the world oil industry. The US dollar is the 
currency of invoicing in global crude oil trade while oil producing countries use other 
currencies to buy goods and services from different nations. US dollar devaluation leads to a 
decrease in drilling activity and then oil supply interruption and an increase of the demand 
of oil in the countries using world currencies other than US Dollar. Furthermore, US Dollar 
devaluation decreases the purchasing power parity of oil exporting countries, especially if 
their currencies are tied to the US Dollar. In other words, the devaluation of US Dollar 
affects the global supply and demand. 

Overall, our empirical results find that there is a high negative correlation between the US 
Dollar exchange rate against EUR and oil price and statistically significant – P-value (0.0000) 
and the coefficient is relatively high (-0.56). Therefore, our assumption has been confirmed 
and the results of this study confirm also what the previous studies have shown that the 
impact runs from US Dollar exchange rate to oil price. In addition to the US Dollar exchange 
rate, there are other variables that were examined in our structural model which have 
impact on oil prices. The finding being that the demand side factors have a higher 
significance in the model than the supply side factors. However, in spite of that, the OPEC 
quotas (DQOATAS) seem to be statistically significant, but there is a positive correlation 
with oil price, which is not in line with our assumption. This result could be interpreted so 
that the change of OPEC quotas has not the impact on oil price, because of the often low 
level of OPEC´s compliance (Cheats). On the other hand, US commercial stocks, OECD 
stocks as well as the OECD strategic reserve as a whole seem to be significant and have 
a negative correlation with oil price. The increase of stocks of the key oil consumption 
countries leads to a decrease of the global demand and a drop in the oil prices. In case of 
GDP growth indicators, they showed to be significant only for China and USA – the two 
largest countries in oil consumption. While the GDP growth of China has a positive impact 
on oil prices in time t, the GDP growth of USA has a positive impact on oil prices, but with 
three months lag (t-3). However, the GDP growth of USA at time t has a negative impact. 
This does not correspond with our assumption, since USA is the world´s largest oil 
consumer.  

However, this result would be in line with the results of other studies that have been done 
in relation to this issue. The negative impact of the US Dollar on oil price is marks clear 
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From the results of the test we see that almost each variable is nonstationary. We also tested 
stationarity of logarithm of WTI prices. The result of ADF test rejected the null hypothesis of 
nonstationarity. Because of that, we have applied a modeling logarithm of WTI prices with 
198 observations after adjustments, and could interpret it as a relative change of oil price. 
The list of variables that came out as significant for describing the development of oil prices 
are stated in the table below: 
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of that, the OPEC qoatas (DQOATAS) seem to be statistically significant, but there is 
a positive correlation with oil price, which does not comply with the link of our assumption. 
The interpretation of this result could be that the change of OPEC quotas has not an impact 
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USA at time t has a negative impact. This does not correspond with our assumption, since 
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the US Dollar on oil price is marks clear evidence in the results of model that the increase of 
value of US Dollar against euro leads to the oil prices to decrease, or, the decrease of US 
Dollar exchange rate causes the oil prices to raise. Finally, the dummy variable indicates a 
positive correlation with the oil prices. The events leading to oil supply interruptions or to 
damages in the downstream sector have an impact on the oil prices.  
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US dollar exchange rate against world currencies on the oil prices? In fact US dollar 
devaluation creates several problems for the world oil industry. The US dollar is the 
currency of invoicing in global crude oil trade while oil producing countries use other 
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decrease in drilling activity and then oil supply interruption and an increase of the demand 
of oil in the countries using world currencies other than US Dollar. Furthermore, US Dollar 
devaluation decreases the purchasing power parity of oil exporting countries, especially if 
their currencies are tied to the US Dollar. In other words, the devaluation of US Dollar 
affects the global supply and demand. 

Overall, our empirical results find that there is a high negative correlation between the US 
Dollar exchange rate against EUR and oil price and statistically significant – P-value (0.0000) 
and the coefficient is relatively high (-0.56). Therefore, our assumption has been confirmed 
and the results of this study confirm also what the previous studies have shown that the 
impact runs from US Dollar exchange rate to oil price. In addition to the US Dollar exchange 
rate, there are other variables that were examined in our structural model which have 
impact on oil prices. The finding being that the demand side factors have a higher 
significance in the model than the supply side factors. However, in spite of that, the OPEC 
quotas (DQOATAS) seem to be statistically significant, but there is a positive correlation 
with oil price, which is not in line with our assumption. This result could be interpreted so 
that the change of OPEC quotas has not the impact on oil price, because of the often low 
level of OPEC´s compliance (Cheats). On the other hand, US commercial stocks, OECD 
stocks as well as the OECD strategic reserve as a whole seem to be significant and have 
a negative correlation with oil price. The increase of stocks of the key oil consumption 
countries leads to a decrease of the global demand and a drop in the oil prices. In case of 
GDP growth indicators, they showed to be significant only for China and USA – the two 
largest countries in oil consumption. While the GDP growth of China has a positive impact 
on oil prices in time t, the GDP growth of USA has a positive impact on oil prices, but with 
three months lag (t-3). However, the GDP growth of USA at time t has a negative impact. 
This does not correspond with our assumption, since USA is the world´s largest oil 
consumer.  

However, this result would be in line with the results of other studies that have been done 
in relation to this issue. The negative impact of the US Dollar on oil price is marks clear 
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evidence in the results of model that the increase of value of US Dollar against euro leads to 
the oil prices to decrease, or, the decrease of US Dollar exchange rate causes the oil prices to 
raise. Finally, the dummy variable indicates a positive correlation with the oil prices. The 
events leading to oil supply interruptions or to damages in the downstream sector have an 
impact on the oil prices.  

7. Acknowledgements 
This chapter is a part of research project VEGA No. 2/0009/12. 

8. References 
Alhajji, A. F. (2004): The Impact Of Dollar Devaluation On The World Oil Industry: Do 

Exchange Rates Matter? Middle East Economic Survey, Vol. XLVII, No. 33. 
Amano, R. A. & van Norden, S. (1998). Oil prices and the rise and fall of the US real 

exchange rate. Journal of International Money and Finance. 17, 299-316. 
Baláž, P. (2008): Energy- Key factor of EU'S Economic Policy. Ekonomicky casopis (Journal 

of Economics), vol: 56, number: 3, pages: 274-295 
Barsky, R. – LUTZ, K. (2000): Center for Economic Policy Research. [Discussion.] In: 

W. Bernard (2005): The Downsizing of the Dollar in Oil Prices. 
<www.theglobalist.com/> 

Barsky, R. – LUTZ, K. (2000): A Monetary Explanation of the Great Stagflation of the 1970’s. 
[Discussion paper, No. 2389.] Center for Economic Policy Research. 
www.cepr.org/pubs/dps/DP2389.asp 

Bright, E. Okogu (2003): The Middle East and North Africa in a Changing Oil Market. 
[Working paper.] Washington: IMF. 

Bénassy-Quéré, A., Mignon, V. & Penot, A.(2005). China and the relationship between the 
oil price and the dollar. CEPII Working Paper. 

Cheng, K. C. (2008). Dollar depreciation and commodity prices. In: IMF, (Ed.),2008 World 
Economic Outlook. International Monetary Fund, Washington D.C., pp. 72-75. 

C K Liu, H. (2002). US Dollar Hegemony Has Got to Go. www.atimes.com/global-econ/ 
C K Liu, H. (2005). Dollar Hegemony Against Sovereign Credit.  
 www.atimes.com/global-econ/ 
Coudert, V. Mihnon, V. & Penot, A. (2008). Oil Price and the Dollar. Energy Studies Review, 

Vol. 15:2, 2008.  
Economic time series page. 
 <http://www.economagic.com/em-cgi/data.exe/fedstl/currns+1>  
EEDEN, P. (2000): Understanding Gold. <http://www.USagold.com/gildedopinion/> 
Heinberg, R. ( 2004). The Endangered US Dollar. Museletter No. 149 - August 2004. 

http://old.globalpublicmedia.com/the_endangered_us_dollar 
Fama, E. F. (1965). The Behavior of Stock-Market Prices. The Journal of Business, Vol. 38, No. 

1. (Jan., 1965), pp. 34-105. 
Historial Exchange Rate Regime of United states. <intl.econ.cuhk.edu.hk/exchange_ 

rate_regime/index.php?cid=3 - 19k –> 

To what Extent Do Oil Prices Depend  
on the Value of US Dollar: Theoretical Investigation and Empirical Evidence 

 

201 

Hoontrakul, P. (1999): Exchange Rate Theory: A Review. Sasin-GIBA, Chulalongkorn 
University, Thailand. <http://www.library.ucla.edu/libraries/>  

Howard, J. (2005): The Silent Oil Crisis. Powerswitch.  
 www.powerswitch.org.uk/portal/ index.php? 
Jalali-Naini, A.R. & Manesh, M. K. (2006). Price volatility, hedging and variable risk 

premium in the crude oil market. Organization of the Petroleum Exporting Countries, 
OPEC Review. 

Keleher, R. E. (1998): US Dollar Policy: A Need for Clarification. Joint Economic Com-mittee 
Study, United Stats Congres.   

 www.hoUSe.gov/jec/fed/fed/dollar.htm#endnotes #endnotes 
Krichene, N. ( 2005). A simultaneous equations model for world crude oil and natural gas 

markets. IMF Working Paper. 
Lee, K., Ni, S., Ratti, R.A., (1995), " Oil shocks and the macro economy: the role of price 

variability". The Energy Journal 16(4), 39-56 
Leeming, D. (2005): The End Of Cheap Oil. Ontario Planning Journal.    
 www.ontarioplanners.on.ca/ content/journal/ 
Mork, Knut A. (1989), .Oil and the Macroeconomy When Prices Go Up and Down: An 

Extension of Hamilton.s Results,. Journal of Political Economy, 91, pp. 740- 
744. 

Márquez, H. (2006): Oil Market Analysts Issue Dire Warnings. www.ipsnews.net/ 
Monbiot, G. (2005): Are Global Oil Supplies About To Peak? The Guardian.   
 http://www.guardian.co.uk/ 
Mundell, R. (2003): Commodity Prices, Exchange Rates and the International Monetary 

System. [Paper presented at the conference Consultation on Agricultural Commodity 
Price Problems.] Rome: FAO, March 25 – 26, 2002. 

Obadi, S. M. (1999): The impact of the oil sector on economic development of the countries 
of Middle East and North Africa with a focus on member countries of OAPEC. 
Ekonomický časopis/Journal of Economics, 47, 1999, č. 4, s. 545 – 567, Bratislava, 
Slovakia. 

Obadi S. M. (2006). Do Oil Prices depend on the Value of US dollar?.  Journal of Economics 
No: 3, 53/2006, p. 319-329, The Institute of Economic Research, Slovak Academy of 
Sciences, Bratislava, Slovakia. 

OECD (2004): The OPEC Annual Statistical Bulletin. 
Putland, G. R. (2003): The War To Save The US Dollar. 
 <www.trinicenter.com/oops/iraqeuro.html> 
Rahn, R.W.(2003). How Far Will the Dollar Fall? Cato Institute.  
 http://www.cato.org/pub_display.php?pub_id=2483 
Reap, S. (2004): The Impact of Higher oil Prices on the Global Economy with focUS on 

Developing Economy. IEA. <www.iea.org/> 
Rifkin, J. (2004): A Perfect Storm About To Hit. The Guardian. h 
 ttp://www.guardian.co.uk/ 
Spero, J. E. & Hart, J. A. (1997). Oil, Commodity Cartels, and Power. Routledge: St. Martin’s 

Press, Chapter 9, pp. 276 – 301. 



 
Crude Oil Exploration in the World 

 

200 

evidence in the results of model that the increase of value of US Dollar against euro leads to 
the oil prices to decrease, or, the decrease of US Dollar exchange rate causes the oil prices to 
raise. Finally, the dummy variable indicates a positive correlation with the oil prices. The 
events leading to oil supply interruptions or to damages in the downstream sector have an 
impact on the oil prices.  

7. Acknowledgements 
This chapter is a part of research project VEGA No. 2/0009/12. 

8. References 
Alhajji, A. F. (2004): The Impact Of Dollar Devaluation On The World Oil Industry: Do 

Exchange Rates Matter? Middle East Economic Survey, Vol. XLVII, No. 33. 
Amano, R. A. & van Norden, S. (1998). Oil prices and the rise and fall of the US real 

exchange rate. Journal of International Money and Finance. 17, 299-316. 
Baláž, P. (2008): Energy- Key factor of EU'S Economic Policy. Ekonomicky casopis (Journal 

of Economics), vol: 56, number: 3, pages: 274-295 
Barsky, R. – LUTZ, K. (2000): Center for Economic Policy Research. [Discussion.] In: 

W. Bernard (2005): The Downsizing of the Dollar in Oil Prices. 
<www.theglobalist.com/> 

Barsky, R. – LUTZ, K. (2000): A Monetary Explanation of the Great Stagflation of the 1970’s. 
[Discussion paper, No. 2389.] Center for Economic Policy Research. 
www.cepr.org/pubs/dps/DP2389.asp 

Bright, E. Okogu (2003): The Middle East and North Africa in a Changing Oil Market. 
[Working paper.] Washington: IMF. 

Bénassy-Quéré, A., Mignon, V. & Penot, A.(2005). China and the relationship between the 
oil price and the dollar. CEPII Working Paper. 

Cheng, K. C. (2008). Dollar depreciation and commodity prices. In: IMF, (Ed.),2008 World 
Economic Outlook. International Monetary Fund, Washington D.C., pp. 72-75. 

C K Liu, H. (2002). US Dollar Hegemony Has Got to Go. www.atimes.com/global-econ/ 
C K Liu, H. (2005). Dollar Hegemony Against Sovereign Credit.  
 www.atimes.com/global-econ/ 
Coudert, V. Mihnon, V. & Penot, A. (2008). Oil Price and the Dollar. Energy Studies Review, 

Vol. 15:2, 2008.  
Economic time series page. 
 <http://www.economagic.com/em-cgi/data.exe/fedstl/currns+1>  
EEDEN, P. (2000): Understanding Gold. <http://www.USagold.com/gildedopinion/> 
Heinberg, R. ( 2004). The Endangered US Dollar. Museletter No. 149 - August 2004. 

http://old.globalpublicmedia.com/the_endangered_us_dollar 
Fama, E. F. (1965). The Behavior of Stock-Market Prices. The Journal of Business, Vol. 38, No. 

1. (Jan., 1965), pp. 34-105. 
Historial Exchange Rate Regime of United states. <intl.econ.cuhk.edu.hk/exchange_ 

rate_regime/index.php?cid=3 - 19k –> 

To what Extent Do Oil Prices Depend  
on the Value of US Dollar: Theoretical Investigation and Empirical Evidence 

 

201 

Hoontrakul, P. (1999): Exchange Rate Theory: A Review. Sasin-GIBA, Chulalongkorn 
University, Thailand. <http://www.library.ucla.edu/libraries/>  

Howard, J. (2005): The Silent Oil Crisis. Powerswitch.  
 www.powerswitch.org.uk/portal/ index.php? 
Jalali-Naini, A.R. & Manesh, M. K. (2006). Price volatility, hedging and variable risk 

premium in the crude oil market. Organization of the Petroleum Exporting Countries, 
OPEC Review. 

Keleher, R. E. (1998): US Dollar Policy: A Need for Clarification. Joint Economic Com-mittee 
Study, United Stats Congres.   

 www.hoUSe.gov/jec/fed/fed/dollar.htm#endnotes #endnotes 
Krichene, N. ( 2005). A simultaneous equations model for world crude oil and natural gas 

markets. IMF Working Paper. 
Lee, K., Ni, S., Ratti, R.A., (1995), " Oil shocks and the macro economy: the role of price 

variability". The Energy Journal 16(4), 39-56 
Leeming, D. (2005): The End Of Cheap Oil. Ontario Planning Journal.    
 www.ontarioplanners.on.ca/ content/journal/ 
Mork, Knut A. (1989), .Oil and the Macroeconomy When Prices Go Up and Down: An 

Extension of Hamilton.s Results,. Journal of Political Economy, 91, pp. 740- 
744. 

Márquez, H. (2006): Oil Market Analysts Issue Dire Warnings. www.ipsnews.net/ 
Monbiot, G. (2005): Are Global Oil Supplies About To Peak? The Guardian.   
 http://www.guardian.co.uk/ 
Mundell, R. (2003): Commodity Prices, Exchange Rates and the International Monetary 

System. [Paper presented at the conference Consultation on Agricultural Commodity 
Price Problems.] Rome: FAO, March 25 – 26, 2002. 

Obadi, S. M. (1999): The impact of the oil sector on economic development of the countries 
of Middle East and North Africa with a focus on member countries of OAPEC. 
Ekonomický časopis/Journal of Economics, 47, 1999, č. 4, s. 545 – 567, Bratislava, 
Slovakia. 

Obadi S. M. (2006). Do Oil Prices depend on the Value of US dollar?.  Journal of Economics 
No: 3, 53/2006, p. 319-329, The Institute of Economic Research, Slovak Academy of 
Sciences, Bratislava, Slovakia. 

OECD (2004): The OPEC Annual Statistical Bulletin. 
Putland, G. R. (2003): The War To Save The US Dollar. 
 <www.trinicenter.com/oops/iraqeuro.html> 
Rahn, R.W.(2003). How Far Will the Dollar Fall? Cato Institute.  
 http://www.cato.org/pub_display.php?pub_id=2483 
Reap, S. (2004): The Impact of Higher oil Prices on the Global Economy with focUS on 

Developing Economy. IEA. <www.iea.org/> 
Rifkin, J. (2004): A Perfect Storm About To Hit. The Guardian. h 
 ttp://www.guardian.co.uk/ 
Spero, J. E. & Hart, J. A. (1997). Oil, Commodity Cartels, and Power. Routledge: St. Martin’s 

Press, Chapter 9, pp. 276 – 301. 



 
Crude Oil Exploration in the World 

 

202 

Spiro, D. E. (1999). The Hidden Hand of American Hegemony: Petrodollar Recycling and 
International Markets, Cornell University Press. 

The Daily Oakland Press (2005): Decline in Value of Dollar Helps Fuel Rising Gas Prices. 
http://theoaklandpress.com/stories/041405/opi_20050414004.shtml 

Weller, C. E. & Lilly, S. (2004): Oil Prices Up, Dollar Down – Coincidence? 
 http://www.americanprogress.org/site/pp.asp? 
Yousefi, A., Wirjanto, T. S.(2004). The empirical role of the exchange rate on the crude-oil 

price formation. Energy Economics. 26, 783-99. 
Zamani, M. (2004). An Econometrics Forecasting Model of Short Term Oil Spot Price, Paper 

presented at the 6th IAEE European Conference, Zurich, 2–3 September. 

11 

A State-of-the-Art Review of Finance Research 
in Physical and Financial Trading Markets  

in Crude Oil 
Andrew C. Worthington 

Griffith University 
Australia 

1. Introduction 

It goes without saying that crude oil is important for both developed and emerging 
economies, with crude oil-related expenditures representing a significant proportion of total 
economic inputs, and an even more substantial share of total energy consumption. For 
example, energy expenditures of about $1,233 billion in the US currently account for some 
8.8% of its GDP (from a high of 13.7% in 1981), with crude oil products (including distillate, 
jet fuel, liquefied petroleum gas, and gasoline) representing some 35.27% of total end-use 
energy expenditure, ahead of 23.56% for natural gas and 19.76% for coal. Of this, the 
residential, commercial, and industrial sectors respectively account for 11.4%, 5.9% and 
47.1% of end-use expenditure and the transportation sector the remainder. It is then clear to 
see economic activity positively depends on crude oil requirements and expenditures. It also 
explains why Hamilton (1983) very early concluded that a dramatic increase in the price of 
oil has preceded almost every post-World War II recession in the US. Accordingly, as a key 
factor input, crude oil price changes have the potential to alter dramatically the financial 
performance of economies at large and the performance and behavior of the firms that 
operate within them. Hence, understanding the relationship between oil prices and various 
financial markets is paramount, and there is a role for finance research in this regard.  

For the most part, the finance discipline has addressed two main bodies of research in the 
physical and financial trading markets in crude oil. The first body of research has concerned 
the pricing dynamics of crude oil in both spot and derivative markets. The purpose here, 
among other things, is to provide market participants with accurate price and volatility 
forecasts to facilitate capital budgeting plans, help develop corporate strategy, and better 
manage revenue streams and commodity risk. Important research substreams include the 
relationships between crude oil prices and downstream products, such as refined petroleum 
and heating oil, and their relationship with financial instruments, such as crude oil futures, 
forwards, and options (including convenience yield and the role of inventories) as a tool for 
improving risk management practices and price forecasts. They also include the relationship 
between crude oil prices and linked real assets, such as exploration lease contracts and oil 
reserves, to facilitate the valuation of projects and firms in the crude oil industry. A 
particularly well developed stream of finance research within this body of work concerns 
the market efficiency of crude oil prices. In contrast, a less developed but emerging area of 
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interest revolves around behavioral finance and the actions and impacts of heterogeneous 
agents in crude oil markets. 

The second body of research relates to the role of crude oil as a factor input and thence its 
impact upon financial assets, especially equity. For the most part, this work examines 
whether oil prices constitute a source of systematic asset price risk and whether exposure to 
this risk varies across industries and even countries. This serves as a suitable complement to 
the macroeconomics literature with its particular focus on the impact of oil prices shocks at 
the economy level. The underlying rationale provided for the inclusion of oil prices within 
asset pricing models typically stems from the importance of crude oil to the economy. Crude 
oil price changes have the potential to alter significantly future cash flows of firms through 
their influence on the costs of factor inputs. However, the significance of an oil price factor is 
potentially industry dependent. For instance, the transportation industry is highly 
vulnerable to oil price increases owing to its heavy reliance on oil-based factor inputs, while 
revenues in the oil and gas industry are likely to benefit from increases in oil prices. 
Similarly, the ability of individual firms to pass on rising factor costs to customers and by 
differing degrees of oil price hedging complicates the detection of any indirect or direct 
impact of oil price changes on stock returns.  
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Fig. 1. Crude oil-related finance research, 1980–2011. 

As shown in Fig. 1, interest in both of these areas of research has grown substantially in 
recent decades. The purpose of this chapter is then to survey comprehensively the 
burgeoning finance research as it relates to physical and financial trading markets in crude 
oil. Apart from discussing the objectives and purpose of crude oil-related finance research, 
the chapter also assesses the methods used by existing academic and industry researchers. 
This highlights the empirical problems that have received attention in the literature, and the 
efforts to overcome these problems. It therefore provides guidance to those conducting 
finance-related research in crude oil and an aid for crude oil industry analysts, regulators, 
policymakers, practitioners and other stakeholders interpreting the findings of these studies. 
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Overall, the chapter serves to complement the other chapters in this volume concerning 
crude oil and encompassing the disciplines of engineering, chemistry, geology, geophysics, 
economics and management.  

The remainder of the chapter comprises six sections. Section 2 details the scope of the 
review. Section 3 outlines the theory and empirical work on intertemporal price 
relationships in the physical and financial markets for crude oil. Section 4 discusses the 
theory and evidence on financial market efficiency in crude oil markets while Section 5 
undertakes a similar process in considering crude oil as a pricing factor in financial markets. 
Section 6 provides a conclusion to the chapter and Section 7 lists the references used. 

2. Scope and limitations of review 
This chapter is concerned with finance research on the physical and financial trading 
markets in crude oil. While closely related, it is not the purpose of this review to address the 
sizeable macroeconomic literature concerning the fundamental determinants of crude oil 
prices and their subsequent impact on the prices of refined products (such as gasoline or 
distillate) or the impact of crude oil prices and expenditures on macroeconomic activity, 
growth, and development. Instead, we take crude oil prices as given and focus on their 
impact on the prices and other behavior of crude oil-related financial securities and 
derivatives.  

Where possible, we concentrate on the most-recent finance research in crude oil markets 
published since 2000. We searched EconLit, the Journal of Economic Literature electronic 
database, to identify journal articles that were representative of the field. References therein 
helped identify other relevant articles. We also used Google Scholar to locate references not 
included in EconLit. Nonetheless, as it was not possible to include all of the studies 
discovered using this search procedure, we focus on the most significant and/or most 
readily accessible. Of the 73 references in the chapter, all are refereed journal articles with 19 
(26%) published in Energy Economics, 4 (5%) in the Energy Journal, 3 (4%) each in the Journal 
of Futures Markets and the Journal of Banking and Finance. The remainder appears across a 
range of generalist economic, econometric, and finance journals. Only eight (11%) are 
published before the 2000s. 

3. Intertemporal price relationships in crude oil markets 
This first area of research concerns the relationships between the prices for crude oil in its 
physical (or spot) markets as the underlying consumption asset and the prices of crude oil 
commodity derivatives whose prices and conditions derive from these markets, as 
represented by crude oil futures and their associated options markets. Crude oil futures are 
standardized, exchange-traded contracts in which the contract buyer agrees to take delivery, 
from the seller, a specific quantity of crude oil at a predetermined price on a future delivery 
date. Crude oil options are contracts in which the underlying asset is a crude oil futures 
contract. The holder of a crude oil option possesses the right (but not the obligation) to 
assume a long (or bought) position (with a call option) or a short (or sold) position (with a 
put option) in the underlying crude oil futures at the specified strike (or exercise) price. This 
right ceases to exist when the option expires after the expiration date.  
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Currently, crude oil future and options contracts can be traded on a number of product-
specific exchanges, of which the most important are the New York Mercantile Exchange 
(NYMEX) (part of the CME Group), the Intercontinental Exchange (ICE) (formerly the 
International Petroleum Exchange) and the Tokyo Commodity Exchange (TOCOM). The 
quotation of NYMEX Light Sweet Crude and Brent Crude oil options is in US dollars and 
cents per barrel and traded in lots of 1,000 barrels (42,000 gallons) of crude oil, as are the 
ICE Brent and West Texas Intermediate (WTI) crude oil options and futures. The TOCOM 
futures contract specifications for Middle East (monthly average of Dubai and Oman 
prices) crude oil are per 50 kiloliters (approximately 314.5 barrels) and are in Japanese 
yen. 

As with other commodity futures and options, there are an array of market participants 
engaged in the trading of crude oil futures and options. These include commercial 
enterprises with a direct stake in the price of oil where these contracts serve as a hedging 
instrument for future production. For example, to protect themselves against falling cash 
(spot) market prices, producers, traders, and marketers can sell futures to lock in prices for 
future delivery, protecting the value of future crude oil sales. Futures can also serve as a 
hedging instrument to shift exposure to price risk. For example, refiners, traders, and 
marketers will buy futures to protect against their exposure to rising cash market prices. 
Similarly, professional energy traders trading refined crude oil product contracts, such as 
heating oil and unleaded gasoline, in tandem with crude oil futures can lock in the crack 
spread, or the theoretical cost of the refining margin between crude oil and its refined 
products. Finally, investors and speculators with no intention or required purpose for 
buying or selling crude oil can attempt to profit by buying or selling futures contracts. 

As derivatives on a consumption asset (an asset held primarily for consumption 
purposes), crude oil and futures and options written on crude oil exhibit different price 
relationships to investment assets (assets held primarily but not solely for investment 
purposes), including precious metals and financial securities. For any asset in the absence 
of income and storage costs (including any physical outlay costs, interest charges and 
possibly a risk premium) the forward price will equal the spot price, otherwise 
arbitrageurs can buy (sell) the asset and enter short (long) forward contracts on the asset. 
Commodities that are consumption assets (like crude oil) provide no income but are 
subject to significant storage costs (as negative income). This would suggest that the 
futures price is equal to the spot price plus storage costs; otherwise, arbitrageurs would 
sell the commodity, save the storage costs, invest the proceeds at the risk-free interest rate, 
and take a long position in the futures contract. 

However, users of crude oil as a consumption commodity are not indifferent between 
holding the physical commodity and futures contracts written on that commodity. For 
example, an oil refiner is unlikely to regard a futures contract on crude oil in the same way 
as crude oil held in inventory and therefore available for processing, now or later; benefits 
sometimes referred to as the convenience yield provided by the commodity. The 
intertemporal price relationship for crude oil will then reflect the market’s expectation 
concerning its future availability such that the greater the possibility that shortages will 
occur, the higher the convenience yield. Conversely, if users of crude oil have large 
inventories, there is little chance of shortages in the future, and the convenience yield tends 
to be low.  
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Ultimately, the cost of carry reflects these factors. For crude oil, this is most determined by 
storage costs, such that the futures prices will differ from the spot price by an amount 
reflecting the cost of carry net of the convenience yield. If we assume fixed storage costs, the 
negative cost of the convenience yield will determine the costs of carry that positively relates 
to the level of inventory, approaching zero when inventory levels are very high. Higher 
convenience yields are then associated with futures prices less than the spot price, as a price 
premium exist for earlier, including immediate (spot), delivery.      

Regardless of these circumstances, the price of crude oil futures will move to equal (and 
thus become an unbiased predictor of) the future spot price as time progresses. Otherwise if 
the futures price is higher (lower) than the spot price, arbitrageurs will sell (buy) the futures 
contract, buy (sell) crude oil and then make delivery, locking in a profit because the price of 
the contract sold (bought) is already higher (lower) than the amount spent buying (selling) 
the underlying asset to cover the position. The former situation, when the futures price is 
above the expected future spot price, is known as contango, the latter, when the futures 
price is below the expected future spot price, is known as normal backwardation.  

An expanding number of studies have empirically examined aspects of these basic 
theoretical relationships, primarily with respect to crude oil futures and, to a lesser extent, 
crude oil options. One basic dimension of this research aims to examine prices, risk and 
convenience yields in futures prices. Lin and Duan (2007), for example, defined business 
cycle of crude oil as a seasonal commodity with demand/supply shocks and found that the 
convenience yield for crude oil indeed exhibited seasonal behavior, with the convenience 
yield for WTI crude oil highest in the summer, while that for Brent crude oil is the highest in 
the winter. In line with expectations, they also found that crude oil convenience yields are 
negatively related to inventory levels and positively related to interest rates. Lastly, Lin and 
Duan (2007) verified that physical oil prices are more volatile than futures prices at low 
inventory. Bhar and Lee (2011) also considered crude oil futures but with the aim of 
assessing market risk in futures markets. They found that the risk premium in the crude oil 
market is time varying and driven by the same sorts of risk factors as equity and bond 
markets.  

Several other studies have also examined these fundamental relationships between the spot 
and futures markets in crude oil. Alquist and Kilian (2010), for instance, argued that despite 
their widespread use as predictors of the spot price of oil, oil futures prices tend to be less 
accurate as predictors than a default forecast of no change. Alquist and Kilian (2010) further 
argued that the relatively poor performance of futures prices in predicting spot prices was 
driven by strong variability of the futures price about the spot price, as captured by the oil 
futures spread, and in turn, the marginal convenience yield of oil inventories. Using a two-
country, multi-period general equilibrium model of the spot and futures markets, Alquist 
and Kilian (2010) concluded that increased  uncertainty about future oil supply shortfalls 
caused the futures spread to decline and the precautionary  demand for oil to increase, 
thereby resulting in an immediate increase in the spot price. Thus, we may consider the 
negative impact of the oil futures spread as an   indicator of fluctuations in the price of crude 
oil driven by precautionary demand.  

Moshiri and Foroutan (2006) likewise argue that while movements in physical oil prices are 
complex, nonlinear models could provide useful forecasts of future price changes using 
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Currently, crude oil future and options contracts can be traded on a number of product-
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prices) crude oil are per 50 kiloliters (approximately 314.5 barrels) and are in Japanese 
yen. 
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buying or selling crude oil can attempt to profit by buying or selling futures contracts. 

As derivatives on a consumption asset (an asset held primarily for consumption 
purposes), crude oil and futures and options written on crude oil exhibit different price 
relationships to investment assets (assets held primarily but not solely for investment 
purposes), including precious metals and financial securities. For any asset in the absence 
of income and storage costs (including any physical outlay costs, interest charges and 
possibly a risk premium) the forward price will equal the spot price, otherwise 
arbitrageurs can buy (sell) the asset and enter short (long) forward contracts on the asset. 
Commodities that are consumption assets (like crude oil) provide no income but are 
subject to significant storage costs (as negative income). This would suggest that the 
futures price is equal to the spot price plus storage costs; otherwise, arbitrageurs would 
sell the commodity, save the storage costs, invest the proceeds at the risk-free interest rate, 
and take a long position in the futures contract. 

However, users of crude oil as a consumption commodity are not indifferent between 
holding the physical commodity and futures contracts written on that commodity. For 
example, an oil refiner is unlikely to regard a futures contract on crude oil in the same way 
as crude oil held in inventory and therefore available for processing, now or later; benefits 
sometimes referred to as the convenience yield provided by the commodity. The 
intertemporal price relationship for crude oil will then reflect the market’s expectation 
concerning its future availability such that the greater the possibility that shortages will 
occur, the higher the convenience yield. Conversely, if users of crude oil have large 
inventories, there is little chance of shortages in the future, and the convenience yield tends 
to be low.  
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NYMEX daily crude oil futures prices from 1983 to 2003. Murat and Tokat (2009) likewise 
used the ability of futures prices to predict spot prices, but instead focused on the crack 
spread, justifying their choice on the basis that this was the most relevant signal to refiners 
and consumers primarily concerned with their exposure to the crack spread, but also by 
hedge funds speculating on the crack spread. Their results indicated the causal impact of 
crack spread futures on the spot oil market in both the long- and short-run. Further, crack 
spread futures were almost as good as the crude oil futures in predicting spot oil markets. In 
other work, Ye et al. (2010) investigated the changing relationship between the price and 
volume traded of short- and long-maturity NYMEX light sweet crude oil futures contracts 
and major changes in the physical crude oil market. They found, among other things, that 
excess production capacity in the physical market and electronic trading on the NYMEX 
futures markets played a substantial role in providing an early indication of market regime 
shifts in the other market and thus could potentially improve short-run crude oil spot price 
forecast models.  

The question naturally arises as to the sources of prices in changes in futures outside their 
relationship with the physical market. Not unexpectedly, the most basic argument is that 
the macroeconomic fundamentals that drive the spot market in crude also drive the 
futures markets. For example, Zagaglia (2010) used factor-augmented vector 
autoregression models to examine the dynamics of NYMEX oil futures prices using a 
large panel dataset that includes global macroeconomic indicators and financial market 
indices, along with the quantities and prices of energy products. The results showed a 
strong linkage between crude oil futures markets and other financial markets. In other 
work, Casassus et al. (2010) used an equilibrium model to consider the correlation 
between inflation and oil futures returns. As a consumption good, Casassus et al. (2010) 
realistically found the positive correlation found in most earlier empirical studies, 
however other important sources of correlation related to monetary and output shocks. In 
fact, the reaction of central banks to these shocks was at least equally important in 
determining futures price changes. 

Kaufmann and Ullman (2009), for one argued that the relationship between between spot 
and futures markets was relatively weak, arguing that long-term increase in oil prices be 
exacerbated by speculators, with innovations first appearing in spot prices for Middle 
Eastern crude oil prices and then spreading to  other spot and futures prices. Yet other 
innovations first appear in the far month contract for WTI and likewise spread to other 
exchanges and contracts. Buyuksahin and Harris (2011) also considered the role of 
speculators in crude oil futures markets. Using a set of unique data from the US Commodity 
Futures Trading Commission, Buyuksahin and Harris (2011) tested the Granger causal 
relation between crude oil prices and the trading positions of various types of traders in the 
crude oil futures market. In contrast to Kaufmann and Ullman (2009), they found little 
evidence that hedge funds and other non-commercial position involved Granger-caused 
price changes. Lastly, it is understandable that the one-off macroeconomic and political 
shocks so important in driving prices and risk in physical markets in crude oil also drive 
futures prices. As just one example Chiu and Shieh (2009) found great success with 
modeling futures with autoregressive conditional heteroscedasticity models and found that 
high-volatility regimes in futures markets corresponded with the Gulf War, the Asian 
Financial Crisis, and September-11. 
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Apart from futures market behavior itself and its relationship with spot markets, a small 
body of work has examined the interrelationships between crude oil and other futures 
markets. One part of this exploits the obvious links between crude oil futures and related 
energy markets. For example, Westgaard et al. (2011) considered the relationship between 
gas oil and Brent crude oil using ICE futures. They found that in normal periods, energy 
futures prices, both crude oil-related and otherwise, are strongly correlated, but that 
during volatile periods corresponding to financial and environmental crises, the spread 
between gas and crude oil is likely to deviate, taking some time to revert to its original 
equilibrium value. In contrast to Murat and Tokat (2009), this was taken to suggest that 
energy traders and hedgers should treat the crack hedge with some care in volatile market 
environments.  

Even farther afield, Cortazar and Eterovic (2010) used the prices of crude oil futures 
contracts to estimate copper and silver future prices. They found that a simple 
multicommodity model able to incorporate the nonstationary long-term process of oil was 
useful in accurately estimating long-term copper and silver futures prices, in fact achieving 
a much better fit than the available individual or multicommodity models. Du et al. (2011) 
similarly considered the relationships between crude oil futures markets and those of other 
(agricultural) commodities. They found that speculation and inventories were important in 
explaining the volatility of crude oil prices and that like many energy markets, crude oil 
futures prices displayed mean-reversion, an asymmetric relationship between returns and 
volatility, volatility clustering, and infrequent compound jumps. As to the relationships 
with agricultural futures markets like corn and wheat, Du et al. (2011) concluded these had 
tightened because of the role of ethanol production.  

A final area relevant in the examination of crude oil futures markets concerns hedging. For 
the most part, empirical research here focuses on identifying an optimal hedge and 
determining it effectiveness, i.e. the reduction in the variability of a portfolio of spot assets 
and futures positions relative to an unhedged position. As a recent example, Yun and Hyun 
(2010) analyzed the hedging effectiveness over different hedge types and periods by Korean 
oil traders. As there, and in the wider commodity futures literature, while there are benefits 
to hedges, but the magnitude of the optimal hedges and their effectiveness can vary 
significantly. Numerous other studies have examined additional dimensions of crude oil 
spot and futures pricing (Agnolucci, 2009; Anderluh & Borovkova, 2008; Barros Luis, 2001; 
Crosby, 2008; Deaves & Krinsky 1992; Deryabin, 2011; Doran & Ronn, 2008; Fleming & 
Ostdiek, 1999; Hikspoors & Jaimungal, 2007; Horan et al., 2004; Hughen, 2010; Meade, 2010; 
Moosa & Al-Loughani, 1994; Moosa & Silvapulle, 2000; Paschke & Prokopczuk, 2010; Tokic, 
2011; Trolle & Schwartz, 2009). 

This final area offers one of the more useful directions for further research on crude oil 
futures. While there seems to be some empirical consensus that crude oil futures markets 
exhibit the basis relationships we expected, including with spot markets, hedging and other 
risk management strategies remain of interest. In particular, a greater academic 
understanding is required of the hedging behavior of both crude oil producer and consumer 
firms. This should permit market participants a more accurate insight into their own 
situation and possibly more effective solutions as well as facilitating the design of new and 
innovative derivative products on established and yet to be established exchanges.    
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4. Price behavior in crude oil markets 
The second main area of finance research in crude oil markets concerns the efficient market 
hypothesis (EMH). While there has been strident criticism of the veracity of the EMH in 
recent years, particularly by the behavioral finance literature, it remains (along with asset 
pricing models) one of the original and main areas of finance research. In essence, the EMH 
assumes that market participants have rational expectations, that on average the market is 
correct (even if no individual is), and that whenever new and relevant information appears, 
participants update their expectations appropriately. Importantly, there is no requirement 
that participants behave rationally in response to this information, beyond the usual rational 
utility maximizing assumptions made in most orthodox finance models. As such, when 
faced with new information, some market participants may overreact or underreact to this 
new information. This is also consistent with the EMH as long as the reactions are 
statistically random such that no market participants can reliably employ this information to 
make an abnormal profit. Thus, any or all participants can be mistaken about market 
conditions, but the market as a whole is always right, and therefore market assets, including 
commodity assets such as crude oil, are priced appropriately at some equilibrium level.  

Within this, convention now states that there are three subforms of the EMH—weak-form 
efficiency, semi-strong-form efficiency and strong-form efficiency—each of which 
subsumes weaker forms and has different implications for how markets behave. Weak-
form efficiency states participants cannot earn excess returns using strategies employing 
historical market information, including past prices, volume and price volatility. 
Accordingly, current market prices fully incorporate all available historical information. 
Semi-strong form efficiency argues prices adjust within an arbitrarily small but finite 
amount of time and in an unbiased fashion to publicly available new information, so there 
are no excess returns from market behavior trading on that information, but excess 
returns are available for trading based on non-historical information. Consequently, 
market prices include all currently available public information. Lastly, strong-form 
efficiency asserts that prices reflect all information and excess returns are unavailable to 
anyone. Conventionally, this is that market prices incorporate all publicly and privately 
held information, including insider information.  

Clearly, the concept of market efficiency has important implications for crude oil markets 
and their participants. First, market efficiency is associated with appropriate equilibrium 
spot prices. Second, the level of market efficiency thought to exist will determine the trading 
and other strategies of market participants. Third, where prices are set in markets that are 
inefficient, profitable (risk-adjusted) opportunities may be available. Finally, and drawing 
on the discussion in the previous section, if futures markets are efficient, hedging efficacy is 
enhanced. This is because if futures prices reflect all available information, then they 
provide the best forecast of spot prices. Thus, hedgers do not underpay or overpay for the 
service of risk transfer. 

Consider first tests of weak-form efficiency in crude oil spot markets. Elsewhere, these 
typically range from single tests of the autocorrelation of price changes and unit root tests to 
establish a random walk to more sophisticated single and multiple variance ratio tests and 
cointegration analysis and error correction models. For the most part, these and other tests 
of weak-form market efficiency effectively condenses down to the degree of randomness in 
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historical price changes and the ability of lagged prices to forecast futures prices. As one 
example, Tabak and Cajueiro (2007) analyzed the efficiency of crude oil markets (Brent and   
WTI) by estimating the fractal structure of the time series, concluding that the crude oil spot 
market has become more efficient over time. Wang and Liu (2010) later extended this 
analysis (only to WTI) through observing the dynamics of local Hurst exponents based on 
multiscale detrended fluctuation analysis. The empirical results there showed that short-, 
medium- and long-term market behaviors in crude oil were generally exhibiting behavior 
that was more efficient over time. Further, small fluctuations in the WTI crude oil market 
were persistent. However, larger fluctuations had higher instability, both in the short- and 
long-term. In other work, Alvarez-Ramirez et al. (2010) studied the efficiency of crude oil 
markets   using lagged detrended fluctuation analysis (DFA) to detect delay effects in   price 
autocorrelations quantified in terms of a multiscaling Hurst exponent   (i.e., autocorrelations 
are dependent of the time scale). The results, based on spot price data over the period 1986-
2009, indicated important deviations from efficiency associated with lagged 
autocorrelations. Moreover, Alvarez-Ramirez et al. (2010) argued that any evidence found in 
favor of price reversion to a continuously evolving mean underscored the importance of 
adequately incorporating delay effects and multiscaling behavior in the modeling of crude 
oil price dynamics. 

A common analysis in the finance discipline in relation to the weak-form efficient market 
hypothesis concerns tests of observed market anomalies, that is, specific and persistent 
instances of market inefficiency explained by observable fundamental or technical 
characteristics. In the only known study of an anomaly of this type in the crude oil market, 
Yu and Shih (2011) examined the presence of a calendar effect in the form of the weekend 
effect. In stock markets, this typically takes the form of higher returns (log or discrete price 
changes) on Fridays and lower returns on Mondays. Yu and Shih (2011) found using a 
probability distribution approach that oil markets exhibited instead a Thursday effect, with 
a shortening of the holding period from Wednesday to Friday and a leftward return 
distribution. Naturally enough, the authors concluded that this had some implications for 
risk management by participants trading in crude oil markets on a frequent or long-term 
basis. 

A small number of additional studies also consider weak-form market efficiency in crude oil 
markets, but in crude oil futures markets. To start with, Lean et al. (2010) examined the 
market efficiency of crude oil spot and futures prices using both the mean-variance and 
stochastic dominance approaches. Using WTI crude oil data from 1989 to 2008, they found 
no evidence of any of the tested relationships, thereby inferring that there was no arbitrage 
opportunity between crude oil spot and futures markets, that investors are indifferent to 
investing spot or futures, and that the spot and futures crude oil markets were efficient and 
rational. In contrast, Wang and Yang (2010) used high-frequency (intraday) data on crude 
oil (along with heating oil, gasoline, and natural gas) futures markets to find some evidence 
for weak-form market inefficiency, but only in heating oil and natural gas, not crude oil. 
Lastly, Kawamoto and Hamori (2011) considered the weak-form market efficiency in crude 
oil futures markets but with futures of different maturities. WTI futures were yet again 
employed, though with cointegration analysis and error correction models. The results 
showed that WTI futures were consistently efficient within an 8-month maturity range and 
consistently efficient and unbiased within a 2-month maturity range. 
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historical price changes and the ability of lagged prices to forecast futures prices. As one 
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employed, though with cointegration analysis and error correction models. The results 
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Unlike analyses of market efficiency in many other commodity markets, very few concern 
high-order measures of market efficiency, namely the semi-strong and strong forms. In the 
only known recent study of semi-strong form market efficiency in crude oil markets, 
Demirer and Kutan 2010 examined the informational efficiency of crude oil spot and futures 
markets with respect to OPEC conference and US Strategic Petroleum Reserve (SPR) 
announcements and an event study methodology to detect abnormal returns between 1983 
and 2008. Typically, event studies examine the statistical significance of particular 
information releases or market actions on price changes, with the expectation that in 
efficient markets, any new information should be quickly and accurately incorporated in 
current prices. For example, long delays in the incorporation of new information in prices 
may be reflective of informational or behavioral limitations in at least some market 
participants. The results indicated that only OPEC production cut announcements yield a 
statistically significant long-term impact with SPR announcement invoking a short-term 
market reaction following the announcement date.  

Fundamentally, tests of semi-strong and strong form market efficiency in crude oil markets, 
both spot and futures, remain problematic. One problem concerns the identification of a 
fundamental equilibrium or benchmark-pricing model against which we can gauge price 
change as being efficient or inefficient. With strong form market efficiency, the more serious 
problem is the identification of trading behavior by market specialists and government and 
corporate insiders using superior pricing models and/or information to trade in crude oil 
markets. Nonetheless, the consensus in most crude oil markets, especially futures, is that 
market efficiency prevails in the long run, but that in the short run transitory and moderate 
inefficiencies may arise. 

5. Crude oil as a financial pricing factor 
Since the development of the Sharpe and Lintner capital asset pricing model (CAPM) in the 
1960s, numerous studies have attempted to identify the determinants of security prices and 
correspondingly their returns. While both Sharpe and Lintner separately proposed that the 
pricing of assets only accords to their covariance with a market portfolio, they did not 
explicitly acknowledge other factors, such as the macroeconomy, in the pricing relationship. 
The subsequent development of Ross’s arbitrage pricing theory and other multifactor 
models provided an opportunity to incorporate such factors. With this multifactor 
specification in mind, numerous studies, have sought to investigate whether individual 
macroeconomic variables constitute a source of systematic asset price risk at the aggregate 
market and industry level.  

Crude oil is, of course, one key macroeconomic factor of obvious empirical interest. While it 
may be reasonable to expect that oil price changes influence stock markets, determining 
whether oil prices constitute a source of systematic asset price risk is difficult to ascertain 
and hindered by scant research. As Hammoudeh et al. (2004 p. 428) note: “There has been a 
large volume of work investigating the links among international financial markets, and 
some work has also been devoted to the relationships among petroleum spot and futures 
prices. In contrast, little work has been done on the relationship between oil spot/futures 
prices and stock indices, particularly the ones related to the oil industry”. Similar sentiment 
is echoed in the earlier work of Sardorsky (1999, p. 450): “In sharp contrast to the volume of 
work investigating the link between oil price shocks and macroeconomic variables, there has 
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been relatively little work done on the relationship between oil price shocks and financial 
markets”.  

The rationale provided for the inclusion of oil prices in asset pricing models of typically 
stems from the importance of oil to the economy in question [see, for example, Hamao 
(1988) and Jones and Kaul (1996)]. Oil price changes have the potential to alter significantly 
future cash flows of firms through their influence on the costs of factor inputs (Faff and 
Brailsford, 1999). However, the significance of an oil price factor is potentially industry 
dependent. For instance, the transportation industry is highly vulnerable to oil price 
increases due to its heavy reliance on oil-based factor inputs, while the oil and gas industry 
is likely to benefit from such increases in oil prices [see, for example, Sadorsky (2001) and El-
Sharif et al. (2005)]. Furthermore, Faff and Brailsford (1999) note that the detection of any 
indirect or direct impact of oil price changes on stock returns is complicated by the ability of 
individual firms to pass on rising factor costs to customers and by differing degrees of oil 
price hedging.  

Additionally, identifying oil price effects is complicated by potential indirect relationships. 
For example, fluctuations in oil prices have the capability to indirectly influence stock price 
returns through its impact on inflation, and hence discount rates, and through its potential 
to dampen demand for goods (i.e. through its impact on discretionary spending). 
Obviously, knowing the extent of the impact of crude oil prices on financial assets like stock 
is of some practitioner interest. For instance, if an investor believes that the price of oil will 
surge above market expectations, then that investor could estimate an oil price factor to 
enable the construction of a portfolio that has the highest (positive) sensitivity to oil price 
increases. Likewise, the manager of a managed portfolio that is concerned with rising oil 
prices could construct their portfolio so that it has the lowest sensitivity to an oil factor. 

For the early literature that does examine the significance of crude oil as a source of 
systematic asset price risk, the results have been inconsistent across studies and countries. 
Chen et al. (1986) and Hamao (1988) found no evidence of an oil price factor for the US and 
Japan, respectively. In contrast, Sardorsky (1999) and Kaneko and Lee (1995) conclude that 
oil prices are a significant factor in the US and Japan, respectively. However, of most 
promise are the early studies of Faff and Brailsford (1999), Sardorksy (2001), Hammoudeh et 
al. (2004) and El-Sharif et al. (2005) which attempted to examine the significance of an oil 
price factor at the industry level. These studies indicated that oil prices do constitute a 
source of systematic asset price risk and that the exposure to this risk varies across 
industries. 

As just one example, Faff and Brailsford (1999) investigated the sensitivity of Australian 
industry equity returns to an oil price factor. Continuously compounded monthly returns 
over the period July 1983 through March 1996 are employed. Five of the twenty-four 
industries displayed a significant relationship with the price of oil. Industries with a 
significantly positive relationship with the price of oil included, as expected, the oil and gas 
and diversified resources industries. Those with a significantly negative relationship 
included paper and packaging, transport and banking. In a similar manner, Sadorsky (2001) 
sought to identify risk factors in the stock returns of Canadian oil and gas companies. 
Utilising an augmented market model [similar to Faff and Brailsford (1999)], Sadorsky 
(2001) regressed the excess monthly returns of the oil and gas stock index on the excess 
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been relatively little work done on the relationship between oil price shocks and financial 
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future cash flows of firms through their influence on the costs of factor inputs (Faff and 
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return of the market portfolio and the oil price return. An exchange rate factor and a term 
premium factor were added to subsequent regressions. The results indicated a strong 
positive relationship with oil prices, the market portfolio, and an inverse relationship with 
the term premium and the exchange rate. 

El-Sharif et al. (2005) provided a complementary analysis concerning U.K. data to that of 
Sadorsky (2001) (Canadian data) and Faff and Brailsford (1999) (Australian data). Daily data 
covering the period January 1989 to June 2001 was used. As with much of the previous 
research in this area, a multifactor model was employed to investigate the relationship 
between excess returns to the oil and gas sector and oil price returns, excess returns on the 
market portfolio, the exchange rate, and the term premium. Due to inter-temporal 
variability in the relationship between natural resource and equity prices [as highlighted in 
the work of Sadorsky (2001) and Faff and Brailsford (1999)], El-Sharif et al. (2005) divided 
the sample into twenty-five six-month periods, however, it is suggested that shorter sub-
periods may yield superior results due to the increasing oil price instability. A consistently 
positive, and sometimes highly significant, relationship was found between oil prices and 
the excess stock returns of oil and gas companies. Four additional industries were tested 
(mining, transport, banking and software and computer services) with no significant 
relationship with oil price changes indicated. However, the significance of oil price changes 
on stock returns cannot be underestimated, with Huang et al (2005) concluding that oil price 
volatility explains stock returns better than changes in industrial output. 

While the aforementioned studies concerned aggregate broad-based stock market indices, 
very few papers have attempted to relate conditional macroeconomic volatility to the 
conditional stock market volatility of a particular industry. In one such study, Sadorsky 
(2003) examines the determinants of US technology stock price volatility over the period 
July 1986 to December 2000. Utilizing both monthly and daily data, Sadorsky (2003) tests 
whether oil price volatility (WTI crude oil futures) and a series of other macroeconomic 
variables have any impact on technology stock price volatility (using the Pacific Stock 
Exchange Technology 100 Index as a surrogate). Conditional volatility was estimated using 
a generalization of a 12-month rolling standard deviation estimator, similar to that of ARCH 
estimates. The econometric results indicate, inter alia, a significant link between lagged 
conditional oil price volatility and conditional technology stock price volatility. However, 
industrial production and the consumer price index were found to have a larger impact on 
technology stock price volatility than oil. Hence, Sadorsky (2003) provides one of the few 
papers that attempts to investigate the association between conditional oil price volatility 
and stock price volatility. 

A number of studies have since developed these approaches in a variety of contexts. In 
Australia, McSweeney and Worthington (2008) examined the impact of crude oil prices on 
Australian industry stock returns using multifactor static and dynamic models containing 
crude oil and other macroeconomic factors from January 1980 to August 2006. The 
macroeconomic factors used comprised the market portfolio, oil prices, exchange rates, and 
the term premium. The industries consist of banking,   diversified financials, energy, 
insurance, media, property trusts, materials,   retailing, and transportation. McSweeney and 
Worthington (2008) found crude oil prices are an important and persistent determinant of   
returns in the banking, energy, materials, retailing, and transportation industries. The 
findings also suggest oil price movements are persistent. Nonetheless, the proportion of 
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variation in excess returns explained by contemporaneous and lagged oil prices appeared to 
have declined during the sample period.  

In the US, Odusami (2009) also reconsidered the impact of crude oil shocks on stock market, 
concluding a nonlinear effect. There was also some evidence of the impact of OPEC 
meetings, with the suggestion of prospective and important new information release, on US 
stock returns. Killian and Park (2009) also examined the role of crude oil shocks in the US, 
finding stronger, more significant and asymmetric impacts at the industry level to crude oil 
demand shocks than crude oil supply shocks. Importantly, Killian and Park (2009) also 
suggested that the impact of crude oil shock on stock markets was not so much through 
domestic cost or productivity shocks, rather through shifts in the final demand for goods 
and services, with some of the strongest responses outside the energy industry in 
transportation, consumer goods, and tourism services. Similar findings are echoed 
elsewhere in work on the effect of crude oil prices shocks on stock markets in Turkey 
(Eryiğit, 2009), Brazil, China, India and Russia (Ono, 2011), Greece, the US, the UK and 
Germany (Lake & Katrakilidis, 2009), Nigeria (Somoye et al., 2009), Gulf Cooperation 
Countries (GCC) (Arouri et al. 2010), Russia (Hayo and Kutan, 2005, Bhar & Nikolova 2010). 
Lastly, there is also evidence garnered from broader international studies (Nandha & 
Brooks, 2009; Jawadi et al., 2010) and from the experience of global industries, including oil 
companies (Sardorsky, 2008) and shipping (El-Masry et al. 2010). The literature includes a 
large number of similar applications (Chan et al., 2011; Ghoilpour, 2011; Hammoudeh & 
Choi, 2006; Hammoudeh et al., 2010; Nandha & Faff, 2006).   

Overall, the evidence is now becoming increasingly consistent that crude oil markets exert a 
significant but varying impact on stock and other financial markets through the asset 
pricing mechanism. This effectively complements a broader and longer-established 
literature on the impact of macroeconomic activities on financial markets and the influence 
of crude oil on the aspects of the macroeconomy, including GDP, (un)employment and 
inflation. It is also clear that the impact of crude oil on asset pricing varies across industries, 
though the exact transmission mechanism through which this works is not especially clear 
and therefore demands further attention. Lastly, it is evident that the impact of crude oil 
markets on financial asset pricing and hence returns generally reflects its contribution to 
economic activity, with clear evidence of a long-term decline associated with the stage of 
economic development and efficiency gains and diversification in energy input markets.    

6. Conclusion 
This chapter reviewed the finance literature as it relates to physical (spot) and financial 
(futures and options on futures) markets in crude oil. As discussed, this builds on an older 
and more established economics literature in terms of the determinants of crude oil prices 
and the interrelationships between crude oil markets and the macroeconomy, particularly 
output, employment, and inflation. However, by its nature this literature also extends this 
general work with a focus on behavior in and between crude oil spot and derivative markets 
and between crude oil markets and those for financial securities. As argued here, for the 
most part, existing research on the finance dimensions of crude oil markets have focused on 
three core areas, namely, intertemporal price relationships in the physical and financial 
markets for crude oil, evidence on financial market efficiency in crude oil markets, and the 
role of crude oil as a pricing factor in asset pricing financial markets.   
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(futures and options on futures) markets in crude oil. As discussed, this builds on an older 
and more established economics literature in terms of the determinants of crude oil prices 
and the interrelationships between crude oil markets and the macroeconomy, particularly 
output, employment, and inflation. However, by its nature this literature also extends this 
general work with a focus on behavior in and between crude oil spot and derivative markets 
and between crude oil markets and those for financial securities. As argued here, for the 
most part, existing research on the finance dimensions of crude oil markets have focused on 
three core areas, namely, intertemporal price relationships in the physical and financial 
markets for crude oil, evidence on financial market efficiency in crude oil markets, and the 
role of crude oil as a pricing factor in asset pricing financial markets.   
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In terms of intertemporal relationships, there seems to be some empirical consensus from a 
relatively voluminous literature that crude oil futures markets exhibit the basic relationships 
expected in these markets. However, much remains unknown. For example, can we gather 
further insights on the risk management strategies of producers and users and the role 
futures and options can potentially play? Similarly, what impact do alternative energy spot 
and derivative markets have on those for crude oil and vice versa in a world increasingly 
characterized by energy substitution and diversification? In contrast, there is much less 
work on market efficiency concepts in the physical and financial crude oil markets. 
Moreover, most of this concerns weak-form efficiency and there is generally little attention 
given to tests of semi-strong or strong form efficiency, largely because of perceived 
difficulties in specifying equilibrium or benchmark pricing models and the limited 
availability of suitable data.  

Finally, notwithstanding a sizeable and consistent literature on the role of crude oil as a 
pricing factor in financial markets, including both debt and equity, and seemingly despite 
efforts to expand this beyond aggregate market studies to those focusing on industries, 
much also remains to be done. For example, we know much less about the exact 
transmission mechanism through which changes in crude oil prices impact upon financial 
markets. Logic would dictate that this is through costs, such that industries and firms 
relatively more dependent on crude oil (and its processed forms) would be more affected. 
This would clearly explain crude oil as a pricing factor in, say, the transportation sector, but 
how exactly do we explain crude oil appearing as a priced factor in other sectors? It also 
remains a challenge to disentangle this direct effect from a more general indirect impact on 
consumer expenditure. Likewise, it also ignores the efforts by firms to hedge themselves 
prices increases in key factor inputs, like crude oil.   
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