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Preface

The main objective of this book is to present novel Radio Frequency (RF) antennas
for 5G, IoT, and medical applications. The book is divided into four sections that
present the main topics of novel Radio Frequency antennas.

Section 1: Introduction

Section 2: Novel Antennas for 5G, IoT, and Medical Applications

Section 3: Novel RF Antennas Technologies

Section 4: Advanced Antenna Arrays

The rapid growth in development of cellular wireless communication systems over
the last twenty years has resulted in most of world population owning smartphones,
smart watches, I-pads, and other RF communication devices. Efficient compact
wideband antennas are crucial in RF communication devices.

Section two describes innovations in the development of antennas for 5G, IoT, and
medical applications. Several types of antennas are presented in this section, such as
planar antennas, phased array antennas, UWB coplanar fed antennas, and
beamforming phased array.

Section three presents novel RF antennas for space applications, Vivaldi elliptical
antennas and additive manufacturing for antennas applications.

Section four presents advanced arrays antennas. MIMO antennas, reconfigurable
Pabry-Perot cavity antenna and time modulated linear array are included in Section
three.

Each chapter in this book covers significant information to enable RF engineers,
biomedical engineers, system engineers, students, and scientist from all areas to
follow and understand the topics presented in the book.

I want to thank all the chapter authors for their excellent job in writing.

Dr. Albert Sabban
Kinneret Academic College,

Israel
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Chapter 1

Introductory Chapter: Novel Radio
Frequency Antennas
Albert Sabban

1. Introduction

Antennas are part of radio and television broadcasting, point-to-point radio
communication systems, wireless LAN, cell phones, radar, medical systems, and
spacecraft communication. Low-profile compact antennas are crucial in the
development of wireless communication and wearable biomedical systems.
Compact, low-profile, and light-weight printed antennas are the best solution for
communication, IoT, and medical systems. Printed antennas’ low production costs
are crucial in development of low-cost communication systems. Moreover, the
advantage of an integrated compact low-cost feed network is attained by
integrating the antenna feed network with the antennas on the same printed board.
Wireless communication and medical industry are in continuous growth in the last
few years. Printed antennas are used in communication systems that employ MIC,
MEMS, LTCC, and MMIC technologies.

2. Introduction to RF antennas

Antennas are major components in communication systems [1–19]. Mobile
antenna systems are presented in [11]. Transmitting antennas efficiently radiate
electromagnetic fields and match RF systems to space. Antennas may transmit or
receive electromagnetic fields. Transmitting antennas convert electric current to
electromagnetic fields. Receiving antennas convert electromagnetic fields to electric
current. In transmitting antennas, an alternating current is created in the elements
by applying a voltage at the antenna feed network, causing the antenna to radiate an
electromagnetic energy. In receiving mode, an electromagnetic field from an outer
source induces an alternating current in the receiving antenna and generates a
voltage at the antenna’s feed network. Antennas are used in outdoor and indoor
communication systems. Antennas can be used in under water communication
systems. Antennas may be implanted inside human body and operate as wearable
sensors. Receiving antennas such as parabolic and horn antennas incorporate
shaped reflective surfaces to receive the electromagnetic fields and focus the fields
to the conductive receiving elements.

The book consists of four sections presenting several types of novel antennas.
Section 1: Introduction
Section 2: Novel Antennas for 5G, IoT, and Medical Applications
Section 3: Novel RF Antennas Technologies
Section 4: Advanced Antenna Arrays
The design and electrical performance of several novel antennas are presented in

this book.
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3. Type of antennas

Small antennas for communication systems.

Monopole—quarter wavelength wire antenna.

Dipole—Dipole antenna consists of two quarter wavelength wires. Dipole is a
half wavelength wire antenna. The monopole and dipole antennas couple to
the electric field of the electromagnetic wave in the region near the antenna.

Slot antenna—half wavelength slot: A slot antenna consists of a metal surface
with a slot cut out.

Biconical antennas—biconical half wavelength wire antenna: Biconical antenna
is a wideband antenna made of two conical conductive objects.

Loop antennas—Loop antenna is known as a magnetic loop. The loop antenna
behaves as an inductor. The loop antenna couples the electromagnetic
magnetic field in the region near the loop antenna. Monopole and dipole
antennas couple to the electric field.

Helical antennas—helical wire antennas.

Printed antennas—antennas printed on a dielectric substrate.

Aperture antennas for base station communication systems

• Horn and open waveguide

• Reflector antennas

• Antenna arrays

• Microstrip and printed antenna arrays

• Slot antenna arrays

A comparison of directivity and gain values for several antennas is given in
Table 1.

Phased arrays: Phased array antennas are electrically steerable. The physical
antenna can be stationary. Phased arrays, smart antennas, incorporate active com-
ponents for beam steering.

Antenna type Directivity (dBi) Gain (dBi)

Isotropic radiator 0 0

Dipole λ/2 2 2

Dipole above ground plane 6–4 6–4

Microstrip antenna 7–8 6–7

Yagi antenna 6–18 5–16

Helix antenna 7–20 6–18

Horn antenna 10–30 9–29

Reflector antenna 15–60 14–58

Table 1.
Antenna directivity versus antenna gain.
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3.1 Steerable antennas

• Arrays with switch-able elements. The array may be partially electronically and
mechanically steerable arrays.

• Hybrid antenna systems—for fully electronically steerable arrays. The design
can be based on digital beam forming (DBF). These systems may consist of
phase and amplitude shifters for each radiating element.

• In digital beam forming, the steering is performed directly in a digital level.
DBF allows the most powerful and flexible control of the antenna beam
steering.

4. Monopole antenna for communication systems

Monopole antenna is usually a one-quarter wavelength-long conductor mounted
above a ground plane or the earth as shown in Figure 1. Based on the image theory
behind the ground plane, the monopole image is located. The monopole antenna
and the monopole image form a dipole antenna. Monopole antenna is half a dipole
that radiates electromagnetic fields above the ground plane. The impedance of 0.5 λ
monopole antenna is around 37 Ω. The beam width of a monopole, 0.25 λ long, is
around 40°. The directivity of a monopole, 0.25 λ long, is around 3 dBi to 5dBi.
Usually in wireless communication systems, very short monopole antenna is
employed. The impedance of 0.05 λ monopole antenna is around 1 Ω with capaci-
tive reactance. The beam width of a monopole, 0.05 λ long, is around 45°. The
directivity of a monopole, 0.05 λ long, is around 3 dBi.

Inverted monopole antenna is shown in Figure 2a. Loaded monopole antenna is
shown in Figure 2b. Monopole antennas may be printed on a dielectric substrate as
part of wearable communication devices.

Figure 1.
Monopole antenna.
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5. Evaluation of basic antenna parameters

Monopole and dipole antennas are the most basic antennas. Evaluation of the
electrical parameters of dipole antenna is used to define basic antenna parameters
such as radiation pattern, directivity, and antenna impedance. Dipole antenna is a
small wire antenna. It consists of two conductors excited by a voltage fed via a
transmission line as presented in Figure 3. The center conductor of the transmission
line is connected to one of the conductors and the outer conductor is connected to
the second conductor. The half-wave dipole consists of two conductors, in which
each conductor is approximately quarter wavelength long. We can compute the
electromagnetic fields radiated from the dipole by defining a potential function,
Eq. (1).

5.1 Dipole antenna

The electric potential function is φl. The magnetic potential function is A. The
potential function is given in Eq. (1).

φl ¼
1

4πε0

ð

c

ρle j ωt�βRð Þ

R
dl

Al ¼ μ0
4π

ð

c

ie j ωt�βRð Þ

R
dl

(1)

Figure 2.
(a) Inverted monopole antenna. (b) Loaded monopole antenna.

Figure 3.
Dipole antenna.
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5.2 Radiation from small dipole

The length of a small dipole is small compared to its wavelength and is called
elementary dipole. The current along a small dipole is uniform. We can compute the
electromagnetic fields radiated from the dipole in spherical coordinates by using the
potential function given in Eq. (1). The electromagnetic field at a point P(r, θ, φ) is
listed in Eq. (3). The electromagnetic fields in Eq. (3) vary as 1

r ,
1
r2 ,

1
r3. For r << 1,

the dominant component of the field varies as 1
rð Þ3 and is written in Eq. (4). These

fields are the dipole near fields. In the near field, the waves are standing waves and
the energy oscillates in the antenna near zone and is not radiated to the free space.
The real part of the pointing vector equals to zero. At r >> 1, the dominant
component of the field varies as 1/r as written in Eq. (5). These fields are the dipole
far fields. In the far fields, the electromagnetic fields vary as 1

r and sinθ. Wave
impedance in free space is given in Eq. (6).

6. Dipole radiation pattern

The antenna radiation pattern represents the radiated fields in space at a point P
(r, θ, φ) as a function of θ and φ. The antenna radiation pattern is three dimensional.
When φ is constant and θ varies, we get the E plane radiation pattern. When φ
varies and θ is constant, usually θ = π/2, we get the H plane radiation pattern.

6.1 Dipole E plane radiation pattern

The dipole E plane radiation pattern is given in Eq. (2) and presented in
Figure 4.

Eθj j ¼ η0
lβI0 sin θj j

4πr
(2)

At a given point P(r, θ, φ), the dipole E plane radiation pattern is given in
Eq. (7).

Figure 4.
Dipole E plane radiation pattern.
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Er ¼ η0
lI0 cos θ
2πr2

1� j
βr

� �
e j ωt�βrð Þ

Eθ ¼ jη0
βlI0 sin θ

4πr
1� j

βr
� 1

βrð Þ2
 !

e j ωt�βrð Þ

Hφ ¼ j
βlI0 sin θ

4πr
1� j

βr

� �
e j ωt�βrð Þ

Hr ¼ 0 Hθ ¼ 0 Eϕ ¼ 0

I ¼ I0 cosωt

(3)

Er ¼ �jη0
lI0 cos θ
2πβr3

e j ωt�βrð Þ

Eθ ¼ �jη0
lI0 sin θ
4πβr3

e j ωt�βrð Þ

Hφ ¼ lI0 sin θ
4πr2

e j ωt�βrð Þ

(4)

Er ¼ 0

Eθ ¼ jη0
lβI0 sin θ

4πr
e j ωt�βrð Þ

Hφ ¼ j
lβI0 sin θ

4πr
e j ωt�βrð Þ

(5)

Eθ

Hφ
¼ η0 ¼

ffiffiffiffiffi
μ0
ε0

r
(6)

Eθj j ¼ η0
lβI0 sin θj j

4πr
¼ A sin θj j

Choose A ¼ 1

Eθj j ¼ sin θj j
(7)

Dipole E plane radiation pattern in spherical coordinate system is shown in
Figure 5.

6.2 Dipole H plane radiation pattern

For θ = π/2, the dipole H plane radiation pattern is given in Eq. (8) and presented
in Figure 6.

Eθj j ¼ η0
lβI0
4πr

(8)

The dipole H plane radiation pattern in xy plane is a circle with r = 1. At a given
point P(r, θ, φ), the dipole H plane radiation pattern is given in Eq. (9). The
radiation pattern of a vertical dipole is omnidirectional. It radiates equal power in all
azimuthal directions perpendicular to the axis of the antenna.

6.3 Antenna radiation pattern

An antenna radiation pattern is shown in Figure 7. The antenna main beam is
defined between the points that the maximum relative field level E decays to

8
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0.707E. Half of the radiated power, �3 dB points, is concentrated in the antenna
main beam. The antenna main beam is defined as the 3 dB beam width. Radiation to
undesired direction is concentrated. The antenna side lobes present radiation to
undesired direction.

Eθj j ¼ η0
lβI0 sin θj j

4πr
¼ A

Choose A ¼ 1

Eθj j ¼ 1

(9)

Figure 5.
Dipole E plane radiation pattern in spherical coordinate system.

Figure 6.
Dipole H plane radiation pattern for θ = π/2.

Figure 7.
Antenna typical radiation pattern.
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For a dipole, the power intensity varies as sin 2θ
� �

. At θ = 45° and θ = 135° the
radiated power equals to half the power radiated toward θ = 90°. The dipole beam
width is θ = (135–45) =90°.

7. Dipole directivity

Directivity is defined as the ratio between the amounts of energy propagating in
a certain direction compared to the average energy radiated to all directions over a
sphere as written in Eqs. (10) and (11).

D ¼ P ,ð Þmaximal
P ,ð Þaverage ¼ 4

P ,ð Þmaximal
Prad

(10)

P ,ð Þaverage ¼ 1
4
P ,ð Þsindd ¼ Prad

4
(11)

The radiated power from a dipole is calculated by computing the pointing vector
P as given in Eq. (12).

P ¼ 0:5 E�Hð Þ ¼ 15πI20l
2 sin 2θ

r2λ2

WT ¼
ð

s
P � ds ¼ 15πI20l

2

λ2

ðπ
0
sin 3θdθ

ð2π
0
dφ ¼ 40π2I20l

2

λ2

Þ (12)

The overall radiated energy is WT. WT is computed as written in Eq. (12), by
integration of P over an imaginary sphere surrounding the dipole. The power flow of
an isotropic element equal to the overall radiated energy divided by the area of the
sphere, 4πr2, see Eq. (13). The dipole directivity at θ = 90° is 1.5 as given in Eq. (14).
For small antennas or for antennas without losses, D = G, losses are negligible. For a
given θ and φ for small antennas, the approximate directivity is given by Eq. (15).

∮ sds ¼ r2
ðπ
0
sin θdθ

ð2π
0
dϕ ¼ 4πr2

Piso ¼ WT

4πr2
¼ 10πI20l

2

r2λ2

D ¼ P
Piso
¼ 1:5 sin 2θ

(13)

GdB ¼ 10 log 10G ¼ 10 log 101:5 ¼ 1:76dB (14)

D ¼ 41253
θ3dBϕ3dB

G ¼ ξD ξ ¼ Efficency
(15)

Antenna losses degrade the antenna efficiency. Antenna losses consist of con-
ductor loss, dielectric loss, radiation loss, and mismatch losses. For resonant small
antennas, ξ ¼1. For reflector and horn antennas, the efficiency varies between
ξ ¼ 0.5 and.

ξ ¼ 0.7. The beam width of a small dipole, 0.1 λ long, is around 90°. The 0.1 λ
dipole impedance is around 2 Ω. The beam width of a dipole, 0.5 λ long, is around
80°. The impedance of 0.5 λ dipole is around 73 Ω.
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8. Antenna impedance

Antenna impedance determines the efficiency of transmitting and receiving
energy in antennas. The dipole impedance is given in Eq. (16).

Rrad ¼ 2WT

I20

For a Dipole: Rrad ¼ 80π2l2

λ2

(16)

8.1 Loop antennas for wireless communication systems

Loop antennas are compact, low-profile, and low-cost antennas. Loop antennas
are employed in wearable wireless communication systems. The loop antenna is
referred to as the dual of the dipole antenna, see Figure 8. A small dipole has
magnetic current flowing (as opposed to electric current as in a regular dipole), the
loop antenna fields are similar to that of a small loop. The short dipole has a

Figure 8.
Duality relationship between dipole and loop antennas.

Figure 9.
Photo of loop antennas.
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capacitive impedance and the impedance of a small loop is inductive. A photo of
loop antennas is shown in Figure 9.

8.2 Printed antennas

Printed antennas have been analyzed and presented in several papers and books
in the last 30 years [1–18]. Microstrip antennas are the most popular type of
compact printed antennas. Printed Slot, PIFA, and dipole antennas are employed in
several wireless communication systems. Printed antennas are used in wireless
communication systems, wearable devices, IoT applications, novel 5G communica-
tion links, seekers, and medical systems.

Printed antennas possess attractive features such as light weight, compactness,
flexibility, and are cheap compared to other similar antennas.

8.3 Applications of wearable antennas

• Medical

• Wireless communication

• WLAN

• GPS

• Military applications

9. Microstrip antennas

Microstrip antennas are printed on a on a dielectric substrate with low dielectric
losses. Cross section of the microstriop antenna is shown in Figure 10.

Microstrip antennas are thin patches etched on a dielectric substrate εr. The
substrate thickness, H, is less than 0.1λ. Microstrip antennas are widely presented in
[1–18].

Advantages of microstrip antennas:

• Flexible

• Low-profile compact uniform arrays

• Compact

• Low-cost antennas

Figure 10.
Microstrip antenna cross section.
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Disadvantages of microstrip antennas:

• Narrow bandwidth (usually 0.5–5%). However, wider bandwidth may be
achieved by using multilayer structure and novel technologies.

• Limited power handling up to 50 W.

• High feed network losses at high frequencies.

The electric field along the radiating edges is presented in Figure 11. The mag-
netic field is perpendicular to the electric field according to Maxwell’s equations. At
the edge of the strip (X/L = 0 and X/L = 1), the magnetic field drops to zero, because
there is no conductor to carry the electromagnetic current, it is maximum in the
patch center. The electric field is at maximum level (with opposite polarity) at the
patch edges (X/L = 0 and X/L = 1) and zero at the patch center. The ratio of electric
to the magnetic field is proportional to the impedance that we measure when we
feed the patch. Microstrip antennas may be fed by a microstrip line or by a coaxial
line or probe feed. By varying the location of the antenna feed point between the
patch center and the patch edge, we can get a 50 Ω impedance or any other desired
impedance. Microstrip antenna may have any arbitrary shape such as square,
triangle, circle, ring, rectangular, and fractal shape as presented in Figure 12.

The antenna dimension W is given by Eq. (17). The antenna bandwidth is given
in Eq. (18).

W ¼ c
2f ffiffiffiffiffiffiffi

ϵeff
p (17)

BW ¼ Hffiffiffiffiffiffiffi
ϵeff
p (18)

Figure 11.
Rectangular microstrip antenna.

Figure 12.
Microstrip antenna shapes.
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The gain of microstrip patch is between 0 and 5 dBi. The microstrip patch gain is
a function of the antenna configuration, structure, and dimensions. Microstrip
antenna arrays are used to get gain up to 30 dB. In microstrip patch arrays, a low-
profile and low-cost feed and matching network is attained by integrating the
antenna feed network with the radiating patches on the same substrate. Microstrip
antenna feed networks are shown in Figure 13. A parallel feed network is shown in
Figure 13a. A parallel–series feed network is shown in Figure 13b.

10. Conclusions

This chapter presents electrical parameters of several basic antennas. Antennas
are part of radio and television broadcasting, point-to-point radio communication
systems, wireless LAN, cell phones, radar, medical systems, and spacecraft com-
munication. Compact wideband efficient antennas are crucial in communication
systems.

Figure 13.
MM wave microstrip antenna array. (a) Parallel array feed network. (b) Parallel-series array feed network.
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Chapter 2

Wideband Wearable Antennas for
5G, IoT, and Medical Applications
Albert Sabban

Abstract

Wearable compact antennas are a major part of every wearable 5G
communication system, IoT, and biomedical systems. Several types of printed
antennas are employed as wearable antennas. Printed dipole, microstrip antennas,
printed loops, slot antennas, and PIFA antennas are employed as wearable antennas.
Compact efficient antennas significantly affect the electrical performance of
wearable communication systems. In several communication and medical systems,
the polarization of the received signal is not known. The polarization of the received
signal may be vertical, horizontal, or circular polarized. In these systems, it is crucial
to use dual-polarized receiving antennas. The antennas presented in this chapter
may be linearly or dually polarized. Design trade-offs, simulation results, and
measured results on human body of small wideband printed antennas with high
efficiency are presented in this chapter. For example, the low-volume dually
polarized antenna dimensions are 50 � 50 � 0.5 mm. The antenna beamwidth is
around 100°. The antennas gain is around 0–4 dBi. Metamaterial technology is used
to improve the electrical performance of wearable antennas. The proposed antennas
may be used in wearable wireless communication and medical RF systems. The
antennas’ electrical performance on human body is presented in this chapter.

Keywords: wearable antennas, 5G communication system, IoT, biomedical
systems, metamaterial technology, metamaterial antennas, microstrip antennas

1. Introduction

Microstrip antennas are widely used in communication system and seekers.
Microstrip antennas possess attractive features that are crucial to 5G communica-
tion, IoT, and medical systems. These antennas are compact, flexible, lightweight,
and relatively cheap. In addition, we can integrate the RF modules with the anten-
nas on the same substrate. Printed antennas have been widely presented in the
literature in the last 20 years [1–9]. Electromagnetic fields’ transmission losses of
human tissues have been investigated in the papers [10, 11]. However, the effect of
human body on the impedance and efficiency of wearable antennas was not always
presented [12, 13]. Printed wearable antennas have been presented in the last 10
years [1–20]. A review of wearable antennas designed and developed for several
applications at different frequencies over the last 10 years is listed [15]. Wearable
meander line antennas are presented in [12]. These antennas function in the fre-
quency range between 750 and 2600 MHz. A textile antenna performance near
human body is presented at 2.4 GHz, see [13]. The effect of human body on
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portable RF antennas is studied in [16]. In this chapter, the authors determine that
the antennas’ length in free space is larger by 10–20% from the length of wearable
antennas. Measurement of the antenna gain in this paper shows that a wide dipole
(1.16 � 0.1 m) has �13 dBi gain. Wearable antennas for cellular applications are
presented in [12–16]. Electrical specifications of medical devices are different from
the electrical specifications for cellular devices. Medical wearable sensors are
presented in [21–48]. Wearable devices support the development of personal med-
ical sensors and systems with real-time response to help improve patient’s health.
Wearable medical sensors and devices can measure the sweat rate, body tempera-
ture, heartbeat, and blood pressure, perform gait analysis, and measure other body
health parameters of the patient wearing these sensors, see Refs. [21–49]. In this
chapter, novel wideband compact wearable antennas for 5G communication and
medical systems are presented. Numerical results in free space and near the human
body are presented.

2. Printed wearable antennas for 5G and medical applications

Wearable antennas should be compact, have lightweight, are low cost, and are
flexible. Microstrip antennas, printed loops, printed dipoles, slot antennas, and PIFA
antennas are compact, low cost, conformable, and have lightweight. These antennas are
a good choice to be employed as wearable antennas for IoT andmedical applications.

Applications of wearable antennas:

• 5G Communication Systems

• Medical

• Wireless Communication

• IoT

• WLAN

• HIPER LAN

• GPS

• Military Applications

2.1 Double-layer printed wearable dipole antennas

Single-layer printed dipole antennas have a narrow bandwidth less than 1% for
VSWR better than 2:1. The length of the dipole may be between quarter wavelength
to half wavelength. The antenna directivity is around 0 dBi and the beam width is
around 90°–100°. The antenna bandwidth may be improved by printing the
antenna feed network on a dielectric substrate and by printing the radiating dipole
on a second layer. The electromagnetic fields are coupled to the radiating dipole.
The bandwidth of the double-layer printed dipole may be between 1 and 5% for
VSWR better than 2:1 as a function of the dipole configuration and the layers
thickness. The printed dipole antenna consists of two layers. The first layer consists
of a 0.8-mm substrate with 3.5 as dielectric constant. The second layer consists of a
0.8-mm substrate with 2.2 as dielectric constant. The substrate thickness
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determines the antenna bandwidth. However, thinner antennas are flexible. The
antenna dimensions are designed to operate on the patient’s body by using electro-
magnetic software [50]. The double-layer antenna is shown in Figure 1. The direc-
tivity of the antenna at 420 MHz is around 4 dBi as shown in Figure 2.

A double-layer 460 MHz dipole antenna is shown in Figure 3. The antenna
dimensions are 20 � 4 cm. The directivity of the antenna at 460 MHz is around 5
dBi as presented in Figure 4. The antenna beamwidth is around 120°.

Figure 1.
Wearable double-layer 420 MHz printed dipole antenna.

Figure 2.
Radiation pattern of a wearable double-layer printed dipole antenna.

Figure 3.
Wearable double-layer 460 MHz printed dipole antenna.

23

Wideband Wearable Antennas for 5G, IoT, and Medical Applications
DOI: http://dx.doi.org/10.5772/intechopen.93492



portable RF antennas is studied in [16]. In this chapter, the authors determine that
the antennas’ length in free space is larger by 10–20% from the length of wearable
antennas. Measurement of the antenna gain in this paper shows that a wide dipole
(1.16 � 0.1 m) has �13 dBi gain. Wearable antennas for cellular applications are
presented in [12–16]. Electrical specifications of medical devices are different from
the electrical specifications for cellular devices. Medical wearable sensors are
presented in [21–48]. Wearable devices support the development of personal med-
ical sensors and systems with real-time response to help improve patient’s health.
Wearable medical sensors and devices can measure the sweat rate, body tempera-
ture, heartbeat, and blood pressure, perform gait analysis, and measure other body
health parameters of the patient wearing these sensors, see Refs. [21–49]. In this
chapter, novel wideband compact wearable antennas for 5G communication and
medical systems are presented. Numerical results in free space and near the human
body are presented.

2. Printed wearable antennas for 5G and medical applications

Wearable antennas should be compact, have lightweight, are low cost, and are
flexible. Microstrip antennas, printed loops, printed dipoles, slot antennas, and PIFA
antennas are compact, low cost, conformable, and have lightweight. These antennas are
a good choice to be employed as wearable antennas for IoT andmedical applications.

Applications of wearable antennas:

• 5G Communication Systems

• Medical

• Wireless Communication

• IoT

• WLAN

• HIPER LAN

• GPS

• Military Applications

2.1 Double-layer printed wearable dipole antennas

Single-layer printed dipole antennas have a narrow bandwidth less than 1% for
VSWR better than 2:1. The length of the dipole may be between quarter wavelength
to half wavelength. The antenna directivity is around 0 dBi and the beam width is
around 90°–100°. The antenna bandwidth may be improved by printing the
antenna feed network on a dielectric substrate and by printing the radiating dipole
on a second layer. The electromagnetic fields are coupled to the radiating dipole.
The bandwidth of the double-layer printed dipole may be between 1 and 5% for
VSWR better than 2:1 as a function of the dipole configuration and the layers
thickness. The printed dipole antenna consists of two layers. The first layer consists
of a 0.8-mm substrate with 3.5 as dielectric constant. The second layer consists of a
0.8-mm substrate with 2.2 as dielectric constant. The substrate thickness

22

Advanced Radio Frequency Antennas for Modern Communication and Medical Systems

determines the antenna bandwidth. However, thinner antennas are flexible. The
antenna dimensions are designed to operate on the patient’s body by using electro-
magnetic software [50]. The double-layer antenna is shown in Figure 1. The direc-
tivity of the antenna at 420 MHz is around 4 dBi as shown in Figure 2.

A double-layer 460 MHz dipole antenna is shown in Figure 3. The antenna
dimensions are 20 � 4 cm. The directivity of the antenna at 460 MHz is around 5
dBi as presented in Figure 4. The antenna beamwidth is around 120°.

Figure 1.
Wearable double-layer 420 MHz printed dipole antenna.

Figure 2.
Radiation pattern of a wearable double-layer printed dipole antenna.

Figure 3.
Wearable double-layer 460 MHz printed dipole antenna.

23

Wideband Wearable Antennas for 5G, IoT, and Medical Applications
DOI: http://dx.doi.org/10.5772/intechopen.93492



3. Printed wearable dual-polarized dipole antennas

In several communication and medical systems, the polarization of the received
signal is not known. The polarization of the received signal may be vertical, hori-
zontal, or circular polarized. In these systems, it is crucial to use dual-polarized
receiving antennas. Two wearable antennas are presented in this section; the first is
a dual-polarized printed dipole. The second antenna is a dual-polarized, folded,
printed microstrip dipole. The compact, printed, loaded dipole antenna is horizon-
tally polarized. The antenna dimensions have been designed to operate on the
patient’s body by employing electromagnetic software [50]. The antenna consists of
two layers. The first layer consists of a 0.08-cm dielectric substrate with 3.5 as
relative dielectric constant. On this layer, the antenna feed network is printed. The
radiating elements are printed on the second layer which consists of a 0.08-cm
dielectric substrate with 2.2 as relative dielectric constant. Thicker antennas have a
wider bandwidth. However, thinner antennas are more flexible with a narrower
bandwidth. The printed slot antenna is vertically polarized. The printed dipole and
the slot antenna provide dual orthogonal polarizations. The wearable antenna cur-
rent distribution and dimensions are shown in Figure 5.

The radiating dipole dimensions are 21 � 4 � 0.16 cm. The wearable antenna
may be employed in medical and IoT systems. The antenna may be attached to the
patient clothes, in the front or in the back zone. The antenna has been analyzed by
using Key-sight momentum software [50]. The antenna bandwidth is around 15%
for VSWR better than 3:1. The antenna �3 dB beamwidth is 100°. The antenna gain

Figure 4.
Radiation pattern of a wearable double-layer printed dipole at 460 MHz.
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is around 2 dBi. The simulated S11 and S22 parameters are shown in Figure 6.
Figure 7 presents the antenna’s measured S11 parameters. The simulated radiation
patterns are shown in Figure 8. There is a good agreement between the measured
and computed results. The co-polar radiation is in the yz plane. The cross-polar
radiation is in the xz plane. The antenna cross-polarization value may be adjusted
by varying the feed lines and matching stubs’ locations. The dimensions and current
distribution of the folded antenna are shown in Figure 9. The radiating element

Figure 5.
Current distribution of the dual-polarized wearable antenna.

Figure 6.
Computed S11 and S22 results of the dual-polarized dipole on human body.

Figure 7.
Measured S11 of the wearable dual-polarized dipole antenna on human body.
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for VSWR better than 3:1. The antenna �3 dB beamwidth is 100°. The antenna gain

Figure 4.
Radiation pattern of a wearable double-layer printed dipole at 460 MHz.
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is around 2 dBi. The simulated S11 and S22 parameters are shown in Figure 6.
Figure 7 presents the antenna’s measured S11 parameters. The simulated radiation
patterns are shown in Figure 8. There is a good agreement between the measured
and computed results. The co-polar radiation is in the yz plane. The cross-polar
radiation is in the xz plane. The antenna cross-polarization value may be adjusted
by varying the feed lines and matching stubs’ locations. The dimensions and current
distribution of the folded antenna are shown in Figure 9. The radiating element

Figure 5.
Current distribution of the dual-polarized wearable antenna.

Figure 6.
Computed S11 and S22 results of the dual-polarized dipole on human body.

Figure 7.
Measured S11 of the wearable dual-polarized dipole antenna on human body.

25

Wideband Wearable Antennas for 5G, IoT, and Medical Applications
DOI: http://dx.doi.org/10.5772/intechopen.93492



Figure 8.
Radiation pattern of the dual-polarized wearable antenna.

Figure 9.
Current distribution of the folded wearable dipole antenna, 6 � 5 � 0.16 cm.

Figure 10.
Folded antenna’s computed S11 and S22 results on human body.
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dimensions are 55 � 40 � 1.6 mm. Figure 10 presents the antenna’s simulated S11
and S22 parameters. The folded dipole radiation pattern is shown in Figure 11. The
antennas’ radiation characteristics on human body were measured by using a phan-
tom. The phantom liquid presents the body tissue’s electrical characteristics. The
phantom diameter is 40 cm and has 1.5 m length. The phantom liquid is a mix of
55% water, 44% sugar, and 1% salt. The wearable antenna was placed on the
phantom during the measurements of the antenna’s electrical characteristics. S11
and S12 parameters were measured on the patient’s body by using a network
analyzer. Photo of wearable antennas is shown in Figure 12.

4. Wearable microstrip antennas for 5G, medical, and IoT applications

Printed antennas are usually low profile, compact, flexible, light weight, and
low-cost relative to wired antennas. Microstrip antennas may be used as wearable
antennas. Printed antennas have been widely presented in the literature in the last
20 years, [1–19]. The most popular type of printed antennas is the microstrip

Figure 11.
Radiation pattern of the folded dual-polarized antenna.

Figure 12.
Photo of wearable antennas.
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antennas. However, loop, PIFA, slot, and dipole-printed are widely used in RF
systems. Printed antennas may be employed in communication mobile phones, IoT,
seekers, and in medical systems.

4.1 Wearable microstrip antennas for 5G and medical systems

Microstrip antennas are etched on a low loss dielectric substrate. A cross-
sectional view of the microstrip antenna electric fields is presented in Figure 13.
Microstrip antennas are thin conducting patches etched on a substrate with dielec-
tric constant εr and thickness H. Usually, H is less than 0.1 λ. Microstrip antennas
are presented in [1–7]. The wearable antenna may be attached to the human body or
inserted inside a belt.

Advantages of microstrip antennas:

• Light weight and low volume.

• Flexible, Conformal structures are possible.

• Low cost relative to conventional wired antennas.

• Easy to fabricate a large uniform arrays and phased arrays.

These features are very important for wearable communication systems.
Disadvantages of microstrip antennas:

• Limited bandwidth (usually 1–5%). However, wider bandwidth is possible
with increased antenna structure complexity.

• Low power handling less than 50 W depends on substrate thickness.

• Limited gain up to 30 dBi, 16 � 16 arrays.

• High feed network losses at high frequencies, above 12 GHz.

The patch magnetic field is perpendicular to the E-field. There is no conductor to
carry the RF current so at the edge of the strip (X/L = 0 and X/L = 1), the H-field
drops to zero and is maximum in the center. The E-field is zero at the center and at
maximum value (and opposite polarity) at the edges (X/L = 0 and X/L = 1), see
Figure 14. The ratio of E- to H-field is proportional to the patch impedance.
Microstrip antennas may be fed by a coaxial probe feed or by a microstrip feed line.

Figure 13.
Microstrip antenna electric fields, a cross-sectional view.

28

Advanced Radio Frequency Antennas for Modern Communication and Medical Systems

By adjusting the location of the antenna feed point, we can achieve any impedance
and match the antenna to the RF system, usually 50 Ω. The antenna shape may be
rectangular, square, triangle, circle, or any arbitrary shape as presented in Figure 15.

The antenna dimension, W, is given by Eq. (1) and is a function of the effective
dielectric constant and resonant frequency:

W ¼ c
2f ffiffiffiffiffiffiffi

ϵeff
p (1)

The antenna bandwidth is given in Eq. (2):

BW ¼ Hffiffiffiffiffiffiffi
ϵeff
p (2)

The gain of patch antenna is the function of the antenna effective area and can
be between 0 and 5 dBi. We may increase printed antenna gain by using antenna
array configuration. In low-cost microstrip antenna arrays, the RF feed network
may be integrated to the radiating elements on the same substrate. Microstrip arrays
feed networks are shown in Figure 16. A parallel feed network is illustrated in
Figure 16(a). A parallel series feed network is illustrated in Figure 16(b).

4.2 Transmission line model of patch antennas

In the transmission line model (TLM), the patch antenna functions as two
narrow slots connected by a microstrip line, as illustrated in Figure 17. TLM model
provides a good physical understanding of the electrical characteristics of patch
antennas. The electric field along and underneath the patch is given in Eq. (3) and is
a function of z. In the design of a wearable patch antenna, the body electrical
parameter should be considered to achieve an accurate design.

Figure 14.
Fields of rectangular microstrip antenna.

Figure 15.
Microstrip antenna popular configurations.
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By adjusting the location of the antenna feed point, we can achieve any impedance
and match the antenna to the RF system, usually 50 Ω. The antenna shape may be
rectangular, square, triangle, circle, or any arbitrary shape as presented in Figure 15.

The antenna dimension, W, is given by Eq. (1) and is a function of the effective
dielectric constant and resonant frequency:
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The gain of patch antenna is the function of the antenna effective area and can
be between 0 and 5 dBi. We may increase printed antenna gain by using antenna
array configuration. In low-cost microstrip antenna arrays, the RF feed network
may be integrated to the radiating elements on the same substrate. Microstrip arrays
feed networks are shown in Figure 16. A parallel feed network is illustrated in
Figure 16(a). A parallel series feed network is illustrated in Figure 16(b).

4.2 Transmission line model of patch antennas

In the transmission line model (TLM), the patch antenna functions as two
narrow slots connected by a microstrip line, as illustrated in Figure 17. TLM model
provides a good physical understanding of the electrical characteristics of patch
antennas. The electric field along and underneath the patch is given in Eq. (3) and is
a function of z. In the design of a wearable patch antenna, the body electrical
parameter should be considered to achieve an accurate design.
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At the patch edges z = 0 and z=Leff , the electric field is maximum. At the patch

center z=Leff

2 , the electric field is equal to zero. For H
λ0
<0:1, the electric field distri-

bution along the x-axis is uniform. The slot admittance is given in Eqs. (4) and (5):

G ¼ W
120λ0

1� 1
24

2πH
λ0

� �2
" #

for
H
λ0

<0:1 (4)

B ¼ W
120λ0

1� 0:636 ln
2πH
λ0
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" #

for
H
λ0

<0:1 (5)

Here, R represents the radiation losses; G = 1/R; and B represents the capacitive
nature of the slot. At resonance, for any position of the feed point along the patch,
the susceptances of both slots cancel out at the feed point. However, the patch

Figure 16.
Configuration of integrated microstrip array and feed network. (a) Parallel feed network. (b) Parallel series
feed network.

Figure 17.
Patch transmission line model, two slots connected by a microstrip line.
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admittance is a function of the feed point position along the z-axis as given in
Eq. (6). At the feed point, the slot admittance is transformed by the equivalent
length of the transmission line. The width, W, of the microstrip antenna controls
the input impedance. For a square patch antenna fed by a microstrip line, the input
impedance is around 300 Ohms. By increasing the width, the impedance can be
reduced. Larger widths can increase the patch bandwidth.

Y l1ð Þ ¼ Z0

1þ j
ZL

Z0
tan βl1

ZL

Z0
þ j tan βl1

¼ Y1

Yin ¼ Y1 þ Y2

(6)

4.3 Excitation of higher order modes in microstrip antennas

To prevent excitation of higher-order modes, the thickness of the substrate
should be less than a tenth of the wavelength. We can calculate the cutoff frequency
of the higher-order mode by using Eq. (7):

f c ¼
c

4H
ffiffiffiffiffiffiffiffiffiffiffi
ε� 1
p (7)

4.4 Microstrip effective dielectric constant

As shown in Figures 13 and 14, the edges of microstrip line and antenna part
of the fields propagate in air and the other part of the fields propagates in the
dielectric substrate. The effective dielectric constant is usually higher than εrþ1

2
and is less than the substrate’s dielectric constant. The effective dielectric
constant of the microstrip line may be calculated by using Eqs. (8) and (9) as
function of W/H:

For W
H

� �
< 1,

εe ¼ εr þ 1
2
þ εr � 1

2
1þ 12
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W

� �� ��0:5
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(8)

For W
H

� �
≥ 1,

εe ¼ εr þ 1
2
þ εr � 1

2
1þ 12

H
W

� �� ��0:5" #
(9)

This calculation ignores the strip thickness and frequency dispersion. If the
substrate thickness is less than tenth of a wavelength their effects are negligible.

4.5 Losses in microstrip antennas

A major part of losses in microstrip line are due to conductor loss. Radiation loss
and dielectric losses are lower. Losses in microstrip lines and antennas are the major
disadvantage of microstrip antennas and limit the gain and efficiency of microstrip
antennas at high frequencies. Losses in microstrip lines and antennas increase
significantly at high frequencies as presented in Eqs. (10) and (11).
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admittance is a function of the feed point position along the z-axis as given in
Eq. (6). At the feed point, the slot admittance is transformed by the equivalent
length of the transmission line. The width, W, of the microstrip antenna controls
the input impedance. For a square patch antenna fed by a microstrip line, the input
impedance is around 300 Ohms. By increasing the width, the impedance can be
reduced. Larger widths can increase the patch bandwidth.
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4.3 Excitation of higher order modes in microstrip antennas

To prevent excitation of higher-order modes, the thickness of the substrate
should be less than a tenth of the wavelength. We can calculate the cutoff frequency
of the higher-order mode by using Eq. (7):
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As shown in Figures 13 and 14, the edges of microstrip line and antenna part
of the fields propagate in air and the other part of the fields propagates in the
dielectric substrate. The effective dielectric constant is usually higher than εrþ1
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and is less than the substrate’s dielectric constant. The effective dielectric
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This calculation ignores the strip thickness and frequency dispersion. If the
substrate thickness is less than tenth of a wavelength their effects are negligible.

4.5 Losses in microstrip antennas

A major part of losses in microstrip line are due to conductor loss. Radiation loss
and dielectric losses are lower. Losses in microstrip lines and antennas are the major
disadvantage of microstrip antennas and limit the gain and efficiency of microstrip
antennas at high frequencies. Losses in microstrip lines and antennas increase
significantly at high frequencies as presented in Eqs. (10) and (11).
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4.5.1 Conductor loss

Conductor loss may be calculated by using Eq. (10):

αc ¼ 8:686 log RS= 2WZ0ð Þð Þ dB=Length

RS ¼
ffiffiffiffiffiffiffiffiffiffi
πfμρ

q
Skin Re sis tan ce

(10)

Conductor losses can be calculated by defining an equivalent loss tangent δc,
given by δc ¼ δs=h, and δs =

ffiffiffiffiffiffiffiffiffi
2=ωμσ

p
. The strip conductivity is σ, μ is the free space

permeability, and h is the substrate height.

4.5.2 Dielectric loss

The dielectric loss is given in Eq. (11):

αd ¼ 27:3
εrffiffiffiffiffiffiffi
εeff
p

εeff � 1
εr � 1

tgδ
λ0

dB=cm

tgδ ¼ dielectric loss coefficent

(11)

Losses in microstrip lines are presented in Tables 1 and 2. For example, total loss
of a microstrip line presented in Table 1 at 40 GHz is 0.5 dB/cm. For example, total
loss of a microstrip line presented in Table 2 at 40 GHz is 1.4 dB/cm. We may
conclude that losses in microstrip lines limit the applications of microstrip
technology at high frequencies.

Frequency (GHz) Loss tangent loss (dB/cm) Metal loss (dB/cm) Total loss (dB/cm)

10 �0.004 �0.23 �0.23

20 �0.009 �0.333 �0.34

30 �0.013 �0.415 �0.43

40 �0.018 �0.483 �0.5
*W = 0.12 mm,Tanδ = 0.0002, 3 um gold, and conductivity = 3.5E7 mhos/meter.

Table 1.
Microstrip line losses for a substrate of 0.127 mm thickness with εr =9.9*.

Frequency (GHz) Tangent loss (dB/cm) Metal loss (dB/cm) Total loss (dB/cm)

10 �0.010 �0.66 �0.67

20 �0.02 �0.96 �0.98

30 �0.03 �1.19 �1.22

40 �0.04 �1.38 �1.42
*W = 0.034 mm,Tanδ = 0.0004, 3 um gold, and conductivity = 3.5E7 mhos/meter.

Table 2.
Microstrip line losses for a GaAs substrate of 0.05 mm thickness with εr =12.88*.
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4.6 Patch radiation pattern

The patch radiation pattern is function of the patch width, W. The coordinate
system is presented in Figure 18. The normalized radiation pattern may be
simulated by using Eqs. (12) and (13):

Eθ ¼
sin kW

2
sin θ sinφ

� �

k0W
2

sin θ sinφ
cos

k0L
2

sin θ cosφ
� �

cosφ 411ð Þ

k0 ¼ 2π=λ

(12)

Eφ ¼
sin kW

2
sin θ sinφ

� �

k0W
2

sin θ sinφ
cos

k0L
2

sin θ cosφ
� �

cos θ sinφ 4:12ð Þ

k0 ¼ 2π=λ

(13)

The magnitude of the fields is given by Eq. (14):

f θ,φð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
E2
θ þ E2

φ

q
(14)

5. Wearable stacked microstrip antennas for 5G, IoT, and medical
applications

Stacked patch antennas were presented first in [1–7]. Single-layer microstrip
antennas have a narrow bandwidth. This disadvantage limits the applications of
microstrip antennas. By designing a double-layer microstrip antenna, we may get a
wider bandwidth. Two-layer patch antennas may be the best antenna choice for
wideband communication systems. On the first layer, the antenna matching net-
work and a resonator are printed. On the second layer, the radiating element is
printed. The electromagnetic field is coupled from the resonator to the radiating
element. The resonator and the radiating element shapes may be rectangular,
square, triangle, circle, or any other shape. The distance between the layers is
optimized to get maximum bandwidth with the best antenna efficiency. The spac-
ing between the layers may be foam or a substrate with low dielectric losses. All the
antennas’ electrical parameters were calculated and optimized by.

Figure 18.
Cartesian coordinate system.
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using electromagnetic software. A 2.2 GHz square patch with circular polariza-
tion stacked antenna was designed. The resonator and the feed network were
printed on a substrate with a relative dielectric constant of 2.4 and with a thickness
of 0.16 cm. The dimensions of the square resonator are W = L = 4.5 cm. The
radiating element was printed on a substrate with a relative dielectric constant of 2.2
and with a thickness of 0.16 cm. The radiator is a square patch with dimensions
W = L = 4.8 cm. The antenna is circular polarized. A 3 dB, 90° branch coupler is
connected to the antenna feed lines, as shown in Figure 19. The antenna bandwidth
is 13% for VSWR better than 3:1. The measured antenna beamwidth is 73°. The
measured antenna gain is 7.5 dBi at 2.2 GHz. This antenna may be used in wideband
communication systems. Comparison of calculated and measured results of stacked
patch antennas is listed in Table 3. The antennas listed in Table 3 may be used in
wearable communication systems. Results in Table 3 indicate that the bandwidth of
stacked patch antennas may be around 9–15% for VSWR better than 2:1. There is a
good agreement between the measured and calculated results. In Figure 20, a
stacked microstrip antenna is shown. The antenna feed and matching network is
printed on FR4 with a dielectric constant of 4.2 and 1.6 mm thickness. The radiator
is printed on a dielectric substrate with a dielectric constant of 2.2 and 1.6 mm
thickness. The dimensions of the microstrip stacked patch antenna shown in
Figure 20 are 3.3 � 2 � 0.32 cm. The computed S11 parameters are presented in
Figure 21. Radiation pattern of the microstrip stacked patch is shown in Figure 22.

Figure 19.
Feed network of a circular polarized stacked patch antenna.

Antenna F (GHz) Bandwidth (%) Beamwidth Gain (dBi) Polarization

Calc. Meas. Calc. Meas. Calc. Meas.

Square 2.2 11 10 74 72 7.5 7.5 Circular

Circular 2.2 14 15 74 72 7.5 7.9 Linear

Annular disc 2.2 12 11.5 80 78 6.5 6.6 Linear

Rectangular 2.0 10 9 72 72 7.5 7.4 Linear

Circular 2.4 10 9 74 72 7.5 7 Linear

Circular 2.4 10 10 74 72 7.5 7.5 Circular

Table 3.
Comparison of calculated and measured results of stacked microstrip antennas.
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The antenna bandwidth is around 7% for VSWR better than 3:1. The antenna
bandwidth is improved to 10% for VSWR better than 2.0:1 by adding 8 mm air
spacing between the layers. The antenna beamwidth is around 72°.

The antenna gain is around 7 dBi.

5.1 Stacked microstrip 35 GHz antennas arrays

Two Ka-band, stacked patch microstrip antenna arrays, which consist of 256
radiating elements, have been designed on a substrate with εr = 2.2, 0.25 mm thick.
The first Type A array with a parallel feed network, is shown in Figure 16(a). The
second Type B array is shown in Figure 16(b) has more bend discontinuities in the

Figure 20.
A microstrip stacked patch antenna for 5G, IoT, and medical applications.

Figure 21.
Computed S11 of the microstrip stacked patch.
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feeding network than Type A array. In the Type C array, a 10-cm coaxial line was
used to replace the same length of microstrip line in the Type A array. Comparison
of measured results of the arrays, given in Table 4, shows that the gain of the

Figure 22.
Radiation pattern of the microstrip stacked patch.

Parameter Type A Type B Type C

Number of radiators 256 256 256

Beamwidth (°) 4.2 4.2 4.2

Computed gain(dBi) 32 32 32

Microstrip line loss(dB) 3.1 3.1 1.5

Radiation loss T-J. (dB) 0.72 0.72 0.72

Radiation loss bends(dB) 0.13 1.17 0.13

Radiation loss steps(dB) 0.12 — 0.12

Mismatch Loss (dB) 0.5 0.5 0.5

Expected Gain(dBi) 27.43 26.5 29.03

Measured Gain(dBi) 27.5 26.5 29.5

Efficiency (%) 34.9 28.2 51

Table 4.
Comparison of electrical performance of 256 stacked patch microstrip antenna arrays.
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modified array Type C was increased by 1.6 dB. The arrays’ measured bandwidth is
around 12% for VSWR better than 2:1.

6. Stacked mono-pulse Ku-band patch antenna

A mono-pulse double-layer circular patch antenna was designed at Ku band,
15 GHz. The mono-pulse antenna consists of four circular patch antennas and a feed
network as presented in Figure 23. The circular resonator and the branch coupler
were printed on a substrate with a relative dielectric constant of 2.45 and with a
thickness of 0.8 mm. The diameter of the circular microstrip resonator is 0.42 cm.
The circular radiator was printed on a substrate with a relative dielectric constant of
2.25 and with a thickness of 0.8 mm. The diameter of the circular patch is 0.45 cm.
The comparator consists of three 3 dB, 180° rat-race couplers that are connected to
four circular patches via the antenna feed lines, as presented in Figures 23 and 24.
The strip-line 3 dB, 180° rat-race couplers are printed on a substrate with a relative
dielectric constant of 2.2 and thickness of 0.8 mm. The comparator structure and
ports are shown in Figures 23 and 24. The comparator output ports are: a sum portP

, difference port Δ, an azimuth difference port ΔAz, and an elevation difference
port ΔEl. The antenna bandwidth is 11% for VSWR better than 2:1. The antenna
beam width is around 36°. The computed and measured antenna gain is around 10.5
dBi. The maximum comparator losses are 0.75 dB.

Figure 23.
A microstrip stacked mono-pulse antenna.
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6.1 Rat-race coupler

A rat-race coupler is shown in Figure 24. The rat-race circumference is 1.5 wave-
lengths. The distance from A to Δ port is 3λ\4. The distance from A to

P
port is λ\4.

For an equal-split rat-race coupler, the impedance of the entire ring is fixed at
1.41 � Z0, or 70.7 Ω for Z0 = 50 Ω. For an input signal V, the outputs at ports 2 and
4 are equal in magnitude, but 180 degrees out of phase.

7. Wearable Metamaterial antennas for 5G, IoT, and medical
applications

Low profile efficient antennas are crucial in the development of commercial
compact 5G communication and IoT systems. Communication, IoT, and biomedical
industries are in rapid growth in the last years. It is important to develop efficient
high gain compact antennas for 5G communication and IoT systems. Metamaterials
and fractal structures may be used to improve the efficiency of compact printed
antennas. In this chapter metamaterial antennas will be presented.

7.1 Introduction

Small printed antennas suffer from low efficiency. Metamaterial technology is
used to design wearable compact antennas with high efficiency. The metamaterial
antennas may be used in 5G communication systems, IoT, and medical systems.
Design trade-offs, development, and computed and measured results of compact,
efficient metamaterial antennas are presented in this chapter. The gain and direc-
tivity of the patch antenna with split ring resonators (SRRs) are higher by 2.5 dB
than the patch antenna without SRR. The resonant frequency of the antenna with
SRR on human body is shifted by 3%. Printed antennas are used in communication
systems and are presented in journals and books, as referred in [1–5]. Microstrip
and printed antennas have several advantages such as being light weight, compact,
flexible, and having low production cost. The main disadvantages of these printed
antennas are narrow bandwidth and low efficiency. In Ref. [51], artificial media
with negative dielectric permittivity were presented. Materials with dielectric con-
stant and permeability less than 1 are developed by using periodic SRR and metallic
posts structures as presented in [51–59]. New wearable printed metamaterial
antennas with high efficiency are presented in this chapter.

Figure 24.
Rat-race coupler.
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7.2 Stacked microstrip antenna with SRR

Stacked microstrip patches antennas with and without SRR has been designed,
see Refs. [1–5]. The antennas was designed on the same substrate. The antennas are
stacked double-layer antennas. The first layer consists of a FR4 substrate with a
dielectric constant of 4.2 and 1.6 mm thickness. The second layer consists of a
dielectric substrate with a dielectric constant of 2.3 and 1.6 mm thickness. The
antenna has been analyzed and optimized by using full wave electromagnetic soft-
ware. The dimensions of the microstrip stacked patch antenna are 33� 20� 3.2 mm
as presented in Figure 25. The antenna bandwidth is around 6% for VSWR better
than 3:1. The antenna beam width is around 74°. The stacked antenna directivity
and gain are around 7 dBi. The computed S11 parameters are presented in
Figure 26. Radiation pattern of the microstrip stacked patch is shown in Figure 27.
The stacked patch antenna with SRR is presented in Figure 28. This antenna has the
same structure as the stacked antenna shown in Figure 25. The spacing between the
SRR rings is 0.25 mm and the ring width is 0.2 mm. Four rows of seven SRRs are
placed on the radiating patch. The measured S11 parameters of the antenna with
SRR are presented in Figure 29. The antenna bandwidth is around 13% for VSWR
better than 2.5:1. By adding an air space of 4 mm between the antenna layers, the
VSWR was improved to 2:1. The antenna gain is around 9–10 dBi. The antenna’s

Figure 25.
A microstrip stacked patch antenna.

Figure 26.
Computed S11 of the microstrip stacked patch.
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efficiency is around 95%. The antenna computed radiation pattern is shown in
Figure 30. There is a good agreement between the measured and computed results.
The effective area of a patch antenna without SRR is lower than the effective area of
a patch antenna with SRR. The resonant frequency of a patch antenna without SRR
is higher by 10% than the resonant frequency of a patch antenna with SRR. The
antenna beamwidth is around 70°. The directivity and gain of the stacked antenna
with SRR is higher by 2–3 dB than the patch antenna without SRR.

Figure 27.
Radiation pattern of the microstrip stacked patch.

Figure 28.
Printed antenna with split ring resonators.
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7.3 Patch antenna with split ring resonators

A patch antenna with split ring resonators was developed. The antenna is
printed on the dielectric substrate with a dielectric constant of 2.2 and with a
1.6 mm thickness. The dimensions of the microstrip patch antenna shown in

Figure 29.
Patch with split ring resonators for medical and 5G applications, measured S11.

Figure 30.
Radiation pattern for patch with SRR for medical and 5G applications.
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Figure 31 are 36 � 20 � 1.6 mm. The metamaterial antenna bandwidth is around
6% for VSWR better than 2:1. The antenna bandwidth is around 9% for S11 lower
than �6 dB. The antenna directivity and gain are around 7.5 dBi. The computed and
measured antenna beam width is around 72°. The antenna efficiency is 77.25%. The
measured S11 parameters are presented in Figure 32. The gain and directivity of the

Figure 31.
Patch antenna with 15 Split ring resonators.

Figure 32.
Patch with 15 split ring resonators, computed S11.
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patch antenna with SRR is higher by 2.5 dB than the patch antenna without SRR. A
photo of printed metamaterial antennas for medical and IoT applications is shown
in Figure 33. Metamaterial patch antenna with SRR for 5G, IoT, and medical

Figure 33.
Photo of printed metamaterial antennas for medical applications.

Figure 34.
Photo of metamaterial patch antenna with SRR.

Figure 35.
Meta-material stacked patch antenna with SRR.
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patch antenna with SRR is higher by 2.5 dB than the patch antenna without SRR. A
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Meta-material stacked patch antenna with SRR.

43

Wideband Wearable Antennas for 5G, IoT, and Medical Applications
DOI: http://dx.doi.org/10.5772/intechopen.93492



applications is shown in Figure 34. Metamaterial stacked patch antenna with SRR
for 5G, IoT, and medical applications is shown in Figure 35.

8. Conclusions

This chapter presents several wideband wearable antennas with high efficiency
for medical, IoT and sport applications. Wearable technology provides a useful
novel tool to health-care centers and surgical rehabilitation services. Wireless
wearable body area network (wireless WBAN) is emerging as a significant option
for hospitals, medical centers, and patients. Wearable devices provide a useful
network that may improve the long-term context and physiological response of
patients and health-care customers. Wearable devices and technology will help to
develop personal treatment devices with online and real-time feedback to improve
patient’s health. Wearable medical devices and sensors can measure heartbeat,
blood pressure, body temperature, and sweat rate, perform gait analysis, and mea-
sure almost any medical parameters of the patient wearing the medical system.

Design considerations computed and measured results of several wearable
printed antennas are described in this chapter. The antenna’s electrical characteris-
tics and dimensions were designed to meet the medical system specification. The
dimensions of the compact antennas may vary from 260 � 60 � 1.6 mm to
50 � 50 � 0.5 mm to meet the medical system specification. The compact wearable
antennas bandwidth is between 9 and 12% for VSWR better than 2:1. The compact
wearable antenna beam width varies from 72° to 100° and the wearable antennas
gain varies from 0 to 5 dBi as a function of the antenna dimensions.

The length of the antennas without SRR is higher by 5–10% than the length of
the antennas with SRR. Moreover, the resonant frequency of the antennas without
SRR is higher by 5–10% than the antennas with SRR. The gain and directivity of the
patch antenna without SRR is lower by 2–3 dB than the patch antenna with SRR.
The resonant frequency of the wearable antennas with SRR on human body may be
shifted by 2–5%.
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applications is shown in Figure 34. Metamaterial stacked patch antenna with SRR
for 5G, IoT, and medical applications is shown in Figure 35.
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develop personal treatment devices with online and real-time feedback to improve
patient’s health. Wearable medical devices and sensors can measure heartbeat,
blood pressure, body temperature, and sweat rate, perform gait analysis, and mea-
sure almost any medical parameters of the patient wearing the medical system.

Design considerations computed and measured results of several wearable
printed antennas are described in this chapter. The antenna’s electrical characteris-
tics and dimensions were designed to meet the medical system specification. The
dimensions of the compact antennas may vary from 260 � 60 � 1.6 mm to
50 � 50 � 0.5 mm to meet the medical system specification. The compact wearable
antennas bandwidth is between 9 and 12% for VSWR better than 2:1. The compact
wearable antenna beam width varies from 72° to 100° and the wearable antennas
gain varies from 0 to 5 dBi as a function of the antenna dimensions.

The length of the antennas without SRR is higher by 5–10% than the length of
the antennas with SRR. Moreover, the resonant frequency of the antennas without
SRR is higher by 5–10% than the antennas with SRR. The gain and directivity of the
patch antenna without SRR is lower by 2–3 dB than the patch antenna with SRR.
The resonant frequency of the wearable antennas with SRR on human body may be
shifted by 2–5%.
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Chapter 3

Planar Antenna Design for 
Internet of Things Applications
Man Ho Tsoi and Steve W.Y. Mung

Abstract

Planar antenna plays an important role in Internet of Things (IoT) applica-
tions because of its small size, low profile and low cost. In IoT wireless module, 
antenna is typically occupied one-third size of overall circuit; therefore, planar 
antenna, i.e., integrated on printed circuit board (PCB) is one of attractive 
design. In this chapter, the fundamental of antenna is firstly discussed. Printed 
Inverted-F Antenna (PIFA) is taken as an example to explain the design process 
of simple planar antenna and a size-reduced 2.4 GHz ISM band PIFA is used for 
experimental explanation for the short-range IoT applications. Finally, a wideband 
antenna is shown as wideband planar antenna for short-range and long-range IoT 
applications.

Keywords: bluetooth low energy (BLE), industrial scientific and medical (ISM), 
printed circuit board (PCB), Internet of Things (IoT), planar antenna, printed 
inverted-F antenna (PIFA), wideband antenna

1. Introduction

Internet of Things (IoT) aims to connect existing sensors and devices to the 
internet in real time. Constantly collecting the information from surround-
ing help users making wiser decision, leading to higher quality in daily life 
and higher efficiency in industries [1–5]. Short-range and long-range wireless 
techniques are suitable used in different IoT applications. One of the wireless 
techniques for short-range IoT applications is bluetooth low energy (BLE) under 
2.4 GHz industrial, scientific, and medical (ISM) band because of its low power 
consumption [6, 7]. On the other hand, cellular communications provide larger 
coverage in long-range IoT applications but they have high power consumption 
[8]. In RF/microwave modules, the size reduction and performance enhance-
ment of the antenna are key design parameters, therefore, planar antenna, 
i.e., integrated on printed circuit board (PCB) is a suitable antenna for IoT 
applications.

In this chapter, the fundamental of antenna is firstly discussed. Printed 
Inverted-F Antenna (PIFA) is taken as an example to explain the design process 
of simple planar antenna and a size-reduced 2.4 GHz ISM band PIFA is used for 
experimental explanation for the short-range applications. Finally, a wideband 
antenna is shown as another approach on wideband planar antenna for short-range 
and long-range IoT applications.
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Internet of Things Applications
Man Ho Tsoi and Steve W.Y. Mung

Abstract

Planar antenna plays an important role in Internet of Things (IoT) applica-
tions because of its small size, low profile and low cost. In IoT wireless module, 
antenna is typically occupied one-third size of overall circuit; therefore, planar 
antenna, i.e., integrated on printed circuit board (PCB) is one of attractive 
design. In this chapter, the fundamental of antenna is firstly discussed. Printed 
Inverted-F Antenna (PIFA) is taken as an example to explain the design process 
of simple planar antenna and a size-reduced 2.4 GHz ISM band PIFA is used for 
experimental explanation for the short-range IoT applications. Finally, a wideband 
antenna is shown as wideband planar antenna for short-range and long-range IoT 
applications.

Keywords: bluetooth low energy (BLE), industrial scientific and medical (ISM), 
printed circuit board (PCB), Internet of Things (IoT), planar antenna, printed 
inverted-F antenna (PIFA), wideband antenna

1. Introduction

Internet of Things (IoT) aims to connect existing sensors and devices to the 
internet in real time. Constantly collecting the information from surround-
ing help users making wiser decision, leading to higher quality in daily life 
and higher efficiency in industries [1–5]. Short-range and long-range wireless 
techniques are suitable used in different IoT applications. One of the wireless 
techniques for short-range IoT applications is bluetooth low energy (BLE) under 
2.4 GHz industrial, scientific, and medical (ISM) band because of its low power 
consumption [6, 7]. On the other hand, cellular communications provide larger 
coverage in long-range IoT applications but they have high power consumption 
[8]. In RF/microwave modules, the size reduction and performance enhance-
ment of the antenna are key design parameters, therefore, planar antenna, 
i.e., integrated on printed circuit board (PCB) is a suitable antenna for IoT 
applications.

In this chapter, the fundamental of antenna is firstly discussed. Printed 
Inverted-F Antenna (PIFA) is taken as an example to explain the design process 
of simple planar antenna and a size-reduced 2.4 GHz ISM band PIFA is used for 
experimental explanation for the short-range applications. Finally, a wideband 
antenna is shown as another approach on wideband planar antenna for short-range 
and long-range IoT applications.
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2. Fundamental of antenna

2.1 Introduction of dipole antenna

Dipole antenna is one of the simple antenna that demonstrates the fundamen-
tal concept of antenna and it is a foundation of many practical antennas [9]. In 
Figure 1, dipole antenna is configured with two symmetric conductive arms carry-
ing radio frequency current. Its length is required to be half wavelength (0.5λ) for 
maximum response and a half wavelength corresponds to approximately 6 cm (in 
air) in the 2.4 GHz ISM band. The current across the dipole generates the electro-
magnetic wave radiation propagating from the dipole arms.

2.2 Ground plane

A good conductive and reflective ground plane reduces the half wavelength 
dipole antenna to be quarter wavelength antenna [11]. This ground plane plays 
the same role of one of the arms and becomes a part of the antenna. This ground 
plane is considered as a mirror. In an optical mirror, if an object is placed in front 
of a mirror, a virtual image is generated with the same size and the same distance 
behind the mirror. In this case, if a signal source is placed above the ground plane, 
a virtual image of the source is generated with same current flowing direction 
and same phase shown in Figure 2, therefore, a quarter wavelength antenna and 
a ground plane form a half wavelength antenna. A well-designed ground plane 
should be very much larger in its dimensions than the half wavelength itself [11]. 
The active antenna measurement such as the over-the-air (OTA) measurement is a 
good method to indicate the overall antenna performance in the complete products 
compared to passive antenna measurement [12]. If the ground plane is significantly 
small, poor radiation performance is predicted in active antenna measurement.

2.3 Effect on length

An electric field with wavelength λ1 propagates toward to a dipole antenna with 
length L equals to 0.5λ1. This induces a sinusoidal current distribution shown in 

Figure 1. 
Configuration of a half wavelength dipole antenna [10].
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Figure 3(a), given that the current distribution on the dipole is uniform. If the 
incident wave has wavelength λ2 which is much longer than the dipole length, for 
example L = 0.1λ2, current distribution is induced in triangular shape. The maxi-
mum current occurs at the center feed point and decreased linearly toward two ends 
to zero, as shown in Figure 3(b).

For a dipole with uniform current distribution, the radiation resistance   R  rad    in 
free space is given by the following well-known equation [9, 10]:

   R  rad   = 80  π   2    (  L _ λ  )    
2
   (1)

The radiation resistance of Figure 3(b) is much smaller than that of Figure 3(a) 
based on  Eq. (1). Low radiation resistance is an indication of inefficient radiation. 
Most of the power is not radiated by the antenna when the length of antenna is not 
designed based on the wavelength of incident signal. This poor radiating condition 
occurs when the antenna operates not equal to its resonant frequency. Matching 
network is usually used to maximize the power transfer from the radio transceiver 
to the antenna [10]. Matching network sometimes is used to tune the operating 
frequency back to the desired value if the resonant frequency is little shifted to 
desired frequency.

Figure 2. 
Signal source and ground plane effect [11]. (a) Actual condition above a ground plane. (b) Equivalent 
condition with a virtual image under the ground plane.
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3. Design of general printed-F antenna (PIFA)

3.1 Printed inverted-F antenna (PIFA)

The printed inverted-F antenna (PIFA) is one of common planar antennas used 
in the commercial and medical devices because of its small size, low profile and low 
cost [13–20]. The typical PIFA structure is shown in Figure 4. Its working principle 
is same as monopole antenna with quarter-wave long along the main resonant 
line in Figure 4, therefore, the size of the ground plane is also an important part 
of antenna. It has a shorting feed point at the end of the main resonant line. This 
folded part introduces capacitance to the input impedance of the PIFA which is 
canceled by the shorting feed point. This foldable part, therefore, reduces the 
antenna size.

Figure 3. 
(a) Sinusoidal current distribution for L = 0.5  λ  1   . (b) Triangular current distribution for L = 0.1  λ  2    [9].
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The matching network in Figure 4 is used for maximum power transfer and, 
hence, efficient radiation [10]. Lump elements are normally used in matching 
network to minimize the size. In this section, PIFA is used as example of planar 
antenna since PIFA fulfills the requirements of IoT applications.

3.2 Meandered PIFA design

Figure 4 shows a typical PIFA structure on a printed circuit board (PCB) which 
is indicated with the dotted area at the PCB upper layer. Meandering line is com-
monly used to increase the total length in antenna design. The meandering line in 
Figure 5 is used to replace the main resonant line in PIFA shown by combination of 
horizontal and vertical lines to form multiple turns.

The requirements of the PIFA are the operation frequency, power transmission 
efficiency, size and even cost. Simulation, fabrication and measurement are con-
ducted until the antenna fulfills the defined application requirements. In general, a 
well-designed PIFA has the feature of having resonance at the operation frequency 
and good return loss, i.e., effective power transmission to antenna and compact 
in size.

Figure 4. 
Typical PIFA structure [13].

Figure 5. 
PIFA with meandering line.
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Figure 4. 
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Figure 5. 
PIFA with meandering line.
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High directivity sometimes is considered in certain situation. However, it will 
not be discussed here since most of planar antennas are omni-directional transmis-
sion and reception instead of unidirectional antennas. The basic design rules and 
antenna performance characterization methods are addressed by case study in 
2.4 GHz ISM band. The operation frequency of the antenna is governed by the basic 
dispersion relation c = fλ. The letter c represents the speed of electromagnetic wave 
in the air, which is a constant if only consider the wave traveling in single medium. 
In previous section, it shows that a dipole antenna resonates when the physical 
length of antenna equals to the quarter wavelength of incident signal and a suffi-
ciently large ground plane form the mirror image under the plane. The length of the 
resonant line occupies a considerable area on the PCB, which is around one third of 
a wireless module. Proper selection of traces’ length and width reduces the occupied 
area and impedance matching network for maximum power transfer [13].

3.3 Simulation and experimental results

Powerful computer simulation tools are used to drastically reduce the design 
time. Advanced Design System (from Keysight) is one of the electromagnetic (EM) 
simulators used to estimate the performance of certain designs in this chapter. 
Normally, there is small variation between the simulation and measurement results 
because of the fabrication variation, material variation and connectors mismatch, 
etc. There is limited effect on frequency below 6 GHz, however, this becomes 
significant when the frequencies are in millimeter wave. Two antennas are designed 
based on structure in Figure 5. The dimensions of these two examples (called 
Antenna PCB A and Antenna PCB B) of PIFA shown in Table 1 and in Figure 6.

Antennas in Figure 6 were simulated on FR4 substrate with a dielectric constant 
of 4.6 and 0.8 mm thickness. The PCB design mainly contains PIFA, ground plane, 
transmission line and 3.5 mm SMA connector. The size of PCB, 18.8 mm× 43.2 mm 
was chosen, which is the normal size of a 2.4 GHz ISM band wireless module. At end 
of meandering line is 4.2 mm for Antenna PCB A and 2.9 mm for Antenna PCB B. The 
resonance frequency of Antenna PCB A is expected to be lower due to the longer trace. 
Antenna PCB C was fabricated to calibrate the transmission line by the port extension 
measurement. The simulated results of Antenna PCB A and Antenna PCB B are shown 
in Figure 7 and the return loss indicates the resonant frequency of the antennas [9]. 
The input feed point in the simulation is at Port A in Figure 6(a) which is without the 
transmission line and connector but others are the same as in Figure 6(a).

In Figure 7, the resonance frequency of Antenna PCB A is lower than that 
of Antenna PCB B. Antenna PCB A and Antenna PCB B were fabricated with 

Parameters Length (mm)

w1 0.9

w2 0.5

s1 2.0

s2 1.7

l1 2.5

l2 (Antenna PCB A) 4.2

l3 (Antenna PCB B) 2.9

Table 1. 
Parameters used in the PIFA.
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the transmission line and connector in Figure 6(a). The width of the transmis-
sion line is 1.5 mm so that the characteristic impedance of the line is equal to 
50 Ohm. The return losses of antenna were measured by vector network analyzer 
(VNA). If the return losses are not significant high enough, matching network 
is needed for maximum power transfer. Antenna PCB C is used for port exten-
sion by VNA so that the measurement reference plane is moved to Port A since 
the VNA can predict the open circuit at end of the transmission line from the 
connector in Antenna PCB C by the electrical length L of the transmission line. 
The simulated and measured results of Antenna PCB B are plotted in Figure 8. 
It is also shown that the overall performance of antenna at Port B is close to the 
same at Port A. The radiation patterns and gain measurement are carried out by 
passive antenna measurement system. The active antenna measurement some-
times is used to indicate the overall transmission and reception of the complete 
products. The maximum gain of the PIFA is normally around 3 dBi. Antenna PCB 
B, therefore, is suitable for 2.4 GHz ISM band applications. Table 2 shows the 
comparison table of different antennas, which shows that the dielectric antennas 
have a little size smaller than the PIFA. However, PIFAs were only fabricated on 
PCB, which is approximately zero in thickness as well as zero cost of antenna and 
matching components.

Figure 6. 
PIFA: (a) Antenna PCB A (l2 = 4.2 mm) and Antenna PCB B (l3 = 2.9 mm) (b) and Antenna PCB C.
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4. Wideband planar antenna: foldable and non-foldable

4.1 Wideband planar antenna for IoT applications

Various IoT applications use different solutions to connect devices and sensors. 
Low power technologies such as Bluetooth and Zigbee are preferred for short-range 
applications because of their low power usage. Cellular communication technolo-
gies sometimes are required used for large coverage and high data rate applications 

Figure 7. 
Simulated S-parameter, S11 of Antenna PCB A and Antenna PCB B at Port A.

Figure 8. 
Antenna PCB B: Simulated (at Port A) and measured (at Port A and B) S-parameter, S11.
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despite its large power consumption. Multiple narrowband antennas are needed 
when different technologies are used in IoT applications. One wideband antenna, 
therefore, is an attractive approach to replace multiple narrowband antennas. 
Different wideband structures were proposed to combine different frequency bands 
into one individual wideband antenna to serve different technologies in order to 
reduce the size and simplicity [21–23]. The wideband antenna is still large to be 
used in portable devices, therefore, foldable design [21] provides flexibility of IoT 
products as well as further size reduction.

4.2 Wideband planar antenna design

Dipole antenna in Figure 1 could be extended to be a wideband antenna. Two 
conductive arms are replaced by thicker wire or even a plane to extend the band-
width. One of example for wideband planar foldable and non-foldable antennas is 
shown in Figure 9.

Antenna Plane Total average (dBi) Area (mm2)

PIFA (Antenna PCB B) Y-Z 1.60 16 × 7.0

X-Z 3.30

X-Y 1.10

Miniaturized PIFA [13] Y-Z −0.70 15 × 6.0

X-Z −1.98

X-Y −1.26

Capacitive-loaded antenna Y-Z — 12 × 5.0

X-Z −1.76

X-Y −3.32

Dielectric antenna (3 mm length) Y-Z 0.89 12 × 5.0

X-Z −1.85

X-Y −2.56

Dielectric antenna (5 mm length) Y-Z −3.22 18 × 11

X-Z −3.24

X-Y −3.12

Table 2. 
Gain between dielectric and PCB antennas [10] (includes the area of matching network, but not the ground 
plane).

Figure 9. 
Wideband planar foldable and non-foldable antennas [21].
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Parameters Length (mm)

G 0.9

W (foldable design) 29

W (non-foldable design) 25

Table 3. 
Parameters used in the wideband planar foldable and non-foldable antennas.

Figure 10. 
Simulated results of wideband planar antennas [21]: (a) foldable and (b) non-foldable.
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This planar antenna consists of two rectangular metal planes. The important 
parameters could be tuned in this design are width W, length L and gap G. The length 
is used for tuning in this example as it has significant impact on the performance 
of antenna. All parameters are fixed in Table 3 except the length L which is the 
parameter chosen to be tuned for foldable and non-foldable antennas. The foldable 
design was fabricated in the metal sheet and the non-foldable design was fabricated 
on the FR4 substrate with a dielectric constant of 4.6 and thickness of 0.8 mm. The 
simulated results of return loss are shown in Figure 10 with different lengths of sheet 
L. In Figure 10, the frequency range is shifted to the lower side with a longer length L 
because the length L is closer to the quarter-wavelength of a lower frequency.

Figure 11. 
Comparison between simulated and measured results of wideband planar antennas [21]: (a) foldable and 
(b) non-foldable.
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parameters could be tuned in this design are width W, length L and gap G. The length 
is used for tuning in this example as it has significant impact on the performance 
of antenna. All parameters are fixed in Table 3 except the length L which is the 
parameter chosen to be tuned for foldable and non-foldable antennas. The foldable 
design was fabricated in the metal sheet and the non-foldable design was fabricated 
on the FR4 substrate with a dielectric constant of 4.6 and thickness of 0.8 mm. The 
simulated results of return loss are shown in Figure 10 with different lengths of sheet 
L. In Figure 10, the frequency range is shifted to the lower side with a longer length L 
because the length L is closer to the quarter-wavelength of a lower frequency.

Figure 11. 
Comparison between simulated and measured results of wideband planar antennas [21]: (a) foldable and 
(b) non-foldable.
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Figure 11 shows the comparison between simulated and measured results of 
wideband planar foldable and non-foldable antennas. Figure 11(a) shows the simu-
lated and measured results of the fabricated foldable antenna which shows that the 
simulated and measured results are close to each other with the bandwidth of 76% 
from 1.3 to 2.9 GHz. This range covers the applications in GPS, the 2.4 GHz ISM 
band, and the general 3GPP WCDMA bands and LTE bands. Figure 11(b) shows 
the simulated and measured results with L equal to 36 and 41 mm (same width of 
W = 25 mm). Simulated and measured results show that they are close to each other 
with the bandwidth of 76% from 1.35 to 2.75 GHz, which is little worse than the 
foldable design in Figure 11(a). The maximum gain of the non-foldable is between 
2.5 and 3.5 dBi.

5. Conclusion

The architecture of the PIFA on PCB with meandering line was shown. The 
measurement results of return loss and gain performances shown that it has bet-
ter performances compared to the dielectric antennas as well as without any extra 
matching components. When only single communication technology is used in 
IoT product, PIFA is recommended. Using meandering line can reduce the antenna 
size as well as keeping the performance. PIFA design, therefore, is suitable for ISM 
band and other IoT applications. In the product utilizing numbers of communica-
tion technologies at same times, one wideband antenna integrated in the product is 
more suitable. Both foldable and non-foldable wideband structures, therefore, were 
proposed and fabricated for their different uses in IoT applications. Both measure-
ment results of two structures show more than 65% in bandwidth. Their operating 
frequency covers IoT applications in GPS, the 2.4 GHz ISM band, and the common 
3GPP WCDMA and LTE bands. And the foldable structure has advantage of wear-
able applications.

During the design process, the type of antenna is firstly confirmed and then 
the key parameters such as frequency and size need to be determined. Simulation 
software and measurement equipment are important tools to verify its performance 
and further design iterations may be required for fine-tuning the performance.

Abbreviations

IoT Internet of Things
ISM industrial, scientific, and medical
BLE bluetooth low energy
PIFA printed inverted-F antenna
PCB printed circuit board
OTA over-the-air
EM electromagnetic
VNA vector network analyzer
GPS global positioning system
WCDMA wideband code division multiple access
LTE long-term evolution
3GPP 3rd generation partnership project
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Chapter 4

Phased Antenna Arrays
toward 5G
Tran Cao Quyen

Abstract

An antenna array for 5G has to be able to create multibeam (approximately
dozens or hundreds of beams), wide azimuthal coverage (approximately 360°), and
high gain (>20 dB). The analyses of four kinds of multibeam phased arrays, namely
a multibeam ULA analog phased array (MULA-analog-PA), multibeam ULA digital
phased array (MULA-digital-PA), multibeam cylindrical digital phased array (MC-
digital-PA), and multibeam cylindrical analog phased array (MC-analog-PA), are
performed. The analyses show that all arrays could provide multibeam with differ-
ent complexities and computations but MULA-analog-PA and MULA-digital-PA are
with maximum 180° of azimuthal coverage; whereas MC-analog-PA and MC-
digital-PA are with unlimited azimuthal angle. The simulations of the MC-analog-
PA with 32 � 10 elements (10 rings with each ring of 32 elements) show that the
array could provide 32 beams symmetrical over 3600 azimuthal coverage with the
directivity of 27 dB. The obtained results proved the effectiveness of the phased
array antennas for 5G applications.

Keywords: phased array antennas, multibeam, azimuthal coverage,
cylindrical geometry

1. Introduction

5G will be at the heart of the future of communications in which the technolo-
gies such as new multiple accesses, massive MIMO, multiple beams, ultra-dense
networking, etc. [1–4] are key technologies. 5G will bring new challenges for the
designers of the physical infrastructure including antenna designers. Antennas for
5G have to be able to create multiple independent beams (approximately dozens or
hundreds of beams), wide azimuthal coverage (approximately 360°), high gain
(>20 dB), and acceptable complexity of feeding network for analog platform or
powerful digital processing for digital one.

This chapter will present about multibeam phased array antennas toward 5G in
terms of their principles of operation and theoretical limits. The analyses of four
kinds of multibeam phased arrays, namely a multibeam ULA analog phased array
(MULA-analog-PA), multibeam ULA digital phased array (MULA-digital-PA),
multibeam cylindrical digital phased array (MC-digital-PA), and multibeam cylin-
drical analog phased array (MC-analog-PA), are performed, and some simulation
results are given to demonstrate the performance of those arrays.

As is known, the phased array antennas were dating back from 60 to 80 decades
with the main application of satellite communications and military radar [5–8]. In
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accompany with the use of higher carrier frequencies of 5G [9–10], phased array
antenna could be smaller and more compact in size with civilization application.

In order to create a main beam pointing into Ѳ direction, it is necessary to make
phase progressive of a uniform linear array (ULA) with the phase difference of
kdcosѲ between two consecutive elements [11]. In other words, a MULA-analog-
PA having M antenna elements required M phase shifters. If this array needs N
independent beams, the array must have a matrix of M � N phase shifters [12].

Due to the complexity of the design of the MULA-analog-PA, the development
of digital processing leads to the invention of digital beamforming of phased array.
Performing the beamforming in a multibeam digital phased array antenna is a more
flexible and versatile approach. For each antenna element, it has its own amplifying
module but without any phase shifters or attenuators; but it required a strong
central processing unit (CPU) in order to process beamforming algorithms [13, 14].

A MULA-digital-PA could create unlimited number of independent beams, but
its azimuthal coverage could not be over 180°. It is intrinsic property of an ULA. To
make a solution for this problem, we need to use the circular array [14] that has
360° beam coverage in azimuthal plane. Combining the advantage of multibeam
and wide azimuthal angle leads to the construction of multibeam cylindrical phased
array antenna in analog or digital beamforming. MC-digital-PA is preferred if a
large numbers of beams and high computing performance are required, and
MC-analog-PA is suggested if a moderate numbers of beams and low cost of
computing performance are required.

2. Multibeam ULA analog phased array (MULA-analog-PA)

2.1 ULA analog phased array (ULA-analog-PA)

Let us introduce the subject of phase array antenna by considering the simplest
situation, namely, uniform linear analog phased array (ULA-analog-PA). An array
of identical elements (in this case, isotropic elements), all of identical magnitude
and each with a progressive phase and arranging in a straight line, is referred to as a
uniform linear array. A typical ULA-analog-PA in which each antenna element with
equal spacing, d, is illustrated in Figure 1.

Figure 1.
A typical ULA-analog-PA.
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The principle of phased array is that the phase of each antenna element is
controlled by using an analog phase shifter. Assuming the array has M elements, the
total field E at a large distance in the direction Ѳ is given by

E ¼ 1þ ejψ þ e j2ψ þ⋯þ e j M�1ð Þψ (1)

where ψ is the total phase difference of the fields of adjacent elements as
given by

ψ ¼ 2πd
λ

cosϕþ α (2)

where α is the phase difference of adjacent elements, that is, element 2 with
respect to 1, 3 with respect to 2, etc.

After some manipulation, the total field E can be written as

E ¼ sin Mψ=2ð Þ
sin ψ=2ð Þ (3)

The array factor which is a ratio of total field E to its maximum is given by

AF ¼ E
Emax

¼ E
E ψ ¼ 0ð Þ (4)

The array factor of ULA with equal amplitude, equal spacing in Z-axis, and
α ¼ 0 (Broadside Array) is illustrated in Cartesian coordinate in Figure 2 as follows.

Figure 2.
The array factor of ULA-analog-PA.
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and wide azimuthal angle leads to the construction of multibeam cylindrical phased
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2. Multibeam ULA analog phased array (MULA-analog-PA)

2.1 ULA analog phased array (ULA-analog-PA)
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Figure 1.
A typical ULA-analog-PA.
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The principle of phased array is that the phase of each antenna element is
controlled by using an analog phase shifter. Assuming the array has M elements, the
total field E at a large distance in the direction Ѳ is given by

E ¼ 1þ ejψ þ e j2ψ þ⋯þ e j M�1ð Þψ (1)

where ψ is the total phase difference of the fields of adjacent elements as
given by

ψ ¼ 2πd
λ

cosϕþ α (2)

where α is the phase difference of adjacent elements, that is, element 2 with
respect to 1, 3 with respect to 2, etc.

After some manipulation, the total field E can be written as

E ¼ sin Mψ=2ð Þ
sin ψ=2ð Þ (3)

The array factor which is a ratio of total field E to its maximum is given by

AF ¼ E
Emax

¼ E
E ψ ¼ 0ð Þ (4)

The array factor of ULA with equal amplitude, equal spacing in Z-axis, and
α ¼ 0 (Broadside Array) is illustrated in Cartesian coordinate in Figure 2 as follows.

Figure 2.
The array factor of ULA-analog-PA.
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2.2 The simulation result of the ULA phased array 1 � 4 elements using
advanced design software (ADS)

When using ADS software to design a ULA-analog-PA of 1 � 4 elements in
X-axis, we obtain the radiated field pattern E as in Figure 3 as follows [15].

After the analysis and some illustrations of ULA-analog-PA, we may conclude
that a ULA-analog-PA could provide only one main beam and some side lobes at
a time.

Figure 3.
The radiated field pattern of the ULA-analog-PA of 1 � 4 elements in X-axis.

Figure 4.
A typical MULA-analog-PA.
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2.3 Multibeam ULA analog phased array (MULA-analog-PA)

Now that the ULA-analog-PA has been introduced let us generalize to the
construction of a MULA-analog-PA. A typical ULA-analog-PA is indicated as in
Figure 4 as follows.

In principle, a MULA-analog-PA could provide N independent beams in space.
In order to drive the nth beam toward Ѳ direction, it is necessary to make phase
progressive for the corresponding ULA-analog-PA.

In another statement, the phase difference between two consecutive elements of
the nth beam is given by

φnm � φn m�1ð Þ ¼ �
2πd
λ

cos θn, m ¼ 2, … ,M (5)

To avoid grating lobe, the Nyquist condition for the distance between two
consecutive elements, d, has to be satisfied. The Nyquist condition is

d<
λ

2
(6)

The disadvantage of a MULA-analog-PA is the limit of number of independent
beams due to the complexity of a matrix of N �M phase shifters or attenuators.
Therefore, there is a little result for this kind of the array. Besides, the
MULA-analog-PA has to deal with the problem of the limited azimuthal coverage
which cannot be greater than 180°. It is one of the theoretical limits of ULA.

3. Multibeam ULA digital phased array (MULA-digital-PA)

In contrast to analog beamforming, the digital beamforming is performed with-
out phase shifters or attenuators. MULA-digital-PA relies on a digital processing
unit such as digital signal processing (DSP) or a strong computer in order to process
the digital data that are the outputs of analog to digital converters (AD) and
accompany with beamforming algorithms [13, 14]. The diagram of a typical
MULA-digital-PA is shown in Figure 5 as follows.

The principle of a MULA-digital-PA is that the collection of M antenna produces
the received vector

X ¼ x1,x2,⋯xM½ �, m ¼ 1, 2, … ,M (7)

Then, at the DSP unit, the received vector is multiplied by a matrix of weighting,
W, which can be written as follows:

W ¼

W1

W2

⋮
WM

2
6664

3
7775 ¼

W1⋯W1M

W2 ⋮
⋮
WM⋯WNM

2
6664

3
7775 (8)

where the component weighting is given by

Wn ¼ 1, exp j
2π
λ
d cos θ

� �
,⋯, exp j

2π
λ
nd cos θ

� �� �
(9)
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Therefore, the output of DSP is

Yn θð Þ ¼WH
n X (10)

Finally, other constrains on the output of DSP is performed.
The advantage of MULA-digital-PA is that performing the beamforming is a

more flexible and versatile approach. However, the array still has limited azimuthal
coverage which cannot be greater than 180° since it is one of the theoretical limita-
tions of ULA. In order to cover the azimuthal angle of 360°, we have to use at least
three MULA-digital-PAs.

4. Multibeam cylindrical analog phased array (MC-analog-PA)
of M � N elements

The objectives in many designs for 5G antenna are multiple independent beams
(approximately dozens or hundreds of beams), wide azimuthal coverage (approxi-
mately 360°), and high gain (>20 dB). A MC-analog-PA of M � N elements has
both the characteristics of multibeam and wide azimuthal coverage since it
exploited the characteristics of not only of MULA-analog-PA but also of cylindrical
geometry, that is, perfect symmetrical over Z-axis. However, since the array relies
on analog technology, the number of beams is limited by the number of phase
shifters. The geometry of a MC-analog-PA of M � N elements is shown in Cartesian
coordinate in Figure 6 as follows.

Figure 5.
A typical MULA-digital-PA.
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In this case, the array factor is given by [16].

AFcylinder φ, θð Þ ¼ AFring φ, θð ÞAFlinear φ, θð Þ (11)

where AFring φ, θð Þ is the array factor of the circular array [17] in XOY plane and
AFlinear φ, θð Þ is the array factor of ULA-analog-PA in Z-axis.

Generally, the array factor of an array having M elements in space is given by

AF φ, θð Þ ¼ I1e�jβΔr1 þ⋯þ IMe�jβΔrM ¼
XM

k¼1
Ike�jβΔrk (12)

where Δrk ¼ rk:ar ¼ xk cos θ sinφþ yk sin θ sinφþ zk cosφ is the phase
difference of the Kth element to the reference element, Ik is the excited current
of the Kth element, rk is position vector of the Kth element, and αr is directional unit
vector.

The directivity of an antenna can be approximated as [16].

Dmax ¼ 4π
HPBWθ:HPBWφ

≈
41253

HPBWθ:HPBWφ
(13)

where half power beam width in Ѳ plane, HPBWθ, is perpendicular to the half
power beam width in ϕ plane, HPBWφ.

4.1 The simulation result of the multibeam circular analog phased array
of 32 elements

To illustrate the performance of MCr-analog-PA, we do some simulations. First,
isotropic antenna elements are arranged symmetrical in a circular with the reserva-
tion of the Nyquist condition of the distance between two consecutive elements.

Figure 6.
The geometry of MC-analog-PA of M � N elements (each ring has M elements).
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Second, uniform currents are excited for all elements then the array factor of
MCr-analog-PA of 32 elements is calculated (Eq. (12)) and depicted in Cartesian
coordinate in Figure 7 as follows.

Figure 8.
The array factor of MC-analog-PA of 32 � 10 elements.

Figure 7.
The array factor of MCr-analog-PA of 32 elements.
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4.2 The simulation result of the multibeam cylindrical analog phased array
of 32 � 10 elements

When combining 10 rings of Section 4.1 in Z-axis with each ring spaced by λ/2
(half of wave length), we obtain the MC-analog-PA of 32 � 10 elements. The array
factor of the MC-analog-PA of 32 � 10 elements is calculated [Eqs. (11) and (12)]
and depicted in Cartesian coordinate as in Figure 8 as follows.

From the result in Figure 8, we can see that the array can produce 32 indepen-
dent beams symmetrical in azimuthal plane.

Since HPBWθ ¼ HPBWφ≈ 9o, the directivity of the MC-analog-PA of 32 � 10
elements can be approximated as

Dcylinder ¼ 41253
9ð Þ: 9ð Þ ≈ 509≈ 27dB (14)

From the obtained results of the multibeam over azimuthal angle of 360° and
directivity of the array, we may conclude that the MC-analog-PA of 32 � 10
elements can meet the requirements of multibeam, wide azimuthal coverage and
high gain of 5G applications.

5. Multibeam cylindrical digital phased array (MC-digital-PA)

Let us introduce the last array of this chapter, namely, multibeam cylindrical
digital phased array (MC-digital-PA). The MC-digital-PA of M � N elements is the
expanding of a MULA-digital-PA combing with a cylindrical geometry. Therefore,
it has both the characteristics of multibeam and wide azimuthal coverage. Espe-
cially, not only the array structure follows the cylindrical geometry as described in
Section 4 but also the digital beamforming is performed using DSP units or a strong
computer accompany with beamforming algorithms.

Generally, if huge beams and 3600 azimuthal angle are required, the MC-digital-
PA will become a promising candidate. The only shortcoming of the MC-digital-PA
is the cost of intensive computations.

6. Conclusions

The analyses of MULA-analog-PA, MULA-digital-PA, MC-analog-PA, and
MC-digital-PA show that all arrays could provide multibeam with different
complexities and computations but MULA-analog-PA and MULA-digital-PA are
with maximum 180° of azimuthal coverage; whereas MC-analog-PA and
MC-digital-PA are with unlimited azimuthal angle. The simulations of the
MC-analog-PA with 32 � 10 elements (10 rings with each ring of 32 elements) show
that the array could provide 32 beams symmetrical over 360 azimuthal coverage
with the directivity of 27 dB. In view of antenna design, those arrays are possible
candidates for 5G applications.
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Abbreviations

ADS advanced design software
DA/AD digital to analog converter/analog to digital converter
DSP digital signal processing
MIMO multiple output multiple input
MULA-analog-PA multibeam uniform linear phased array of analog technology
MULA-digital-PA multibeam uniform linear phased array of digital technology
MC-analog-PA multibeam cylindrical phased array of analog technology
MC-digital-PA multibeam cylindrical phased array of digital technology
MCr-analog-PA multibeam circular phased array of analog technology
ULA uniform linear array
ULA-analog-PA uniform linear array of analog technology

Author details

Tran Cao Quyen
University of Engineering and Technology, Hanoi, Vietnam

*Address all correspondence to: quyentc@vnu.edu.vn

©2020TheAuthor(s). Licensee IntechOpen. This chapter is distributed under the terms
of theCreativeCommonsAttribution License (http://creativecommons.org/licenses/
by/3.0),which permits unrestricted use, distribution, and reproduction in anymedium,
provided the original work is properly cited.

74

Advanced Radio Frequency Antennas for Modern Communication and Medical Systems

References

[1] Chin WH, Fan Z, Haines R.
Emerging technologies and research
challenges for 5G wireless networks.
IEEE Wireless Communications
Magazine. 2014;21(2):106-112. DOI:
10.1109/MWC.2014.6812298

[2] ShafM,MolischAF, SmithPJ, et al. 5G:
A tutorial overview of standards, trials,
challenges, deployment, and practice.
IEEE Journal on Selected Areas in
Communications. 2017;35(6):1201-1221.
DOI: 10.1109/JSAC.2017.2692307

[3] Asteley D et al. LTE: The
evolution of mobile broadband. IEEE
Communications Magazine. 2009;47
(4):44-51. DOI: 10.1109/MCOM.2009.
4907406

[4] Larsson EG, Edfors O, Tufvesson F,
Marzetta TL. Massive MIMO for next
generation wireless systems. IEEE
Communications Magazine. 2014;52(2):
186-195. DOI: 10.1109/MCOM.2014.
6736761

[5] Zaghloul AI, Hwang Y, Sorbello RM,
Assal FT. Advances in multibeam
communications satellite antennas.
Proceedings of the IEEE. 1990;78(7):
1214-1232. DOI: 10.1109/5.56934

[6] Jain A. Multibeam synthetic
aperture radar for global oceanography.
IEEE Transactions on Antennas and
Propagation. 1979;27(4):535-538

[7] Brautigam B, Schwerdt M,
Bachmann M. An efficient method
for performance monitoring of active
phased array antennas. IEEE
Transactions on Geoscience and Remote
Sensing. 2009;47(4):1236-1243. DOI:
10/1109/TGRS.2008.2008719

[8] Agrawal A, Kopp B, Luese MH,
Haver KW. Active phased array
development for modern shipboard
radar systems. Johns Hopkins APL
Technical Digest. 2001;22(4):600-613

[9] Carey E, Lidholm S. Millimeter-
Wave Integrated Circuits. Berlin,
Gemany: Springer; 2005. DOI: 10.1007/
b102136

[10] Marcus MJ. 5G and ‘IMT for 2020
and beyond. [spectrum policy and
regulatory issues]. IEEE Wireless
Communications. 2015;22(4):2-3. DOI:
10.1109/WMC.2015.7224717

[11] Hansen RC. Phased Array Antennas.
New York: Wiley Interscience; 2009.
DOI: 10.1002/9780470529188

[12] Hong W, Jiang ZH, Yu C, et al.
Multibeam antenna technologies for 5G
wireless communications. IEEE
Transactions on Antennas and
Propagation. 2017;65(12):6231-6249.
DOI: 10.1109/TAP.2017.2712819

[13] Litva J, Lo TKY. Digital
Beamforming in Wireless
Communication. Boston, London: Artech
House; 1996. ISBN: 0-89006-712-0

[14] Balanis C. Introduction to Smart
Antenna. California, USA: Morgan and
Claypool Publishers; 2007. ISBN:
1598291769

[15] Quyen TC. Developing a
symmetrical phased array antenna with
low complexity. IEEE: 7th International
Conference on Integrated Circuit,
Design and Verification (ICDV). Hanoi,
Vietnam; 2017. pp. 133-137. DOI:
10.1109/ICDV.2017.8188653

[16] Kraus J. Antennas. 2nd ed. New
Delhi: Tata McGraw-Hill. ISBN: 0-07-
463219-1

[17] Jackson BR, Rajan S, Liao BJ,
Wang S. DOA estimation using directive
antennas in uniform circular array. IEEE
Transactions on Antennas and
Propagation. 2015;63(2). DOI: 10.1109/
TAP.2014.2384044

75

Phased Antenna Arrays toward 5G
DOI: http://dx.doi.org/10.5772/intechopen.93058



Abbreviations

ADS advanced design software
DA/AD digital to analog converter/analog to digital converter
DSP digital signal processing
MIMO multiple output multiple input
MULA-analog-PA multibeam uniform linear phased array of analog technology
MULA-digital-PA multibeam uniform linear phased array of digital technology
MC-analog-PA multibeam cylindrical phased array of analog technology
MC-digital-PA multibeam cylindrical phased array of digital technology
MCr-analog-PA multibeam circular phased array of analog technology
ULA uniform linear array
ULA-analog-PA uniform linear array of analog technology

Author details

Tran Cao Quyen
University of Engineering and Technology, Hanoi, Vietnam

*Address all correspondence to: quyentc@vnu.edu.vn

©2020TheAuthor(s). Licensee IntechOpen. This chapter is distributed under the terms
of theCreativeCommonsAttribution License (http://creativecommons.org/licenses/
by/3.0),which permits unrestricted use, distribution, and reproduction in anymedium,
provided the original work is properly cited.

74

Advanced Radio Frequency Antennas for Modern Communication and Medical Systems

References

[1] Chin WH, Fan Z, Haines R.
Emerging technologies and research
challenges for 5G wireless networks.
IEEE Wireless Communications
Magazine. 2014;21(2):106-112. DOI:
10.1109/MWC.2014.6812298

[2] ShafM,MolischAF, SmithPJ, et al. 5G:
A tutorial overview of standards, trials,
challenges, deployment, and practice.
IEEE Journal on Selected Areas in
Communications. 2017;35(6):1201-1221.
DOI: 10.1109/JSAC.2017.2692307

[3] Asteley D et al. LTE: The
evolution of mobile broadband. IEEE
Communications Magazine. 2009;47
(4):44-51. DOI: 10.1109/MCOM.2009.
4907406

[4] Larsson EG, Edfors O, Tufvesson F,
Marzetta TL. Massive MIMO for next
generation wireless systems. IEEE
Communications Magazine. 2014;52(2):
186-195. DOI: 10.1109/MCOM.2014.
6736761

[5] Zaghloul AI, Hwang Y, Sorbello RM,
Assal FT. Advances in multibeam
communications satellite antennas.
Proceedings of the IEEE. 1990;78(7):
1214-1232. DOI: 10.1109/5.56934

[6] Jain A. Multibeam synthetic
aperture radar for global oceanography.
IEEE Transactions on Antennas and
Propagation. 1979;27(4):535-538

[7] Brautigam B, Schwerdt M,
Bachmann M. An efficient method
for performance monitoring of active
phased array antennas. IEEE
Transactions on Geoscience and Remote
Sensing. 2009;47(4):1236-1243. DOI:
10/1109/TGRS.2008.2008719

[8] Agrawal A, Kopp B, Luese MH,
Haver KW. Active phased array
development for modern shipboard
radar systems. Johns Hopkins APL
Technical Digest. 2001;22(4):600-613

[9] Carey E, Lidholm S. Millimeter-
Wave Integrated Circuits. Berlin,
Gemany: Springer; 2005. DOI: 10.1007/
b102136

[10] Marcus MJ. 5G and ‘IMT for 2020
and beyond. [spectrum policy and
regulatory issues]. IEEE Wireless
Communications. 2015;22(4):2-3. DOI:
10.1109/WMC.2015.7224717

[11] Hansen RC. Phased Array Antennas.
New York: Wiley Interscience; 2009.
DOI: 10.1002/9780470529188

[12] Hong W, Jiang ZH, Yu C, et al.
Multibeam antenna technologies for 5G
wireless communications. IEEE
Transactions on Antennas and
Propagation. 2017;65(12):6231-6249.
DOI: 10.1109/TAP.2017.2712819

[13] Litva J, Lo TKY. Digital
Beamforming in Wireless
Communication. Boston, London: Artech
House; 1996. ISBN: 0-89006-712-0

[14] Balanis C. Introduction to Smart
Antenna. California, USA: Morgan and
Claypool Publishers; 2007. ISBN:
1598291769

[15] Quyen TC. Developing a
symmetrical phased array antenna with
low complexity. IEEE: 7th International
Conference on Integrated Circuit,
Design and Verification (ICDV). Hanoi,
Vietnam; 2017. pp. 133-137. DOI:
10.1109/ICDV.2017.8188653

[16] Kraus J. Antennas. 2nd ed. New
Delhi: Tata McGraw-Hill. ISBN: 0-07-
463219-1

[17] Jackson BR, Rajan S, Liao BJ,
Wang S. DOA estimation using directive
antennas in uniform circular array. IEEE
Transactions on Antennas and
Propagation. 2015;63(2). DOI: 10.1109/
TAP.2014.2384044

75

Phased Antenna Arrays toward 5G
DOI: http://dx.doi.org/10.5772/intechopen.93058



77

Chapter 5

Design of a UWB Coplanar Fed 
Antenna and Circular Miniature 
Printed Antenna for Medical 
Applications
Adnane Latif

Abstract

Breast cancer is the second deadly cancer for women; for more efficiency and 
an early detection, the biomedical field need new systems that should be safe, 
comfortable, and sensible. The medical field already has its methods to detect 
breast cancer. In this chapter, a new ultra-wide band (UWB) planar antenna is 
presented for microwave imaging, the antenna is designed to operate in a fre-
quency band from 2.9-10.8GHz. The antenna was designed to be adaptable for 
multi-viewing imaging due to it simple form, low cost and ease to be manufac-
tured. The simulation results of the new ultra large band antenna and a perfor-
mance comparison with other UWB antennas. We also offer a circular miniature 
printed antenna that satisfies the UWB characteristics in terms of bandwidth and 
reflection coefficient. This antenna is intended for a system for detecting malig-
nant tumors by microwave imaging. The antenna made has a patch on a FR-4 type 
substrate with εr = 4,3, thickness h =1.575 mm and dimensions ls = 25 mm, and  
ws = 25 mm. A rectangular slot is inserted on the radiating element ensuring its 
miniaturization. The latter is powered by a microstrip line width wm with match-
ing impedance at 50 Ohm.

Keywords: ultra wide band, coplanar antenna, microwave imaging,  
CPW (coplanar waveguide) antenna, wireless body area network (WBAN) antennas, 
BAN communications, UWB antenna, printed antennas, circular patch antennas, 
wireless communications, radars, microwaves, medical applications

1. Introduction

Since the FCC allows the use of the UWB spectrum, the development of new 
systems that will adapt to this band has been growing. Much attention has been 
given to developing new systems that fit with UWB applications as radar detection, 
biomedical imaging. The proposed UWB antenna is more likely to be used in the 
biomedical imaging applications as a system to detect breast cancer.
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Breast cancer is the second deadly cancer for women, for more efficiency and an 
early detection, the biomedical field need new systems that should be safe, comfortable 
and sensible [1, 2]. The medical field already has its methods to detect breast cancer like 
X-ray mammography, magnetic resonance imaging (MRI), as efficient as those tech-
niques are they are missing between 10 and 30% [2] of very early breast cancer stages.

The UWB microwave imaging is one of the techniques that has been developed, 
in the Hunt for the next techniques that will detect breast cancer in its early stages. 
The basis for microwave detection is to compare between the dielectric properties 
of a normal tissue and cancerous tissue, the result of the comparison gives a predic-
tion of malignant tissue characteristics as it size, shape, placement, … [3].

The second part of this chapter, I present a microstrip antenna that we offer is 
circular in shape and, a priori, has a low gain and a narrow bandwidth. To meet 
the requirements of our specifications would be to expand the bandwidth. For this 
reason, we have developed a design methodology, which has enabled us to develop 
an antenna capable of meeting these requirements.

The reduction in size is also a consideration to take into account when designing 
this antenna, which would allow it to be more easily integrated into the system and 
reduce the size. For this, the certain techniques are used. Among these techniques, 
we will use the slot insertion at the level of the radiating element.

The design procedure followed consists of three steps:

• The first step is to develop a structure with ULB characteristics.

• The second step is used to optimize the performance of the structure devel-
oped in terms of adapting the impedance

• The third step is to develop an antenna network.

2. Design of a UWB coplanar fed antenna

2.1 Ultra wide band

UWB is defined as a system with a very large band, this large spectrum comes 
usually with some advantages as a low power, high debit of data, high time resolu-
tion, low-cost and an ease of implementation, resistance to interference and so on. 
Those advantages opened a wide range of UWB application to radar detection, 
biomedical imaging, and HD communication.

The definition of UWB is not a special one, the FCC (Federal Communication 
Commission) [4] defines it as a system with a bandwidth larger than 500 MHz or 
larger than 20% if we are working whit the relative bandwidth W/fc (W is the width 
of the band and fc is the carrier frequency). The UWB is being defined by its very 
large band that is 7.5 GHz between 3.1 GHz and 10.6 GHz for a limitation of the 
power emission level −41.3 dBm/MHz [4].

2.1.1 Matching and efficiency

The UWB communication systems uses a very short pulse duration of tens 
hundreds of nanoseconds, and sense the pulse and the bandwidth are inversely 
proportional, the shorter pulses is the wider the spectrum is going to be.

Antennas would match the UWB requirements if it have a bandwidth greater 
than 500 MHz defined at −10 dB according to the FCC, or to have a relative band-
width more than 20% [4, 5].
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Where fl and fh are the low and the high frequency respectively.
The efficiency of an UWB antenna can be evaluated by the specter efficiency, 

the evaluation matching has to be over the whole range of frequencies.

2.1.2 Signal dispertion ans distortion

The signal passing through the UWB antennas is a very short pulse, the shorter the 
pulse is more likely the UWB antenna’s response is going to be distorted and delayed 
due to the ripple after the pulse called the rippel effect [5].

The rippling effect is caused by the geometry of the antenna, and it causes 
frequency translation, dispersion or delay on the transition reducing the speed of 
data transmission [6].

2.2 Antenna design

This section is dedicated to the design and the performance of the proposed 
antenna. The design proposed is a notched coplanar antenna. The geometry of 
the antenna consisted of a 25 × 30 mm2, Rogers RT5850 substrate with εr = 2.2 and 
thickness h = 3.175 mm. The top part of the antenna is a circle with two cutouts of 
90° each. The structure of the antenna is shown in Figure 1.

The two main characteristics that effect the performance of the antenna was the 
inner radius of the circle R and the laminate thickness. The gap between the trans-
mission line and the ground structure was optimized so that the antenna’s imped-
ance can match a 50 Ω SMA port.

2.3 Performances of the antenna

2.3.1 The return loss S11

Figure 2 shows the return loss or more known as the parameter S11 of the antenna, 
the spectrum of Figure 2 contains the UWB frequency band spectrum. The spectrum’s 
antenna range is form 2.8 GHz to 10.9 GHz and contains tow resonate frequencies 

Figure 1. 
Geometry of the antenna proposed.
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6.1 GHz and 9.8 GHz with their S11 parameters −46 dB and −35 dB respectively. The 
antenna can be easily used in the UWB (3.1 GHz – 10.6 GHz) applications [4].

2.3.2 Voltage standing wave ratio (VSWR)

VSWR is a parameter that describes the power that is reflected by the antenna. It 
is a function of the reflection parameter.

Figure 3 shows the graph of the VSWR of the antenna proposed, we can tell 
from the graph that the VSWR is under tow in all the bandwidth so the VSWR can 
be considered as good.

2.3.3 Radiation pattern

The main focus of the chapter is to design a UWB antenna that can be easily 
implemented in UWB application with a small dimension and a larger frequency 
spectrum. Figure 4 shows the radiation pattern of the antenna proposed for the 
frequency of 9.8 GHz, the color red defined the higher range of the gain and the 
green refers to the lower part [7].

2.4 Paramertic study

The parametric study is done in two parts the first part was to choose the lami-
nate and then the value of the radius of the patch.

2.5 Comparison with others UWB antennas

The antennas that was compared to the antenna proposed in the chapter is: a 
coplanar microstrip antenna with defected ground structure for UWB applications 
[7]. A printed UWB antenna with full ground plane also for WBAN applications 
and CPW-fed slot patch antenna [8–10]. The study is to compare the proposed 
geometry on tree different Rogers laminates. Table 1 shows the characteristics of 
the tree laminates.

Figure 5 presents the return loss of the antenna with the different laminates, 
according to the results of Figure 5, the laminate Rogers with a thickness of 3.175 
mm was chosen to complete the parametric study. The variation of the radius is 

Figure 2. 
The return loss S11 as a function of frequency.
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altered around the theoretical radius to optimize the performance of the antenna. 
The patch of the antenna is separated into two parts, first where the cutouts are and 
the second part is the ring that contour the cutouts, this parametric study consisted 
on varying the inner radius of the patch, the radius of the circle that contain the 
cutouts. Figure 6 shows a relation between the radius and the depth of the return 
loss, R = 4.8 mm shows a better S11 parameter.

Table 2 shows the difference between four UWB antennas, the proposed 
antenna has a wider band, includes all UWB frequencies, the highest gain is 
around 5.6 dBi.

Figure 3. 
VSWR as a function of frequency.

Figure 4. 
Radiation pattern of the proposed antenna.

Laminates Laminate characteristics

Standard thickness Standard copper cladding

Laminate 1 0.787 mm 35 μm

Laminate 2 1.57 mm 35 μm

Laminate 3 3.175 mm 35 μm

Table 1. 
Standard laminales characteristics.
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Figure 5. 
Effect of the thickness of the substrate.

Figure 6. 
Effect of the inner radius on the antenna.

Antennas Characteristic of the antennas

Dimension (w × L) Bandwidth Gain

Antenna proposed 25 mm × 30 mm 2.7–10.98 GHz 3.5 dBi

Antenna [7] 30 mm × 32 mm 3.1–9.9 GHz —

Antenna [8] 75 mm × 85 mm 4–9.5 GHz —

Antenna [9] 24 mm × 30 mm 4.82–8.87 GHz 3.9 dBi

Table 2. 
Performance comparison.
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3. Design of a UWB circular miniature printed antenna

3.1 Design of circular miniature printed antenna

3.1.1 Antenna geometry

The patch of radius (r) is produced on a substrate of the FR-4 type (dielectric 
permittivity εr = 4.3, thickness h = 1.575 mm) and of dimensions ls = 25 mm 
and ws = 25 mm. A rectangular slot is inserted on the radiating element (u × s) 
ensuring its miniaturization. The latter is supplied by microstrip line of wm east 
width in order to adapt it to a 50 Ω supply [11, 12]. Figure 7 shows the proposed 
antenna.

From Table 3 values, we perform a simulation on the CST software [13].

3.1.2 Simulation results

3.1.2.1 S11 parameter

The parameter S11 is the coefficient that most concerns designers of printed 
antennas because it represents the reflection coefficient which plays the role of 
disturbance on data transmission [14]:

We see that the coefficient S is around −22.35 dB for a resonant frequency of 
3.8 GHz, the bandwidth is 3.17–15 GHz, as shown in Figure 8 [15].

Figure 7. 
Antenna geometry.

Parameters r lm wm tm lg u s v g k

mm 8 9 2.25 0.035 8 1 10 4 0.27 5

Table 3. 
The dimensions of the circular miniature printed antenna.
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3.1.2.2 Antenna gain

Figure 9 gives us the variation of the gain of our antenna as a function of the 
frequency. It happens to be between 2 and 4.87 dBi on the frequency band which 
interests us, which is 3.1–10.6 GHz. This limitation of the gain could be improved by 
a possible networking of antennas [16].

3.1.2.3 Radiation diagram

The 3D radiation pattern at the 8 GHz frequency. We can say that the radia-
tion is focused on both sides of the antenna. At the frequency f = 8 GHz the 
gain of antenna is 4.28 dBi (Figure 10) and a directivity of antenna is 4.87 dBi 
(Figure 11).

Figures 12 and 13 show the far-field gain and far-field directivity in plane E. 
For both the opening of the main lobe at -3 dB for the frequency 8 GHz is 66.9˚ 
[16, 17].

3.1.3 Parametric study

We are going to play on three parameters, to see its effect on the behavior of this 
antenna.

• The parameter effect r (RO) (the radius of the radiating part) on coefficient S11 
(Figure 14) and gain (Figure 15):

Figure 8. 
Return loss of circular miniature printed antenna.

Figure 9. 
Gain diagram of circular patch antenna.
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S11 parameter:
Gain:

• The parameter effect lg (length of the ground plane) on coefficient S11 
(Figure 16) and gain (Figure 17):

Figure 10. 
Gain diagram (3D) of circular patch antenna.

Figure 11. 
Directivity diagram (3D).

Figure 12. 
Far-field gain (2D) of circular miniature printed antenna.



Advanced Radio Frequency Antennas for Modern Communication and Medical Systems

84

3.1.2.2 Antenna gain

Figure 9 gives us the variation of the gain of our antenna as a function of the 
frequency. It happens to be between 2 and 4.87 dBi on the frequency band which 
interests us, which is 3.1–10.6 GHz. This limitation of the gain could be improved by 
a possible networking of antennas [16].

3.1.2.3 Radiation diagram

The 3D radiation pattern at the 8 GHz frequency. We can say that the radia-
tion is focused on both sides of the antenna. At the frequency f = 8 GHz the 
gain of antenna is 4.28 dBi (Figure 10) and a directivity of antenna is 4.87 dBi 
(Figure 11).

Figures 12 and 13 show the far-field gain and far-field directivity in plane E. 
For both the opening of the main lobe at -3 dB for the frequency 8 GHz is 66.9˚ 
[16, 17].

3.1.3 Parametric study

We are going to play on three parameters, to see its effect on the behavior of this 
antenna.

• The parameter effect r (RO) (the radius of the radiating part) on coefficient S11 
(Figure 14) and gain (Figure 15):

Figure 8. 
Return loss of circular miniature printed antenna.

Figure 9. 
Gain diagram of circular patch antenna.

85

Design of a UWB Coplanar Fed Antenna and Circular Miniature Printed Antenna for Medical…
DOI: http://dx.doi.org/10.5772/intechopen.93205

S11 parameter:
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Gain diagram (3D) of circular patch antenna.

Figure 11. 
Directivity diagram (3D).

Figure 12. 
Far-field gain (2D) of circular miniature printed antenna.
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3.2 Design of array of circular miniature printed antenna

3.2.1 Antenna array geometry

We are going to make our antenna network (Figure 20) from the previous 
antenna with some modifications in terms of the parameters and its values in order 
to have the desired results (Table 4).

3.2.2 Simulation results

S11 parameter:

Figure 16. 
Return loss with effect of the length of the antenna ground plane.

Figure 17. 
Gain diagram with effect of length of the antenna ground plane.

Figure 18. 
Return loss with effect of the antenna slot location.
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In Figure 21, we see that the coefficient S11 is of the order of −42 dB for a reso-
nant frequency of 6.08 GHz, we obtained exactly the bandwidth that interests us, 
which is [2.7 10.6 GHz] [18].

Figure 20. 
Antenna array structure.

Parameter r Lm wm tm lg wp lp s u v g k

mm 9 7 1.5 0.035 6 4 9 12 1.8 13 0.18 5

Table 4. 
Dimensions of the array antenna.

Figure 21. 
Return loss of array antenna.

Figure 19. 
Gain diagram with effect of the antenna slot location.
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Gain:
Figure 22 gives us the variation of the gain of our antenna as a function of the 

frequency. Note that the gain has increased to 7.6 dBi on the frequency band [3.1–
10.6 GHz]. This networking of antennas has allowed us to increase the gain [19].

At the frequency of 6.14 Hz in Figure 23 (Gain Diagram) and Figure 24 
(Directivity Diagram), we can say that the radiation is focused on both sides of the 

Figure 22. 
Gain diagram of array antenna.

Figure 23. 
Gain diagram of array antenna.

Figure 24. 
Directivity diagram.
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antenna but this time we have side lobes. With a gain of 6.7 dBi and a directivity of 
7.6 dBi at f = 6.14 [20, 21].

Radiation diagram:
Figures 25 and 26 show respectively the far-field gain and far-field directivity 

in plane E. The opening of the main lobe at -3 dB for the frequency 6.14 GHz is 
32.8˚ [22–25].

4. Conclusion

In the first part of this chapter, the new coplanar antenna with cutouts on a 
circular patch demonstrate advantages: larger frequency spectrum, a good VSWR, 
improved parameter S11. The geometry of the patch was calculated and design with 
CST microwave studio. The antenna was design for UWB application more likely 

Figure 25. 
Farfield gain.

Figure 26. 
Farfield directivity.
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the microwave imaging in the range from 3.1 GHz to 10.6 GHz. Moreover the anten-
nas are smaller than traditional antennas, and as a coplanar it can be easy to imple-
ment. Also, enhancing gain will be a good improvement by making this antenna in 
an array due to its small size.

In the second part of this chapter, we proposed a miniature circular patch 
antenna intended for an application in medical imaging.

The antenna network satisfies the imposed requirements satisfactorily and 
exhibits ultra broadband (ULB) behavior. In fact, the simulations under CST 
resulted in a reflection coefficient at −10 dB between 2.6 GHz and 10.7 GHz.

We have shown by this study that the dimensions and shape of the ground plane 
could have a significant impact on the bandwidth of the structure.

Future work includes the fabrication of a prototype of the antenna, as well as 
measurements in anechoic chamber to verify the agreement between the measured 
and simulated results.

Due to the complexity of each human tissue, our antenna should be tested in 
different parts of the body to determine is the optimum distance of 20 mm is valid 
wherever the antenna is placed within the body. The implementation of an array of 
antennas will be also evaluated in future studies.
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Chapter 6

Beamforming Phased Array
Antenna toward Indoor
Positioning Applications
Nguyen Thanh Huong

Abstract

Indoor positioning systems based on radio wave have drawn a lot of research
interest over the last few decades. One of the positioning methods, Angle of Arrival,
locating object based on the relative angle of object to the reference points, requires
a directional antenna in order to improve the accuracy of indoor positioning system.
From this situation, an eight-port phased array antenna using reflection type phase
shifter is designed. The input power is split to each antenna through eight-port
Wilkinson power divider with insertion loss of about 11 dB and isolation of about 20
dB. To extract more accurate position, the main beam of phased array antenna can
be steered smoothly by a design 18 of a continuous and full 360° reflection type
phase shifter with low insertion loss variation. Microstrip patch antennas are used as
elements in phased array antenna. The steering of main beam is presented by
radiation patterns of phased array antenna, measured in anechoic chamber from
�45 to 45° with step 5°. The measurement result shows that the main beam direc-
tion is quite close to the desired direction in simulation. In most case, the side lobe
level is less than the main lobe about 10 dB.

Keywords: angle of arrival (AoA), antenna array, beamforming, phased array, low
loss, phase shifter, steering beam

1. Introduction

Nowadays, positioning has played an important part in daily life and is the
foundation for many other applications such as navigation, tracking, location-based
services, and games. While outdoor positioning has become widespread and popu-
lar with satellite-based navigation systems, that is, GPS, GLONASS, and Galileo,
indoor positioning systems have attracted a lot of research interest over the last
decade. Indoor localization promises to create a lot of new services such as guiding
users in museum, preventing thefts from valuable assets, locating products in
supermarkets, navigating in mall, saving power consumption of electronic devices,
and so on.

Due to scattering and attenuation of microwave on roofs, walls, and other
objects, the systems for outdoor positioning are infeasible solutions when applying
to indoor positioning. Instead, indoor positioning systems have been implemented
based on several technologies: infrared (IR) [1], bluetooth [2, 3], radio-frequency

95



Chapter 6

Beamforming Phased Array
Antenna toward Indoor
Positioning Applications
Nguyen Thanh Huong

Abstract

Indoor positioning systems based on radio wave have drawn a lot of research
interest over the last few decades. One of the positioning methods, Angle of Arrival,
locating object based on the relative angle of object to the reference points, requires
a directional antenna in order to improve the accuracy of indoor positioning system.
From this situation, an eight-port phased array antenna using reflection type phase
shifter is designed. The input power is split to each antenna through eight-port
Wilkinson power divider with insertion loss of about 11 dB and isolation of about 20
dB. To extract more accurate position, the main beam of phased array antenna can
be steered smoothly by a design 18 of a continuous and full 360° reflection type
phase shifter with low insertion loss variation. Microstrip patch antennas are used as
elements in phased array antenna. The steering of main beam is presented by
radiation patterns of phased array antenna, measured in anechoic chamber from
�45 to 45° with step 5°. The measurement result shows that the main beam direc-
tion is quite close to the desired direction in simulation. In most case, the side lobe
level is less than the main lobe about 10 dB.

Keywords: angle of arrival (AoA), antenna array, beamforming, phased array, low
loss, phase shifter, steering beam

1. Introduction

Nowadays, positioning has played an important part in daily life and is the
foundation for many other applications such as navigation, tracking, location-based
services, and games. While outdoor positioning has become widespread and popu-
lar with satellite-based navigation systems, that is, GPS, GLONASS, and Galileo,
indoor positioning systems have attracted a lot of research interest over the last
decade. Indoor localization promises to create a lot of new services such as guiding
users in museum, preventing thefts from valuable assets, locating products in
supermarkets, navigating in mall, saving power consumption of electronic devices,
and so on.

Due to scattering and attenuation of microwave on roofs, walls, and other
objects, the systems for outdoor positioning are infeasible solutions when applying
to indoor positioning. Instead, indoor positioning systems have been implemented
based on several technologies: infrared (IR) [1], bluetooth [2, 3], radio-frequency

95



identification (RFID) [4], wireless local area networks (WLAN) [5], ultra-
wideband [6], ultra-sound [7], magnetic positioning [8], and audible sounds [9].
Among them, WLAN-based approach appears to be among the most suitable solu-
tions owing to its wide range and the popularity of equipment. Nowadays, WLAN
devices can be found in almost all civil and commercial properties due to their ease
of installation and usage. The number of WLAN devices has reached billions and is
continuously increasing day by day, as a result, the study in WLAN-based indoor
positioning promise to be applied and spread in the near future. Besides, with the
current 5G supports, this indoor positioning technology can even attain to longer
reach, greater capacity, high accuracy, and reliability.

For WLAN-based approach, indoor localization techniques are classified into
RSS scene analysis, ToA, TDoA, RToF, and AoA [1]. While the highly unstable
feature of RSS in indoor environments is the major challenge of RSS scene analysis
technique and ToA, TDoA, and RToF are based on a precise clock synchronization
of devices, the AoA technique requires a directional antenna design to estimate the
relative angle of object to reference points.

There have been several antenna designs for AoA-based indoor localization
presented in past few years. Giorgetti and Cidronali [10] introduced a switched-
beam directional antenna, including six circular antennas to cover six areas in a
room. Rzymowski et al. [11] also introduced an antenna design using 12 passive
elements electrically steerable parasitic array radiator antenna with one active
monopole in the center of the ground plane. By controlling single-pole, single-throw
switches, parasitic elements connect to the ground and act as reflectors, which
change the main lobe’s directions. With 12 passive elements, this antenna has 12
different directions. Kamarudin et al. [12] proposed reconfigurable antennas using
PIN diodes to switch lumped components such as inductors and capacitors in order
to change the structure of antennas and switch between four beams. Bui et al. [13]
built a switch-beam array antenna based on 4 � 4 Butler matrix to create four
beams toward four angles. It is found that these designs are based on switching
between the limited number of predefined beams, which limits the resolution in
determining the location of object and leads to significant errors in positioning.

For indoor localization, the system needs to determine the location of object
with high accuracy. Therefore, an antenna design with high-resolution steering
beam ability is very essential in the AoA technique. As discussed above, the current
antenna designs for indoor localization system mainly focus on switched-beam
antenna structures. With these structures, the resolution of angle of arrival
primarily depends on the number of antenna elements. Therefore, to create a
system with high resolution of beam scanning, the number of antennas as well as
switching elements such as PIN diode, FET also increases, which makes the system
more cumbersome and complex. In order to improve the accuracy for AoA-based
indoor localization, the aim of this chapter is to study and develop a phased array
antenna at Wi-Fi band (2.4 to 2.484 GHz), capable of finely steering beam without
increasing the number of antennas.

This chapter addresses the subject of a beamforming phased array antenna,
which plays the vital role for AoA-based indoor positioning system. The array
antenna is designed to steer the main beam in high resolution without the increase
of antenna elements as well as switching elements. The design of this antenna array
has focused on developing the controllable 360° continuous reflection type phase
shifter. This chapter is organized as follows. In Section 2, we explain the principles
of forming beam and several methods to feed antennas and to control the phase
differences for phased array antennas. In Section 3, we discuss the structure of
phased array antennas used for practical indoor localization, advancing from
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antenna elements, power dividers, feed network, and phase shifters. In Section 4,
we verify the performance the printed antenna array by the Vector Network Ana-
lyzer and in anechoic chamber.

2. Design factors of beamforming phased array antenna

Phased array antenna is a multiple antenna system in which antenna elements
are fed coherently with variable phase or amplitude control to provide for pattern
shaping [14]. The concept of phased antenna array was introduced in military
applications in the 1940s and first used for military applications for several decades.
It improved the reception and transmission patterns of antennas and enabled the
antenna system to be electronically steered to receive or transmit information from
a particular direction without mechanically moving the structure, which cannot be
obtained by any single antenna type. Furthermore, in applications for long distance
communication, an antenna design with very high directive characteristics is
required. As a single antenna usually provide low directivity and gain with wide
radiation pattern [15], an array of antennas with high directivity gain is usually used
to meet that demand. Recent growth in civilian radar-based sensors and communi-
cation systems has drawn increasing interest in utilizing phased array technology
for commercial applications. In most cases, the antenna elements in an array are
identical to conveniently adjust the directivity and other parameters of the array.
Besides, the antenna elements can be arranged in different geometries to create
different beams. The complexity of system increases according to the array geome-
try. The total beam of the array is a combination of the fields radiated by each
antenna elements. The fields of elements will interfere constructively to reinforce in
desired directions and interfere destructively to cancel in undesired directions in
order to provide directive patterns. The influence of element fields on total beam is
considered as array factor and the beam steering principle is based on the change of
array factor. In addition, feeding techniques also contribute to the array perfor-
mance and feed network is the most important component since it supplies the
signals to the whole antenna structure and determines the amplitude and phase of
electromagnetic waves in order to create the desired beam.

2.1 Array geometry

As mentioned in [15], the geometrical configuration of the overall array may be
linear, planar, circular, spherical, etc. For each case, the effective field distribution
and mutual coupling will be different from one another. A linear phased array is
where the antenna elements are aligned along a straight line, called the array axis.
Normally, identical antennas with equal distances are selected in order to simplify
calculation as well as beam control. An array of identical elements all of identical
magnitude and each with a progressive phased is referred to as a uniform array [15].
The distance between two antenna elements is called element spacing d in
Figure 1a. For linear phased array, the main beam can only scan along the x-axis,
and the angle θ represents the “angle of arrival” of the radio waves. A planar phased
array antenna is a set of antennas located in a plane with equal spacing between N
elements (dy) in each column and M elements (dx) in each row, as shown in
Figure 1b. By adjusting the magnitude and phase of incoming wave for each
antenna, the main beam of this structure can be steered along two x- and y-axis.
Therefore, it can provide a 2D angular scan, both horizontal ϕ and vertical θ scans.
With this advantage, planar phased array antennas are being used in smart antenna
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switching elements such as PIN diode, FET also increases, which makes the system
more cumbersome and complex. In order to improve the accuracy for AoA-based
indoor localization, the aim of this chapter is to study and develop a phased array
antenna at Wi-Fi band (2.4 to 2.484 GHz), capable of finely steering beam without
increasing the number of antennas.

This chapter addresses the subject of a beamforming phased array antenna,
which plays the vital role for AoA-based indoor positioning system. The array
antenna is designed to steer the main beam in high resolution without the increase
of antenna elements as well as switching elements. The design of this antenna array
has focused on developing the controllable 360° continuous reflection type phase
shifter. This chapter is organized as follows. In Section 2, we explain the principles
of forming beam and several methods to feed antennas and to control the phase
differences for phased array antennas. In Section 3, we discuss the structure of
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we verify the performance the printed antenna array by the Vector Network Ana-
lyzer and in anechoic chamber.

2. Design factors of beamforming phased array antenna

Phased array antenna is a multiple antenna system in which antenna elements
are fed coherently with variable phase or amplitude control to provide for pattern
shaping [14]. The concept of phased antenna array was introduced in military
applications in the 1940s and first used for military applications for several decades.
It improved the reception and transmission patterns of antennas and enabled the
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required. As a single antenna usually provide low directivity and gain with wide
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and beamforming antenna system. In circular phased array, antennas also lie on the
same plane but are arranged on a circular ring of radius r with N equally spaced
elements (Figure 1c). Circular arrays are basically 1D linear arrays but in circular
form and can steer beam in 2D. A spherical phased array consists of antenna
elements arranged on the surface of sphere with uniform or non-uniformly spacing
(Figure 1d). The element spacing is defined as the distance between two adjacent
elements along the curved surface. With such geometry, spherical phased array may
radiate in any direction and achieve omnidirectional or isotropic coverage. How-
ever, due to difficulties in model, design as well as fabrication, this geometry seems
to not receive much less attention than above geometries.

2.2 Array factor

Another important factor – Array Factor (AF) depends on some parameters such
as the number of antennas in array, geometrical arrangements, relative magnitude,
phase difference, and element spacing. It is a mathematical factor representing the
relationship between total field of array and the field of single element. If Es is the
field of a single antenna and AF is the array factor, the total field Etotal at the far-
field of the array can be calculated as [15]:

Etotal ¼ Es � AF (1)

In case the array of two dipole antennas with element spacing d ¼ λ
4, the total

fields are different corresponding to different phase excitation β shown in Figure 2.

Figure 1.
Phased array geometry: (a) linear, (b) planar, (c) circular, and (d) spherical [15].
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If a linear array has uniform amplitude, distances between two adjacent elements
are identical with identical powers traveling to antennas. The AF is given as

AF ¼
XN
n¼1

e j n�1ð Þ kd cosθþβð Þ (2)

where N is the number of antenna elements, d is the element spacing, β is the
phase difference of incident waves to antennas, and θ changes from 0 to 2π. The
maximum value of array factor is at an angle of θm ¼ cos �1 λβ

2πd

� �
, which enables to

control the maximum value of AF through controlling the phase difference β. That
is the method to steer the main beam in the phased array antenna system. For AoA-
based indoor localization, the use of uniform amplitude and spacing linear array is
enough. For non-uniform amplitude linear array, planar array, circular array, and
spherical array, AF is quite complicated and not really necessary but already intro-
duced in [10, 11].

2.3 Grating lobe

When steering main beam toward the desired direction, some side lobes happen
to be substantially larger in amplitude and reach the level of the main lobe. The lobe
of maximum radiation toward unintended direction is known as a grating lobe
which is undesirable in phased array antenna applications. During the transmission,
if the energy does not focus in the desired direction, that means it is allocated in the
direction of the grating lobes, the transmission distance is significantly reduced. In
smart antenna systems where the user’s direction is determined, the presence of
grating lobes can cause the system to misidentify the user that means while trans-
mitting, unwanted users are also treated as expected user, thus it affects informa-
tion security or interferes other users. In a whole, to avoid the grating lobes,
element spacing d is required to meet the following condition:

d
λ
≤

1
1þ cosθj j (3)

where λ is the wavelength of operating frequency and θ is the angle between
main beam direction and z-axis Figure 1a. However, in this chapter, the angle θ =
90° is used as original angel of main beam direction, so angle of main beam will be
(θ – 90°). The scanning main beam angle range is designed from �60 to 60°.

Figure 2.
Total field patterns of two dipole antenna array with λ/4 element spacing and different phase excitation
β = �90° [15].
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If a linear array has uniform amplitude, distances between two adjacent elements
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phase difference of incident waves to antennas, and θ changes from 0 to 2π. The
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control the maximum value of AF through controlling the phase difference β. That
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duced in [10, 11].
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When steering main beam toward the desired direction, some side lobes happen
to be substantially larger in amplitude and reach the level of the main lobe. The lobe
of maximum radiation toward unintended direction is known as a grating lobe
which is undesirable in phased array antenna applications. During the transmission,
if the energy does not focus in the desired direction, that means it is allocated in the
direction of the grating lobes, the transmission distance is significantly reduced. In
smart antenna systems where the user’s direction is determined, the presence of
grating lobes can cause the system to misidentify the user that means while trans-
mitting, unwanted users are also treated as expected user, thus it affects informa-
tion security or interferes other users. In a whole, to avoid the grating lobes,
element spacing d is required to meet the following condition:
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where λ is the wavelength of operating frequency and θ is the angle between
main beam direction and z-axis Figure 1a. However, in this chapter, the angle θ =
90° is used as original angel of main beam direction, so angle of main beam will be
(θ – 90°). The scanning main beam angle range is designed from �60 to 60°.
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Total field patterns of two dipole antenna array with λ/4 element spacing and different phase excitation
β = �90° [15].
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Expression (3) indicates that element spacing d in this case is smaller than 0.53λ.
Therefore, to avoid grating lobes in scanning angle sector from �60 to 60°, an
element spacing not more than 0.53λ is chosen.

2.4 Mutual coupling

When signals are transmitted to antenna arrays, the antenna elements will
interfere each other, which is the so-called mutual coupling effect. The amount of
coupling depends on the radiation characteristic, relative orientation of each
antenna and spacing between elements. As discussed in [15], even if both antennas
are transmitting, partial energy radiated will be received by other antennas because
of the directional characteristics of practical antennas. Part of the incident energy
on antenna elements may be backscattered in different directions, thereby allowing
them to behave as secondary transmitters. In many cases, it is very complex to
analyze and difficult to predict this effect but the coupling must be taken into
account because of its significant contribution.

When two radiating elements are positioned along the E-plane, very small spac-
ing exhibits the smallest coupling isolation, while the H-plane exhibits the small
coupling for large spacing [15]. By selecting the correct distance, these fields can be
decomposed to surface waves, and the spacing at which on plane coupling overtakes
the other one also depends on the electrical properties and the geometrical dimen-
sions of the microstrip antenna. In general, the element spacing should be designed
to reduce the adverse effects of mutual coupling. According to [16], the spacing is
recommended to be between 0.33λ and 0.5λ.

2.5 Feed network

The angle of radiation beams mainly depends on the range of phase difference at
the feed lines to the antenna array. Meanwhile, the phase difference is directly
generated from the feed network. In electronically scanned arrays or phased arrays,
the feed networks for phase difference generation are typically realized using
microwave circuit types such as Hybrid Coupler, Delay Line, Crossover, Power
Divider, Phase Shifter,… Generally, all types of feed networks can be classified into
the categories: constrained feeds, space feeds, and hybrid feeds. In an example for
the space feed network, a lens array is fed by a single horn antenna located at an
expected distance from the array [14] with the phase control at every element in the
lens. The main advantage of this configuration is to reduce the cost and weight of
the system compared with using hybrid feed, therefore it is applicable to lower cost
ground-based arrays as well as very large space-based radar and communication
system. However, this configuration is quite complex and requires the precision
mechanical system to use the phase control at the objective aperture. Therefore, we
select constrained feed which is commonly used for antenna array. The constrained
feed can then be categorized into two basic types: series feed and parallel feed.

In series feed, antenna elements are placed in series along the feed line, and
phase shifters can be inserted series either antennas or feed line, as shown in
Figure 3a. The input signal is fed from one end of the feed network and then
coupled serially to each antenna element. The compactness and low loss are two
main advantages that make series feed more attractive than parallel feed. Addition-
ally, the number of required phase shifters is also less than ones in parallel feed.
However, bandwidth limitation is the main disadvantage of series feed. As the feed
line is also treated as a delay line, the phase shifts on feed line are different at
different frequencies. Therefore, the series feed only operates at designed fre-
quency. Moreover, when phase shifter is placed on the feed line, the loss through
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phase shifters is also cumulative, which can be an issue in the design of array with a
large number of elements. Calculating and controlling the phase shift value of the
phase shifters become elaborate as they depend on the length of the feed lines.

In parallel feed, which are often called corporate feeds, the input signal is
divided in a parallel tree network to all the antenna elements as shown in Figure 3b.
The parallel feed is composed of power dividers and phase shifters followed by
antenna elements. Power dividers split input signal to N signals with same ampli-
tudes and same phases at output ports, then phase shifters control phase shift to
each antenna. Thanks to the parallel structure, lengths of transmission lines do not
affect phase shift. Therefore, it eliminates the major disadvantage of series feed,
operating at only one frequency. Furthermore, because of parallel structure, the
phase shifts and losses of phase shifters do not affect each other, which lead to
simpler control circuit. However, the disadvantage of parallel feed is cumbersome
as discussed above. Moreover, in applications requiring long transmission, trans-
ceiver modules including power amplifier, low noise power amplifier, and switch,
are used. Sometimes, in array antenna system forming the beam based on amplitude
control, power amplifiers with variable gain ability are needed. In practice, variable

Figure 3.
(a) Series feed network for phased array antenna; (b) parallel feed network for phased array antenna [14].

Figure 4.
4 � 4 Butler matrix network [20].

101

Beamforming Phased Array Antenna toward Indoor Positioning Applications
DOI: http://dx.doi.org/10.5772/intechopen.93133



Expression (3) indicates that element spacing d in this case is smaller than 0.53λ.
Therefore, to avoid grating lobes in scanning angle sector from �60 to 60°, an
element spacing not more than 0.53λ is chosen.

2.4 Mutual coupling

When signals are transmitted to antenna arrays, the antenna elements will
interfere each other, which is the so-called mutual coupling effect. The amount of
coupling depends on the radiation characteristic, relative orientation of each
antenna and spacing between elements. As discussed in [15], even if both antennas
are transmitting, partial energy radiated will be received by other antennas because
of the directional characteristics of practical antennas. Part of the incident energy
on antenna elements may be backscattered in different directions, thereby allowing
them to behave as secondary transmitters. In many cases, it is very complex to
analyze and difficult to predict this effect but the coupling must be taken into
account because of its significant contribution.

When two radiating elements are positioned along the E-plane, very small spac-
ing exhibits the smallest coupling isolation, while the H-plane exhibits the small
coupling for large spacing [15]. By selecting the correct distance, these fields can be
decomposed to surface waves, and the spacing at which on plane coupling overtakes
the other one also depends on the electrical properties and the geometrical dimen-
sions of the microstrip antenna. In general, the element spacing should be designed
to reduce the adverse effects of mutual coupling. According to [16], the spacing is
recommended to be between 0.33λ and 0.5λ.

2.5 Feed network

The angle of radiation beams mainly depends on the range of phase difference at
the feed lines to the antenna array. Meanwhile, the phase difference is directly
generated from the feed network. In electronically scanned arrays or phased arrays,
the feed networks for phase difference generation are typically realized using
microwave circuit types such as Hybrid Coupler, Delay Line, Crossover, Power
Divider, Phase Shifter,… Generally, all types of feed networks can be classified into
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the system compared with using hybrid feed, therefore it is applicable to lower cost
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line is also treated as a delay line, the phase shifts on feed line are different at
different frequencies. Therefore, the series feed only operates at designed fre-
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tudes and same phases at output ports, then phase shifters control phase shift to
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operating at only one frequency. Furthermore, because of parallel structure, the
phase shifts and losses of phase shifters do not affect each other, which lead to
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gain also enables to compensate the loss on phase shifter, of which loss value is not
small.

Butler matrix is also an approach usually studied in phased array antennas
[17–19]. The Butler matrix is a type of beamforming network and first described by
Jesse Butler and Ralph Lowe in [20]. It hasN inputs andN outputs; withN is usually
4, 8, and 16. One input signal fed from one of input ports goes through components
of Butler matrix like couplers, phase shifters, crossovers in order to create phase
difference of wave at N output ports, which combines with antenna elements to
create beams with different predefined directions, as shown in Figure 4. Because
beam direction is predefined, this system is also considered as a switched beam
system. Nevertheless, there are two main drawbacks when using Butler matrix.
First of all, the complexity and dimension significantly increase when N increases.
That is why Butler matrix network is hardly designed with the number of input
ports of 16 or more. Secondly, the number of beams is limited. With N inputs, this
system can only create N beams with different directions, hence it is not suitable to
provide beams with high resolution scan angle.

3. Practical phased array antenna design for indoor positioning

The indoor localization and positioning system depend considerably on the
phased array antenna structure. The structure as well as parameters of phased array
antenna such as array geometry, element spacing, and feed network needs to be
carefully defined. For indoor positioning, we only care about the location of users
and ignore altitude information, hence a linear array structure with 2D scanning can
fully meet this requirement. Other architectures such as planar array, circular array,
and spherical array are also options, but they make the system much more complex
and cumbersome. With a straightforward beam steering principle, the uniform
amplitude and spacing linear array is chosen.

Regarding the element spacing of linear array antenna system, it should be a
suitable value in order to limit the mutual coupling, avoid grating lobes, and
increase the directivity. As mentioned in Section 2, to reduce the adverse effects of
mutual coupling, element spacing should be from 0.33λ to 0.5λ. With respect to the
usage, the antenna system is aimed to be located at the corner of the room and the
user will move inside the room, yielding the main beam angle from �45 to 45°.
Thus, from Eq. (3), the element spacing is chosen to be less than 0.58λ to prevent
the appearance of grating lobes when scanning main beam angle from�45 to 45°. In
[21], Rabinovich and Alexandrov show the relationship between directivity and
element spacing of array antenna (Figure 5). When element spacing d is less than
wavelength λ, the directivity is proportional to d/λ. To sum up, the element spacing
equals to half wavelength in my antenna system. Finally, with advantages compared
to serial feed and butler matrix, the parallel feed network is selected for this
beamforming phased array.

3.1 Power divider

A parallel feed network is composed of power dividers and phase shifters. The
incident wave is split to multiple ports through power dividers. With design of
uniform amplitude and spacing linear array, the power should be equally split to
each output port. If the phases of outgoing waves are identical, the compensation of
phase will not be required. In microwave, reducing the loss enables more power to
feed into antennas, which increases the transmission range. Finally, the mismatch in
microwave circuits causes the reflection waves, which can play another role as
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incoming waves at output ports. Therefore, if output ports of power divider are
highly isolated to each other, the reflected waves will not affect other ports.

Power divider is a passive component to split the input signal into two or more
lower power output signals. Power dividers usually provide in-phase output signals
with both equal power division ratio (3 dB) and unequal power division ratios. As
described in [22], T-junction and Wilkinson are two kinds of most popular power
dividers. While the T-junction dividers have some disadvantages related to imped-
ance matching, power loss or isolation, the Wilkinson Power Divider (WPD) can
simultaneously solve these problems. The WPD appears lossless when the output
ports are matched. The structure of WPD, shown in Figure 6, comprises two
quarter-wave transmission lines with impedance of

ffiffiffi
2
p

Z0 and a 2Z0 lumped-
element resistor at the end. To analyze this circuit, the “even-odd” mode analysis

Figure 5.
Directivity as a function of the element spacing of linear array antenna [21].

Figure 6.
The Wilkinson power divider: (a) microstrip line configuration, (b) equivalent transmission line circuit [22].
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gain also enables to compensate the loss on phase shifter, of which loss value is not
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technique is often used, and the scattering matrix calculation is represented in [22].
Finally, the scattering matrix of WPD is:

S ¼ �1ffiffiffi
2
p

0 j j
j 0 0

j 0 0

2
64

3
75 (4)

We can see that the power from input port is split into two output ports without
power loss on transmission line, there is no reflection wave from output ports and
output ports are completely isolated. With advantages of WPD over T-junction
dividers, theWPD is utilized as the power divider for feed network of antenna array.
In [22], professor Pozar introduced the N-wayWPD (Figure 7) in which the trans-
mission line has impedance depending on the number of output ports. This circuit can
be matched at all ports, with isolation between all ports. The drawback of this struc-
ture is to use crossovers for the resistors forN ≥ 3, which makes fabrication difficult in
planar form. TheWPD is arranged in cascade structure for low loss and better isola-
tion, shown in Figure 8. Two-wayWPD is connected together by 50 Ω transmission

Figure 7.
An N-way, equal-split Wilkinson power divider [22].

Figure 8.
The eight-way equal-split Wilkinson power divider [23].
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lines in a three-stage structure. The 50 Ω transmission lines allow to arbitrarily adjust
distances between output ports in order to satisfy the dimension of phase shifters and
element spacing between antennas in phased array antenna system.

3.2 Phase shifter

3.2.1 Phase shifter theoretical calculation

In parallel feed network, the main role of phase shifter is to create the phase
difference of waves coming to the antennas in order to scan a beam or to
reconfigure a beam shape. Three characteristics are required for this phase shifter.
Firstly, it must be capable of shifting phase of waves in full 360° range in order to
meet all of the demands of the phase difference in phased array antenna system.
Secondly, continuously shifting makes it possible to create any phase, which enables
steering main beam with high resolution. Finally, with a uniform amplitude and
spacing linear array, when power divider equally splits power to output ports, a
phase shifter with low insertion loss variation is very important. Without this
property, our linear array should be treated as a non-uniform amplitude linear
array, which is more complex in beam steering principle.

Depending on the required output, phase shifters are classified into analog phase
shifter and digital phase shifter. Digital phase shifters with semiconductor components
such as PIN diode and FET switch predefined states to provide predetermined phase
shift. The phase shift, generated by this type, has high accuracy. However, structure of
this type will become cumbersome to meet high-resolution demands. With high reso-
lution, the number of predefined states increases, resulting in the expansion of the
number of switching elements as well as size of controller for them.Meanwhile, analog
phase shifter with the use of varactors or Schottky diodes can continuously change the
phase shift. These diodes have capacitance depending on the bias voltage, for this
reason, they can be used as electrically variable capacitor in tuned circuit accordingly.
By shifting the phase continuously, this type can provide high-resolution phase shift
without changing its hardware structure. However, less accuracy and relatively narrow
bandwidth are drawbacks of this type. On implementing a microwave phase shifter,
these disadvantages must be enhanced for better performance.

There exist four types of phase shifters, as shown in Figure 9. One of the digital
phase shifter, the switched-line one, adopts delay lines and switching elements to
generate time delay differences.

The phase shift depends only on transmission line length; therefore, it is very
stable over time and temperature. A basic schematic of switched line phase shifter is
shown in Figure 9a. The second type, switched network phase shifter (Figure 9b),
is similar to switched line phase shifter but delay lines are replaced by networks
composed of inductors and capacitors. The dimension of this type does not change
as much as switched line phase shifter, besides this type is suitable for low fre-
quency design. Loaded line phase shifters (Figure 9c) are loaded with a shunt
reactance that is electrically shortened or lengthen by PIN diode or FET in order to
get the desired phase shift. This type has advantages of simplicity and low insertion
loss for phase shift less than 45°. However, for larger values of phase shift, high
sensitivity is required in order to increase insertion loss. Therefore, this type is only
suitable for phase shift less than 45°. Reflection type phase shifter comprises a 3-dB
hybrid couple and two tunable loads, as shown in Figure 9d. By selecting the
appropriate load, this type can shift more than 360° continuously and has low
insertion loss, like in [24–26]. From requirement of phase shifter, it is obvious that
reflection type phase shifter with full 360° and continuous phase shift is the most
appropriate choice for this phased array antenna system.
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number of switching elements as well as size of controller for them.Meanwhile, analog
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phase shift. These diodes have capacitance depending on the bias voltage, for this
reason, they can be used as electrically variable capacitor in tuned circuit accordingly.
By shifting the phase continuously, this type can provide high-resolution phase shift
without changing its hardware structure. However, less accuracy and relatively narrow
bandwidth are drawbacks of this type. On implementing a microwave phase shifter,
these disadvantages must be enhanced for better performance.

There exist four types of phase shifters, as shown in Figure 9. One of the digital
phase shifter, the switched-line one, adopts delay lines and switching elements to
generate time delay differences.

The phase shift depends only on transmission line length; therefore, it is very
stable over time and temperature. A basic schematic of switched line phase shifter is
shown in Figure 9a. The second type, switched network phase shifter (Figure 9b),
is similar to switched line phase shifter but delay lines are replaced by networks
composed of inductors and capacitors. The dimension of this type does not change
as much as switched line phase shifter, besides this type is suitable for low fre-
quency design. Loaded line phase shifters (Figure 9c) are loaded with a shunt
reactance that is electrically shortened or lengthen by PIN diode or FET in order to
get the desired phase shift. This type has advantages of simplicity and low insertion
loss for phase shift less than 45°. However, for larger values of phase shift, high
sensitivity is required in order to increase insertion loss. Therefore, this type is only
suitable for phase shift less than 45°. Reflection type phase shifter comprises a 3-dB
hybrid couple and two tunable loads, as shown in Figure 9d. By selecting the
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appropriate choice for this phased array antenna system.
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The Reflection Type Phase Shifter (RTPS), an electrically adjustable phase shift,
is made up of a 3-dB hybrid coupler combined with some components such as
capacitors, resistors, transmission line, and varactors to eliminate the reflected
wave at input port and shift phase of wave at output port. The 3-dB hybrid coupler
is a 4-port network with all ports matched to the reference impedance of 50 Ω.
When stimulating at port 1, incoming wave transmits to port 3, port 4, and is

Figure 9.
Types of phase shifter: (a) switched line; (b) switched network; (c) loaded line; (d) reflection type [24–26].

Figure 10.
(a) 3-dB hybrid coupler; (b) structure of RTPS.
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suppressed at port 2. The amplitude of waves at ports 3 and 4 equal to 1ffiffi
2
p one of

incoming wave at port 1 and phase of waves at port 3 and 4 shift 90° and 180°
compared with one at port 1, respectively (Figure 10a).

In mathematical model, 3-dB hybrid coupler is characterized by a scattering
matrix that represents voltage relationship between incoming (V+) and reflected
(V) waves at different ports.

V�½ � ¼ S½ � Vþ½ � (5)

S½ � ¼ 1ffiffiffi
2
p

0 0 �j �1
0 0 �1 �j
�j �1 0 0

�1 �j 0 0

2
6664

3
7775 (6)

Here, Sij is ratio of the reflected wave at port i to the incoming wave at port j
when there is only input wave from port j.

Sij
� � ¼ V�i
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To be more specific, we have:
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(8)

Considering the reflection coefficient (Γ) generated by the load, the reflection
coefficient is determined from the load impedance and the source impedance.

Γ ¼ V�

Vþ
¼ Γj jejϕ (9)

From the two components constituting the RTPS, the 3-dB hybrid coupler and
the reflective load mentioned above, the model of RTPS is shown as in Figure 10b,
with port 1 as incoming port, port 2 as outgoing port, and two loads ZL3 and ZL4 at
port 3 and 4, respectively. The phase shift of RTPS is the phase difference between
outgoing wave at port 2 compared with incoming wave at port 1. Suppose there is
only an incoming wave at port 1. When passing through the 3-dB hybrid coupler,
from (8), waves at ports 3 and 4 are:

Vþ3 ¼ �
jffiffiffi
2
p Vþ1 ;V

þ
4 ¼ �

1ffiffiffi
2
p Vþ1 (10)

Because of appearance of ZL3 load at port 3, there is wave reflection with reflec-
tion coefficient Γ3. Therefore, from (9) and (10), the reflection wave at port 3 is:
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V�3 ¼ Γ3Vþ3 ¼ �
jffiffiffi
2
p Γ3Vþ:1 (11)

Similarly, we have the reflected wave at port 4:

V�4 ¼ Γ4Vþ4 ¼ �
jffiffiffi
2
p Γ4Vþ1 (12)

The reflected waves at ports 3 and 4 can be also regarded as incoming waves
from ports 3, 4 transmitting to ports 1 and 2. We set V 0þ3 and V 0þ4 as incoming wave
at ports 3 and 4, respectively. We have:

V 0þ3 ¼ V�3 ¼ �
jffiffiffi
2
p Γ3Vþ1 (13)

V 0þ4 ¼ V�4 ¼ �
jffiffiffi
2
p Γ4Vþ1 (14)

These two waves transmit to ports 1 and 2 through 3 dB hybrid coupler, and
outgoing waves from ports 1 and 2 are calculated from (6), (11), and (12) as follows:
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(15)

For the phase shifter, we wish that there is no reflected wave at port 1. There-
fore, Γ3 ¼ Γ4 enables us to eliminate the reflected wave at port 1. From (9) and
(13), choosing ZL3 ¼ ZL4 makes Γ3 ¼ Γ4 ¼ Γ and outgoing wave at port 2 as V�2 ¼
jΓVþ1 . Finally, the forward voltage gain S21 of RTPS will be as follow:

S21 ¼ V�2
Vþ1
¼ jΓ ¼ j Γj jejϕ ¼ Γj je j π

2þϕð Þ

∠S21 ¼ π

2
þ ϕ (16)

3.2.2 Design of reflection type phase shifter

The reflection type phase shifter (RTPS) is a phase shifter, empowering contin-
uous change of the phase of wave without the need to change hardware structure,
based on the change in capacitance of varactors. Figure 11 shows the principle
diagram of the RTPS, which consists of a 3-dB hybrid coupled and reflection loads
XL putting at ports 3 and 4. Waves enter port 1 and go out port 2.

Figure 11.
Schematic diagram of RTPS.
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When putting reactive loads to ports 3 and 4, the reflection coefficient is:

Γ ¼ jXL � Z0

jXL þ Z0
¼ jXL � Z0ð Þ2
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From (14) and (15), the phase shift of RTPS with reactive loads is:

∠S21 ¼ π
2
� 2 arctan

XL

Z0

� �
(18)

From (16), we found that the range of phase shift values ∠S21 entirely depends
on the capacitance range of varactors, which limits the phase shift range. To be
more specific, in order to achieve the 360° phase shift, theoretically, the capacitance
of varactors must reach infinity, which is impossible. Therefore, RTPS cannot get
the full 360° with only one varactor on reflection loads. To overcome the above
problem, the reflection load structure shown in Figure 12 is employed. This endows
us to choose the appropriate capacitance range, thus selecting the suitable varactors
and its voltage as follows:

Based on the transmission line impedance theory [27], because ZT2 is a quarter-
wavelength transmission line, the equivalent impedance of ZT2 and D2 is:

Z2 ¼ Z2
T2

Zd
(19)

The equivalent circuit becomes (Figure 13):
Similarly, ZT1 is also a quarter-wavelength, so the equivalent impedance is:

ZL ¼ Z2
T1

1
Zd
þ 1
Z2

� �
(20)

Figure 12.
(a) Reflection load of RTPS; (b) the equivalent circuit of reflection load.

Figure 13.
The equivalent circuit of final RTPS.
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When putting reactive loads to ports 3 and 4, the reflection coefficient is:
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From (14) and (15), the phase shift of RTPS with reactive loads is:

∠S21 ¼ π
2
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� �
(18)

From (16), we found that the range of phase shift values ∠S21 entirely depends
on the capacitance range of varactors, which limits the phase shift range. To be
more specific, in order to achieve the 360° phase shift, theoretically, the capacitance
of varactors must reach infinity, which is impossible. Therefore, RTPS cannot get
the full 360° with only one varactor on reflection loads. To overcome the above
problem, the reflection load structure shown in Figure 12 is employed. This endows
us to choose the appropriate capacitance range, thus selecting the suitable varactors
and its voltage as follows:

Based on the transmission line impedance theory [27], because ZT2 is a quarter-
wavelength transmission line, the equivalent impedance of ZT2 and D2 is:

Z2 ¼ Z2
T2

Zd
(19)

The equivalent circuit becomes (Figure 13):
Similarly, ZT1 is also a quarter-wavelength, so the equivalent impedance is:

ZL ¼ Z2
T1

1
Zd
þ 1
Z2

� �
(20)

Figure 12.
(a) Reflection load of RTPS; (b) the equivalent circuit of reflection load.

Figure 13.
The equivalent circuit of final RTPS.
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Substitute (17) to (18):
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On the other hand, the impedance of the capacitance diodes is:
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In order to get 360° phase shift, we have:
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Since Xdmin 6¼ Xdmax, we have:
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Thus, by calculation of ZT2 satisfying (23), we will have 360° phase shift.
From (23), we have: XdminXdmax <0
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At 2.45 GHz, for impedance matching, the varactor diode SMV1247, package
type SC-79 of Skyworks is chosen with Ls = 0.7nH. To simplify the voltage controller
of the varactors, the model capacitance range of SMV1247 from 8.5 pF to 0.7 pF is
selected corresponding to the voltage range from 0 V to 5 V. From (23), ZT2 = 15 Ω.

For the impedance of ZT1, besides calculating the entire phase shift, the change
of phase shift needs to be taken into account. It is desired that the relationship
between the control voltage and the phase shift becomes as close to linear as
possible, so that controlling phase shift with small resolution is easier. Thus, it is
important to examine the expression d∠S21

dVR
where VR is the bias voltage of varactors

and ∠S21 is the phase shift. As for SMV1247, the relationship between bias voltage
and capacitive value as follows:

Cd ¼ CJ0

1þ VR
VJ

� �M þ CP (27)

where CJ0 = 8.47 pF, VJ = 80 V, M = 70, CP = 0.54 pF are package parameters
from varactor SMV1247’s datasheet.

Substitute (25) to (22), the relational expression between ∠S21 and VR is:
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2
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Derivative ∠S21 in VR:
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where ω, VJ, Cd, ZT2,M,CJ0, Z0, Ls, CP are known, ZT1 is unknown, and VR and
∠S21 are variables.

From expression (27), to see the effect of ZT1 on the phase shift, different values of
ZT1 are investigated byMATLAB to find the d∠S21

dVR
with smallest maximal point. Firstly,

ZT1 is roughly experimented with different values from 10 to 80Ωwith the spacing of
10 Ω. From results in Figure 14, the value of ZT1 can be found around 20 Ω.

Because the value of ZT1 is found around the value of 20 Ω, the value of ZT1 is
examined at a narrower range from 15 to 22 Ω with the spacing of 1 Ω (Figure 15).

Among the surveyed values of ZT1, the value of 19 Ω gives the best result and
that is the best-chosen value. Thus, the RTPS will be implemented with the load
topology, where the impedance of the two microstrip circuits is ZT1 = 19 Ω and ZT2
= 15 Ω, respectively. The varactors are Skyworks SMV1247 with capacitance from
8.5 to 0.7 pF corresponding to bias voltage from 0 to 5 V.

3.2.3 Direct current (DC) feed and DC block

As mentioned above, varactors are the elements in microwave circuit, and their
capacitance value is controlled by a DC bias from controllers. With respect to the
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At 2.45 GHz, for impedance matching, the varactor diode SMV1247, package
type SC-79 of Skyworks is chosen with Ls = 0.7nH. To simplify the voltage controller
of the varactors, the model capacitance range of SMV1247 from 8.5 pF to 0.7 pF is
selected corresponding to the voltage range from 0 V to 5 V. From (23), ZT2 = 15 Ω.

For the impedance of ZT1, besides calculating the entire phase shift, the change
of phase shift needs to be taken into account. It is desired that the relationship
between the control voltage and the phase shift becomes as close to linear as
possible, so that controlling phase shift with small resolution is easier. Thus, it is
important to examine the expression d∠S21
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where VR is the bias voltage of varactors

and ∠S21 is the phase shift. As for SMV1247, the relationship between bias voltage
and capacitive value as follows:

Cd ¼ CJ0
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� �M þ CP (27)

where CJ0 = 8.47 pF, VJ = 80 V, M = 70, CP = 0.54 pF are package parameters
from varactor SMV1247’s datasheet.
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where ω, VJ, Cd, ZT2,M,CJ0, Z0, Ls, CP are known, ZT1 is unknown, and VR and
∠S21 are variables.

From expression (27), to see the effect of ZT1 on the phase shift, different values of
ZT1 are investigated byMATLAB to find the d∠S21

dVR
with smallest maximal point. Firstly,

ZT1 is roughly experimented with different values from 10 to 80Ωwith the spacing of
10 Ω. From results in Figure 14, the value of ZT1 can be found around 20 Ω.

Because the value of ZT1 is found around the value of 20 Ω, the value of ZT1 is
examined at a narrower range from 15 to 22 Ω with the spacing of 1 Ω (Figure 15).

Among the surveyed values of ZT1, the value of 19 Ω gives the best result and
that is the best-chosen value. Thus, the RTPS will be implemented with the load
topology, where the impedance of the two microstrip circuits is ZT1 = 19 Ω and ZT2
= 15 Ω, respectively. The varactors are Skyworks SMV1247 with capacitance from
8.5 to 0.7 pF corresponding to bias voltage from 0 to 5 V.

3.2.3 Direct current (DC) feed and DC block

As mentioned above, varactors are the elements in microwave circuit, and their
capacitance value is controlled by a DC bias from controllers. With respect to the
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principle of microwave circuit, the varactors directly connect to transmission lines.
From controller perspective, the DC bias is put to at two polar, anode and cathode,
of varactors. Therefore, it is easily found that the microwave circuit and the con-
troller are physically connected to each other, which leads to that high frequency
waves can propagate to controller, and DC current can go to microwave circuit.
When propagating to controller, controller can be considered as a new part in
microwave circuit, so characteristics of our design might change unpredictably.
For microwave circuit with reference impedance of 50 Ω, the maximal DC bias for
varactors is 20 V, is corresponding to the power of approximately +36 dBm. This

Figure 14.
The results from the first survey of ZT1 value: (a) phase shift, (b) d∠S21

dVR
.
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value may exceed the limitation of microwave equipment and instrumentation and
can damage them. From these problems, the demand for isolation between micro-
wave and DC current appears. The common solution is to use DC Feed and DC
Block components.

DC Block is usually a capacitor, which prevents DC current, but permits micro-
wave circuit to pass easily. The impedance of DC Block must be very low (<5 Ω)
compared with reference impedance (50 Ω) at operating frequencies (2.45 GHz).
To deploy capacitors on microstrip, gap and microstrip interdigital capacitors may
be options. However, with impedance less than 5 Ω, the capacitance must be larger

Figure 15.
The results from the second survey of ZT1 value: (a) phase shift; (b) d∠S21

dVR
.
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than 13.2 pF at 2.45GHz. That capacitance value is hard to be met by gaps or
microstrip interdigital capacitors. For capacitor components, in practice, at micro-
wave frequency, a capacitor component is equivalent to a series of inductor, resis-
tor, and capacitor, so the impedance of DC Block changes in frequency. Above a
certain frequency threshold, that DC Block will act as an inductor. Thus, DC Blocks
are usually capacitors with its self-resonant frequency near operating frequency,
2.45 GHz. Finally, the DC Block is VJ0603D8R2CXP capacitor of Vishay/Vitramon
with impedance about 3.8 Ω at 2.45 GHz, as shown in Figure 16.

In contrast, the DC feed is usually an inductive element, which blocks high
frequency waves and passes DC current. The impedance of DC Feed element must
be very high compared with the reference impedance (50 Ω) at operating fre-
quency, 2.45 GHz. Similar to DC Block, the DC Feed may be an inductance element
with a self-resonant frequency near 2.45 GHz operating frequency. However, in
practice, due to cost constraint and the availability of inductors, these inductors are
replaced by another option, taking advantage of some special case in length of
transmission lines. To minimize the whole structure, the quarter-wavelength trans-
mission line used is shorted at the end, of which the equivalent impedance is
positive infinity at operating frequency. In other words, a quarter-wavelength
transmission line with shorted at the end can be treated as an open circuit at the
beginning of that transmission line. Consequently, the DC bias can be replaced at
the end of quarter-wavelength transmission line, so that high frequency waves do
not reach the DC circuit while the DC currents can flow directly to varactors.

There exist two ways to short a circuit. The first way is to use via holes to create
physical connection from electric lines to the ground; however, this method also
shorts the DC bias. The other way is to employ open quarter-wavelength straight
stubs or radial stubs. These two kinds of stubs do not physically connect to the
ground, so they do not short the DC bias. In [28], Gardner and Wickert mentioned
that radial stubs, possibly realized as shunt stubs with low characteristic impedance,
may avoid the problems of transverse resonance and poorly defined point of
attachment associated with straight stubs. In our DC Feed, the radial stubs are the
suitable choice. Some research groups have studied about the equations for the
formulation of microstrip radial stubs [27, 29–31]. Based on these studies combined
with optimization tool in Advanced Design System software, the optimized

Figure 16.
Impedance of DC block VJ0603D8R2CXP.
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parameters calculated for the Roger4003c substrate radial stubs are: the outer radius
Ro = 540.621 mil and the inner radius Ri = 56.688 mil and angle α = 30°.

3.2.4 Design of controller for reflection type phase shifter

In phase array antennas, in order to be able to steer the antenna’s main lobe in
different directions, the phase-shift system must be placed in front of the antenna
elements to generate the phase difference of the wave to each antenna so as to
create the angle of beam. The phase shift entirely depends on the capacitance value
of the varactors whereas every varactor always has its own C – V characteristic
curve, representing the relationship between the input applied voltage and output
capacitance. In other words, the phase shift is controlled by the voltage applied to
the anode and cathode pins of varactors. For SMV1247 varactor, the voltage range
of 0–5 V is applied. Thus, the controller is required to generate adjustable voltage in
the range of 0–5 V, providing eight different voltages for eight RTPS and each
voltage channel must meet the total power of four varactors in a RTPS.

To generate a DC voltage controlled by the microcontroller, popular methods are
to modulate pulse width or control open angle of power semiconductor components
such as Triac or Thysistor to convert AC to DC. These two methods are commonly
used in power circuits, so we usually only care about the average power and voltage
in a cycle, but in essence, the voltage generated is not flat over time but it is ripple.
Obviously, these two methods will not be able to generate the control voltage for
the varactors, which constantly changes the capacitance and results in undesired
phase shifts. From the datasheet of SMV1247 varactor, the reverse current is very
small, just a few nA to μA, so it is possible to use Digital to Analog Converter (DAC)
units. Output current of these elements is about 20 mA. It is enough to satisfy the
reverse currents of four varactors in a RTPS. In addition, the DACs have a variety of
resolution options ranging from 8 bits to 24 bits. This facilitates flexible adjustment
of the RTPS resolution. Therefore, the controller will be designed based on the eight
DAC elements to generate bias voltages for eight RTPS. The controller model is
described in Figure 17. The main components are DACs, and in order to increase
the accuracy of the output voltage, the DACs are powered by a different source with
a higher accuracy than the source for the microcontroller or can be adjusted for
backup case when higher voltage range of varactors is demanded.

3.2.5 Design of antenna element

Because the positioning system is executed indoor, the WiFi or Wireless LAN
should be the most suitable protocol to use in order to radiate power to indoor
mobile devices; therefore the 2.4 GHz to 2.484 bands is chosen as the operating
frequency. On the other hand, in order to communicate with the mobile devices for
localizing the position of the object, the angel of main beam of phased array antenna
should change from �45 to 45° to scan the desired object, hence antenna element
must have half power beam width [15] greater than 90°. These requirements dem-
onstrate that the radio signal strength comparison completely depends on the array
factor. Omnidirectional antennas can satisfy both requirements; however, some
omnidirectional antennas such as dipoles,… [15] still have some undesired effects,
that is, radiating to the back side of the antenna array, which results in some high
side back lobes due to the reflection. The microstrip patch antenna can both meet
the above condition and have small back lobes. In our array, the microstrip patch
antenna was designed to operate at Wi-Fi band frequency, 2.4 to 2.484 GHz with an
input impedance of 50 Ω using a low cost FR4 substrate with dielectric constant
ε = 4.3, loss tangent tanδ = 0.02 and thickness h = 62 mil = 1.58 mm. The antenna
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parameters calculated for the Roger4003c substrate radial stubs are: the outer radius
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used in power circuits, so we usually only care about the average power and voltage
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width W and length L are computed with the following Equation [15, 32, 33] where
f is center frequency (2.45 GHz):
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with Leff is the effective length, ΔL is the length adjustment, εeff is the effective
permittivity, and h is the substrate thickness.

4. Evaluation of phased array antenna performance

To validate the design of the antenna, every component in the phased array
structure is evaluated and measured. All the simulations are performed on Keysight
Technologies’s Advanced Design System (ADS) software and CST Microwave Stu-
dio. All the components are fabricated on the FR4 substrate with dielectric constant
ε of 4.3, loss tangent tanδ of 0.02, substrate thickness h of 62 mil (1.58 mm), and the
conductive copper thickness t of 1.4 mil (1 oz).

Figure 17.
Block diagram of varactor diode controller.
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4.1 Array component design and evaluation

4.1.1 Wilkinson power divider (WPD)

In the two-wayWPD, theoretically, the total input power is equally divided into two
output ports. Assume that the input port is port 1 and the output ports are port 2 and 3,
the transmission coefficient S21 = S31 =� 3dB as shown in Figure 18b.

However, microstrip circuits on any substrate are affected by the loss tangent
coefficient of the substrate and the microstrip discontinuities. The loss tangent
represents the loss in the dielectric. The higher the loss tangent is, the more the loss
is. For FR4 substrate, the loss tangent is about 0.025, so the forward gain ofWPD on
FR4 is less than theoretical one. Furthermore, the microstrip discontinuity phe-
nomenon, as well as [22, 34, 35], appears in practice and generates parasitic

Figure 18.
The simulated 2-way WPD: (a) schematic circuit; (b) forward gains S21, S31.

117

Beamforming Phased Array Antenna toward Indoor Positioning Applications
DOI: http://dx.doi.org/10.5772/intechopen.93133



width W and length L are computed with the following Equation [15, 32, 33] where
f is center frequency (2.45 GHz):

W ¼ 3� 1011

2� f

ffiffiffiffiffiffiffiffiffiffiffi
2

εþ 1

r
¼ 36:60 mm (30)

L ¼ Leff � 2� ΔL ¼ 28:07 mm (31)

where

Leff ¼ 3� 1011

2� f � ffiffiffiffiffiffiffi
εeff
p ¼ 29:53 mm

ΔL ¼ 0:412� h� εeff þ 0:3
εeff � 0:258

�
W
h
þ 0:264

W
h
þ 0:8

¼ 0:73 mm

εeff ¼ εþ 1
2
þ ε� 1

2
1þ 12

h
W

� ��1
2

¼ 3:9953

8>>>>>>>>>>>><
>>>>>>>>>>>>:

with Leff is the effective length, ΔL is the length adjustment, εeff is the effective
permittivity, and h is the substrate thickness.

4. Evaluation of phased array antenna performance

To validate the design of the antenna, every component in the phased array
structure is evaluated and measured. All the simulations are performed on Keysight
Technologies’s Advanced Design System (ADS) software and CST Microwave Stu-
dio. All the components are fabricated on the FR4 substrate with dielectric constant
ε of 4.3, loss tangent tanδ of 0.02, substrate thickness h of 62 mil (1.58 mm), and the
conductive copper thickness t of 1.4 mil (1 oz).

Figure 17.
Block diagram of varactor diode controller.

116

Advanced Radio Frequency Antennas for Modern Communication and Medical Systems

4.1 Array component design and evaluation

4.1.1 Wilkinson power divider (WPD)

In the two-wayWPD, theoretically, the total input power is equally divided into two
output ports. Assume that the input port is port 1 and the output ports are port 2 and 3,
the transmission coefficient S21 = S31 =� 3dB as shown in Figure 18b.

However, microstrip circuits on any substrate are affected by the loss tangent
coefficient of the substrate and the microstrip discontinuities. The loss tangent
represents the loss in the dielectric. The higher the loss tangent is, the more the loss
is. For FR4 substrate, the loss tangent is about 0.025, so the forward gain ofWPD on
FR4 is less than theoretical one. Furthermore, the microstrip discontinuity phe-
nomenon, as well as [22, 34, 35], appears in practice and generates parasitic

Figure 18.
The simulated 2-way WPD: (a) schematic circuit; (b) forward gains S21, S31.

117

Beamforming Phased Array Antenna toward Indoor Positioning Applications
DOI: http://dx.doi.org/10.5772/intechopen.93133



components, changing the parameters of circuit. Thus, in simulation, it is necessary
to insert discontinuity components such as Bend and Tee so that the simulated
results are close to measured results. After that, dimension of transmission lines is
slightly adjusted by using optimization tool in ADS software in order to get the
desired results. The two-way WPD is shown in Figure 19 and S21 = S31 = �3.23 dB.

Figure 19.
The 2-way WPD: (a) schematic circuit; (b) forward gains S21, S31.
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According to the cascade structure, the eight-wayWPD is formed from the two-
way WPDs and 50 Ω transmission lines. In addition, in microwave circuit, when
transmission lines are placed closely to each other, the coupling between them occurs,
which affects to characteristics of circuit. The coupling is an issue not easy to calculate
and estimate and does not appear on schematic simulation, so the EM simulation and
EM co-simulation are used to ensure the final simulated results (Figure 20).

Finally, the eight-way WPD is fabricated on FR4 substrate and then measured
by PNA N5222A network analyzer. The forward gain for each port are shown in
Figure 21, in which the thin red line, bold blue lines, and blue dash lines are
forward gains of 8-way WPD in schematic simulation, EM co-simulation and fabri-
cation, respectively. It can be seen that for schematic simulation, the forward gains
in all output ports are identical and equal to �10.882 dB instead of �9 dB as in
theory. The loss occurs during propagating on FR4 substrate with loss tangent
coefficient tanδ = 0.025. For EM co-simulation, the forward gains at the output
ports are not identical and change from �11.031 to �10.493 dB. As mentioned
above, the difference comes from the coupling between transmission lines.

The forward gains of 8-way WPD made on FR4 material are relatively close to
the simulation results in the schematic circuit and EM co-simulation at the designed
frequency 2.45 GHz. The measurement results change around the simulation results
with a difference less than 1 dB. The differences are due to the fabrication tolerance
as well as the heterogeneity of the material in reality, causing the change of
mismatch and loss compared with simulation. For the other frequency band,
namely less than 2.4 GHz and greater than 2.5 GHz, there are large differences
between simulation and reality. The reason is that the fabrication errors will make a
great impact at undesired frequencies. However, this error does not affect the final
result because the system is designed to operate at 2.45 GHz.

Additionally, in Figure 22, the thin red line, thick blue line and dash blue line
represent the schematic simulated result, electromagnetic co-simulation, and the
measured result, respectively. The isolation between output ports of the power
divider is about 20 dB, similar to products on the market.

4.1.2 Reflection type phase shifter

For low loss variation, the important component – RTPS is designed on substrate
Roger4003C with dielectric constant ε of 3.55, loss tangent tanδ of 0.0021 and
substrate thickness h of 0.8 mm. The RTPS structure is simulated on Advanced
Design Systems ADS software. ADS has built-in components such as microstrip
lines, terminals, DC voltage, and stubs; however, the selected SMV1247 varactors
are not supported, hence it is necessary to create an equivalent model of SMV1247
before designing and simulating the RTPS. The C-V characteristic curve of
SMV1247 with the ADS model at 100 MHz is shown in Figure 23b. This curve is

Figure 20.
Eight-way Wilkinson power divider.
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similar to the characteristic curve in the SMV1247 datasheet Figure 23a, so this
SMV1247 model will be used on all ADS simulations. These characteristic curves
were calculated from model in Figure 24.

In the technical documentation of SMV1247, Skyworks provides the SPICE
model (Figure 24a). After importing this model into ADS software, the equivalent

Figure 21.
Forward gain from port 2–9 of the WPD.
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model of SMV1247 is built with the Ls, Cp, and Rs values corresponding to SC-79
packages, Ls = 0.7nH, Cp = 0.54 pF, and Rs = 4.9 Ω (Figure 24b).

The RTPS is deployed both in schematic simulation and EM co-simulation to
ensure the real operation (Figure 25). The microstrip discontinuity components
such as bend, tee, and steps in width are inserted and their dimensions are adjusted
in order to obtain the desired results. Then the RTPS is fabricated on Roger4003c
(Figure 26) and measured by the Keysight PNA N5222A Network Analyzer.

The results of the phase shifter are shown in Figure 27, where the green
dash line, blue dash dot line, and red circle line are schematic simulation, EM
co-simulation, and measured results, respectively.

Figure 22.
Isolation between output ports.

Figure 23.
C-V curve of SMV1247 on: (a) technical document [36]; (b) ADS.
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Figure 27 shows the forward gains (S21) in all three cases simulating the sche-
matic, electromagnetic field simulation, and measurement results. I find that the
energy transmitted through the phase shifter is little less than that of the schematic
and electromagnetic simulation. The reason may be due to the error in fabrication
process as well as contact between the varactors and the microstrip line, which is

Figure 24.
Equivalent model of SMV1247: (a) on SPICE [36]; (b) on ADS.
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Figure 25.
Schematic circuit of reflection type phase shifter on ADS.
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Figure 25.
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not ideal and alter the resistance value in the equivalent circuit of the varactors
and resulting in a loss of power that is much larger than simulation. The insertion
loss is about 2.5 dB with nearly 0.5 dB of variation. The low insertion loss variation
enables us to make a phased array antenna with uniform amplitude and spacing.
Figure 27b shows phase shifts in three cases, the schematic, electromagnetic simu-
lation, and measurement results. The phase shifters are capable of shifting about
370°. The phase shifter in reality although is not nearly as linear as the rest of the
two cases, but with DAC12bits, the phase shifter can still be controlled with small
resolution.

4.1.3 Microstrip patch antenna

The fundamental part – microstrip patch antenna is simulated on CST Micro-
wave Studio software and then fabricated on FR4 material, as shown Figure 28. In
order to determine the bandwidth of an antenna, two parameters, VSWR and
return loss S11, can be measured by the network analyzer PNA N5222A. At the
operating frequency, the desired VSWR and S11 are less than 2 and �10 dB,

Figure 26.
Reflection type phase shifter fabricated on Roger4003c.

Figure 27.
Transmission coefficient S21 of RTPS: (a) magnitude; (b) phase.
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respectively. The VSWR and S11 of patch antenna versus frequency are shown in
Figure 29, where the thin red lines and dash blue lines are simulated and measured
characteristics, respectively. It can be seen that in simulation, my microstrip patch
antenna can operate at Wi-Fi band with resonant frequency from 2.4 to 2.484 GHz.
However, due to the heterogeneity of the material in practice as well as errors in
fabrication, my microstrip patch antenna in reality can only operate from 2.424 to
2.485 GHz. Although this antenna cannot be used in whole range of Wi-Fi band, it
can still operate at several channels of Wi-Fi.

Figure 28.
Fabricated microstrip patch antenna.

Figure 29.
Microstrip patch antenna parameters: (a) VSWR; (b) return loss.
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4.2 Beamforming antenna measurement evaluation

4.2.1 Material and facility preparation

In general, the radiation pattern of an antenna is three-dimensional. Because it is
impractical to measure a three-dimensional pattern, a number of two-dimensional
patterns are measured. Patterns can be obtained by fixing one of angles (θ or ϕ)
while varying the other. For a single antenna, the θ = π/2 azimuthal pattern and
ϕ = 0 elevation pattern are usually chosen. For phased array antenna, only θ = π/2
azimuthal pattern is measured to observe the direction of main beam, and the ϕ = 0
elevation pattern does not provide useful information. Ideally, the measurement
system would be placed in outdoor space in the far field region to cancel reflection
waves. However, this ideal condition is not achievable; therefore indoor anechoic
chambers have been developed for this antenna array measurement. The region
inside anechoic chambers is covered with RF absorber. The reflection coefficient of
anechoic chambers is about �40 dB [15, 37].

Structure of the measurement room is shown in Figure 30. A horn antenna, HF
906, is used as a transmitting antenna, and antenna under test (AUT) is received
antenna. Thanks to the reciprocity property of antennas, the transmitting and
receiving radiation patterns are identical. Therefore, the swap between two anten-
nas is not necessary. The receiving and transmitting powers are measured by the
PNA N5222A network analyzer in which the AUT is rotated through a rotating
table. To automatically operate this system, a rotating table with an angle step of 5°
is set up, and then the measured results are extracted and analyzed from the
network analyzer.

Figure 31 shows the radiation pattern of my microstrip patch antenna. We can
see that the half power beam width is larger than 90° and the measured radiation
pattern is similar to simulated one. Therefore, in terms of radiation pattern, each
antenna element meets the requirement for indoor positioning system (Figure 32).

4.2.2 Beamforming array measurement

All components of the array including power divider, phase shifter, antenna,
and controller are assembled together to form a phased array antenna. The radiation

Figure 30.
Anechoic chamber configuration for measuring beamforming antenna array.
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patterns of phased array antenna are also measured in anechoic chamber at General
Department of Technical Logistics of the Vietnamese Ministry of Public Security,
similar to microstrip patch antenna at 2.45 GHz. The phased array antenna will be
mounted in the rotating table to steer the main beam toward angles from �45 to 45°
with step of 5°. The measured results are compared with simulated results in same
coordinate to investigate the quality of the resulted array (Figure 33). The direction
of main beam in measurement can track the simulated results. However, when
phase shift is tuned, due to variation of electrical length change, and the amplitude
variation on both WPD and RTPS causes the difference between direction of main
beam in measurement and simulation. Additionally, fabrication tolerance also
produces the beam angle error between the measured and calculated value. The
measured beam scan angles are within �5° tolerance (Table 1). In general, the
measurement results are in good agreement with the simulated results.

Figure 31.
Array antenna measurement in anechoic chamber.

Figure 32.
Radiation pattern of microstrip patch antenna element.
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Regarding side lobes, compared with simulated results, the gain of side lobes
in reality is much higher. The reason is due to the difference of space in simulation
and measurement. In simulation, the array antenna is computed in open space,
and as a result, there is no affection of reflection on radiation pattern. In reality,
although the antenna array is measured in an anechoic chamber, the reflection
from wall and other objects in chamber still exist and affect to measured results.
Compared with main lobe, side lobe level is less than about 10 dB in most case
(Figure 33).

A comparison about performance among my antenna design with previous
antenna designs for indoor localization is presented in Table 2. It can be seen that,
in previous designs, based on switching predefined beams, the number of beam is
similar to the number of antenna elements. This leads to the limitation of the
number of lobes due to the size of an indoor antenna that cannot be too large.
Hence, the scan step of these design is quite large, namely 60, 30, 90, and 18°
corresponding to researches [10–13]. In this antenna array, by controlling the array
factor of array antenna through phase shifter controlling of wave coming to anten-
nas, the number of beam does not depend on the number of antenna element.
Simultaneously, the full 360° continuous phase shifter enables me to arbitrarily
adjust the phase shift, so the main beam can be steered continuously. The resolution
of scanning angle step in steering can be achieved at 5°.

Figure 33.
Radiation pattern of phased array antenna at different angles.
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5. Conclusion

With the desire to improve the resolution of AoA-based indoor positioning
system, this chapter has focused on the design of multi-port phased array antenna
using the reflection type phase shifter. The studies demonstrate that the
beamforming array antenna with two-way Wilkinson power divider that is able to
limit the loss and increase the isolation between the output ports. In addition, the
important part in the array, the reflection type phase shifter, can continuously
control the phase shift in full 360° range with low insertion loss and small variation.
The main beam of the array antenna can be steered in direction from �45 to 45°
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This work 90° 19 5° 8
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Comparison with previously studied beamforming array antenna designs for indoor localization.
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with high resolution. This design can be commercially available for WLAN com-
munication system in the frequency range from 2.424 to 2.484 GHz. This will
facilitate an effective solution for indoor positioning system with high accurate
localization. The future work will involve incorporating the phased array antenna
for real positioning system for indoor object localization.
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Chapter 7

Antennas for Space Applications: 
A Review
Volkan Akan and Erdem Yazgan

Abstract

It is well known that antennas are inevitable for wireless communication sys-
tems. After the launch of Sputnik-1 which was the first artificial satellite developed 
by USSR (Union of Soviet Socialist Republics), telecommunication technologies 
started to develop for space excessively. However, significance of the antennas as 
first or final RF-front end element has not been altered for the space communica-
tion systems. In this chapter, after introducing telecommunication and antenna 
technologies for space, which space environmental conditions are to be faced by 
these antennas are summarized. Then, frequency allocation that is a crucial design 
factor for antennas is explained and tabulated. And finally at the last part, different 
types of antennas used in different space missions are presented with their func-
tional parameters and tasks.

Keywords: space, antenna, communication, satellite, spacecraft

1. Introduction

With the II World War, especially radar and military communication technolo-
gies gained thoughtful importance, and studies on antenna design, analysis and 
measurement caught a great momentum. Particularly, low volume antennas were 
needed for installation in air and naval combat vehicles. By the development of 
digital computers aftermath of the war, antenna design and analysis began to 
be carried to the computer environment to realize analytical and computational 
electromagnetic techniques. This era accelerated development process of antennas 
like other communication elements.

Nowadays, studies on microwave integrated circuits and components, which 
are frequently used in communication systems designed to operate at high frequen-
cies, are going ahead at a dizzying pace. In addition, theoretical and experimental 
studies focusing on solid-state devices and planar transmission lines have greatly 
contributed to the development of microwave integrated circuits and components 
and expanded their use. In the light of these developments, interest to antennas, 
particularly for planar ones, has increased and thus, in order to reduce the cost and 
also volume occupied by microwave and RF systems, printed antennas are generally 
preferred to use them with high frequency circuits in the same plane.

As is well known, the space race of humankind started with the first artificial 
satellite Sputnik-1 which was developed and placed into orbit by the USSR in 1957. 
A model of Sputnik-1 is shown in Figure 1. In the same year, Sputnik-2 placed a 
living being into orbit of Earth for the first time. In the following year, the USA 
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gies gained thoughtful importance, and studies on antenna design, analysis and 
measurement caught a great momentum. Particularly, low volume antennas were 
needed for installation in air and naval combat vehicles. By the development of 
digital computers aftermath of the war, antenna design and analysis began to 
be carried to the computer environment to realize analytical and computational 
electromagnetic techniques. This era accelerated development process of antennas 
like other communication elements.

Nowadays, studies on microwave integrated circuits and components, which 
are frequently used in communication systems designed to operate at high frequen-
cies, are going ahead at a dizzying pace. In addition, theoretical and experimental 
studies focusing on solid-state devices and planar transmission lines have greatly 
contributed to the development of microwave integrated circuits and components 
and expanded their use. In the light of these developments, interest to antennas, 
particularly for planar ones, has increased and thus, in order to reduce the cost and 
also volume occupied by microwave and RF systems, printed antennas are generally 
preferred to use them with high frequency circuits in the same plane.

As is well known, the space race of humankind started with the first artificial 
satellite Sputnik-1 which was developed and placed into orbit by the USSR in 1957. 
A model of Sputnik-1 is shown in Figure 1. In the same year, Sputnik-2 placed a 
living being into orbit of Earth for the first time. In the following year, the USA 
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joined this race with Explorer-1. The Explorer-1 was placed into an orbit with a 
perigee of 360 km and apogee of 2535 km as mentioned in [1]. It had a cosmic ray 
sensor, an internal temperature sensor, a temperature sensor on the cone nose, 
and a microphone to detect the micro-meteoroid effect. Its most important task 
was to detect high-energy atomic particles with a cosmic ray sensor. The sensor 
therefore contained a Geiger-Müller tube. There were two transmitters at 108 and 
108.03 MHz. It transmitted the relevant data to the station with those modules. 
As can be seen from Figure 2, the fiberglass slot antenna is positioned toward the 
nose of the vehicle. In addition, four flexible monopoles are placed in the middle of 
the vehicle. Its most important achievement was the discovery of the generations 
of Van Allen belt around the world. Afterward, this discovery was confirmed by 
Explorer-3 spacecraft [1].

By 2017, there were 4635 satellites orbiting the planet for different purposes 
based on the published Index of Objects Launched into Outer Space maintained 

Figure 1. 
The Sputnik-1 with monopole antennas (image courtesy of NASA/NSSDCA).

Figure 2. 
The Explorer-1 with its turnstile antenna for VHF communication (image courtesy of NASA).
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by the United Nations Office for Outer Space Affairs (UNOOSA). According to the 
report of 2019, while this chapter was being written, about 5000 satellites have been 
evolving around the world.

In recent years, especially antennas used in satellite communication systems 
are expected to have low volume, lightweight, low cost, high gain and directivity. 
Since the antennas used here are the last elements of the transmitting and receiv-
ing systems, they enable the connection of both sides over the space. They must 
be therefore suitable to the structure on which they are used, both electrically 
and physically. In addition, the gain and radiation pattern characteristics must be 
considered together with the general approaches used in the design of these anten-
nas. The characteristics of the printed circuit antennas in meeting these criteria are 
more appropriate. Another important feature is that it is compatible with printed 
circuit technology and can be produced as a persistence of RF and high frequency 
circuit topology. Another advantage of printed circuit antennas is that they can 
be easily mounted on non-planar surfaces or manufactured using flexible printed 
circuit boards. In order to realize matching circuits, in very small areas inductive, 
resistive and capacitive surface mount device (SMD) components can be used with 
the printed circuit technology. Similarly, the frequency tuning of the antennas 
can be achieved electrically and mechanically in a variety of ways, which makes it 
particularly advantageous for the printed circuit antennas.

Depending on the orbit around the world in general, space vehicles and satellites 
can be divided into six main groups:

• Satellites with low earth orbiting (LEO) satellites

• Satellites with middle earth orbiting (MEO) satellites

• High elliptical orbiting (HEO) satellites

• Geostationary (GEO) satellites,

• Scientific research and exploring for solar system, deep space and others,

• Manned space flights-for now generally in LEO for example International 
Space Station (ISS).

• In addition, space launch vehicles can be added to this list.

There are also telemetry/telecommand (TM/TC) communication units in dif-
ferent frequency bands, global positioning systems and other telecommunication 
modules for transmitting and receiving the RF signals in launch vehicle, respec-
tively. Consequently, suitable antennas should be designed and utilized according to 
planned mission for the space launch vehicles similar to the satellites.

One of the most needed satellites is LEO satellite. LEO satellites orbit between 
160 and 1600 km from the Earth’s surface. These satellites are usually small com-
pared to communication GEO satellites, easy to launch and put into orbit. They can 
be used for different purposes. For ground monitoring purposes, satellite constel-
lation can be placed into orbit and used for voice, fax and data communications. In 
addition, due to the limited surface area and volume available on the satellite, the 
antenna must be as small as possible in weight and volume. Finally, considering 
the limited power budget of the satellite, it is important that the antenna may have 
a passive and conical radiation pattern to direct the electromagnetic energy to low 
elevation angles.
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Antennas used in LEO-type satellites can be divided into three types: payload 
data transmission (PDT) antennas for downloading high-density data to the ground 
station or inter satellite link (ISL) communication, payload antennas for special 
missions like mobile communication, GNSS services or remote sensing opera-
tions and TM/TC antennas to control the satellite and receive health parameters 
to monitor its functionality. The frequency ranges allocated for LEO satellites vary 
according to the characteristics of the payload on the satellite, but are determined 
by International Telecommunication Union (ITU).

After a LEO satellite is launched, it must be brought to desired position or 
orbit in order to fulfill the function of the satellite or be required to stabilize 
tumbling. This phase is called as Launch and Early Orbiting Phase (LEOP). In 
this case, hemispherical or omnidirectional antennas are very beneficial and 
used for the transmitting and receiving TM/TCs since they have wide coverage 
capability [2]. Antennas having directional or shaped conical radiation pattern 
are preferred in order to transmit telemetry and payload data to the ground 
station after it has been commissioned. Since line of sight (LOS) communica-
tion time interval is limited over one ground station, it is desirable to use this 
interval in the most efficient manner. This can be acquired by starting downlink 
and uplink communication at low elevation angles of the satellite. Because it 
will provide more time to download high-density payload data from the satel-
lite. Therefore, at lower elevation angles of the satellite, a higher antenna gain 
is required, whereas in the case where the satellite is at higher elevation angle 
with respect to ground station, the antenna gain may be relatively lower so as to 
maintain link margin positively.

2. Antennas exposed to effects of space environment

In space not only functionality should be taken into consideration but also 
durability and reliability of antennas should be taken into account. Consequently, in 
design phase of antennas to be used in space applications, environmental conditions 
are decisive factors. Materials to be used on space antennas should meet require-
ments based on space qualifications and factors [3]. These factors can be listed 
under two main subjects: effects due to the launching activity and space environment.

2.1 Launch phase

During launch of spacecraft, acoustic vibrations, shocks, mechanical stress 
based on static loads, dynamic loads and sudden atmospheric pressure fall occur 
and those effects should be taken into account in the course of antenna design 
step. In addition, in commissioning phase pyrotechnical shocks are generated 
while deploying solar panels and payloads like deployable antennas. All of those 
may affect objects, for example antennas, detached to surface of spacecraft, 
adversely.

2.2 Space environment

After LEOP, antennas will be exposed to harsh space environment. Those can 
be listed as vacuum, high temperature changes regarding nonconductive thermal 
feature of vacuum typically between −150 and 150°C, outgassing or material subli-
mation which can create contamination for payloads especially on lens of cameras, 
ionizing or cosmic radiation (beta, gamma, and X-rays), solar radiation, atomic 
oxygen oxidation or erosion due to atmospheric effect of low earth orbiting.
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2.3 Verification for launch and environmental effects

In order to verify that antennas can perform functionally in space environment 
and withstand launch effect mentioned above, some tests should be performed as 
addition to functional tests before mission started. These environmental verifica-
tions can be listed as:

• thermal qualification,

• sine vibration,

• random vibration or acoustic,

• quasi-static acceleration,

• stiffness measurement, and

• low outgassing compatibility [4].

To verify the modules, requirements and tests have been defined by NASA and 
ESA in their published standards. For space programs, the related requirements and 
tests are prepared based on those standards. Some important and general ones can 
be listed as:

• ECSS-E-ST-32-08C—materials

• ECSS-Q-ST-70-02—thermal vacuum outgassing test for the screening of space 
materials

• ECSS-Q-ST-70-71C Rev.1—materials, processes and their data selection

• ECSS-E-ST-10-03C—testing

• ECSS-Q-ST-70-04C—thermal testing for the evaluation of space materials, 
processes, mechanical parts and assemblies

which have been published by ESA and

• GSFC-STD-7000A—General Environmental Verification Standard (GEVS) for 
GSFC Flight Programs and Projects

• Outgassing Data for Selecting Spacecraft Materials

• NASA-STD-7002B—Payload Test Requirements

• NASA-STD-5001—Structural Design and Test Factors of Safety for Spaceflight 
Hardware

• NASA-STD-7001—Payload Vibroacoustic Test Criteria

• NASA-STD-7003—Pyroshock Test Criteria

which have been published by NASA.
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2.4 Other effects

2.4.1 Multipaction and corona discharge

Multipaction is, basically, an event that can be reason of breakdown because of 
high power RF signal in a vacuum or near vacuum medium. It can reduce RF output 
power of device, cause noise in RF signal and even corona discharge because of ion-
ization in presence of electromagnetic wave. Therefore, it can result a catastrophic 
failure of an antenna, RF component and even another payload module. There are 
two main factors for multipaction: high RF power and vacuum medium. Thus, 
related RF components including antennas should be either analyzed or tested 
for these phenomena. There is an analysis tool designed by ESA/ESTEC named as 
“ECSS Multipactor Tool”. By using this tool one can calculate threshold and safety 
margin levels for pre-defined structures according to the operating frequency, 
impedance, RF power level, material finishing and minimum distance between 
metal tips or edges.

2.4.2 Passive intermodulation

As is known, in active RF devices there can occur intermodulation products of 
applied two or more tones at the output of the device. Similar phenomenon can be 
seen at antennas because of two main reasons: nonlinearity of material and nonlin-
earity of contact.

To avoid multipaction and passive intermodulation there are some published 
standards for design and verification phases. One of them is ECSS-E-20-01A 
Rev.1—multipaction design and test.

3. Frequency allocations for space missions

Radio frequency spectrum usage must be regulated to guarantee a cost-
effective and high-capacity utilization for terrestrial and satellite communica-
tion systems all over the world. Although, the frequency intervals used for 
the spacecrafts vary according to the characteristics of the TM/TC modules 
and payload on the space vehicle, they are determined and coordinated by 
International Telecommunication Union (ITU). ITU, which is a United Nations 
structure, acts under the contract accepted by the executives of member states. 
For this aim, ITU holds a forum and owing to this forum it can do coordination 
of radiofrequency spectrum, define standards for communication protocols, 
device or equipment characteristics and interference levels between private 
sector and member states [5].

There are radio communication services defined for space applications to trans-
mit or receive radio signals by the Radio Communication Regulations. Those are

• ASS: amateur satellite service

• BSS: broadcasting satellite service

• EES: Earth exploration satellite service

• FSS: fixed satellite service

• ISS: inter-satellite service
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• MSS: mobile satellite service

• RSS: radio determination satellite service

• SOS: space operation service

• SRS: space research service

Based on the radio communication services mentioned above, the defined or 
allocated frequency bands can be private for one of them or shared between these 
services. Moreover, the world has been divided into three parts for the coordination 
as accepted and published in 1988. It is seen in Figure 3.

Region 1 consists of Europe, Africa, the Middle East and the land of former 
USSR; Region 2 is the Americas and finally region 3 is Asia Pacific but not includ-
ing the Middle East and land of former USSR. In Table 1, some specific frequency 
bands used for space communication are presented. An interested reader to see full 
frequency spectrum allocations of terrestrial and space application can visit the web 
site created by IEEE Geoscience and Remote Sensing Society given in [7].

4. Antenna types used on spacecrafts

There are many different spacecrafts to conduct various missions for human-
kind. Consequently, they need different subsystems like communication subsys-
tems, microwave imaging payloads, instrument landing systems which use radar 
technology, scientific and experimental research devices to explore deep-space and 
many others. This leads to a need for different type of antennas to fulfill defined 
missions successfully. Spacecrafts can be divided into four main groups: missile 
launchers, satellites, radio astronomy and deep space vehicles. Based on this catego-
rization some antenna types used on those vehicles will be reviewed in the following 
sections.

Figure 3. 
ITU regions of the world for frequency allocation as given in [6] (image courtesy of ITU, source: ITU radio 
regulations (2016 edition)).



Advanced Radio Frequency Antennas for Modern Communication and Medical Systems

144

2.4 Other effects

2.4.1 Multipaction and corona discharge

Multipaction is, basically, an event that can be reason of breakdown because of 
high power RF signal in a vacuum or near vacuum medium. It can reduce RF output 
power of device, cause noise in RF signal and even corona discharge because of ion-
ization in presence of electromagnetic wave. Therefore, it can result a catastrophic 
failure of an antenna, RF component and even another payload module. There are 
two main factors for multipaction: high RF power and vacuum medium. Thus, 
related RF components including antennas should be either analyzed or tested 
for these phenomena. There is an analysis tool designed by ESA/ESTEC named as 
“ECSS Multipactor Tool”. By using this tool one can calculate threshold and safety 
margin levels for pre-defined structures according to the operating frequency, 
impedance, RF power level, material finishing and minimum distance between 
metal tips or edges.

2.4.2 Passive intermodulation

As is known, in active RF devices there can occur intermodulation products of 
applied two or more tones at the output of the device. Similar phenomenon can be 
seen at antennas because of two main reasons: nonlinearity of material and nonlin-
earity of contact.

To avoid multipaction and passive intermodulation there are some published 
standards for design and verification phases. One of them is ECSS-E-20-01A 
Rev.1—multipaction design and test.

3. Frequency allocations for space missions

Radio frequency spectrum usage must be regulated to guarantee a cost-
effective and high-capacity utilization for terrestrial and satellite communica-
tion systems all over the world. Although, the frequency intervals used for 
the spacecrafts vary according to the characteristics of the TM/TC modules 
and payload on the space vehicle, they are determined and coordinated by 
International Telecommunication Union (ITU). ITU, which is a United Nations 
structure, acts under the contract accepted by the executives of member states. 
For this aim, ITU holds a forum and owing to this forum it can do coordination 
of radiofrequency spectrum, define standards for communication protocols, 
device or equipment characteristics and interference levels between private 
sector and member states [5].

There are radio communication services defined for space applications to trans-
mit or receive radio signals by the Radio Communication Regulations. Those are

• ASS: amateur satellite service

• BSS: broadcasting satellite service

• EES: Earth exploration satellite service

• FSS: fixed satellite service

• ISS: inter-satellite service

145

Antennas for Space Applications: A Review
DOI: http://dx.doi.org/10.5772/intechopen.93116

• MSS: mobile satellite service

• RSS: radio determination satellite service

• SOS: space operation service

• SRS: space research service

Based on the radio communication services mentioned above, the defined or 
allocated frequency bands can be private for one of them or shared between these 
services. Moreover, the world has been divided into three parts for the coordination 
as accepted and published in 1988. It is seen in Figure 3.

Region 1 consists of Europe, Africa, the Middle East and the land of former 
USSR; Region 2 is the Americas and finally region 3 is Asia Pacific but not includ-
ing the Middle East and land of former USSR. In Table 1, some specific frequency 
bands used for space communication are presented. An interested reader to see full 
frequency spectrum allocations of terrestrial and space application can visit the web 
site created by IEEE Geoscience and Remote Sensing Society given in [7].

4. Antenna types used on spacecrafts

There are many different spacecrafts to conduct various missions for human-
kind. Consequently, they need different subsystems like communication subsys-
tems, microwave imaging payloads, instrument landing systems which use radar 
technology, scientific and experimental research devices to explore deep-space and 
many others. This leads to a need for different type of antennas to fulfill defined 
missions successfully. Spacecrafts can be divided into four main groups: missile 
launchers, satellites, radio astronomy and deep space vehicles. Based on this catego-
rization some antenna types used on those vehicles will be reviewed in the following 
sections.

Figure 3. 
ITU regions of the world for frequency allocation as given in [6] (image courtesy of ITU, source: ITU radio 
regulations (2016 edition)).



Advanced Radio Frequency Antennas for Modern Communication and Medical Systems

146

Frequency 
band (MHz)

Primary allocation European common 
allocation

Applications Standard

144–146 Amateur
Amateur satellite
5.216

Amateur
Amateur satellite

Amateur
Amateur 
satellite

EN 301 
783

434.79–438 Amateur
Radiolocation
Earth exploration-
satellite (active)
5.279A
5.138
5.271
5.276
5.277
5.280
5.282

Amateur
Amateur satellite
Radiolocation
Earth exploration satellite 
(active)
5.279A
5.277 EU2
EU12

Active sensors 
(satellite)
Amateur
Amateur 
satellite

EN 301 
783

1164–1215 Aeronautical radio 
navigation
5.328
Radio navigation 
satellite (space-to-
Earth) (space-to-
space) 5.328B
5.328A

Aeronautical radio 
navigation
5.328
Radio navigation-satellite 
(space-to-Earth) (space-
to-space) 5.328B
5.328A

Aeronautical 
navigation
GALILEO
GLONASS
GNSS 
repeater

EN 302 
645

1215–1240 Earth exploration 
satellite (active)
Radiolocation
Radio navigation 
satellite (space-to-
Earth) (space-to-
space) 5.328B 5.329 
5.329A
Space research 
(active)
5.330
5.331
5.332

Earth exploration satellite 
(active)
Radiolocation
Radio navigation satellite
(space-to-Earth) (space-
to-space) 5.328b 5.329 
5.329a
Space research (active)
5.331 EU2
5.332

Active sensors 
(satellite)
Defense 
systems
GLONASS
GNSS 
repeater
GPS
Radiolocation 
(civil)

EN 302 
645

1559–1610 Aeronautical radio 
navigation
Radio navigation 
satellite (space-to-
Earth) (space-to-
space) 5.208B 5.328B 
5.329A
5.341
5.362B
5.362C

Aeronautical radio 
navigation
Radio navigation satellite 
(space-to-Earth) (space-
to-space) 5.208B 5.328B 
5.329A
5.341
5.362B

GALILEO
GLONASS
GNSS 
pseudolites
GNSS 
repeater
GPS

EN 302 
645

2025–2110 Earth exploration 
satellite (Earth-
to-space) 
(space-to-space)
Fixed
Mobile 5.391
Space operation 
(Earth-to-space) 
(space-to-space)
Space research (Earth-
to-space) (space-to-
space) 5.392
5.392

Earth exploration 
satellite (Earth-to-space) 
(space-to-space)
Fixed
Mobile 5.391
Space operation (Earth-to-
space) (space-to-space)
Space research (Earth-to-
space) (space-to-space)
5.392 EU2
EU15
EU27

Defense 
systems
Fixed
PMSE
Space research

EN 302 
217
EN 302 
064
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4.1 Antennas for missile launchers

In order to acquire TM/TC communication, guidance, transmitting and receiv-
ing radar signals, sending video and image, communicating with satellite after 
departing, there are many antennas used on missile launchers. Up to now, a lot of 
different antenna types have been designed for this purpose. However, since the 
main objective of missile is military usage (ballistic missiles a good example), it 
is hard to find adequate info about subsystems on them in open literature. In the 
following subsections some examples are given.

4.1.1 Transmission line antennas

Particularly for TM/TC communication subsystems, missiles need Omni-
directional antennas to communicate with ground stations. Since antennas are the 
final or first component of RF transmitter or receiver, respectively, they must be 
on outward or just underneath surface of missiles with RF transparent radome. 
Nevertheless, they must comply with aerodynamic structure of missile. Otherwise, 
it will increase air-drag during trip along the atmosphere. Therefore, if antennas 
will be used over the surface of a missile, they must be compatible with aerody-
namic structure. A well-known type of antenna for this goal is transmission line 
antenna [8] which is also commonly used for other aerospace vehicles. It is known 
that radiation resistance of a transmission line is quite small. In order to increase 
the radiated power rather than power dissipated as heat, a transmission line can 
be terminated with reactive elements like capacitors, conducting bridges or open 
ends. Based on this technique, in [8] four types of them have been presented. These 
are inverted L antenna, shunt-driven inverted L antenna with open end, shunt-driven 
inverted L antenna with capacitive end loading and finally m antenna.

Frequency 
band (MHz)

Primary allocation European common 
allocation

Applications Standard

2200–2290 Earth exploration 
satellite (space-
to-Earth) 
(space-to-space)
Fixed
Mobile 5.391
Space operation 
(space-to-Earth) 
(space-to-space)
Space research 
(space-to-Earth) 
(space-to-space)
5.392

Earth exploration 
satellite (space-to-Earth) 
(space-to-space)
Fixed
Mobile 5.391
Space operation (space-to-
Earth) (space-to-space)
Space research (space-to-
Earth) (space-to-space)
5.392 EU15
EU27

Defense 
systems
Fixed
PMSE
Radio 
astronomy
Space research

EN 302 
217
EN 302 
064

8025–8400 Earth exploration 
satellite 
(space-to-Earth)
Fixed
Fixed satellite 
(Earth-to-space)
Mobile 5.463
5.462A

Earth exploration satellite 
(space-to-Earth)
Fixed
Fixed satellite 
(Earth-to-space)
Meteorological satellite 
(Earth-to-space)
Mobile 5.463
5.462A EU2
EU27

Defense 
systems
Earth 
exploration 
satellite
Fixed
Radio 
astronomy
Radio 
determination 
applications

EN 302 
217
EN 302 
729

Table 1. 
Some specific frequency bands for space communication defined by ITU.
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Frequency 
band (MHz)

Primary allocation European common 
allocation

Applications Standard
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Amateur satellite
5.216

Amateur
Amateur satellite

Amateur
Amateur 
satellite

EN 301 
783

434.79–438 Amateur
Radiolocation
Earth exploration-
satellite (active)
5.279A
5.138
5.271
5.276
5.277
5.280
5.282

Amateur
Amateur satellite
Radiolocation
Earth exploration satellite 
(active)
5.279A
5.277 EU2
EU12

Active sensors 
(satellite)
Amateur
Amateur 
satellite

EN 301 
783

1164–1215 Aeronautical radio 
navigation
5.328
Radio navigation 
satellite (space-to-
Earth) (space-to-
space) 5.328B
5.328A

Aeronautical radio 
navigation
5.328
Radio navigation-satellite 
(space-to-Earth) (space-
to-space) 5.328B
5.328A

Aeronautical 
navigation
GALILEO
GLONASS
GNSS 
repeater

EN 302 
645

1215–1240 Earth exploration 
satellite (active)
Radiolocation
Radio navigation 
satellite (space-to-
Earth) (space-to-
space) 5.328B 5.329 
5.329A
Space research 
(active)
5.330
5.331
5.332

Earth exploration satellite 
(active)
Radiolocation
Radio navigation satellite
(space-to-Earth) (space-
to-space) 5.328b 5.329 
5.329a
Space research (active)
5.331 EU2
5.332

Active sensors 
(satellite)
Defense 
systems
GLONASS
GNSS 
repeater
GPS
Radiolocation 
(civil)

EN 302 
645

1559–1610 Aeronautical radio 
navigation
Radio navigation 
satellite (space-to-
Earth) (space-to-
space) 5.208B 5.328B 
5.329A
5.341
5.362B
5.362C
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(space-to-Earth) (space-
to-space) 5.208B 5.328B 
5.329A
5.341
5.362B

GALILEO
GLONASS
GNSS 
pseudolites
GNSS 
repeater
GPS

EN 302 
645
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to-space) 
(space-to-space)
Fixed
Mobile 5.391
Space operation 
(Earth-to-space) 
(space-to-space)
Space research (Earth-
to-space) (space-to-
space) 5.392
5.392

Earth exploration 
satellite (Earth-to-space) 
(space-to-space)
Fixed
Mobile 5.391
Space operation (Earth-to-
space) (space-to-space)
Space research (Earth-to-
space) (space-to-space)
5.392 EU2
EU15
EU27

Defense 
systems
Fixed
PMSE
Space research

EN 302 
217
EN 302 
064
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Inverted L antenna is a simple wire antenna structure, which is folded on a point 
of a transmission line as illustrated in Figure 4. It should be emphasized that its 
open end is at the reverse direction to flight in order to afford aerodynamic confor-
mity to the missile. It is fed by coaxial line. Distance between the ground surface 
of missile and the antenna wire is b/2, horizontal length of the antenna is s2 and 
the diameter of wire that is used to form the antenna is 2a. Inverted L antenna has 
been analyzed based on the transmission line theory in [8]. Therefore, the diameter 
of wire 2a and height over surface b/2 must be smaller than operating wavelength. 
The derived relations for transmission line modeling of these antennas are valid for 
2a < 0.01λ and b ≤ 0.1λ as mentioned in [8].

Equivalent circuit model of inverted L antenna is shown in Figure 5.
Using transmission line theory radiation resistance of the antenna can be 

derived as
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where β is phase constant for the transmission line [8].
The second type of transmission line antenna is shunt-driven inverted L antenna 

with open end as illustrated in Figure 6. In this case, there is a shorting line with 
a distance of s1 from center of the feeding line. Again open end is opposite to the 
direction of flight.

Its equivalent circuit model is presented in Figure 7.
By using transmission line theory radiation resistance of the antenna can be 

derived as given in [8].

 
bb b b b b b

b
b

ì ü
é ù= + + -í ýë û

î þ
¹

2 2
e 2 2 2 1

1 2 22
2 1

sin s30 b 1R cos sin s cos s cos s cos s ,
cos s 2 bs
where cos s 0

s  (2)

Here, s = s1 + s2. If this antenna is modified by adding a tunable capacitor instead 
of open end it will be easy to tune input impedance of the antenna. It is shunt-driven 
inverted L antenna with capacitive end loading. Its illustration is shown in Figure 8.

Figure 4. 
Inverted L antenna for using on missiles [8].
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Figure 5. 
Equivalent circuit model of inverted L antenna: end-driven open-end section of line [8].

Figure 6. 
Shunt-driven inverted L antenna with open end for using on missiles [8].

Figure 7. 
Equivalent circuit model of shunt-driven inverted L antenna with open end: shunt-driven line with an open 
and a short-circuited termination [8].

Figure 8. 
Shunt-driven inverted L antenna with capacitive end loading for using on missiles [8].
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Figure 5. 
Equivalent circuit model of inverted L antenna: end-driven open-end section of line [8].

Figure 6. 
Shunt-driven inverted L antenna with open end for using on missiles [8].
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Figure 8. 
Shunt-driven inverted L antenna with capacitive end loading for using on missiles [8].
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In order to derive the radiation resistance of reactive element ended inverted L 
antenna the relations given in [9] can be used. For the sake of brevity, derivation of 
radiation resistance has not been given within text.

The final type of transmission line antenna is m-antenna. Its illustration is given 
in Figure 9.

Its equivalent circuit model is presented in Figure 10.
Similarly, as used in previous antenna types, using transmission line theory 

radiation resistance of the antenna can be derived as [8].
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and s = s1 + s2.
Up to date, many different versions of those basic antennas have been published 

in the literature. Particularly, their printed circuit versions are also available and 
used for different communication devices in cellular phones, tablets and portable 
computers as well.

4.1.2 Extremely thin and omnidirectional slot antenna array for launch vehicles

Another basic antenna used on missiles is conformal slot array structure. In 
order to get enhanced coverage for launch vehicles, array antennas are versatile 

Figure 9. 
m-Antenna with capacitive end loading for using on missiles [8].

Figure 10. 
Equivalent circuit model of m antenna: shunt-driven line with short-circuited terminations [8].
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and effective. Almost omnidirectional pattern can be achieved using circum-
ferential or conformal array antennas on the launch vehicles. There are various 
examples for this type in the general literature. One of them is presented in [10] 
Its outline illustration is shown in Figure 11. As shown in this figure eight slot 
elements were used and to decrease the number of branch lines the author used 
series feedline as shown in Figure 12. Input impedance of each slot antenna ele-
ment is designed as 50 Ω. Moreover, in Figure 12 matching of the main input port 
of the array is explained in detail. For matching 6 Ω input impedance of eight-
element slot array to 50 Ω, λ/4 transformer is employed at the input. To suppress 
higher order modes and edge excitation of the slots, bolts are inserted circum-
ferentially to form a rectangular transmission line. In Ref. [10], it is particularly 

Figure 11. 
Outline drawing of stripline-fed cavity-backed slot array antenna on space launch vehicle [10].

Figure 12. 
Series stripline feed structure for the array of eight slots [10].
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highlighted that spacing between each bolt and number of bolts are crucial to 
obtain continuous short circuit around slot aperture and also at transition area 
from RF connector to stripline feed.

Design parameters of this conformal array are presented in Table 2. Those physi-
cal design parameters were obtained for a substrate having a dielectric permittivity of 
2.1 and a dielectric cover whose permittivity is 2.54. The dielectric cover was used to 
protect the array antenna from heat arising because of atmospheric friction. To obtain 
50 Ω input impedance for each slot antenna, offset feeding technique was used.

Azimuth and elevation patterns of the array are presented in Figures 13 and 14, 
respectively. In these figures, omnidirectional radiation pattern characteristic is 
seen clearly around the launch vehicle.

In those figures red line represents the radiation pattern with superstrate and 
black dashed line represents radiation pattern without superstrate.

Today, different types of wrap around slot arrays are still being used on launch 
vehicles to form omnidirectional radiation pattern around the vehicle. The number 
of the array element can be increased depending on the circumferential electrical 

Description Dimensions (mm)

Single slot antenna

Slot size without coating 64.77 × 2.54

Minimum cavity size 50.8 × 83.82 × 2.39

Feeding point position from end of slot to obtain 50 Ω 15.24

L (slot length) where tεr = 0.15 57.4

L (slot length) where tεr = 0.10 58.17

Array of slots

L (slot length) where tεr = 0.10 55.88

Cavity size 50.8 × 83.82 × 2.310

Feeding point position from end of slot to obtain 50 Ωs 15.24

Table 2. 
Physical design parameters of conformal stripline fed slot array antenna [10].

Figure 13. 
Radiation pattern of the slot array in the azimuth plane with and without dielectric cover [10].
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length. Thanks to those antennas, TM/TC RF signals can be sent or received easily. 
An interested reader can find commercial products based on this type, since it has 
many advantages like ease of manufacturing and good conformity to aerodynamic 
structure of the vehicle.

4.2 Satellite antennas

Up to date, numerous antennas have been designed and employed for different 
space missions. As mentioned in previous parts, most of them are for satellite com-
munication systems like TM/TC and PDT subsystems, broadcast payload etc. As 
given in the first section, satellites are usually categorized according to their orbits. 
Those orbits define and affect general characteristics of satellites to be designed 
and manufactured for power generation from their solar panels, communication 
period and slot with ground station, radiation endurance, parts to be used because 
of atmospheric effects like atomic oxygen and their payload specifications.

After frequency definition for subsystems, types of antennas to be used 
for communication, remote sensing instrument and scientific instruments are 
selected. For example, circularly polarized antennas are usually preferred for 
TM/TC antennas not to be affected from polarization mismatch, which can be 
caused by maneuvers during low earth orbiting phases and atmospheric effects 
like Faraday rotation [11]. Besides antennas used on small satellites should be as 
low profile as possible due to surface and volume restrictions. However, for PDT 
and remote sensing applications medium and high gain antennas are needed. To 
use high gain and therefore narrow beamwidth antennas efficiently, they should 
be steered whether directing whole satellite platform or using additional steering 
mechanism like electromechanical structures or electronically steerable phased 
array antenna systems.

As is well known there are different types of antennas used for satellites but 
since there is very limited place in this part, only some noteworthy ones will be 
taken into consideration and presented for the sake of brevity.

Figure 14. 
Radiation pattern of the slot array in the elevation plane with and without dielectric cover [10].
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4.2.1 Small antennas for tiny satellites

There is tremendous demand to accomplish space research at reasonable prices 
for universities and commercial entities therefore CubeSat is a practical and func-
tional platform for this objective. Dimensions of a 1 U CubeSat are 100 mm x 100 m 
and it has aluminum T6061 structure with a total mass of up to 1 kg. However, 1 U 
can be easily enlarged to larger sizes like 2 U, 3 U, etc. Comparing to other satel-
lite platforms, CubeSats have limited volume therefore submodules and antennas 
should fit into those tiny platforms.

There are good small antenna study examples developed under GAMALINK1 
[12] project for CubeSat antennas and one of them is given in [13]. In this study 
a miniaturized cavity-backed tapered cross-slot antenna has been presented. 
38 × 38 mm2 and 30 × 30 mm2 footprints have been obtained on substrates hav-
ing dielectric permittivity 6 and 9.2, respectively, at operating frequency about 
2.44 GHz. Manufactured prototype of the antenna and its simulated 3D radiation 
pattern are shown in Figure 15.

Its maximum gain is at boresight and efficiency is small as expected because of 
miniaturization. However, its tiny dimensions make this antenna beneficial to save 
space on surfaces of small spacecrafts like CubeSats. In addition, prototype was 
manufactured to verify the simulation results shown in Figure 16 as mentioned 

1 GAMALINK (Generic SDR-bAsed Multifunctional spAce LINK) is a project for European Union’s 
FP7-Seventh Framework Programme for research, technological development and demonstration under 
grant agreement no 312830.

Figure 15. 
Manufactured prototype of cavity-backed antenna with tapered crossed-slot aperture and its 3D radiation 
pattern [13].

Figure 16. 
Measured S11, co-pol and cross-pol gain results versus frequency for cavity-backed antenna with tapered-slot 
aperture [13].
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in [13]. S11, gain and cross pol gain are presented in this figure and the measured 
values support electromagnetic simulation results. These types of miniaturized 
antennas have low efficiency. Nonetheless, since they have small footprints they can 
be installed to the CubeSats easily especially for TM/TC communication and even 
for Inter Satellite Link (ISL). Therefore, for distinctive missions even 3 or 4 of them 
can be gathered to form an array.

However, an interested reader should review other studies where mesh and 
optically transparent or mesh type antennas are proposed as well as small antennas 
[14–22].

4.2.2 Deployable large antennas for tiny satellites

For some specific operations electrically large antennas can be needed on 
CubeSats. Those antennas are folded, stowed or packed in a CubeSat before and 
during launch process. After satellite platform is placed into orbit they are deployed 
to conduct their missions. For this aim, there are deployable antenna examples 
where cutting edge mechanical technologies are employed (Figure 17).

A stowed 0.5 m Ka-band mesh reflector antenna was installed into RaInCube 
platform to initiate usage of Ka-Band radar for meteorology on a low-cost and fast 

Figure 17. 
Ka-band deployable parabolic dish antenna which has 30 ribs similar to an umbrella to be stowed and 
installed into RaInCube platform. Left deployed and right stowed into RaInCube (image courtesy of NASA/
JPL-Caltech).

Figure 18. 
Measured and calculated radiation pattern of the deployable mesh reflector antenna model. (a) ϕ = 0°. (b) 
ϕ = 90°. (Reprinted, with permission, from [25], © 2016 IEEE).
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4.2.1 Small antennas for tiny satellites
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1 GAMALINK (Generic SDR-bAsed Multifunctional spAce LINK) is a project for European Union’s 
FP7-Seventh Framework Programme for research, technological development and demonstration under 
grant agreement no 312830.

Figure 15. 
Manufactured prototype of cavity-backed antenna with tapered crossed-slot aperture and its 3D radiation 
pattern [13].

Figure 16. 
Measured S11, co-pol and cross-pol gain results versus frequency for cavity-backed antenna with tapered-slot 
aperture [13].
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applicable 6 U CubeSat platform of NASA [23–25]. The measured gain and effi-
ciency of this antenna are 42.6 dBi and 52%, respectively, at 35.75 GHz [23].

Radiation pattern of the reflector antenna is given in Figure 18. Its beamwidth 
is about 1.2° in E- and H-planes. RaInCube was launched into a near circular orbit 
where its altitude of ~400 km and with inclination of 51.6° on 21 May 2018 and the 
mesh reflector antenna deployment process achieved on 28 July 2018.

4.2.3 GEO satellite communication antennas

In the past, GEO satellites’ main mission was only television broadcasting and 
voice data transmission. Therefore, there are many communication satellites as 
geosynchronous. In the last decade, they have started evolving and internet com-
munication mission has begun to take place instead of TV broadcasting. The main 
reason for this is that the internet goes into all areas of life like business, education, 
entertainment, etc.

Since GEO satellites are about 36,000 km away from earth, they need high 
effective isotropic radiated power (EIRP) levels. So usually large aperture reflector 
antennas are employed. Based on ITU regulations generally these antennas shape 
their beams according to geographical regions. This is because to reuse frequencies 
allocated over regions as shown in Figure 3.

There are many different applications of reflector antennas for GEO communi-
cation satellites [26–33].

There is a good example to illustrate evolutionary change of GEO communica-
tion satellites. To provide high speed internet data communication JAXA started 
The “KIZUNA” – Wideband InterNetworking engineering test and Demonstration 
Satellite (WINDS) project. Its main mission was to enable super high-speed data 
communications of up to 1.2 Gbps. In this way, everybody can reach high-speed 
communications, no matter in which geographical region of Japan they live. Its 
illustration and its payload antennas are shown in Figure 19.

As shown in Figure 19 there are three payload antenna structures on the satel-
lite. Two of them are Ka-Band multibeam reflector antennas and the other one is 
Ka-Band Active Electronically-Controlled Scanning Array (AESA) antenna. The 
multibeam antennas have 2.4 m diameter and in type of 2 offset-feed Cassegrain. 
The AESA has 128 elements to establish transmit and receive beams. Multibeam 
reflector antennas are responsible for Japan with Asia and AESA is operational for 
Pacific and partly Asia.

KIZUNA was launched and put into Geosynchronous Orbit to acquire the 
highest-speed data communication of the world in 2008. Its planned operational life 
was 5 years and failed in February 2019 and started to drift. Therefore, it exceeded 
its planned operational life successfully.

4.2.4 Reflector antennas

A big number of scientist and communication antenna specialists are working 
on the increase of performance properties of reflector antennas for the widely usage 
in deep space communication, satellite communication stations, radio astronomy, 
current microwaves such as radio-links and radars. Parabolic reflector antennas 
are preferred to use as main reflector in communication systems due to its high 
gain and directivity properties. Also, these types of reflector antennas can give the 
opportunity for usage in multi-band and multi beam applications. For these reasons 
parabolic reflector antennas have attracted the intense interest of researchers for 
many years [34, 35]. A simple and known physical structure of a parabolic reflector 
antenna is in Figure 20.
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A parabolic reflector antenna consists of many important sections such as main 
reflector, feed, struts and control units, pedestal or support. Each of these should be 
carefully analyzed and designed.

Additionally, it is possible to use reflector antennas in various forms as:

• Receiver-transformer operation (single earth antenna at the end of down-up 
links on the same path) form

• Transmitter and receiver (two different earth antennas at the ends of uplink-
satellite-downlink paths) form

• Transmitter, satellite control unit and receiver (three different earth antennas 
at the ends of uplink-satellite-control unit paths and control units–satellite-
receiver paths) form

• A number of earth reflector antennas depending on coverage areas of satellites.

Figure 19. 
KIZUNA” – WINDS high speed data communication satellite (image courtesy of JAXA).

Figure 20. 
Parabolic reflector antennas at The NASA Deep Space Network Goldstone Ground Station Complex (image 
courtesy of NASA).
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carefully analyzed and designed.

Additionally, it is possible to use reflector antennas in various forms as:
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links on the same path) form
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Parabolic reflector can be fed as in axisymmetric, asymmetric and off-focus 
fed forms as seen in Figure 21. Symmetric feeding causes aperture blockage effects 
of feed and struts. To avoid this blockage, asymmetric and off-focus fed forms are 
preferred. For multiple beam generation array type feedings have been used. The 
approximate maximum gain of a parabolic reflector is given as below:

 max 2

4 effA
G

p
l

=  (4)

Here, Aeff is effective aperture area including the effect of losses due to spillover, 
aperture taper, Joule type heating and distortions on the surface of reflector.

Reflector antennas have different shapes such as parabolic, hyperbolic, elliptic, 
circular and line profiles. Although the shapes are quite different, for mathematical 
analysis they can be converted to each other by defining a parameter called eccen-
tricity. Using eccentricity parameter, the whole family can be analyzed in a unified 
form [36]. Various shapes and their eccentricity values are illustrated in Figure 22.

Incident and reflected field directions for a feed located at the focus of parabolic 
and hyperbolic antennas are seen in Figure 23.

In order to increase gains of parabolic reflector antennas, dual antenna struc-
tures can be used. Cassegrain (main reflector parabolic antenna and sub-reflector 
hyperbolic reflector) and Gregorian (main reflector parabolic antenna and sub-
reflector ellipsoid reflector) are two most common types of dual antennas. As an 
example, a Cassegrain type reflector antenna is presented in Figure 24.

A dual-antenna can be fed in symmetrical, asymmetrical and off-focus forms as 
given in Figure 25.

There are several methods for the analysis of reflector antennas. Physical optics 
(PO) comes first among the known methods [37]. As it is known, it gives the correct 
results for the main lobe and first side lobe patterns [38].

PO integral has main difficulty in application due to the complexity of the physical 
structure. The diffraction effects are also considered in order to obtain the full and cor-
rect radiation patterns particularly to determine side and back lobes. Physical theory of 
diffraction (PTD), equivalent edge currents (EEC) [39], aperture field method (AFM) 
and Jacobi-Bessel series method have been applied to find the radiation patterns for 
front space of reflector antenna [40]. The uniform theory of diffraction (UTD) [41–43] 

Figure 21. 
Feeding types of a parabolic reflector antenna, (a) symmetric, (b) asymmetric, and (c) off-focus fed.
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and the uniform asymptotic theory (UAT) [44] based on the geometrical theory of 
diffraction (GTD) [45, 46] can be used in the analysis of radiation patterns of reflec-
tor antennas for various directions. These methods applied to the analysis of reflector 
antennas by many researchers [44, 47, 48] as seen in Figure 26.

Figure 22. 
Variation of reflector shapes with eccentricity.

Figure 23. 
Incident and reflected field directions of a reflector antenna (a) parabolic and (b) hyperbolic.

Figure 24. 
DSS-43 dish at the Canberra Deep Space Communication Complex (CDSCC): a Cassegrain antenna whose 
diameter is 70 m (image courtesy of NASA).
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The use of array type feeding has been preferred for easy beam scanning in 
single and dual-reflectors by some scientists [29]. Also in recent years, some new 
techniques have been developed in the analysis of off-focus fed and array feeding 
in single and dual reflectors for preventing aperture blockage of feeds, struts and 
subreflectors. These techniques are called as equivalent feed [49, 50] and equivalent 
parabola techniques [51]. By using the combination of these two techniques, it is 
possible to minimize side and back lobes [52, 53] (Figure 27).

As well known, it is important to reduce fields due to such lobes. Additional 
advantages of these techniques are optimization of the location of off-focus feed-
ers and array elements. Thus beam scanning and corrections for catching the best 
receive/transmit signal are achieved. All these give the ability of increasing the 
performance of the space communication systems from the aspects of reflector 
antenna systems.

4.3 Antennas for deep space vehicles

For exploring other planets, comets, moons etc., space vehicles carrying sci-
entific instrumentation are designed and launched. To compensate overmuch free 

Figure 26. 
Radiation pattern of a parabolic reflector antenna, D = 15λ,, α = π/3, for focus fed [39] and off-focus fed with 
fx = fy = fz = λ. [40].

Figure 25. 
Feeding types of dual antennas, (a) symmetrical, (b) asymmetrical, and (c) off-focus.
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space loss in communication budget, high gain antennas are needed. Therefore, 
challenging design and manufacturing technologies are employed for those anten-
nas. Moreover, they have to comply with hard space qualification standards to 
operate in harsh space environment.

High gain antenna (HGA) on Mars rover Curiosity of Mars Science Laboratory 
(MSL) can be given as a pertinent example. HGA was developed by EADS CASA 
Espacio for NASA/JPL-Caltech [54]. This is circularly polarized microstrip patch 
array antenna consisting of 48 elements on a gimbal system to send and receive data 
between Mars and Earth at X-band.

In Figure 28, Engineering Qualification Model (EQM) of HGA is seen. The 
gimbal system has two degree of freedom for pointing. This RHCP antenna’s gain 
values for Rx and Tx frequencies are listed in Tables 3 and 4, respectively, at differ-
ent elevation angles.

This antenna is still being used on Curiosity at X-Band for uplink and downlink 
data from Mars surface to Earth. Its image taken by itself on Mars is shown in 
Figure 29.

Figure 27. 
Radiation pattern of a defocused fed Cassegrain antenna with D = 100λ, do = 90λ, F = 62.5λ, β = 150, e = 1.996, 
n = 8 and fx = fy = fz = 3λ by using equivalent feed and equivalent paraboloid techniques [40, 53].

Figure 28. 
EQM of HGA used for MSL (image taken from [54]; ©EurAAP; used with permission).
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nas. Moreover, they have to comply with hard space qualification standards to 
operate in harsh space environment.

High gain antenna (HGA) on Mars rover Curiosity of Mars Science Laboratory 
(MSL) can be given as a pertinent example. HGA was developed by EADS CASA 
Espacio for NASA/JPL-Caltech [54]. This is circularly polarized microstrip patch 
array antenna consisting of 48 elements on a gimbal system to send and receive data 
between Mars and Earth at X-band.

In Figure 28, Engineering Qualification Model (EQM) of HGA is seen. The 
gimbal system has two degree of freedom for pointing. This RHCP antenna’s gain 
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MSL was launched on 26 November 2011 and landed on 5 August 2012 onto Mars 
surface successfully. It was still working while this book chapter was being written.

Another challenging antenna design and application for deep space mission is 
Mars Cube One (MarCO) project of NASA/JPL-Caltech. NASA launched a Mars 
lander whose name is Interior Exploration using Seismic Investigations, Geodesy and 
Heat Transport (InSight) to Mars on 5 May 2018. There were two accompanying 
CubeSats: MarCO-A and MarCO-B to relay data to Earth from InSight on Mars [55]. 
As shown in Figure 30 there is a deployable X-Band reflectarray antenna on the 
back surface of solar arrays.

The main task of this antenna with X-Band transponder is to support the com-
munication of NASA’s Mars Reconnaissance Orbiter (MRO) for downlink of the 
telemetries during InSight Rover’s entry, descent and landing phases. This reflectar-
ray antenna has 29.2dBic gain at X-Band as mentioned in [55].

At ϴ = 2° At ϴ = 3.8°

Measured gain 
(dBi)

Required gain 
(dBi)

Measured gain 
(dBi)

Required gain 
(dBi)

8390 MHz 22.9 21.5 20.7 19.5

8420 MHz 22.9 21.1

8455 MHz 22.7 20.7

Table 4. 
Tx gain values of HGA [54].

At ϴ = 2° At ϴ = 5°

Measured gain 
(dBi)

Required gain 
(dBi)

Measured gain 
(dBi)

Required gain 
(dBi)

7145 MHz 21.4 18 18.9 16

7170 MHz 21.5 18.8

7195 MHz 21.5 18.8

Table 3. 
Rx gain values of HGA [54].

Figure 29. 
HGA shown on Curiosity Mars rover (image courtesy of NASA/JPL-Caltech).
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An impressive image was taken by onboard camera with fisheye lens of MarCO-B 
after reflectarray antenna and its feed were deployed as given in Figure 31. In this 
figure, reflectarray elements and microstrip patch array feed of it are seen obviously. 
MarCO sent related telemetries from InSight successfully until its contact with the 
ground station was lost in February 2019.

Since reflectarray antennas have low stowage volume, manufacturing easi-
ness using printed circuit board technology and lightweight mass, they became 
attractive in space industry. TUBITAK2 Space Technologies Research Institute 
started a project named as YADAS in 2015 to develop X-Band reflectarray 
antenna to be used on LEO satellites [56]. Through this project many reflectarray 
prototypes in different element arrangements were designed, manufactured and 
measured. In Figures 32 and 33, simulation and measurement of the reflectarray 
antenna where the elements have been arranged in rectangular form at X-Band 
are shown.

2 TUBITAK: The Scientific and Technological Research Council of Turkey.

Figure 30. 
Front view of MarCO CubeSat (image courtesy of NASA/JPL-Caltech).

Figure 31. 
Deployed reflectarray antenna with Mars scene. This photo was taken by onboard camera with fisheye lens of 
MarCO-B (image courtesy of NASA/JPL-Caltech).
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telemetries during InSight Rover’s entry, descent and landing phases. This reflectar-
ray antenna has 29.2dBic gain at X-Band as mentioned in [55].

At ϴ = 2° At ϴ = 3.8°

Measured gain 
(dBi)

Required gain 
(dBi)

Measured gain 
(dBi)

Required gain 
(dBi)

8390 MHz 22.9 21.5 20.7 19.5

8420 MHz 22.9 21.1

8455 MHz 22.7 20.7

Table 4. 
Tx gain values of HGA [54].

At ϴ = 2° At ϴ = 5°

Measured gain 
(dBi)

Required gain 
(dBi)

Measured gain 
(dBi)

Required gain 
(dBi)

7145 MHz 21.4 18 18.9 16

7170 MHz 21.5 18.8

7195 MHz 21.5 18.8

Table 3. 
Rx gain values of HGA [54].

Figure 29. 
HGA shown on Curiosity Mars rover (image courtesy of NASA/JPL-Caltech).
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An impressive image was taken by onboard camera with fisheye lens of MarCO-B 
after reflectarray antenna and its feed were deployed as given in Figure 31. In this 
figure, reflectarray elements and microstrip patch array feed of it are seen obviously. 
MarCO sent related telemetries from InSight successfully until its contact with the 
ground station was lost in February 2019.

Since reflectarray antennas have low stowage volume, manufacturing easi-
ness using printed circuit board technology and lightweight mass, they became 
attractive in space industry. TUBITAK2 Space Technologies Research Institute 
started a project named as YADAS in 2015 to develop X-Band reflectarray 
antenna to be used on LEO satellites [56]. Through this project many reflectarray 
prototypes in different element arrangements were designed, manufactured and 
measured. In Figures 32 and 33, simulation and measurement of the reflectarray 
antenna where the elements have been arranged in rectangular form at X-Band 
are shown.

2 TUBITAK: The Scientific and Technological Research Council of Turkey.

Figure 30. 
Front view of MarCO CubeSat (image courtesy of NASA/JPL-Caltech).

Figure 31. 
Deployed reflectarray antenna with Mars scene. This photo was taken by onboard camera with fisheye lens of 
MarCO-B (image courtesy of NASA/JPL-Caltech).
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The developed antennas reached Technology Readiness Level (TRL) 4. 
Some studies are going on to bring beam-shaping capabilities to the designed 
reflectarrays.

5. Conclusions

Since Sputnik-1 was launched into orbit, the space technologies and antennas 
for spacecraft and satellite communications have been making progress rapidly. 
Thanks to this progress humankind have been learning about planets, comets, stars 
and moons, briefly near, deep and even interstellar space. Moreover, exploiting this 
technology, people can communicate with each other easily even if they are not in 
same country or continent. This is also an important cause of globalization.

Figure 32. 
Simulated and measured reflectarrays within YADAS project at X-band [56] (image courtesy of TUBITAK 
Space Technologies Research Institute).

Figure 33. 
Directivity comparison of simulation and measurement result for reflectarray antenna where the elements have 
been arranged in rectangular form (YADAS) [56] (image courtesy of TUBITAK Space Technologies Research 
Institute).
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In this chapter, antennas have been discussed as an RF-front end element of 
communication subsystems on spacecrafts and satellites. As can be seen from 
subsections of the chapter, there are many different antenna types used to provide 
communication services of space vehicles. Because of the limited space and for the 
sake of brevity only remarkable ones have been given as examples. An interested 
reader can find many other antenna examples used for space applications in open 
literature. Design parameters and their types are generally defined according to 
their frequency bands, transmit RF power, mass and volume requirements, mis-
sion type and environmental conditions. Therefore, like other equipment and 
subsystems to be used on the mission, they should be tested based on the published 
standards. Many of parts of these standards have been created from past mission 
experiences, experiments and trials. Two well-known space agencies, NASA and 
ESA have been publishing detailed standard documents and they are continuously 
updating them based on the “lessons learned” and experimental improvements.

Today countries are trying to enhance budget and qualified man power devoted 
to the space all over the world. Because they know that by this means they can 
develop many different technologies in fields of aerospace, defense, and mobile 
communication. Nevertheless, space industry is a long-term investment and it 
needs passion, sustainability, and also patience, because in this technological area 
the final product emerges after many detailed research and development stages.
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Chapter 8

A Novel Class of Super-Elliptical
Vivaldi Antennas for
Ultra-Wideband Applications
Abraham Loutridis, Simay Kazıcı, Oleg V. Stukach,
Arman B. Mirmanov and Diego Caratelli

Abstract

A novel class of complex-shaped antipodal Vivaldi antennas with enhanced
impedance matching characteristics and an equivalent fractional bandwidth (FBW)
of 166.8% is proposed. The reported antenna geometry is designed using the super-
ellipse equation and implemented using an inexpensive FR4 laminate having a size
of 170.7 mm � 134 mm � 0.2 mm. The presented low-cost, easy-to-fabricate
radiating structure yields typical total efficiency, realized gain, and front-to-back
ratio of 68%, 8.2 dBi, and 21.1 dB, respectively, across the operational frequency
range. A parameter study of key geometrical features of the antenna is detailed in
order to provide useful design guidelines while getting a better insight into the
relevant physical behavior. Finally, a prototype is realized and characterized. The
numerical results collected by full-wave simulation of the antenna structure are
found to be in good agreement with the experimental measurements taken on the
physical demonstrator.

Keywords: antipodal Vivaldi antennas, ultra-wideband, super-ellipse formula

1. Introduction

High data rates (up to 50 Mbps within a range of 10 m), low power consump-
tion, and minimal interference make ultra-wideband (UWB) technology an attrac-
tive solution for short-range wireless communication [1]. Although the spectrum
allocated for UWB technology overlaps existing frequency bands, the very low
power levels (regulated by the Federal Communications Commission) prevent
interference.

Among various broadband radiating structures such as printed dipoles [2],
monopoles [3], bow-ties [4–6], patch antennas [7, 8], dielectric resonator, and lens
antennas [9–11], tapered slot antennas (TSAs) exhibit the most favorable perfor-
mance in terms of bandwidth and radiation pattern characteristics. For example,
Vivaldi antennas, a special subclass of TSAs, offer large bandwidth and flat gain
over the frequency range; in addition, they present compact and robust system
integration properties in a wide range of fields, including wireless communication,
microwave imaging, millimeter-wave applications, ground penetrating radar,
remote sensing [12], and biomedical screening and diagnosis [13–18].
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Vivaldi antennas were first proposed by Gibson in 1979 [19]. Subsequently, Gazit
developed antipodal Vivaldi antennas (AVAs) comprising two metallic plates placed
on the top and bottom sides of a low-permittivity substrate, forming an antipodal
slotline transition [20]. This antenna configuration is characterized by a simpler feed-
ing mechanism and delivers a wider operational bandwidth than Gibson’s proposal.

Several AVA configurations have since been proposed in the literature [21–25].
These solutions have improved the radio-frequency (RF) characteristics of the
antennas, but they have also unduly complicated the antenna geometry, thus
increasing the manufacturing costs and even performance deviations due to toler-
ances and inaccuracies during fabrication.

As is well known from theory, the tapering of the aperture strongly influences
the antenna radiation characteristics [26–29]. In this paper, a new type of AVA is
proposed, namely the super-elliptical antipodal Vivaldi antenna (SAVA). Compared
with conventional AVAs, the SAVA has more favorable RF characteristics, such as
extended bandwidth, larger front-to-back ratio (FBR), and higher gain flatness.
Herein, the proposed antenna is designed, and its circuital characteristics and radi-
ation properties optimized for the 1.14–12.6 GHz frequency band.

2. Antenna design and simulation

2.1 Factors influencing antenna performance

The radiation mechanism of a Vivaldi antenna (Figure 1) is such that it works as
a resonator at low frequencies and as a traveling-wave radiator at high frequencies.
The lower cut-off frequency depends strongly on the width of the antenna (i.e., the
maximum separation between the two arms), whereas the lower cut-off wavelength
is around λ/2 for a given low-frequency band.

The thickness of the substrate strongly influences antenna performance. As the
thickness increases, undesired modes become increasingly excited. These modes
change the phase of the traveling waves along the two flares to create pattern
distortion, resulting in high cross-polarization. Therefore, thin substrates composed
of low-dielectric materials are preferred. Furthermore, the electrical length of the
radiating antipodal flares determines the phase difference of the traveling-wave
currents. Hence, this factor affects the broadband performance of the antenna and
determines the higher and lower cut-off frequencies as well as antenna gain [26–29].

2.2 Antenna design and fabrication

The proposed Vivaldi antenna was modeled using CST Microwave Studio (ver-
sion 2019) as follows. The antenna was printed on a thin 171 mm (0.6λ0 at 1.14 GHz)
� 134 mm (0.5λ0 at 1.14 GHz) FR4 substrate (ϵr = 4.15, tanδ = 0.02, thick-
ness = 0.2 mm) with a double-sided copper metallization thickness of 0.035 mm.
The antenna is fed by a 50-Ω 0.36-mm-long microstrip on the front side of the
substrate and connected directly to a 50-Ω SMA connector. A metallic thin radiator,
placed on the front side of the PCB layer, is connected to the microstrip line using a
highly smooth transition. The antipodal metallic radiator and the grounding plane of
the microstrip feeding line are placed on the rear side of the PCB layer.

2.3 Super-ellipse formula in antenna design

In 1818, the French mathematician Gabriel Lamé introduced the following
super-ellipse formula:
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þ y

b

���
���
n
¼ 1 (1)

In Eq. (1), a and b denote the semi-axes of the super-ellipse, whereas the
positive real-valued parameters m and n control the convexity of the curve. In this
study, to improve RF characteristics, we use Eq. (1) to describe the radiating flares
and feeding structure of the antenna (Figure 1). The resulting antennas are referred
to as super-elliptical antipodal Vivaldi antennas (SAVAs). A parametric version of
Eq. (1) is given hereafter:

x tð Þ ¼ a cos tj jm
y tð Þ ¼ b sin tj jn

�
(2)

The default values of m and n are set to 2. Analytical curves are created on the
basis of Eq. (2) and implemented in the antenna model built in CST Microwave
Studio. The super-elliptical analytical curves shape the antenna contour to the
special geometry shown in Figure 1. The radiating structure in Figure 1 consists of
quarter-ellipses with major semi-axes b1, a2, a3, and a3_1 and minor semi-axes a1,
b2, and b3.

Figure 1.
Antenna geometry of a Vivaldi antenna and its coordinate system.
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Similarly, the antenna feeding structure is designed using Eq. (1). Both the
ground plane and the feeding microstrip line consist of quarter-ellipses. Note that
the various sections of the antenna in Figure 2 are characterized by different
ellipticity parameters m and n, depending on the parametric representation (2).

2.4 Parametric investigation

This section discusses the parametric investigation of the variation of the voltage
standing wave ratio (VSWR) with respect to six key parameters—namely n1, n2, n3,
m1, m2, and m3—of the SAVA antenna shown in Figure 2. In the parametric simu-
lations that follow, all parameters apart from the parameter of interest were set to 2.

Figure 3 shows the effect of parameter n1, which was varied from 0.5 to 3. The
simulated results show that the impedance-matching properties of the antenna are
strongly dependent on n1, with strong variations evident in the 3–12 GHz frequency

Figure 2.
Application of super-ellipse formula to antenna geometry.

Figure 3.
Simulated VSWR dependence on n1.
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range. The optimal value of n1 was identified to be 3, with this enabling a VSWR
smaller than 2:1 over across a frequency range of nearly three octaves (an octave is a
doubling of frequency).

Figure 4 depicts the simulated VSWR dependence on parameter m1, which was
varied from 0.5 to 4. One can notice that the impedance-matching characteristics of
the antenna tend to improve, especially in the upper band of the operational fre-
quency range, as m1 becomes larger. Optimal performance is achieved for m1 = 2.

Similarly, Figures 5 and 6 show the effect of n2 and m2 on VSWR, which were
varied from 1 to 3 and from 0.5 to 2, respectively. From the simulated data, it is

Figure 4.
Simulated VSWR dependence on m1.

Figure 5.
Simulated VSWR dependence on n2.
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apparent that improved performance in terms of reduced VSWR is achieved,
wherein both n2 and m2 are selected to be 2.

Figures 7 and 8 similarly illustrate the effect of n3 and m3, which were varied
from 0.5 to 3 and from 0.5 to 4, respectively. The simulations clarify that the VSWR
antenna response does not depend heavily on either n3 or m3. The optimal values of
n3 and m3 were identified to be 3 and 4, respectively.

Finally, to optimize the shape of the two antenna flares, the aforementioned
optimized values of n1, n2, n3, m1, m2, and m3 were used as inputs in a particle
swarm optimization (PSO) procedure.

Figure 6.
Simulated VSWR dependence on m2.

Figure 7.
Simulated VSWR dependence on n3.

178

Advanced Radio Frequency Antennas for Modern Communication and Medical Systems

With the end goal of improving antenna performance, the two main objectives
of the PSO procedure were as follows:

1.achieve broader bandwidth (BW) [ f H � f L] in absolute terms ( f H = higher
cut-off frequency at a 2:1 VSWR level, f L = lower cut-off frequency at a 2:1
VSWR level) and

2.decrease the lower cut-off frequency f L.

The PSO-optimized values for the six parameters were as follows: n1 = 3.15,
m1 = 2.25, n2 = 2.05, m2 = 2.35, n3 = 3.451, and m3 = 4.3.

3. Antenna prototype characterization

The SAVA optimized in Section II was prototyped and characterized compara-
tively against conventional antipodal Vivaldi antenna (CAVA) configurations.

3.1 VSWR, efficiency, realized gain, and FBR

Figure 9 presents a comparison of the VSWR performance of the SAVA and
CAVA configurations. Clearly, the SAVA features substantially more favorable
impedance-matching properties and a lower cut-off frequency, without compromis-
ing on compactness. The SAVA had a measured impedance bandwidth (for VSWR <
2:1) of 11.46 GHz (1.14–12.6 GHz) with a fractional bandwidth of 166.8%. Please note
that the reported performance figures are in excellent agreement (within 5% differ-
ence) with the numerical results obtained by full-wave simulation of the radiating
structure. By contrast, the CAVA had a significantly smaller bandwidth of 9.46 GHz
(1.21–10.67 GHz), with a fractional bandwidth of 159.2%.

The radiation properties of both the antenna configurations were characterized
using a near-field scanner (MVG StarLab) in the 0.6–18 GHz frequency range. The

Figure 8.
Simulated VSWR dependence on m3.
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average efficiency, realized gain, and FBR across the operational frequency band were
68.5%, 8.2 dBi, and 21.1 dB, respectively, for the SAVA, whereas the corresponding
values were 62%, 7.9 dBi, and 19.5 dB, respectively, for the CAVA (Figures 10–12).

Figures 13 and 14 show the measured radiation patterns of the SAVA along two
elevation planes (ϕ = 0° and 90°) at working frequencies of 2, 6, and 10 GHz. At low
frequencies, the proposed antenna exhibits good directional radiation patterns, with
smooth contours in both elevation planes. As the operating frequency increases,
strong ripples appear in the peripheries of the radiation patterns due to the excita-
tion of higher-order modes.

The SAVA antenna has end-fire characteristic with the main lobe in the axial
direction (here, in z-direction) of the tapered slot.

Figure 9.
Measured VSWR performance of the SAVA and CAVA antennas.

Figure 10.
Measured total efficiency of the SAVA and CAVA antennas.
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3.2 Fidelity factor

The fidelity factor [30–31] quantifies the degree to which a radiated electric field
(E-field) waveform of a transmitting antenna resembles the input pulse. As the
amplitude of the E-field waveform is expected to differ from that of the input pulse,
the E-field waveform and the input pulse are normalized to compare only the shape:

î tð Þ ¼ i tð Þ
Ðþ∞
�∞  i tð Þj j2dt

h i1
2

(3)

Figure 11.
Measured peak realized gain of the SAVA and CAVA antennas.

Figure 12.
Measured FBR of the SAVA and CAVA antennas.
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ê tð Þ ¼ e tð Þ
Ðþ∞
�∞  e tð Þj j2dt

h i1
2

(4)

The degree of correlation betweenEqs. (3) and (4) is quantified as the fidelity factor:

FF ¼ max
τ

ðþ∞
�∞

̂i tð Þê t� τð Þdt

¼ max
τ

Ð i tð Þe t� τð ÞdtffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiÐ i2 tð Þdt
q ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiÐ e2 tð Þdtp

8><
>:

9>=
>;

(5)

The fidelity factor varies from 0 to 1, with 1 indicating that the E-field waveform
is identical to the input pulse and that no distortion occurs during transmission.

To calculate the fidelity factor in this work, a Gaussian-modulated pulse in the
desired frequency band (3.1–10.6 GHz) was used as the input signal, with ideal filed
probes placed at the far field of the transmitting antenna. Figure 15 illustrates the
fidelity factor distribution along theH-plane of the SAVA andCAVA antennas. Clearly,
the proposed SAVA configuration outperforms the CAVA configuration in both planes.

3.3 Group delay

Groupdelay, defined as the derivative of phase response (∠H(ω)) versus frequency
[32], is used to characterize two port system (e.g., filters, amplifiers, andmixers).

Figure 13.
Measured radiation patterns of the SAVA antenna along the cut plane ϕ = 0° at the working frequency of 2, 6,
and 10 GHz.
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τ ¼ � d ∠H ωð Þ½ �
dω

¼ � 1
360°

d ∠H fð Þ½ �
df

(6)

This factor has previously been applied to UWB antenna systems [32]. It mea-
sures the total phase distortion of the antenna system, using which the dispersion of

Figure 14.
Measured radiation patterns of the SAVA antenna along the cut plane ϕ = 90° at the working frequency of 2, 6,
and 10 GHz.

Figure 15.
Fidelity factor characteristics of the SAVA and CAVA antennas along the H-plane.
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the transmitted signal can be inferred. For a given frequency, the average group
delay represents the time required for a signal to travel from one antenna terminal
to the other.

The group delay of both the SAVA and CAVA configurations was measured in a
free space environment. A network analyzer was used to measure the S21 group
delay between two identical antennas (in each configuration) placed 2.5 m apart
(i.e., far-field conditions) and aligned with the E-plane (Figure 16).

Clearly, the SAVA shows a smoother and more linear behavior, whereas the
CAVA exhibits strong group delay variation, indicating phase nonlinearity along
most of the frequency band.

4. Conclusion

This work has proposed a novel class of SAVAs. The geometry of the considered
radiating structures is optimized by means of the super-ellipse formula, thus
achieving UWB operation. Compared with current conventional Vivaldi antenna
configurations, the proposed topology yields compelling benefits in terms of better
impedance-matching properties, larger efficiency, gain, and front-to-back radiation
ratio across a broad frequency range, without compromising on antenna compact-
ness. The high directional radiation characteristics of SAVAs make them suitable for
several applications, such as UWB communications and remote sensing, microwave
imaging, ground penetrating radar, and biomedical screening.

Figure 16.
Measured group delay of the SAVA and CAVA antennas.
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Chapter 9

Additive Manufacturing for
Antenna Applications
Gregory Mitchell and David Turowski

Abstract

This chapter describes the results of additive manufacturing (AM) for a
multi-band antenna that effectively replaces two with a single footprint. The
antenna achieves distinct modes of operation by achieving flexibility between
horizontal and vertical polarizations on transmit and receive at both S-band and
X-band frequencies. Low dielectric constants of commercial AM materials limit
current AM antenna designs. Research into the composition of high-dielectric
feedstocks for AM opens the design space for 3D printed hybrid material antennas.
We compare the performance of an AM antenna to the same prototype using
traditional methods and materials.

Keywords: additive manufacturing, dual-band antenna, dual polarization,
3D printing

1. Introduction

Additive manufacturing (AM), also known as 3D printing, allows engineers to
rethink the traditional antenna design space. AM facilitates complex designs that
require properties not achievable by current manufacturing methods. The 3D and
hybrid-material approaches needed to achieve these designs makes AM critical to
the future of radio frequency (RF) systems.

New research is spearheading development of RF AM technology to facilitate
development of scalable AM antennas with built-in frequency and polarization
agility. AM is a disruptive technology that facilitates complex designs requiring
properties not achievable by current manufacturing methods. Strides in AM show
robust structural and mechanical parts, but industry has yet to develop and fully
characterize a large suite of RF materials compatible with AM methods. Low
dielectric constants of commercial feedstocks limit current AM antenna designs.
Recent research into the composition of high-dielectric feedstocks and for AM
opens the design space for 3D printed hybrid material antennas [1–3]. This research
includes loading low-loss polymer matrices such as acrylonitrile butadiene styrene
(ABS) with varying volumes of high-dielectric ceramic nanoparticles. However,
increasing the volume percentage of high-dielectric ceramics creates brittle fila-
ments, which break when spooled and bind when printing, making dielectric con-
stants greater than 8 unviable for fused deposition modeling (FDM) printers.
However, initial research into incorporating the filament extrusion step directly at
the print head shows promise by eliminating the need to print from a pre-fabricated
spool of filament effectively sidestepping the ceramic volume loading limitation
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previously mentioned. This technique could open the doors for even higher dielec-
tric AM filaments because designers will not need to spool or flex the highly loaded
polymer in order to print with it.

Currently, AM produces robust structural and mechanical parts, but designers
have yet to fully develop and characterize electromagnetic properties of AM feed-
stocks for printing antennas and other RF devices. Recent research into the compo-
sition of high-permittivity feedstocks for AM opens the design space for hybrid
material antennas, and necessitates an emphasis on the measurement of electro-
magnetic properties for printed dielectric substrates.

Novel high dielectrics and conductive inks for AM enable complex and inte-
grated antenna designs in all three dimensions. This leads to our integration of our
S�/X-band antenna into a single aperture allowing for simultaneous multiband
capabilities. The 3D and hybrid material approaches needed to achieve this scalable,
agile, and multimode antenna demonstrate the necessity of AM for future of RF
systems. Additionally, AM enables on demand supply closer to the point of need.
This reduces the logistical burden, cost, and upgradeability of RF system mainte-
nance in the field. These benefits result rapid development of new technologies, and
increases agility to address new RF needs as they emerge in near real time.

This chapter focuses on the benefits and negatives of AM pertaining to antennas.
AM dielectric substrates enable multiband approaches to AM phased arrays. We
demonstrate our AM antenna by comparing experimental data to an identical
antenna manufactured via legacy materials and techniques.

2. Role of additive manufacturing for antennas and radio frequency
components

As governments, industries, and universities move toward multipurpose wire-
less platforms, engineers must integrate functionality of disparate frequency bands
into single systems. This requires planar and vertical integration of apertures, sub-
strates, and feed networks to enable multiple modes of operation. Now RF front
ends must integrate several different antennas and their feed networks consisting of
transmission lines, amplifiers, filters, and switches across increasing bandwidth.
Integrated designs require both hybrid material and fully volumetric, as opposed to
planar, approaches. The ability of AM to achieve geometries not possible by today’s
manufacturing processes makes AM a critical enabler of future of RF systems.

In the recent past, designers achieved robust mechanical and structural compo-
nents through AM processes, but companies have not yet developed AM materials
and feedstocks suitable for the design of antennas and other RF components. Engi-
neers must also conduct research in the area of conductive inks for AM. Current
silver inks yield metal layers with lower conductivity compared to their bulk metal
counterparts. Increased conductivity of printable inks enhances the power effi-
ciency of RF components.

Currently, low dielectric constants of commercially available AM feedstocks are
limiting antenna designs. However, through the development of high-dielectric
constant and low-loss electromagnetic materials, AM opens the RF design space to
complex geometries and material gradients not currently achievable. One example
is the Luneberg lens [1], which relies on a graded dielectric constant. By controlling
the fill density of printed substrates, AM achieves a continuously graded slope in
dielectric constant that is the enabling feature of the Luneberg lens design [2].

Increasing the RF versatility of AM requires research into feedstocks that
achieve high dielectric constants. Recent research shows AM filaments with
dielectric constants 0f 4 or greater can be extruded from polymer/ceramic
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composites [3–6]. The process loads a low-loss host polymer with a given volume
fraction 0f ceramic nanoparticles with high dielectric constants. The host polymer
will tend to have a low dielectric constant and the volume fraction of the dispersed
high-dielectric ceramic particles will determine the macroscopic dielectric constant
of the extruded filament [5, 7]. Since we know the presence of voids during the 3D
printing process can cause deviations in the dielectric constant, electromagnetic
characterization of the final substrate becomes very important.

AM for hybrid material antennas has additional obstacles other than limitations
in dielectric constant. The layered nature of 3D printing causes the potential for
inconsistencies in the bonding of interfaces between printed layers. Similarly, 3D
printing processes yield anisotropy in the electromagnetic properties of printed
layers that can yield RF properties that differ depending on direction within the
printed substrate. Porosity, surface roughness, and repetitiveness are also concerns
relating to AM technologies for antennas and RF devices [8–11].

Beyond dielectric feedstocks for AM, research into increasing the conductivity
of printable inks is also of interest. The best conductivity of conductive inks is
currently 5–10 times less than that of bulk metals, and even these reduced conduc-
tivities require sintering processes in excess of 175°C [12]. Reduced conductivity
will cause decreased radiation efficiency in antennas and increased transport inef-
ficiencies in transmission lines. Whereas high sintering temperatures required for
3D printed inks would degrade and melt the thermoplastic-based dielectric com-
pounds discussed previously. There are alternate methods for sintering currently
under investigation such as laser sintering and flash annealing, but these methods
still require further research to demonstrate their viability.

2.1 High-dielectric filaments compatible with additive manufacturing

Current research investigates methods for extruding high-dielectric AM fila-
ments through a robust and repeatable method that allows for the printing of AM
substrates with a given value of dielectric constant. This will give engineers a
continuum of achievable dielectric constants for AM substrates they can use in
their models when designing RF components. A second challenge is developing a
technique for sintering of conductive inks printed on an AM substrate without
compromising the integrity of the dielectric substrate. A final hurdle is to produce a
fully integrated AM antenna including ground plane, RF connectors, feed, multiple
dielectric substrates, and aperture through a fully automated process.

Typically, composite materials are prepared using mixing techniques such as
dissolving pellets of ABS using acetone [12, 13]. Afterward, mixers add plasticizers
and surfactants in small concentrations. These additives are necessary, as the
plasticizer acts as a lubricant between molecular chains in the polymer, enabling
flexibility even with loading of ceramic powders; however, the addition of too
much plasticizer negatively affects the composite by rendering it too elastic.
Materials use surfactants to prevent aggregation between the ceramic particles [14].

Adding high-dielectric ceramic nanoparticles in in volume fractions between 15
and 30% to the mixtures allows to them to homogenize within the polymer. Once
the acetone has fully evaporated, we cut the composite slab into pieces and then
ground them into approximately 2-mm pellets. We can then extrude filaments at
high temperature, but this process has its limitations. Adding more than 40% by
volume of ceramic powder results in a filament too brittle for use, even with the
addition of plasticizer. Furthermore, as the loading of ceramic inclusions increases,
so too does the viscosity of the material. Designers must exercise care, as viscous
materials are prone to printing defects, such as voids [14].

191

Additive Manufacturing for Antenna Applications
DOI: http://dx.doi.org/10.5772/intechopen.92363



previously mentioned. This technique could open the doors for even higher dielec-
tric AM filaments because designers will not need to spool or flex the highly loaded
polymer in order to print with it.

Currently, AM produces robust structural and mechanical parts, but designers
have yet to fully develop and characterize electromagnetic properties of AM feed-
stocks for printing antennas and other RF devices. Recent research into the compo-
sition of high-permittivity feedstocks for AM opens the design space for hybrid
material antennas, and necessitates an emphasis on the measurement of electro-
magnetic properties for printed dielectric substrates.

Novel high dielectrics and conductive inks for AM enable complex and inte-
grated antenna designs in all three dimensions. This leads to our integration of our
S�/X-band antenna into a single aperture allowing for simultaneous multiband
capabilities. The 3D and hybrid material approaches needed to achieve this scalable,
agile, and multimode antenna demonstrate the necessity of AM for future of RF
systems. Additionally, AM enables on demand supply closer to the point of need.
This reduces the logistical burden, cost, and upgradeability of RF system mainte-
nance in the field. These benefits result rapid development of new technologies, and
increases agility to address new RF needs as they emerge in near real time.

This chapter focuses on the benefits and negatives of AM pertaining to antennas.
AM dielectric substrates enable multiband approaches to AM phased arrays. We
demonstrate our AM antenna by comparing experimental data to an identical
antenna manufactured via legacy materials and techniques.

2. Role of additive manufacturing for antennas and radio frequency
components

As governments, industries, and universities move toward multipurpose wire-
less platforms, engineers must integrate functionality of disparate frequency bands
into single systems. This requires planar and vertical integration of apertures, sub-
strates, and feed networks to enable multiple modes of operation. Now RF front
ends must integrate several different antennas and their feed networks consisting of
transmission lines, amplifiers, filters, and switches across increasing bandwidth.
Integrated designs require both hybrid material and fully volumetric, as opposed to
planar, approaches. The ability of AM to achieve geometries not possible by today’s
manufacturing processes makes AM a critical enabler of future of RF systems.

In the recent past, designers achieved robust mechanical and structural compo-
nents through AM processes, but companies have not yet developed AM materials
and feedstocks suitable for the design of antennas and other RF components. Engi-
neers must also conduct research in the area of conductive inks for AM. Current
silver inks yield metal layers with lower conductivity compared to their bulk metal
counterparts. Increased conductivity of printable inks enhances the power effi-
ciency of RF components.

Currently, low dielectric constants of commercially available AM feedstocks are
limiting antenna designs. However, through the development of high-dielectric
constant and low-loss electromagnetic materials, AM opens the RF design space to
complex geometries and material gradients not currently achievable. One example
is the Luneberg lens [1], which relies on a graded dielectric constant. By controlling
the fill density of printed substrates, AM achieves a continuously graded slope in
dielectric constant that is the enabling feature of the Luneberg lens design [2].

Increasing the RF versatility of AM requires research into feedstocks that
achieve high dielectric constants. Recent research shows AM filaments with
dielectric constants 0f 4 or greater can be extruded from polymer/ceramic

190

Advanced Radio Frequency Antennas for Modern Communication and Medical Systems

composites [3–6]. The process loads a low-loss host polymer with a given volume
fraction 0f ceramic nanoparticles with high dielectric constants. The host polymer
will tend to have a low dielectric constant and the volume fraction of the dispersed
high-dielectric ceramic particles will determine the macroscopic dielectric constant
of the extruded filament [5, 7]. Since we know the presence of voids during the 3D
printing process can cause deviations in the dielectric constant, electromagnetic
characterization of the final substrate becomes very important.

AM for hybrid material antennas has additional obstacles other than limitations
in dielectric constant. The layered nature of 3D printing causes the potential for
inconsistencies in the bonding of interfaces between printed layers. Similarly, 3D
printing processes yield anisotropy in the electromagnetic properties of printed
layers that can yield RF properties that differ depending on direction within the
printed substrate. Porosity, surface roughness, and repetitiveness are also concerns
relating to AM technologies for antennas and RF devices [8–11].

Beyond dielectric feedstocks for AM, research into increasing the conductivity
of printable inks is also of interest. The best conductivity of conductive inks is
currently 5–10 times less than that of bulk metals, and even these reduced conduc-
tivities require sintering processes in excess of 175°C [12]. Reduced conductivity
will cause decreased radiation efficiency in antennas and increased transport inef-
ficiencies in transmission lines. Whereas high sintering temperatures required for
3D printed inks would degrade and melt the thermoplastic-based dielectric com-
pounds discussed previously. There are alternate methods for sintering currently
under investigation such as laser sintering and flash annealing, but these methods
still require further research to demonstrate their viability.

2.1 High-dielectric filaments compatible with additive manufacturing

Current research investigates methods for extruding high-dielectric AM fila-
ments through a robust and repeatable method that allows for the printing of AM
substrates with a given value of dielectric constant. This will give engineers a
continuum of achievable dielectric constants for AM substrates they can use in
their models when designing RF components. A second challenge is developing a
technique for sintering of conductive inks printed on an AM substrate without
compromising the integrity of the dielectric substrate. A final hurdle is to produce a
fully integrated AM antenna including ground plane, RF connectors, feed, multiple
dielectric substrates, and aperture through a fully automated process.

Typically, composite materials are prepared using mixing techniques such as
dissolving pellets of ABS using acetone [12, 13]. Afterward, mixers add plasticizers
and surfactants in small concentrations. These additives are necessary, as the
plasticizer acts as a lubricant between molecular chains in the polymer, enabling
flexibility even with loading of ceramic powders; however, the addition of too
much plasticizer negatively affects the composite by rendering it too elastic.
Materials use surfactants to prevent aggregation between the ceramic particles [14].

Adding high-dielectric ceramic nanoparticles in in volume fractions between 15
and 30% to the mixtures allows to them to homogenize within the polymer. Once
the acetone has fully evaporated, we cut the composite slab into pieces and then
ground them into approximately 2-mm pellets. We can then extrude filaments at
high temperature, but this process has its limitations. Adding more than 40% by
volume of ceramic powder results in a filament too brittle for use, even with the
addition of plasticizer. Furthermore, as the loading of ceramic inclusions increases,
so too does the viscosity of the material. Designers must exercise care, as viscous
materials are prone to printing defects, such as voids [14].

191

Additive Manufacturing for Antenna Applications
DOI: http://dx.doi.org/10.5772/intechopen.92363



3. Hybrid material dual-band and dual-polarization antenna design

As the world continues to move to fully integrated multifunction antennas, the
design of new multiband and multimode antenna geometries continues to yield
structures that are more complicated to manufacture. However, current challenges
in maintaining, upgrading, and networking an ever-increasing number of antenna
nodes are alleviated through adapting these types of multifunction antennas and
other RF devices. The low profile and lightweight designs of references [15–18]
show great promise for multifunction antenna applications. This chapter compares
the performance of a multifunction antenna prototyped using traditional off-the-
shelf materials and fabrication techniques, to the same antenna geometry
manufactured using AM materials and 3D printing manufacturing processes. The
idea being that the versatility allowed via AM of antennas can help navigate the
newfound complexities of emerging multifunction antenna designs.

3.1 Antenna performance using conventional materials and techniques

We base the hybrid substrate-shared aperture antenna on the shorted annular
ring and concentric patch geometry explored by Dorsey and Zaghloul [15–17].
Figure 1 (left) shows the geometry of the dual-band antenna on two nested dielec-
tric substrates, and Figure 1 (right) shows the layout of the nested substrates
themselves. Table 1 gives the values in millimeters for the antenna dimensions
illustrated in Figure 1. We shrink the overall footprint of the dual-band antenna by
30% by increasing the dielectric constant of the substrate under the annular ring
from εr1 = 2.33 to εr1 = 6.15.

Two pairs of orthogonal microstrip pin feeds control the different operational
modes of the antenna by exciting either S- or X-band frequencies and either vertical
or horizontal polarization. Figure 2 gives the locations of the pin feeds with respect
to the annular ring and concentric patch antennas respectively. Figure 2 also shows
a shorting wall grounding the inner perimeter of the annular ring to diminish
surface waves. Suppression of surface waves on the dielectric substrates helps

Figure 1.
Top view geometry of the dual-band antenna (left), layout of the nested substrates (center), and top view of the
prototype dual-band antenna.

L1 L2 L3 L4 D εr1 εr2

36.7 22.57 10.23 7.08 5.07 6.15 2.33

Table 1.
Antenna dimensions in millimeters of Figure 1.
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increases isolation between the excitation ports of the dual-band antenna. The
antenna comprises a top metal layer, a hybrid Rogers 3006/Rogers 5870 substrate
layer, and a bottom metal ground layer. All metal layers are 0.1 mm thick, and the
dielectric substrate layer is 5.05 mm thick.

Figures 3 and 4 show the measured versus simulated return loss and normalized
radiation patterns of the dual-band antenna at S-band. Figures 5 and 6 show the

Figure 2.
3D view of the dual-band antenna and pin feed network. The outer dielectric layer is transparent for clarity.

Figure 3.
Comparison of simulated return loss to measured return loss of the horizontal port at S-band.

Figure 4.
Measured and simulated normalized radiation pattern at S-band horizontal port.
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increases isolation between the excitation ports of the dual-band antenna. The
antenna comprises a top metal layer, a hybrid Rogers 3006/Rogers 5870 substrate
layer, and a bottom metal ground layer. All metal layers are 0.1 mm thick, and the
dielectric substrate layer is 5.05 mm thick.

Figures 3 and 4 show the measured versus simulated return loss and normalized
radiation patterns of the dual-band antenna at S-band. Figures 5 and 6 show the

Figure 2.
3D view of the dual-band antenna and pin feed network. The outer dielectric layer is transparent for clarity.

Figure 3.
Comparison of simulated return loss to measured return loss of the horizontal port at S-band.

Figure 4.
Measured and simulated normalized radiation pattern at S-band horizontal port.
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same for at X-band. The radiation shows good agreement at both S-band and X-
band. Figures 3 and 5 show a return loss measurement of �17.5 dB at the resonant
frequency of 3.2 GHz and measurement of �11.0 dB at the resonant frequency of
11.1 GHz. There is a second S-band resonance seen at a frequency of 2.7 GHz in
Figure 3, but the radiation characteristics in Figure 4 show that this is not the
dominant S-band resonance. We attribute discrepancies in the depth of the return
loss curve in Figure 5 to manufacturing tolerances in the placement of the pin feeds
with respect to the edges of the concentric patch. Since electrical length decreases
with wavelength at X-band, smaller tolerance errors can have larger effects than at
S-band on the impedance match quality. However, both the simulated and mea-
sured resonant frequency at X-band is the same as expected.

3.2 Antenna performance using additive manufacturing

AM allows engineers to rethink the RF design space. AM facilitates complex
designs that required properties not achievable by traditional manufacturing
methods. Strides in AM produce robust structural and mechanical parts, but indus-
try has yet to develop a full suite of electromagnetic properties for AM feedstocks.
Low dielectric constants of commercial feedstocks limit current antenna designs,
but recent research into the composition of high-dielectric feedstocks for AM opens
the design space for antennas [12–14]. Additionally, space-filling algorithms paired

Figure 5.
Measured and simulated return loss at X-band horizontal port.

Figure 6.
Measured and simulated normalized radiation pattern at X-band horizontal port.
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with the extrusion of high-dielectric filaments, discussed in Section 2.1, allow cus-
tomized dielectric constants not previously achievable [2].

We choose a slightly modified version of the antenna design presented in Sec-
tion 3.1. Due to the hybrid material design and the utilization of a fully embedded
vertical shorting wall, we believe this is a good design to test capabilities of AM as it
pertains to antennas. For this investigation, we design the dual-band antenna for
S-band and X-band respectively. We perform all simulations using the finite
difference time domain (FDTD) solver of CST Studio Suite 2019.

Figure 7 shows a to-scale 3D printed prototype of the antenna shown in
Figures 1 and 2. The antenna utilizes a microstrip stack of a printed copper layer,
hybrid dielectric layer, and a copper ground layer. We printed all pieces separately
and assembled by hand afterward. All conductive layers are 1.0 mm thick. The
hybrid substrate layer is 5.05 mm thick. The total profile of the antenna is 6.05 mm
due to printing thicker metal layers to prevent warping.

Table 2 shows the dimensions of the geometries given in Figure 2 as they
pertain to Figure 7. We chose two AM filaments compatible with a Fuse Deposition
Modeling (FDM) 3D printer. For the high dielectric, we chose Preperm ABS 650
with a reported dielectric constant of εr = 6.5 to mimic the Rogers 6010 material
with εr = 6.15. However, after conducting waveguide measurements on a 3D printed
sample, we found anisotropic values of εrx = εry = 5.7 and εrz = 5.3. We chose ABS to
mimic the Rogers 5870 material with εr = 2.33. Measured values of the ABS were
nearly isotropic with a value of εr = 2.38. The loss tangents of both materials were
about 10�3. We printed the metal layers via the selective laser sintering (SLS)
method allowing us to print actual copper as opposed to using a lower conductivity
ink. Using a substrate of εr1 = 5.3 instead of εr1 = 6.15 under the S-band element
shifts the resonances from 3.2 to 3.8 GHz. Changing the dimensions of the concen-
tric slot and X-band patch, shown in Figure 1 and Table 2, shifts the X-band
frequency from 11.1 to 9.35 GHz.

Figure 7.
Fully assembled AM dual-band antenna.

L1 L2 L3 L4 D εr1 εr2

37.08 25.36 11.03 7.38 7.05 5.3 2.38

Table 2.
Antenna dimensions in millimeters of 3D printed antenna based on schematic in Figure 1.
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Figure 5.
Measured and simulated return loss at X-band horizontal port.

Figure 6.
Measured and simulated normalized radiation pattern at X-band horizontal port.
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We show the measured versus simulated return loss and realized gain of the
dual-band antenna at S-band in Figures 8 and 9 as well as at X-band in Figures 10
and 11. We took all realized gain versus frequency measurements at boresight to the
antenna. We see general agreement at both bands for all measurements. One

Figure 8.
S-parameters at S-band horizontal polarization port.

Figure 9.
Realized gain to boresight at S-band horizontal polarization port.

Figure 10.
S-parameters at X-band horizontal polarization port.
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discrepancy is in the S-band realized gain where measurements are up to 2.0 dB
lower than expected from 3.25 to 3.6 GHz. The resonance at S-band is also about
100 MHz or 2.6% off. The X-band resonance and realized gain curves show better
agreement than those at S-band. The return loss at X-band is even better than that
predicted by simulation and this shows up in Figure 11where the measured realized
gain is higher than simulation at resonance.

We attribute measured differences in the return loss to manufacturing toler-
ances since the pin fed patch is an extremely resonant type of feed.

4. Conclusions

This chapter describes both the benefits and current challenges facing AM for
antennas and RF devices. The forefront of which is a lack of commercially available
high-dielectric materials that are compatible with filament fed 3D printers. As a
comparison, we fabricated two similar antenna designs utilizing multiple nested
dielectrics and an embedded shorting wall within the dielectrics to compare perfor-
mance between traditional materials and manufacturing methods versus those of
AM. Due to restricted access to an AM feedstock with the proper dielectric constant,
direct comparisons of the two antennas is not the preferred way of comparison.
However, experimental results for both prototypes agree well with the simulation
data. There also seems to be no degradation in the performance of the AM prototype
over the traditional prototype in terms of the agreement with the respective
antenna models. With new methods of extruding higher dielectric filaments for
FDM 3D printers, AM seems to be a good fit for future work in antenna design
especially as antenna and RF front ends grow increasingly complex and more fully
integrated.

Figure 11.
Realized gain to boresight at S-band horizontal polarization port.
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Chapter 10

A Review to Massive MIMO
Detection Algorithms: Theory
and Implementation
Bastien Trotobas, Amor Nafkha and Yves Louët

Abstract

Multiple-input multiple-output (MIMO) systems entered most major standards
in the past decades, including IEEE 802.11n (Wi-Fi) and long-term evolution
(LTE). Moreover, MIMO techniques will be used for 5G by increasing the number
of antennas at the base station end. MIMO systems enable spatial multiplexing,
which has the potential of increasing the capacity of the communication channel
linearly with the minimum of the number of antennas installed at both sides
without sacrificing any additional bandwidth or power. To handle the space-
division multiplexing (SDM), receivers have to implement new algorithms to
exploit the spatial information in order to distinguish the transmitted data streams.
This chapter provides an overview of the most well-known and promising MIMO
detectors, as well as some unusual-yet-interesting ones. We focus on the description
of the different paradigms to highlight the different approaches that have been
studied. For each paradigm, we describe the mathematical framework and give the
underlying philosophy. When hardware implementations are available in the
literature, we provide the results reported and give the according references.

Keywords: MIMO systems, MIMO detectors, space-division multiplexing,
SDM-MIMO, linear detection, interference cancelation, tree-search

1. Introduction

In multiple-input multiple-output (MIMO) communication systems, both the
transmitters and receivers are equipped with several antennas which will help in
achieving high gains in spectral, power, and energy efficiency compared to con-
ventional single-input single-output (SISO) systems where both the transmitters
and receivers have only one antenna each. As a matter of fact, the MIMO systems
have the ability to turn multipath propagation and multipath delay spread into a
benefit for the receiver. The key advantage of MIMO systems is the many orders of
magnitude of the signal-to-noise ratio (SNR) at no extra bandwidth. However, a
non-negligible software and hardware processing complexity is added at both sides
(transmitter and receiver). Present wireless communication standards including
Wi-Fi standards like IEEE 802.11n/ac, long-term evolution (LTE), and WiMAX are
considering MIMO technology as a key element. Moreover, in the next generation
of wireless technology systems (i.e., 5G), massive MIMO is emerging as a new
research field in which base stations are equipped with 100 or more antennas. At
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the receiver side, designing reliable and energy-efficient MIMO detectors is a very
challenging task, because of the complexity of the implementation of the signal
detection due to the interfering sub-streams. The signal detection problem refers to
finding the most probable transmitted symbols based on the perfect channel state
information (CSI) available at the receiver and the received signal.

The hardware implementation of massive MIMO detector is of particular inter-
est to deal with 5G wireless technology. Optimal massive detectors such as the
maximum likelihood detector (MLD) or the sphere decoding (SD) are considered
infeasible given their high computational complexity. Hence, low computational
complexity algorithm achieving near-optimal performance is required; many
existing detection algorithms like zero forcing (ZF), minimum mean-square error

Figure 1.
Tree mind map of the detectors described in this chapter and the number or the corresponding section.

204

Advanced Radio Frequency Antennas for Modern Communication and Medical Systems

(MMSE), and successive interference cancelation (SIC) are used to deal with mas-
sive MIMO detection. In [1, 2], the authors presented surveys on various MIMO and
massive MIMO detection techniques from algorithmic viewpoints. Although many
classical massive MIMO detectors have been proposed in the literature, herein, new
recent algorithms based on the application of machine learning, geometrical tech-
niques, and bioinspired methods are presented and discussed.

In this chapter, we propose an overview of the SDM detection algorithms. We
specifically stress out the different paradigms that are used to solve the detection
problem and compare all of them. Thus, we describe the most well-known and
promising MIMO detectors, as well as some unusual-yet-interesting ones. Section 2
presents the framework and the assumptions that are used in the remainder section.
Section 3 introduces the maximum likelihood (ML) optimal detector, and then
Section 4 describes the linear ones. Section 5 details algorithms based on the inter-
ference cancelation, and Section 6 discusses the one based on tree-search. Finally,
Section 7 highlights unusual-yet-interesting detectors before Section 8 concludes
the chapter. Figure 1 provides an overview of all the detectors described in this
chapter as a tree mind map.

2. Introduction to MIMO detection algorithms

In the SDM framework, data streams are transmitted at the same time and at the
same frequency, and the receiver relies on spatial consideration to distinguish the
streams. Herein, we assume that the MIMO transmitter does not use any spatial
coding and that all data streams are independent. To give the reader a unified
mathematical description through this chapter, we adopt the following notation:
scalars, vectors, and matrices are denoted by lower-case, bold-face lower-case, and
bold-face higher-case letters, respectively. We call v ið Þ the ith coefficient of the
vector v, and H i, jð Þ is the element of the ith row and jth column in the H matrix.

In the linear input–output MIMO model where data are transmitted as the
symbols of a constellation Φ, the received vector y∈M is the result of the emitted
symbols x∈ΦN propagated through the channelH and added to an additive noisew.
This model leads to the following equation:

y ¼ Hxþw (1)

and the MIMO detection problem then refers to the combinatorial optimization
problem:

arg min
x∈ΦN

∥y�Hx∥2: (2)

Assuming a circularly symmetric Gaussian noise, solving Eq. (2) is equivalent to
searching the most probable emitted symbol vector based on the signal on each
receive antennas and the channel state. Even if ∥y�Hx∥2 is a convex function with
respect to x, the detection problem is not a convex optimization problem due to the
discrete feasible solution set ΦN . As a result, a special algorithm has to be used, and
this chapter will describe the most common ones.

Let us start by outlining the traditional assumptions that we will use in the
present chapter. Although many constellation types could be used in MIMO sys-
tems, we limit the discussion to the square quadrature amplitude modulations
(QAMs) that are most commonly investigated. Besides, the channel is considered
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promising MIMO detectors, as well as some unusual-yet-interesting ones. Section 2
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symbols x∈ΦN propagated through the channelH and added to an additive noisew.
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problem:

arg min
x∈ΦN

∥y�Hx∥2: (2)

Assuming a circularly symmetric Gaussian noise, solving Eq. (2) is equivalent to
searching the most probable emitted symbol vector based on the signal on each
receive antennas and the channel state. Even if ∥y�Hx∥2 is a convex function with
respect to x, the detection problem is not a convex optimization problem due to the
discrete feasible solution set ΦN . As a result, a special algorithm has to be used, and
this chapter will describe the most common ones.

Let us start by outlining the traditional assumptions that we will use in the
present chapter. Although many constellation types could be used in MIMO sys-
tems, we limit the discussion to the square quadrature amplitude modulations
(QAMs) that are most commonly investigated. Besides, the channel is considered
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memoryless, linear, and flat and with a block fading1. In this chapter, we assume
that channel state information (CSI) is correctly estimated at the receiver side but
not at the transmitter side. The impact of imperfect CSI at the receiver on the
performance of detection algorithms is not addressed in the present chapter. Some
known training symbols are sent from the transmitter, based on which the receiver
estimates the channel before proceeding to the detection of the transmitted data
symbols.

The channel matrix is modeled as a complex matrix H∈ M,Nð Þ. In that case, the
element H i, jð Þ refers to the complex channel gain between the jth transmit antenna
to the ith receive antenna. Many channel models can fit in this framework, and we
stick to the most popular one: the uncorrelated Rayleigh fading channel [3, 4]. The
uncorrelated channel model provides a good approximation of propagating envi-
ronments with rich scattering where the signals between the transmitter and the
receiver experience many different paths and no strong line of sight between the
transmitter and the receiver. This situation occurs, for instance, in urban and indoor
conditions. In these conditions, each receiver antenna receives a sum of a large
number of signal paths, and the channel transfer functions can be modeled as the
realization of a circularly symmetric normal distribution.

3. Maximum likelihood detector

Obtaining the optimal result requires, in the most straightforward approach, the
use of the ML detector that solves Eq. (2) using an exhaustive search. Even if this
method gives the best result since all x∈ΦN are evaluated, it is not suitable for real
implementation. Indeed, the number of vectors to be tested grows exponentially
with the number of transmit antenna and the constellation size. Thus, the compu-
tational cost of evaluating Eq. (2) requires an unrealistic quantity of resources to
detect the transmitted vector x. That is why a variety of detection algorithm has
been developed throughout the past year to achieve the same detection perfor-
mance of ML detectors while having a tractable complexity.

From a computational theory perspective, the detection problem is an instance of
the closest lattice-point search (CLPS) problem with a specified lattice [5]. It has been
proved that regardless of the preprocessing on the lattice (i.e., the channel matrix),
the problem is always NP-hard [5]. The NP-hardness implies that it is not possible, at
the moment, to find any detector that is sure to have both an optimal performance
and a polynomial complexity2. For that reason, all the following detectors have
suboptimal performance (which can be very close to optimal) or a non-polynomial
worst-case complexity (which can be polynomial is the average case).

4. Linear detectors

4.1 Zero forcing (ZF) detector

Linear detectors are the most simple algorithms to solve the detection problem.
The most basic one is the ZF algorithm that follows a two-step process. First, the ZF

1 The nomenclature section provides definitions.
2 It is widely believed that it does not exist any solution to solve NP-hard problems in polynomial time.

Yet, this assumption is not proven so that there is still a possibility that such an algorithm exists and is

just not discovered nowadays.
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detector solves Eq. (2) transforming the constraint from x∈ΦN to x∈N such that
the problem become an easy-to-solve convex optimization with a known mathe-
matical solution:

x0 ¼ Hþy (3)

with Hþ ¼ HHH
� ��1HH being the left Moore-Penrose pseudoinverse. Then, the

constraint on x is reintroduced by quantizing the vector accordingly to the constel-
lation in use. This quantization should lead to a good estimation as after the appli-
cation of the detection matrix TZF ¼ Hþ, Eq. (1) becomes

TZF:y ¼ xþHþw (4)

highlighting that all the interference are canceled. The previous equation is also
the proof that the ZF detector is the optimal linear one regarding the signal-to-
interference ratio (SIR) criteria. Indeed, one can see that the vector TZF:y contains
each stream independently plus some noise but without any interference.

4.2 Minimum mean-square error (MMSE) detector

By only focusing on the interference, the ZF detector performance suffers from
not taking the noise into account. Indeed, if the noise level is known to the receiver,
a Bayesian estimator including this information can provide a better detection. A
linear Bayesian estimator minimizing the mean-square error can be derived using
the orthogonality principle [6] leading to

TMMSE ¼ HHHþ 2σ2I
� ��1

HH (5)

with σ2 being the noise variance per real direction. The detector based on this
detection matrix, followed by the quantization, is called the minimum mean-square
error (MMSE), and it is known to maximize the signal-to-noise-plus-interference
ratio (SINR). When the signal-to-noise ratio (SNR) is low (i.e., σ2 is high), the
MMSE detector provides better results, jointly minimizing the interference and the
noise. Otherwise, when σ2 is very low, the corrective term becomes negligible, and
the ZF and MMSE detectors overlap.

5. Interference cancellation detectors

To improve further the performance, it is necessary to drop the linear detector
approach and look for more elaborate decoding algorithms. Historically, the first
nonlinear detector type is still based on the principle of canceling signal interfer-
ence. This concept leads to two approaches: an iterative one named successive
interference cancelation (SIC) and a simultaneous version named parallel
interference cancelation (PIC).

5.1 Successive interference cancellation (SIC) detector

The SIC detectors opt for a two-step iterative process: first, a decision is taken on
the first position x1, and then assuming that the decision was right, the detector
corrects y by removing the interference that would have been generated by x1.
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Then, SIC detectors repeat this process on the next x’s entry until the whole vector
is received.

Even if the performance is better than with the linear detectors, the SIC process
is very prone to error, given that the assumption at an iteration has an impact on all
the following ones. For this reason, the simple SIC detector has quickly been
replaced by a variant seeking for an optimal iteration order [7]. This variant called
ordered successive interference cancelation (OSIC) aims to make the first assump-
tion on the position that leads to the better SNR or SINR.

To select the best symbol to detect at each iteration, the OSIC detector computes
the post-SNR or post-SINR for each symbol, assuming that the kth element is
canceled using the detection matrix T. Most of the time, the detection matrix is
chosen to be TZF or TMMSE optionally updated after each iteration. When using the
SNR criterion, the value of the kth post-SNR is computed as in [7, 8].

SNRk ¼ <x kð Þ2 > Φ Tkhkj j2
σ2∥Tk∥2

(6)

with Tk being the kth row of T, hk the k
th column ofH, and <x2

k > Φ the expected
value over the constellation set. The latter term is the average signal power of the kth
data stream that can be computed, assuming that each symbol is equiprobable, as

<x2
k > Φ ¼ 1

φ

X
x∈Φ

x kð Þ2 (7)

with φ the number of symbols in constellation Φ.
When using the SINR criterion, the post-SINR expression becomes slightly more

complex as the post-processed power of each other channel appears in the expression

SINRk ¼ <x kð Þ2 > Φ Tkhkj j2P
l 6¼k <x lð Þ2 > Φ Tlhlj j2 þ σ2∥Tk∥2

: (8)

For clarity sake, Figure 2 sums up the OSIC detection algorithm introducing a
process t : H↦T to build a detection matrix from a channel one. This process is most
of the time the Moore-Penrose pseudoinverse or the process described in Eq. (5).
We also denote by D the set of the symbol index to be decoded and by the
affectation. One must note that an instruction is optional and may be skipped. If this
instruction is applied, performance is increased by canceling the interference in the
post-criterion computation and so is the complexity.

5.2 Parallel interference cancellation (PIC) detector

The main drawback of the OSIC algorithm is that the number of iterations grows
linearly with the number of antennas. The number of stage becomes an issue for large
MIMO system since each stage adds a reception delay. For that reason, a detector
capable of canceling the interference for all antennas at once was developed.

The first application of such an algorithm to SDM systems dates from the early
2000s, and it is based on a few basic steps summed up in Figure 3 as published in
[9]. The main point of the PIC algorithm is to start by using a simple detector with
poor performance, most of the time a linear one, and cancel the interference on all
antennas at once based on the assumption. If better performance is required, it is
possible to iterate the last three instructions as many times as needed by using the
new detected symbol as the new assumption.

208

Advanced Radio Frequency Antennas for Modern Communication and Medical Systems

Simultaneously, the iterative reception techniques developed for turbo codes
and single-input single-output channels are adapted to MIMO systems. The goal is
to receive a coded message by alternating between soft-input soft-output detector
and decoder. Each algorithm uses a priori information from the other to improve its
performance [10]. This method leads to one of the current most accomplished
version of the PIC family: a soft-input soft-output detector to be used in iterative
decoding with any message coding [11].

This version adds several improvements to the basic algorithm described in
Figure 3. First, it uses the soft symbols from [12] that are defined as the expected
value of the symbols knowing the a priori. The reliability of a soft symbol is
computed as its variance. Then, the parallel cancelation (see the third instruction in
Figure 3) is performed using the soft symbols in place of the rough estimation.
Finally, a last MMSE filtering is performed before the computation of the log-
likelihood ratios (LLRs). Further reductions in complexity are also used, such as the
max-log approximation [10, 13, 14] or the channel Gram matrix [15]. Thanks to all
of these improvements, an application-specific integrated circuit (ASIC) is reported
to achieve a throughput greater than 750 Mb/s with good BER performance [11].

5.3 Selecting between SIC and PIC detectors

The key idea to select between SIC and PIC detectors is to compare the relative
quality of data streams. As stated earlier, SIC algorithms guess the best data stream
and then process the other one based on this assumption. This process makes the

Figure 2.
OSIC algorithm outline.

209

A Review to Massive MIMO Detection Algorithms: Theory and Implementation
DOI: http://dx.doi.org/10.5772/intechopen.93089



Then, SIC detectors repeat this process on the next x’s entry until the whole vector
is received.

Even if the performance is better than with the linear detectors, the SIC process
is very prone to error, given that the assumption at an iteration has an impact on all
the following ones. For this reason, the simple SIC detector has quickly been
replaced by a variant seeking for an optimal iteration order [7]. This variant called
ordered successive interference cancelation (OSIC) aims to make the first assump-
tion on the position that leads to the better SNR or SINR.

To select the best symbol to detect at each iteration, the OSIC detector computes
the post-SNR or post-SINR for each symbol, assuming that the kth element is
canceled using the detection matrix T. Most of the time, the detection matrix is
chosen to be TZF or TMMSE optionally updated after each iteration. When using the
SNR criterion, the value of the kth post-SNR is computed as in [7, 8].

SNRk ¼ <x kð Þ2 > Φ Tkhkj j2
σ2∥Tk∥2

(6)

with Tk being the kth row of T, hk the k
th column ofH, and <x2

k > Φ the expected
value over the constellation set. The latter term is the average signal power of the kth
data stream that can be computed, assuming that each symbol is equiprobable, as

<x2
k > Φ ¼ 1

φ

X
x∈Φ

x kð Þ2 (7)

with φ the number of symbols in constellation Φ.
When using the SINR criterion, the post-SINR expression becomes slightly more

complex as the post-processed power of each other channel appears in the expression

SINRk ¼ <x kð Þ2 > Φ Tkhkj j2P
l 6¼k <x lð Þ2 > Φ Tlhlj j2 þ σ2∥Tk∥2

: (8)

For clarity sake, Figure 2 sums up the OSIC detection algorithm introducing a
process t : H↦T to build a detection matrix from a channel one. This process is most
of the time the Moore-Penrose pseudoinverse or the process described in Eq. (5).
We also denote by D the set of the symbol index to be decoded and by the
affectation. One must note that an instruction is optional and may be skipped. If this
instruction is applied, performance is increased by canceling the interference in the
post-criterion computation and so is the complexity.

5.2 Parallel interference cancellation (PIC) detector

The main drawback of the OSIC algorithm is that the number of iterations grows
linearly with the number of antennas. The number of stage becomes an issue for large
MIMO system since each stage adds a reception delay. For that reason, a detector
capable of canceling the interference for all antennas at once was developed.

The first application of such an algorithm to SDM systems dates from the early
2000s, and it is based on a few basic steps summed up in Figure 3 as published in
[9]. The main point of the PIC algorithm is to start by using a simple detector with
poor performance, most of the time a linear one, and cancel the interference on all
antennas at once based on the assumption. If better performance is required, it is
possible to iterate the last three instructions as many times as needed by using the
new detected symbol as the new assumption.

208

Advanced Radio Frequency Antennas for Modern Communication and Medical Systems

Simultaneously, the iterative reception techniques developed for turbo codes
and single-input single-output channels are adapted to MIMO systems. The goal is
to receive a coded message by alternating between soft-input soft-output detector
and decoder. Each algorithm uses a priori information from the other to improve its
performance [10]. This method leads to one of the current most accomplished
version of the PIC family: a soft-input soft-output detector to be used in iterative
decoding with any message coding [11].

This version adds several improvements to the basic algorithm described in
Figure 3. First, it uses the soft symbols from [12] that are defined as the expected
value of the symbols knowing the a priori. The reliability of a soft symbol is
computed as its variance. Then, the parallel cancelation (see the third instruction in
Figure 3) is performed using the soft symbols in place of the rough estimation.
Finally, a last MMSE filtering is performed before the computation of the log-
likelihood ratios (LLRs). Further reductions in complexity are also used, such as the
max-log approximation [10, 13, 14] or the channel Gram matrix [15]. Thanks to all
of these improvements, an application-specific integrated circuit (ASIC) is reported
to achieve a throughput greater than 750 Mb/s with good BER performance [11].

5.3 Selecting between SIC and PIC detectors

The key idea to select between SIC and PIC detectors is to compare the relative
quality of data streams. As stated earlier, SIC algorithms guess the best data stream
and then process the other one based on this assumption. This process makes the

Figure 2.
OSIC algorithm outline.

209

A Review to Massive MIMO Detection Algorithms: Theory and Implementation
DOI: http://dx.doi.org/10.5772/intechopen.93089



SIC algorithms very prone to error propagation. Indeed, if an assumption is wrong,
the error has consequences on all the data streams to be detected. Hence, SIC
detectors should be used when there is a net ranking in the quality of each data
stream. A basic scenario for this would be a MIMO system receiving data from
several users with different channel qualities.

On the contrary, PIC detectors process all the data streams at once so that they
are more resilient to interstream error propagation. However, the parallel compu-
tations assume that every data stream is as reliable as the other. Due to this
assumption, a poor-quality data stream propagates its error to the whole system.
For that reason, PIC detectors are well suited when all data streams have the same
quality level.

6. Tree-search-based detectors

Tree-search-based detectors are the current most investigated algorithms. They
use a different framework than the linear and the interference cancelation detector.
As the name suggests, the tree-search detector interprets the detection problem
from Eq. (2) as the search for the best path in a tree. Tree-search-based detectors
can either be optimal with a non-polynomial yet small complexity or quasi-optimal
yet not optimal with a polynomial convexity.

Figure 4 gives an example of the tree interpretation for a constellation with four
symbols and two data streams. In this configuration, solving the detection problem
is equivalent to find two symbols in the set Φ ¼ s1, s2, s3, s4f g that minimize the
objective function. This process can be seen as finding the path in the tree that leads
to the best objective function. The first tree level corresponds to the first symbol
and so on for each level.

In this paradigm, the exhaustive search detector described in Section 3 computes
the objective function for each leaf node and then selects the best path. Tree-search-
based detectors search for the best leaf without trying every path. This leads to
three enumeration paradigms: depth-first, breadth-first, and best-first. These

Figure 3.
PIC algorithm outline as published in [9].
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paradigms will be detailed after the description of the preprocessing used by all the
variants.

6.1 Preprocessing using QR decomposition

All tree-search-based detectors use the same preprocessing. Let be H ¼ QR the
QR decomposition of the channel matrix with Q a unitary matrix and R an upper
triangular one. The decomposition is computed only once per coherence block
leading to a negligible overhead of the complexity per received symbol. Using the
QR decomposition, we have

∥y�Hx∥ ¼ ∥y�QRx∥ ¼ ∥QHy�QHQRx∥ (9)

as unitary matrices act as isometries. Thus, by exploiting the property of unitary
matrices QH ¼ Q�1, this norm can be rewritten as

∥y�Hx∥ ¼ ∥~y� Rx∥ (10)

with ~y≜QHy. Computing ~y is the only overhead in complexity that is required
on a symbol basis as it cannot be preprocessed for the whole coherence block.

The point of this QR preprocessing is that the triangularity of R allows to
compute the objective function iteratively. Indeed, we can introduce for all
k∈ 1, … ,Nf g,d kð Þ≜~y kð Þ � Rxð Þ kð Þ with Rxð Þ kð Þ being the kth coefficient of the
product Rx. Given this definition, the objective function is written as

∥~y� Rx∥2 ¼
Xn

k¼1
d kð Þ2: (11)

Moreover, the triangularity of R gives

∀k∈ 1, … ,Nf g, Rxð Þ kð Þ ¼
Xn
j¼1

R k, jð Þx jð Þ ¼
Xn

j¼k
R k, jð Þx jð Þ (12)

that leads to

∀k∈ 1, … ,Nf g,d kð Þ ¼ ~y kð Þ �
Xn

j¼k
R k, jð Þx jð Þ: (13)

With this expression, it is clear that we can compute partial estimations of the
objective function and d kð Þ coefficients while the symbol vector is built. Indeed,

Figure 4.
Tree view of the detection problem: Example for Φ ¼ s1, s2, s3, s4

� �
and two data streams.
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k∈ 1, … ,Nf g,d kð Þ≜~y kð Þ � Rxð Þ kð Þ with Rxð Þ kð Þ being the kth coefficient of the
product Rx. Given this definition, the objective function is written as
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Figure 4.
Tree view of the detection problem: Example for Φ ¼ s1, s2, s3, s4

� �
and two data streams.
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starting from the last component, Eq. (13) is fully evaluated for the jth position as
soon as a hypothesis is made on x jð Þ. Thus, it is possible to add a new operand in
Eq. (11) and to have an idea of how promising the partial symbol vector is. The
partial objective function from Eq. (11) is traditionally called the partial Euclidean
distance (PED).

6.2 Depth-first tree-search detection: sphere decoding

The depth-first paradigm is the oldest one, and it is commonly known in the
communication field as the sphere decoding (SD). SD is the transposition of the
mathematical Fincke-Pohst algorithm in the telecommunication field [16]. The
basic principle of this algorithm is to define an upper-bound for the objective
function named the radius r2 and then to use it to prune paths as early as possible.
Reintroducing x0 from Eq. (3), the upper-bound constraint gives

∥y�Hx∥2 ¼ ∥H x0 � xð Þ∥≤ r2: (14)

This inequality highlights that constraining the objective function may be
interpreted as looking for solution no so far from x0. As stated in Eq. (4), the only
deviation from x0 is due to the noise so that the choice of r must be adapted to the
SNR. Thus, if the SNR is high, the radius can be small, while in the contrary
scenario, the radius should be increased so that there is at least one vector x
satisfying the constraint from Eq. (14).

In the remainder of this section, we assume that r2 is adequately chosen and that
there is at least a solution. As stated in Section 6.1, the QR decomposition allows us
to compute a PED at each level. As the PED is a sum of squares, it can only increase
during the decoding process. Thus, if at some point, a PED violates the constraint
from Eq. (14), then all the vectors build upon this partial solution are bound to be
infeasible. From a tree-search perspective, this means that if a node already breaks
the constraint, all its children will do the same. Thus, all paths starting from this
node can be pruned without performance loss.

The SD is referred to as a depth-first detector as starting from the root node, it
goes as depth as possible until it reaches a leaf or violates Eq. (14). If a leaf is
reached, it is compared to the best leaf so far and saved if it is the new best leaf. If
Eq. (14) is violated, the SD algorithm backtracks and explores a new path. When all
paths are either completed or pruned, the result is the best leaf reached.

The Schnorr-Euchner (SE) enumeration is another depth-first enumeration
known to perform better by using a lattice reduction method [17, 18]. The basic idea
is to explore the node’s children by the increasing order of their PED. This is
particularly useful when using the radius reduction technique that sets an infinite r2

at the beginning and then updates it to the best objective function for a leaf
encounter so far.

The SD algorithm and its SE version are optimal as they ensure to find the exact
solution of the detection problem. Indeed, the best leaf is obviously the best leaf
among all the completed paths, and the pruned paths cannot lead to a better point
due to their already worst PED. The NP-hardness argument detailed in Section 3
implies that SD has a non-polynomial worst-case complexity. Moreover, SD
expected complexity is also non-polynomial even if the exponential growth is slow
enough to compete with polynomial detectors under certain circumstances [19].

A very efficient soft-input soft-output depth-first algorithm is the single
tree-search sphere decoding (STS-SD) [20]. To produce its soft-output, it uses the
max-log approximation [10, 13, 14] and makes some changes on the pruning
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criterion. The max-log approximation avoids the computation of the exact LLRs by
claiming that

Li ≈
1
2σ2

min
x∈ χ0i

∥y�Hx∥2 � min
x∈ χ1i

∥y�Hx∥2
 !

(15)

where χki ¼ x∈ΦN : bi ¼ k
� �

is the set of all symbols with the ith bit set to k.
Thus, to compute the max-log approximation, one must know the objective func-
tion of the best leaf (i.e., one of the minimum in Eq. (15)) but also the objective
function of each best counter-hypotheses (the other minimum). A path should then
be pruned only if its PED is greater than the current radius r2 and if this path cannot
lead to a better counter-hypothesis. This can be implemented by adding another
radius called the hypothetical radius constraint.

One of the most advanced ASIC-implemented depth-first reported so far uses a
two-dimensional Schnorr-Euchner enumeration. This implementation reaches a
throughput higher than 600 Mb/s for the soft-output version and exceeds 1.2 Gb/s
for the hard-output one while keeping an excellent energy efficiency [21]. The high
throughput is achieved by using several SD cores in parallel to decode several
vectors simultaneously.

6.3 Breadth-first tree-search detectors: K-best and M-algorithm

Breadth-first detectors drop out of optimality for better implementability.
Indeed, they address the two main issues of the depth-first paradigm: the
unpredictable complexity that depends on the SNR through r2 and the depth-and-
backtrack enumeration that prevents the use of hardware pipelines. Breadth-first
detectors achieve this goal by removing the pruning criterion and always keep the
same number of paths instead. At each level, the detector compares all the current
paths’ PED and keeps only the best ones. This number is traditionally called K for
the K-best algorithm [22] or M for the M-algorithm [23]. A recent work mixed this
approach with the upper-bound radius from death-first to prune even more path
per level and reduce the complexity further [24]. This method converges to the
breadth-first if all PED are always under the upper-bound, but if some PEDs
overgrow, it can reduce the number of surviving paths.

The restricted number of surviving paths induces that the right one can be
pruned early if its PED has grown too quickly in the early levels. This is the reason
for the optimality loss. Then, some detectors implement a post-detection SNR
criterion to reorder the tree levels such that the most certain one is at the top. Thus,
the right path is less likely to be pruned by mistake in the early stages. Thanks to
this reordering, the K-best algorithm performs very well yet, not optimally in a
mathematical sense.

From a hardware implementation perspective, breadth-first tree-search detec-
tors are very efficient. They do not require any backtrack so that an expanded node
can be safely deleted as it will never be revisited. Moreover, the number of visited
nodes per level is fixed. Thus, ASIC can embed the exact amount of resources
required. These two characteristics allow the construction of efficient hardware
pipelines that substantially increase the throughput. K-best can achieve at least the
same throughput as depth-first without the need for parallel cores. Hard-output
implementations exceeding 2.5 Gb/s are reported using the breadth-first paradigm
[25]. Another study focused on energy efficiency designed a breadth-first variant
that can handle both the channel noise and the hardware noise generated by the
voltage over the scaling method in memories [26].
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is to explore the node’s children by the increasing order of their PED. This is
particularly useful when using the radius reduction technique that sets an infinite r2
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The SD algorithm and its SE version are optimal as they ensure to find the exact
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among all the completed paths, and the pruned paths cannot lead to a better point
due to their already worst PED. The NP-hardness argument detailed in Section 3
implies that SD has a non-polynomial worst-case complexity. Moreover, SD
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criterion. The max-log approximation avoids the computation of the exact LLRs by
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� �
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radius called the hypothetical radius constraint.
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throughput higher than 600 Mb/s for the soft-output version and exceeds 1.2 Gb/s
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Indeed, they address the two main issues of the depth-first paradigm: the
unpredictable complexity that depends on the SNR through r2 and the depth-and-
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detectors achieve this goal by removing the pruning criterion and always keep the
same number of paths instead. At each level, the detector compares all the current
paths’ PED and keeps only the best ones. This number is traditionally called K for
the K-best algorithm [22] or M for the M-algorithm [23]. A recent work mixed this
approach with the upper-bound radius from death-first to prune even more path
per level and reduce the complexity further [24]. This method converges to the
breadth-first if all PED are always under the upper-bound, but if some PEDs
overgrow, it can reduce the number of surviving paths.

The restricted number of surviving paths induces that the right one can be
pruned early if its PED has grown too quickly in the early levels. This is the reason
for the optimality loss. Then, some detectors implement a post-detection SNR
criterion to reorder the tree levels such that the most certain one is at the top. Thus,
the right path is less likely to be pruned by mistake in the early stages. Thanks to
this reordering, the K-best algorithm performs very well yet, not optimally in a
mathematical sense.

From a hardware implementation perspective, breadth-first tree-search detec-
tors are very efficient. They do not require any backtrack so that an expanded node
can be safely deleted as it will never be revisited. Moreover, the number of visited
nodes per level is fixed. Thus, ASIC can embed the exact amount of resources
required. These two characteristics allow the construction of efficient hardware
pipelines that substantially increase the throughput. K-best can achieve at least the
same throughput as depth-first without the need for parallel cores. Hard-output
implementations exceeding 2.5 Gb/s are reported using the breadth-first paradigm
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Breadth-first detectors can provide soft-output using the max-log approxima-
tion and a list. This list approach is used by several detectors, including some other
tree-search algorithm and detectors from other families. The point of this approach
is to produce a list Γ of point associated with their objective function and to
approximate Eq. (15) as

Li ≈
1
2σ2

min
x∈Γ∩χ0i

∥y�Hx∥2 � min
x∈Γ∩χ1i

∥y�Hx∥2
 !

: (16)

For most breadth-first algorithms, Γ is the list of all completed paths [22, 25].

6.4 Best-first tree-search detector: fast descent tree-search and parallel
tree-search

Best-first detectors are also sometimes called metric-first. The basic idea besides
this enumeration is to not favor depth or breadth over each other. Instead, the node
with the best PED is expanded, regardless of its level. The best-first algorithm keeps
a node pool with nodes to be expanded. First, the pool is initialized with the root
node. Then, at each iteration, the node with the lower PED is popped out from the
pool, and all its children are computed and pushed in the pool unless they are leaves.
If they are, a comparison with the best leaf so far allows us to keep track of the best
result. When a leaf is reached, its objective function may be used as an upper-bound
to prune the pool for each node with a PED higher than the new reference. The
detection ends when the pool is empty.

This simple method quickly overfills the pool as several nodes are added when
only one is popped out. Rather than providing a huge pool to contain all the nodes,
improvement is to convert the φ-ary tree (with φ the constellation size) to a first-child
next-sibling binary tree [27]. This method is called the modified best-first algorithm
(MBF). With this variant, the only nodes added in the pool after an expansion are the
best child and the best yet-to-visit siblings. Then, the growth rate of the pool size is
controlled. However, this method struggles to provide a full path solution quickly as
the popped out node is the one with the lower PED that is often close to the root. To
solve this issue, a variant implementation called MBF fast descent (MBF-FD) changes
the expansion rule. When a node is expanded, the process goes through the best child
until reaching a leaf, pushing in all best siblings along the way [28].

Recently, a best-first algorithm ASIC is reported to reach 800 Mb/s in a soft-
input soft-output framework [29]. The modified algorithm, called cross-level par-
allel tree-search, splits the pool node into several pools, one per level. At each
iteration, a node from each pool in popped out expanded using the best-child/best-
sibling framework, and the new nodes are pushed in the according pool. Moreover,
the presented detector prune nodes in each pool using the upper-bound to keep
only the one that can improve the result or the counter-hypothesis (see Section 6.2
for details). The slit pool helps the parallelization process so that this algorithm
variant is very suitable for hardware implementation.

7. Other unusual detectors: bioinspired and geometrical detectors

7.1 Deep neural MIMO detection: learning to detect

The rise of deep learning leads to the search for an efficient neural network to
solve the detection problem such as DetNet [30]. This network is inspired by the
projected gradient descent algorithm that is a major option to solve convex
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optimization. It is trained for both static channel (H is fixed) and on a time-varying
channel (the same condition as previously). As the errors are sometimes unavoid-
able due to a bad channel realization, the loss function should not be the objective
function. Thus, the DetNet designers opt for a

XL

k¼1
log kð Þ ∥x� xk∥

∥x� xZF∥
(17)

with xZF the result of ZF detection and xk the detected symbol of the kth layer.
Then, the normalization with the ZF result avoids over-penalizing the situation
with bad H realization. Moreover, the logarithm weights the result from each layer
to give more credit to the final ones.

7.2 Bioinspired detectors

The most studied bioinspired decoders fall into two categories: ant colony opti-
mizations (ACO) and particle swarm optimizations (PSO) that include the firefly
algorithm (FA). These techniques are often very complex compared to the previ-
ously described algorithms, but they claim to be resilient to challenging conditions.
Bioinspired algorithms should be able to decode messages with imperfect CSI, or
the data streams are correlated.

ACO-based detectors simulate several ants that choose a path randomly to follow
with a nonuniform probability function [31]. Each antenna is processed indepen-
dently. At each iteration, an ant selects the symbol s∈Φ with the probability

ps ¼
ταs η

β
sP

s∈Φτ
α
s η

β
s

(18)

with τs the pheromone level on the path, ηs an image of the objective function,
most of the time through a log-sigmoid function, and α, βð Þ the two parameters that
balance the relative importance of each term. After each iteration, the pheromone
level is updated according to the following principle: the better the objective func-
tion the ant achieves, the more pheromone it dropped off. Thus, the ant selects
more often the path that seems more promising regarding the objective function
and the previous runs while preserving some chance of exploring a new path.

FA-based detectors simulate several fireflies that try to find the best mating
partner. The objective function determines the attractiveness of a firefly. Then a
firefly goes toward more attractive congeners biased with a random influence to
promote exploration [32]. Some FA variant implements a memory effect that makes
it even closer to a PSO-based algorithm [33]. This framework is applied to MIMO
detection using the QR decomposition described in Section 6.1. The FA represents
each symbol to decode as a nest containing as many fireflies as the constellation size.
Thus, the fireflies have to select a partner in each nest from the last symbol to the
first based on the biased attractiveness. When the firefly population searched all the
nests, the best path represents the decoded symbol vector. FA-based detectors can
be related to tree-search-based algorithm with a randomness exploration and a
fixed number of path allowed.

7.3 Geometrical detectors

Geometrical detectors are based on a two-step process: an exploration to find a
small set of promising solutions and an exploitation to improve this set at a small
cost. It follows the traditional approach in nonconvex optimization to perform
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variant is very suitable for hardware implementation.
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optimization. It is trained for both static channel (H is fixed) and on a time-varying
channel (the same condition as previously). As the errors are sometimes unavoid-
able due to a bad channel realization, the loss function should not be the objective
function. Thus, the DetNet designers opt for a
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with xZF the result of ZF detection and xk the detected symbol of the kth layer.
Then, the normalization with the ZF result avoids over-penalizing the situation
with bad H realization. Moreover, the logarithm weights the result from each layer
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with τs the pheromone level on the path, ηs an image of the objective function,
most of the time through a log-sigmoid function, and α, βð Þ the two parameters that
balance the relative importance of each term. After each iteration, the pheromone
level is updated according to the following principle: the better the objective func-
tion the ant achieves, the more pheromone it dropped off. Thus, the ant selects
more often the path that seems more promising regarding the objective function
and the previous runs while preserving some chance of exploring a new path.

FA-based detectors simulate several fireflies that try to find the best mating
partner. The objective function determines the attractiveness of a firefly. Then a
firefly goes toward more attractive congeners biased with a random influence to
promote exploration [32]. Some FA variant implements a memory effect that makes
it even closer to a PSO-based algorithm [33]. This framework is applied to MIMO
detection using the QR decomposition described in Section 6.1. The FA represents
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Thus, the fireflies have to select a partner in each nest from the last symbol to the
first based on the biased attractiveness. When the firefly population searched all the
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be related to tree-search-based algorithm with a randomness exploration and a
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cost. It follows the traditional approach in nonconvex optimization to perform
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simple descents that can be stuck in local optimums from several starting points.
Geometrical detectors use a real-valued model and the singular value decomposition
(SVD) rather than the QR one [34]. Let us rewrite the objective function by intro-
ducing the SVD of H ¼ UDVT with U and V two orthogonal matrices and D the
diagonal matrix containing the singular values λi : 1≤ i≤ nf g in ascending order.

Consequently, the objective function can be rewritten as

∥y�Hx∥2 ¼ VT x� x0ð Þ� �T
DUTUD VT x� x0ð Þ� �

(19)

using x0 from Eq. (3). As the vectors of V, named vi : 1≤ i≤ nf g, constitute a
basis, we can define αi : 1≤ i≤ nf g the coordinates of x� x0 on this basis. Using the
orthogonality of U and V and the diagonality of D, Eq. (19) leads to

∥y�Hx∥2 ¼
Xn
i¼1

α2i λ
2
i : (20)

Let Δi be the straight line passing through x0 and directed by vi. One can note
that Eq. (20) highlights that the objective function grows more slowly along the first
Δi rather than along the last ones so that promising points must be around these
first straight lines. Then the solution is most likely to be found along this line. The
geometrical exploration step is then performed, selecting some points near the first
Δi. Then a straightforward descent algorithm is performed by looking for the best
point in the close neighborhood until convergence.

A soft-output version of this algorithm is possible using the max-log approxi-
mation and the list approach detailed in [35], Section 5.2. A field-programmable
gate array (FPGA) implementation has recently been proposed. This groundwork
points out that geometrical detectors may achieve good performance in the future
yet being far from mature at that point [36].

Detector BER Complexity Comment

ML Optimal Dramatically
complex

ZF Very poor Very simple Best linear detector regarding SNR criterion

MMSE Poor Simple Best linear detector regarding SINR criterion

SIC/OSIC Good Rather complex Best when there is a clear ranking in the quality of
each data stream

PIC Good Rather complex Best when all data streams have the same quality
level

Depth-first Optimal Very complex

Breadth-first Good Rather complex Possible trade-off between BER and complexity via
the number of surviving paths

Best-first Good Less complex

Deep neural Good Rather complex Possible trade-off between BER and complexity via
the number of layers

Bioinspired Good Very complex Resilient to imperfect CSI and channel correlation

Geometrical Rather good Rather complex Possible trade-off between BER and complexity via
the number of descents

Table 1.
Summary of all detectors described in this chapter.
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8. Conclusions and summary

MIMO detection is a well-studied problem that has been tackled from several
perspectives. The mathematical interpretation, as a combinatorial optimization
problem, leads to the optimal and linear detectors. From the signal processing
perspective, detecting a signal means improving the SNR or SINR so that the direct
answer is to cancel the interference and to remove the noise. From an algorithmic
perspective, the detection problem is the search for the best path in a weighted tree
that relies on some well-known algorithms. Other sources of inspiration, such as
nature or geometry, provide some interesting perspectives. These paradigms and
the associated detectors are summed up in Table 1, and we compare all of them
according to the BER-complexity trade-off.

All these perspectives shed a different light on the problem, leading to fruitful
experimentation. Indeed, some methods take inspiration from others to keep on
improving. Therefore, some improvement axes remain open, for instance, the per-
manent decrease of complexity with equal performance, the development for effi-
cient hardware implementations, or the optimization of the interaction with
decoders to exploit channel codings better.
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α2i λ
2
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PSO particle swarm optimization
QAM quadrature amplitude modulation
SD sphere decoding
SE Schnorr-Euchner
SDM space-division multiplexing
SIC successive interference cancelation
SIR signal-to-interference ratio
SINR signal-to-noise-plus-interference ratio
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ZF zero forcing
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Chapter 11

Reconfigurable Fabry-Pérot
Cavity Antenna Basing on Phase
Controllable Metasurfaces
Peng Xie, Guangming Wang, Haipeng Li, Yawei Wang
and Xiangjun Gao

Abstract

Fabry-Pérot cavity (FPC) antenna is a kind of high-gain antenna. Compared
with other high-gain antennas, such as array antenna and reflector antenna, the
FPC antenna enjoys the advantages of simple structure and high efficiency. So it has
attracts many attention since proposed. However, it also suffers the disadvantages
of narrow band and fixed radiation patterns, due to its resonance structure. In order
to overcome these disadvantages, we proposed novel strategies to realize
reconfigurable FPC antennas using the phase controllable metasurfaces (MSs).
Through adding PIN diodes into every unit cell of the MS, the reflection phase of
the MS can be controlled by tuning the states of the diodes. Then the designed phase
controllable MSs are used as the partially reflection surfaces (PRS) to realize fre-
quency or radiation pattern reconfigurable FPC antennas. In this chapter, we ana-
lyze the basic theory of the FPC antenna and describe its radiation principle firstly.
Then, reflection phase controllable MSs are designed and applied to the FPC anten-
nas. Thus frequency and radiation pattern reconfigurable FPC antennas are formed.
The design processes are described in details, and the proposed antennas are fabri-
cated and measured. The measured results verify the correctness of the designs.
Through this chapter, the readers can form a comprehensive understanding of
reconfigurable FPC antenna design.

Keywords: metasurface, Fabry-Pérot cavity, reconfigurable, phase controllable,
PIN diode

1. Introduction

The leaky-wave antennas have attracted much attention since proposed and
found wide applications in wireless communication systems. As one kind of the
leaky-wave antenna, Fabry-Pérot cavity (FPC) antennas are preferred by scientists
due to their broadside pattern and high-gain performance. However, the FPC
antenna usually suffer some disadvantages due to its inherent limitations of the
resonate structure, such as narrow band, fixing beam, and high profile. So many
researches have been done on wideband and beam tilted FPC antenna. To overcome
these disadvantages of the conventional FPC antenna, we proposed novel strategies
that realize reconfigurable FPC antennas using the PIN diodes. In this chapter, we
designed three reconfigurable FPC antennas by metasurfaces (MSs).
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Through adding PIN diodes on the MS, the reflection phase of the MS can be
controlled by tuning the states of the diodes. The different reflect phase distribu-
tions of the MS can make the FPC antenna present different frequency and radia-
tion performance. The reconfigurable FPC antenna can improve the performance of
antenna, so that the antenna can be widely used.

2. Basic theory of the Fabry-Pérot cavity antenna

Due to its well frequency selection characteristics, the Fabry-Pérot (FP) resonate
cavity are widely used in many applications, such as spectral analyzer, interference
filter, and so on. The FP resonate cavity can also be used in the design of high-gain
antennas [1–4]. Adding a feeder into the cavity, the electromagnetic wave emanat-
ing from the feeder experiences multiple reflections and transmissions in the cavity
[5, 6]. When the resonance condition is satisfied, the wave coming out of the cavity
will be in phase, and then bidirectional high-gain radiation is achieved. However,
most applications require unidirectional antenna radiation. So the FP resonate cav-
ity should be changed slightly to design high-gain FPC antenna [7–9].

In practice, the artificial partially reflection surfaces (PRS) are usually used to
design FPC antenna. In order to realize unidirectional radiation, one of the PRS of
the FP resonate cavity should be replaced by the metal ground plane [10–12]. The
PRS and the metal ground plane form the resonate cavity of the FPC antenna. The
schematic model of the FPC antenna is shown in Figure 1. The distance between the
PRS and the ground plane is h. The radiator locates in the middle of the cavity above
the ground plane. The electromagnetic wave emanating from the radiator is inci-
dent on the PRS with an angle of θ. One part of the electromagnetic wave transmits
through the PRS and the other part is reflected into the cavity by the PRS. The
reflected wave is totally reflected by the ground plane and is incident to the PRS
again with the same angle, forming the secondary transmission and reflection. The
electromagnetic wave experiences multiple reflections and transmissions between
the PRS and the ground plane and finally all get through the PRS [11, 13, 14].

Assuming that the transmission coefficient and reflection coefficient of the
PRS are

r ¼ Re jφ1 , t ¼ Te jθ1 (1)

Figure 1.
The schematic model of the FPC antenna.
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then the first transmission coefficient is

t0 ¼ t (2)

After once reflected by the PRS, the transmission coefficient is

t1 ¼ tre�2jkh= cos θþ2jkh tan θ sin θþjφ2 ¼ tre�2jkh cos θþjφ2 (3)

where φ2 is the reflection phase of the metal ground plane, λ is the wavelength in
the free space, and K = 2π/λ is the propagation constant. According to the above
equation, it can be deduced that the transmission coefficient of the resonate cavity
after n times of reflection is

tn ¼ trne�2jnkh cos θþinφ2 (4)

So, the total transmission coefficient along θ direction is

ttotal ¼
X∞
n¼0

tn ¼ t
X∞
n¼0

rne�2jnkh cos θþjnφ2 ¼ t
1� re�2jkh cos θþjφ2

(5)

According to the energy conservation law,T2 = 1 � R2. Therefore, the total
power transmission coefficient is

D ¼ ttotalt ∗total ¼
1� R2

1þ R2 � 2R cosΦ
(6)

where

Φ ¼ 4π
λ
h cos θ � φ1 � φ2 (7)

φ1 is the reflection phase of the PRS. According to Eq. (6), when cos Ф = 1, the
maximum value of the power transmission coefficient is

D ¼ 1� R2

1þ R2 � 2R
¼ 1þ R

1� R
(8)

It can be seen that the power transmission coefficient is mainly relative to the
reflection magnitude of the PRS. The power transmission coefficient increases with
the increase of the reflection magnitude of the PRS, so does the gain of the antenna.
The maximum radiation direction of the antenna is θ = 0°. And the resonate condi-
tion of the antenna is

h ¼ λ

4π
φ1 þ φ2ð Þ þ λ

2
N, N ¼ 0, 1, 2… (9)

3. Frequency reconfigurable Fabry-Pérot antenna

3.1 Design of the reconfigurable PRS

In order to realize the reflection phase configuration of the PRS, the unit cell of the
PRS must be configurable [15]. The structure of the unit cell is shown in Figure 2a.
The unit cell is printed on a substrate of FR4 with a thickness of 1.6 mm and
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permittivity of 4.4. It consists of a square patch and a square ring. Two slots are added
on the square ring, and two PIN diodes are inserted into the slots. The two PIN diodes
are controlled simultaneously. When diodes are in different states, the unit cell pre-
sents different reflection phases. Figure 3 shows the simulation reflection coefficients
of the unit cell with w = 7 mm. We can see that, when the diode state changes from
OFF to ON, the reflection phase of the unit cell is delayed. According to Eq. (9), the λ
increases with the decrease of φ1. So the antenna will operate at low frequency when
the diodes are ON and high frequency when the diodes are OFF. Besides, the reflec-
tion phase of the unit cell with the variation of w is plotted in Figure 4. It can be seen
that the reflection phase of the unit cell decreases with the increase of w no matter if
the diodes are open or closed. So the w can be used in tuning the reflection phase of
the unit cell to meet the requirement of the antenna.

Figure 2b shows the structure of the configurable PRS. It consists of 10� 10 unit
cells. All diodes on the PRS are set along the same orientation, so all diodes can be
controlled by only one DC source. The biasing point V on the top of the PRS connects
the anode of the DC source, and the biasing point Gnd on the bottom of the PRS
connects the cathode of the DC source. Inductors are added between the feeding point
and the metal structure on the PRS to prevent the RF signal from entering the DC
source. The periodic boundary is adopted in the simulation of the unit cell, so the

Figure 2.
(a) The structure of the unit cell and (b) the view of reconfigurable PRS.

Figure 3.
Reflection coefficients of the unit cell.
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reflection phase of the unit cell can be considered as the reflection phase of the PRS.
The diodes are the BAR50-03W from Infineon. Because there is no model of the diode
in the CST, it is replaced by the equivalent circuit in the simulation. When the diode is
closed, they can be replaced by resistors of 1 Ω. When the diode is open, it is replaced
by a circuit that consists of a 10 kΩ resistor in parallel with a 0.15 pF capacitor.

3.2 Antenna design

In order to realize frequency reconfiguration, the FPC antenna must adopt dual-
band feeder. So we design a dual-band microwave antenna as the feeder of the FPC
antenna. The structure of the feeder antenna is shown in Figure 5a. The antenna is
printed on a substrate of FR4 with the permittivity of 4.4 and thickness of 1.6 mm.
It consists of two different metal patches which are connected by a microwave line.
Two patches have different lengths and widths, so they can resonate at different
frequencies. The bottom of the substrate is a metal ground plane. A SMA connecter
is used to feed the antenna from the bottom side, and the feeding point is on the
microstrip line. The antenna can realize impedance matching through tuning the
position of the feeding point and the microstrip line. The feed antenna is designed
to work at 4.6 and 5.5 GHz.

Figure 4.
Effect of w on reflection phase of the unit cell.

Figure 5.
Reflection coefficients of the unit cell. Geometry of the antenna: (a) top view of the feed antenna and (b) side
view of the FPC antenna.
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Next, we will introduce how to realize the dual-band working of the antenna
through tuning the reflection phase of the PRS. Figure 5b shows the geometry of
the FPC antenna. We consume that the height of the cavity is hL when the antenna
work at low frequency and hH when the antenna work at high frequency. According
Eq. (9), they can be expressed as.

hL ¼ φL þ φ2ð ÞλL
4π

þNLλL
2

(10)

hH ¼ φH þ φ2ð ÞλH
4π

þNHλH
2

(11)

When hL = hH, it can be considered as the antenna operates at two different
frequencies without changing the antenna structure. In Eqs. (10) and (11), the N is
set to 1 to obtain low profile of the antenna. The antenna is designed to work at 4.6
and 5.5 GHz, so λL = 65.2 mm and λH = 54.5 mm. The reflection phase of the metal
ground plane φ2 is always π; thus the h is only related to the reflection phase of the
PRS. The φ is related to the width of the patch in the unit cell. So we can deduce the
relationship between h and w, as shown in Figure 6. The black line is the relationship

Figure 6.
The relationship between w and h.

Figure 7.
The photographs of the fabricated antenna.
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Figure 8.
Simulated and measured S11 of the antenna.

Figure 9.
The radiation patterns of the antenna: (a) 4.6 GHz and (b) 5 GHz.
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when f = 4.6 GHz and the diodes are ON, and the red line is the relationship when
f = 5.5 GHz and the diodes are OFF. The two lines intersect at the pointw = 8 mm and
h = 27.2 mm. This indicates that when h = 27.2 mm and w = 8 mm, the antenna can
work at 4.6 GHz if the diodes are ON and at 5.5 GHz if the diodes are OFF. So the
antenna realizes frequency reconfiguration through tuning the states of the diodes.

3.3 Fabrication and measurement of the antenna

The photographs of the fabricated antenna are shown in Figure 7. The red lines
connect the anode of the DC source, and the black lines connect the cathode. The S11
and radiation patterns of the antenna at two frequencies are measured. Good
agreement between the simulated and measured results is obtained. The simulated
and measured S11 of the antenna is shown in Figure 8. The�10 dB impedance band
of the antenna is 4.55–4.7 GHz (3.3%) when diodes are ON and 5.37–5.63 GHz
(4.7%) when diodes are OFF. The measured center of the low-frequency band is
higher than the simulated result. This may be caused by the fabrication errors.
During the welding of SMA joints, some unnecessary metals may be introduced.
This results in the deviation of the resonant frequency of the antenna.

Figure 9 presents the simulated and measured radiation patterns of the antenna.
Figure 9a shows the radiation patterns at 4.6 GHz and Figure 9b shows at 5.5 GHz.
The measured maximum gain of the antenna is 13.1 dB at 4.6 GHz and 17.1 dB at
5.5 GHz. The 3 dB gain bandwidth of the antenna is 11.9 and 8.2% at two frequency
bands, respectively. The gain bandwidth is wider than the impedance bandwidth, so
the impedance bandwidth is the working bandwidth of the antenna. The simulated
and measured results show that the antenna can realize frequency reconfiguration
through tuning the states of the diodes on the PRS. Meanwhile, the antenna obtains
well radiation characteristic in both frequencies.

4. Pattern reconfigurable Fabry-Pérot cavity antenna

4.1 Design of the configurable PRS

Firstly, we design a reflection phase reconfigurable unit cell, as shown in
Figure 10. The unit cell is printed on a substrate of FR4.4 with a thickness of
1.6 mm and permittivity of 4.4. It consists of a square patch and a square ring. A slot
is inserted into the unit cell to separate the patch and the ring. Three PIN diodes are

Figure 10.
The structure of the unit cell.
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inserted in the slot. The diodes are divided into two groups. The diodes on the ring
are named K1 and the diode in the patch is named K2. The different states of two
group diodes give the four cell states, as shown in Table 1.

The unit cell is simulated by the CST. The simulation setting of the unit cell is the
same as the unit cell presented in Section 2. The reflection coefficients of the unit
cell under y-polarized wave are shown in Figure 11. The simulation results show
that the reflection phase of the unit cell at 5 GHz ranged from �165 to �262°. This
suggests that the unit cell has a large range of reflection phase variation. Meanwhile,
the reflection magnitudes of the unit cell in four states are always greater than 0.7.
This can ensure a high gain of the FPC antenna.

A reconfigurable PRS is formed by the unit cell shown in Figure 10. The struc-
ture of the PRS is shown in Figure 12. It is composed by 6 � 6 unit cells and divided

Diodes S1 S2 S3 S4

K1 OFF OFF ON ON

K2 OFF ON OFF ON

Table 1.
The four states of the unit cell.

Figure 11.
The reflection phase of the unit cell.

Figure 12.
The structure of the PRS: (a) top view and (b) bottom view.
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inserted in the slot. The diodes are divided into two groups. The diodes on the ring
are named K1 and the diode in the patch is named K2. The different states of two
group diodes give the four cell states, as shown in Table 1.

The unit cell is simulated by the CST. The simulation setting of the unit cell is the
same as the unit cell presented in Section 2. The reflection coefficients of the unit
cell under y-polarized wave are shown in Figure 11. The simulation results show
that the reflection phase of the unit cell at 5 GHz ranged from �165 to �262°. This
suggests that the unit cell has a large range of reflection phase variation. Meanwhile,
the reflection magnitudes of the unit cell in four states are always greater than 0.7.
This can ensure a high gain of the FPC antenna.
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into two parts. The reflection phase of two parts of the PRS can be controlled by
tuning the states of the PIN diodes. Some DC-biased circuit is added on the PRS to
bias the PIN diodes. Firstly, since the square rings in the unit cells form a net
structure when combing the PRS and the K1 is on the net structure, so two lines of
capacitors (220 pF) are added between the two parts to bias the K1 in different parts
of the PRS independently. In Figure 12a, the points V1 and V2 are used to bias the
K1 in different parts. Then, in order to bias the K2, two metalized via hole are added
into each unit cell to connect two parts of the patch, and the biasing lines on the
bottom side of the PRS which are shown in Figure 12b. The points V3 and V4 are
used to bias the K2 in different parts of the PRS. The Gnd on the top and bottom
side of the PRS are connected by a metalized via hole. Some inductors (20 nH) are
inserted into the lines to prevent the RF signal from going into the DC sources. With
the designed biasing lines, the K1 and K2 in different parts of the PRS can be
controlled independently. The biasing lines are very thin (0.2 mm), and the diam-
eter of the metalized via holes is tiny enough (0.3 mm). So the simulated results
show that the DC biasing circuits have barely influence on the performance of the
metasurface.

4.2 Antenna design

From the theoretical analysis in Section 1, when the PRS has a uniform reflection
phase, the antenna radiates toward the broadside direction [16]. And the main beam
of the antenna is perpendicular to the antenna surface. However, when the PRS
have reflection phase gradient, the main beam of the antenna will be tilted. So when
the two parts of the PRS have different reflection phases, the beam of the antenna
will tilt to the direction that has lagging phase.

The structure of the FPC antenna is shown in Figure 12, and the values of the
parameters of the antenna are shown in Table 2. The FPC antenna is feed by a slot
coupled patch antenna, as shown in Figure 13a. The feed antenna is set under the
PRS with a distance of h. The side view of the FPC antenna is shown in Figure 13b.

p Ls Ws g g0 Lp L h

15 10 4.25 1.5 1.5 10.4 100 30.5

Table 2.
Values of the parameters (mm).

Figure 13.
Structure of the antenna: (a) top view of the feeding antenna and (b) side view of the FPC antenna.
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Through controlling the states of the diodes, the PRS will present different reflec-
tion phase distributions, so the beam of the antenna will tilt toward different
directions. Due to the large reflection phase variation range, the antenna obtains a
large steering angle. The antenna operates at 5 GHz and the reflection phase gradi-
ent of the PRS is along x- direction, so the beam of the antenna will tilt in xoz plane.
We calculate the height of the cavity when the PRS is in the state of S1. After being
optimized by the CST, the h is set to 30.5 mm finally.

Figure 14.
Photograph of the fabricated antenna.

States Part 1 Part 2 Beam direction (°) Gain (dB)

K1 K2 K1 K2

1 OFF OFF OFF OFF 0 11.1

2 OFF ON OFF OFF �6 9.8

3 OFF OFF OFF ON 6 9.8

4 ON ON OFF OFF �18 8.7

5 OFF OFF ON ON 18 8.7

6 ON OFF ON ON �24 7.6

7 ON ON ON OFF 24 7.6

8 ON OFF OFF ON �46 6.6

9 OFF ON ON OFF 46 6.6

10 ON OFF OFF OFF �54 6.3

11 OFF OFF ON OFF 54 6.3

Table 3.
Detail information of the antenna at different states.
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tuning the states of the PIN diodes. Some DC-biased circuit is added on the PRS to
bias the PIN diodes. Firstly, since the square rings in the unit cells form a net
structure when combing the PRS and the K1 is on the net structure, so two lines of
capacitors (220 pF) are added between the two parts to bias the K1 in different parts
of the PRS independently. In Figure 12a, the points V1 and V2 are used to bias the
K1 in different parts. Then, in order to bias the K2, two metalized via hole are added
into each unit cell to connect two parts of the patch, and the biasing lines on the
bottom side of the PRS which are shown in Figure 12b. The points V3 and V4 are
used to bias the K2 in different parts of the PRS. The Gnd on the top and bottom
side of the PRS are connected by a metalized via hole. Some inductors (20 nH) are
inserted into the lines to prevent the RF signal from going into the DC sources. With
the designed biasing lines, the K1 and K2 in different parts of the PRS can be
controlled independently. The biasing lines are very thin (0.2 mm), and the diam-
eter of the metalized via holes is tiny enough (0.3 mm). So the simulated results
show that the DC biasing circuits have barely influence on the performance of the
metasurface.

4.2 Antenna design

From the theoretical analysis in Section 1, when the PRS has a uniform reflection
phase, the antenna radiates toward the broadside direction [16]. And the main beam
of the antenna is perpendicular to the antenna surface. However, when the PRS
have reflection phase gradient, the main beam of the antenna will be tilted. So when
the two parts of the PRS have different reflection phases, the beam of the antenna
will tilt to the direction that has lagging phase.

The structure of the FPC antenna is shown in Figure 12, and the values of the
parameters of the antenna are shown in Table 2. The FPC antenna is feed by a slot
coupled patch antenna, as shown in Figure 13a. The feed antenna is set under the
PRS with a distance of h. The side view of the FPC antenna is shown in Figure 13b.

p Ls Ws g g0 Lp L h

15 10 4.25 1.5 1.5 10.4 100 30.5

Table 2.
Values of the parameters (mm).

Figure 13.
Structure of the antenna: (a) top view of the feeding antenna and (b) side view of the FPC antenna.
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Through controlling the states of the diodes, the PRS will present different reflec-
tion phase distributions, so the beam of the antenna will tilt toward different
directions. Due to the large reflection phase variation range, the antenna obtains a
large steering angle. The antenna operates at 5 GHz and the reflection phase gradi-
ent of the PRS is along x- direction, so the beam of the antenna will tilt in xoz plane.
We calculate the height of the cavity when the PRS is in the state of S1. After being
optimized by the CST, the h is set to 30.5 mm finally.

Figure 14.
Photograph of the fabricated antenna.

States Part 1 Part 2 Beam direction (°) Gain (dB)

K1 K2 K1 K2

1 OFF OFF OFF OFF 0 11.1

2 OFF ON OFF OFF �6 9.8

3 OFF OFF OFF ON 6 9.8

4 ON ON OFF OFF �18 8.7

5 OFF OFF ON ON 18 8.7

6 ON OFF ON ON �24 7.6

7 ON ON ON OFF 24 7.6

8 ON OFF OFF ON �46 6.6

9 OFF ON ON OFF 46 6.6

10 ON OFF OFF OFF �54 6.3

11 OFF OFF ON OFF 54 6.3

Table 3.
Detail information of the antenna at different states.
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4.3 Fabrication and measurement of the antenna

The photograph of the fabricated antenna is shown in Figure 14. After simula-
tion, we find that the antenna can work in at kinds of states. We measured the S11
and radiation patterns of the antenna in these 11 states. Table 3 gives the detail
performance of the antenna in different states, including the states of the diodes,
beam directions, and maximum gain. Because the antenna structure at state 2 (4, 6,
8, 10) is completely symmetrical to that at state 3 (5, 7, 9, 11), so they have same the
S11. For simplicity, we just show the simulated and measured S11 in states of 1, 2, 4,
6, 8, and 10 in Figure 15. The measured results agree well with the simulated ones.
The measured impedance bandwidth of the antenna is 4.92–5.08 GHz (3.2%). The
S11 of the antenna only has little difference between different states.

The radiation patterns of the antenna are measured in anechoic chamber.
The simulated and measured radiation patterns of the antenna are presented in
Figure 16. Good agreement is obtained between the measured results and the
simulated ones. We know that the main beam of the antenna tilts in xoz plane,

Figure 15.
Simulated and measured S11: (a) states 1, 2, and 4 and (b) states 6, 8, and 10.
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so the radiation patterns of the antennas are all in xoz plane. The main beam of the
antenna in state 1 is toward the +z direction. However, it tilts to –y direction in
states 2, 4, 6, 8, and 10 and to +y direction in states 3, 5, 7, 9, and 11. And the same
tilted angle is obtained at states 2 (4, 6, 8, 10) and 3 (5, 7, 9, 11).

The simulated maximum gain of the antenna at state 1 is 11.8 dB, and the
measured maximum gain is 11.1 dB. With the increase of the beam tilted angle, the
maximum gain of the antenna decreases. The antenna obtains maximum beam
tilted angle (about 54°) at states 10 and 11，and the maximum gain of the antenna
decreases to 6.3 dB. The antenna remains to have high-gain performance while
realizing beam tilting. Besides, the gain floating of the antenna at all states in the
operating band are less than 2.8%. So the impedance bandwidth of the antenna is
the working band of the antenna.

5. Polarization and pattern reconfigurable FPC antenna

5.1 Design of the reconfigurable PRS

In the last section, we design an FPC antenna with large beam steering angle.
However, it can only realize beam tilting in one plane. In practice application, we
prefer the antenna to be able to steer the beam in two directions. So in this Section,
we will design a configurable PRS to realize two-dimensional beam steering of the
FPC antenna [17].

The unit cell of the PRS is shown in Figure 17. It is also printed on the substrate of
FR4. Each unit cell consists of four square patches. Four PIN diodes are inserted
between two adjacent patches. The four diodes are controlled simultaneously, and the

Figure 16.
Radiation patterns of the antenna: (a) states 1, 2, and 4; (b) states 6, 8, and 10; (c) states 1, 3, and 5;
and (d) states 7, 9, and 11.
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so the radiation patterns of the antennas are all in xoz plane. The main beam of the
antenna in state 1 is toward the +z direction. However, it tilts to –y direction in
states 2, 4, 6, 8, and 10 and to +y direction in states 3, 5, 7, 9, and 11. And the same
tilted angle is obtained at states 2 (4, 6, 8, 10) and 3 (5, 7, 9, 11).

The simulated maximum gain of the antenna at state 1 is 11.8 dB, and the
measured maximum gain is 11.1 dB. With the increase of the beam tilted angle, the
maximum gain of the antenna decreases. The antenna obtains maximum beam
tilted angle (about 54°) at states 10 and 11，and the maximum gain of the antenna
decreases to 6.3 dB. The antenna remains to have high-gain performance while
realizing beam tilting. Besides, the gain floating of the antenna at all states in the
operating band are less than 2.8%. So the impedance bandwidth of the antenna is
the working band of the antenna.

5. Polarization and pattern reconfigurable FPC antenna

5.1 Design of the reconfigurable PRS

In the last section, we design an FPC antenna with large beam steering angle.
However, it can only realize beam tilting in one plane. In practice application, we
prefer the antenna to be able to steer the beam in two directions. So in this Section,
we will design a configurable PRS to realize two-dimensional beam steering of the
FPC antenna [17].

The unit cell of the PRS is shown in Figure 17. It is also printed on the substrate of
FR4. Each unit cell consists of four square patches. Four PIN diodes are inserted
between two adjacent patches. The four diodes are controlled simultaneously, and the
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unit cell can present two states. The unit cell has different reflection coefficients in
different states. The reflection coefficients of the unit cell are simulated by the CST,
and the results are shown in Figure 18. We can see that the unit cell has the same
reflection coefficients for both polarization waves. The reflection phases of the unit
cell in two states at 5.5 GHz are �187° and �217°, respectively. And the reflection
magnitude is always larger than 0.75. This suggests that the unit cell remains to have
high reflectivity when tuning the reflection phase through controlling the state of the
diodes. The high reflectivity ensures the high gain of the antenna.

We compose a PRS with 6 � 6 unit cells by the unit cell shown in Figure 17. The
top view of the PRS is shown in Figure 19. The PRS is divided into four parts. The
diodes in different parts can be controlled independently. Through tuning the state
of the diodes in different parts, the PRS presents different reflection phase distri-
butions. A DC biasing circuit is designed on the PRS to realize independent control
of the diodes in different parts. Two patches of each unit cell are connected to the
biasing lines on the bottom side of the PRS through metalized via holes. By reason-
ably arranging the orientation of the diodes in each unit cell, the diodes can be
controlled simultaneously. The biasing lines on the bottom of the PRS are shown in
Figure 20b. The biasing point V1, V2, V3, and V4 are connected to the anode of the

Figure 17.
The unit cell of the PRS.

Figure 18.
The reflection coefficients of the unit cell.
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DC source, and the Gnd is connected to the cathode. The width of the biasing line is
0.2 mm, and the diameter of the metalized via holes is 0.3 mm to reduce the
influence of biasing lines on the RF signal.

5.2 Design of the polarization configurable feeder antenna

In order to realize the polarization configuration of the antenna, a polarization
configurable feeder antenna is needed. So we designed a polarization configurable
slot coupled patch antenna, as shown in Figure 20. The feeder antenna is composed
by two substrates with different thickness (1.6 mm for Sub1 and 0.8 mm for Sub2).
Four identical patches are chosen as the radiators of the antenna. They are printed
on the top side of the Sub1 and are symmetric with respect to the center of the
antenna. Between the two substrates is a metal ground plane, and four slots are
etched on the plane under four patches. The slots 1 and 3 are along the y direction,
and the slots 2 and 4 are along the x direction. The feeding line is printed on the
bottom side of the Sub2. The four stubs are used to feed four patches through slots.

Figure 19.
The structure of the PRS: (a) top view and (b) bottom view.

Figure 20.
Polarization configurable feeder antenna: (a) top view and (b) side view.
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unit cell can present two states. The unit cell has different reflection coefficients in
different states. The reflection coefficients of the unit cell are simulated by the CST,
and the results are shown in Figure 18. We can see that the unit cell has the same
reflection coefficients for both polarization waves. The reflection phases of the unit
cell in two states at 5.5 GHz are �187° and �217°, respectively. And the reflection
magnitude is always larger than 0.75. This suggests that the unit cell remains to have
high reflectivity when tuning the reflection phase through controlling the state of the
diodes. The high reflectivity ensures the high gain of the antenna.

We compose a PRS with 6 � 6 unit cells by the unit cell shown in Figure 17. The
top view of the PRS is shown in Figure 19. The PRS is divided into four parts. The
diodes in different parts can be controlled independently. Through tuning the state
of the diodes in different parts, the PRS presents different reflection phase distri-
butions. A DC biasing circuit is designed on the PRS to realize independent control
of the diodes in different parts. Two patches of each unit cell are connected to the
biasing lines on the bottom side of the PRS through metalized via holes. By reason-
ably arranging the orientation of the diodes in each unit cell, the diodes can be
controlled simultaneously. The biasing lines on the bottom of the PRS are shown in
Figure 20b. The biasing point V1, V2, V3, and V4 are connected to the anode of the

Figure 17.
The unit cell of the PRS.
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DC source, and the Gnd is connected to the cathode. The width of the biasing line is
0.2 mm, and the diameter of the metalized via holes is 0.3 mm to reduce the
influence of biasing lines on the RF signal.

5.2 Design of the polarization configurable feeder antenna

In order to realize the polarization configuration of the antenna, a polarization
configurable feeder antenna is needed. So we designed a polarization configurable
slot coupled patch antenna, as shown in Figure 20. The feeder antenna is composed
by two substrates with different thickness (1.6 mm for Sub1 and 0.8 mm for Sub2).
Four identical patches are chosen as the radiators of the antenna. They are printed
on the top side of the Sub1 and are symmetric with respect to the center of the
antenna. Between the two substrates is a metal ground plane, and four slots are
etched on the plane under four patches. The slots 1 and 3 are along the y direction,
and the slots 2 and 4 are along the x direction. The feeding line is printed on the
bottom side of the Sub2. The four stubs are used to feed four patches through slots.

Figure 19.
The structure of the PRS: (a) top view and (b) bottom view.

Figure 20.
Polarization configurable feeder antenna: (a) top view and (b) side view.
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Figure 21.
Geometry of the FPC antenna.

States Part 1 Part 2 Part 3 Part 4 Beam direction

1 OFF OFF OFF OFF Broadside

2 ON OFF OFF ON φ = 0°

3 ON OFF OFF OFF φ = 45°

4 ON ON OFF OFF φ = 90°

5 OFF ON OFF OFF φ = 135°

6 OFF ON ON OFF φ = 180°

7 OFF OFF ON OFF φ = 225°

8 OFF OFF ON ON φ = 270°

9 OFF OFF OFF ON φ = 315°

Table 4.
Detail information of the antenna at different states.

Figure 22.
The photograph of the fabricated antenna.
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The lengths of the four stubs are properly designed to make the patches receive the
excited with the same phase. Two PIN diodes K1 and K2 are inserted into the
feeding line. The biasing points V1, V2, and Gnd are added near the microstrip line
to bias the PIN diodes. These points are connected to the microstrip line through
inductors. The inductors can allow DC to pass through and block the RF signals.
When V1 connects the anode of the DC source, the K1 is turned ON, and when V2
connects the anode of the DC source, the K2 is turned ON.When K1 is ON and K2 is
OFF, patches 1 and 3 are excited and the antenna radiates x-polarized wave.
Whereas when K1 is OFF and K2 is ON, patches 2 and 4 are excited and the antenna
radiates y-polarized wave. Besides, in order to prevent the DC from going into the
RF sources, a slot is added in the microstrip line, and a capacitor is inserted into the
slot. The capacitor can allow RF signal to pass through and block the DC.

5.3 Design of the antenna

Using the proposed configurable PRS and the polarization configurable patch
antenna, a polarization and pattern reconfigurable FPC antenna are formed, as
shown in Figure 21. The PRS is set above the feeder antenna with a distance of h.
The antenna is designed to work at 5 GHz. The height of the cavity h is calculated

Figure 23.
Simulated and measured S11 of the antenna: (a) x-polarized and (b) y-polarized.
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The lengths of the four stubs are properly designed to make the patches receive the
excited with the same phase. Two PIN diodes K1 and K2 are inserted into the
feeding line. The biasing points V1, V2, and Gnd are added near the microstrip line
to bias the PIN diodes. These points are connected to the microstrip line through
inductors. The inductors can allow DC to pass through and block the RF signals.
When V1 connects the anode of the DC source, the K1 is turned ON, and when V2
connects the anode of the DC source, the K2 is turned ON.When K1 is ON and K2 is
OFF, patches 1 and 3 are excited and the antenna radiates x-polarized wave.
Whereas when K1 is OFF and K2 is ON, patches 2 and 4 are excited and the antenna
radiates y-polarized wave. Besides, in order to prevent the DC from going into the
RF sources, a slot is added in the microstrip line, and a capacitor is inserted into the
slot. The capacitor can allow RF signal to pass through and block the DC.

5.3 Design of the antenna

Using the proposed configurable PRS and the polarization configurable patch
antenna, a polarization and pattern reconfigurable FPC antenna are formed, as
shown in Figure 21. The PRS is set above the feeder antenna with a distance of h.
The antenna is designed to work at 5 GHz. The height of the cavity h is calculated

Figure 23.
Simulated and measured S11 of the antenna: (a) x-polarized and (b) y-polarized.

239

Reconfigurable Fabry-Pérot Cavity Antenna Basing on Phase Controllable Metasurfaces
DOI: http://dx.doi.org/10.5772/intechopen.91695



according to Eq. (9) with the reflection phase of the unit cell when diodes are OFF.
After being optimized, the h is set to 28 mm.

Through controlling the diodes in four parts of the PRS, the PRS can present
nine different states, and the antenna obtains nine beam directions in both polari-
zations. Table 4 gives the detailed information of the antenna at different states.
Due to the PRS having the same function on different polarized waves, the antenna
has the same beam direction at the same diode states for different polarizations.

Figure 24.
The radiation patterns of the antenna: (a) φ = 0°, (b) φ = 45°, and (c) φ = 90°.

States Beam tilted angle
(°)

Gain
(dB)

Direction
(dBi)

Aperture efficiency
(%)

Radiation efficiency
(%)

1 0 9.7 12.5 27.3 52.5

2 10 8.7 12 21.7 46.8

3 8 8.9 11.9 22.7 50.1

4 10 8.7 12 21.7 46.8

5 8 8.9 11.9 22.7 50.1

6 10 8.7 12 21.7 46.8

7 8 8.9 11.9 22.7 50.1

8 10 8.7 12 21.7 46.8

9 8 8.9 11.9 22.7 50.1

Table 5.
The antenna performance.
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5.4 Fabrication and measurement of the antenna

Figure 22 shows the photograph of the fabricated antenna. We measured the
reflection coefficients and the radiation patterns of the antenna. Because of the
symmetry of the PRS, the simulated and measured results of the antenna in states 2
and 6 (states 4 and 8 and states 3, 5, 7, and 9) are almost the same. So we just show
the results in states 1, 2, 3, and 4.

Figure 23 plots the simulated and measured S11 of the antenna at states 1, 2, 3,
and 4. Figure 23a is the result under x- polarization and Figure 23b is under
y-polarization. The measured impedance bandwidth of the antenna is 5.4–5.6 GHz
(3.6%). Because the feeder of the antenna remains constant in different states, the
S11 of the antenna in different states varies very little. The measured results agree
well with the simulated ones.

The radiation patterns of the antenna are measured in anechoic chamber.
Figure 24 plots the measured results of the antenna. Figure 24a is the radiation
pattern of the antenna at states 1 and 3 in the plane of φ = 0°, Figure 24b is at states
1 and 3 in the plane of φ = 45°, and Figure 24c is at states 1 and 4 in the plane of
φ = 90°. The results show that the main beam of the antenna is in the +z direction at
state 1 and tilts in the plane of φ = 0°, φ = 45°, and φ = 90° at states 2, 3, and 4,
respectively. The tilted angle at states 2 and 4 is 10° and that at state 3 is 8°. The
maximum gains of the antenna at different states are also measured. The antenna
achieves maximum gain of 9.7 dB at state 1, 8.9 dB at state 3, and 8.7 dB at states 2
and 4. Meanwhile, the antenna obtains stable gain at all states. The gain floating of
the antenna at all states are less than 2.3% within the impedance bandwidth. Table 5
summarizes the antenna performance. The beam tilted angle and gain are measured
results and the directivity is simulated results. The aperture efficiency is calculated
by the gain and size of the antenna, as shown in Eq. (12). And the radiation
efficiency is calculated by the gain and direction, as shown in Eq. (13).

η1 ¼ G
λ0

2

4πA
(12)

η2 ¼ G=D (13)

6. Conclusion

In this chapter, we summarize our recent efforts in realizing reconfigurable FPC
antenna basing on the reconfigurable MS. PIN diodes are added on the MS to realize
the reflection phase control. Using the flexible phase control capability of the MS, it
is easy to tune the frequency and radiation pattern of the FPC antenna, so as to
realize reconfigurable FP antenna. The reconfigurable FPC antenna is a good way to
improve the performance of antenna. This method can make the FPC antenna more
widely used in the field of wireless communication systems.

Abbreviations

FP Fabry-Pérot
FPC Fabry-Pérot cavity
MS metasurface
PRS partially reflection surfaces
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S11 of the antenna in different states varies very little. The measured results agree
well with the simulated ones.
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and 4. Meanwhile, the antenna obtains stable gain at all states. The gain floating of
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results and the directivity is simulated results. The aperture efficiency is calculated
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Chapter 12

Time Modulated Linear Array
(TMLA) Design
Oussama Gassab, Arab Azrar and Sara Bouguerra

Abstract

In this chapter, time modulated linear array (TMLA) is presented and discussed
in detail where all its theoretical backgrounds are derived. The difference between
single and multiple time modulation frequencies of TMLA is shown, where differ-
ent examples in designing them are presented. In addition, the power and directiv-
ity of TMLAs are derived in their closed form. Moreover, the relation between the
steering angle of each sideband with respect to the first sideband angle is developed
analytically. Also, an efficient mathematical method is presented to design TMLA
with desired sidelobe (SLL) and sideband levels (SBLs) with maximum attainable
directivity. It is shown that the TMLA can be designed by only controlling its time
sequence distributions which is a very good advantage as compared to the conven-
tional antenna array.

Keywords: antenna array, time modulated linear array (TMLA), time modulation,
power radiation, directivity, sidelobe level (SLL), sideband level (SBL), electronic
beam steering, single time modulation frequency, multiple time modulation
frequency

1. Introduction

The antenna array performance can be improved by decreasing its sidelobe level
(SLL) and increasing its directivity. To do that, many different methods and tech-
niques were proposed such as genetic algorithm (GA), particle swarm optimization
(PSO), and hybridization between different arrays [1–3]. However, these methods
provide very satisfactory results in the designed array; the realization of the
designed excitations by using conventional approaches, such as tapered amplitude
distributions and amplitude attenuators, is very challenging due to the fact that any
small inaccuracy in the design will cause unwanted deviations in the SLL [4]. In
order to overcome this problem, the time modulated linear array (TMLA), also
called 4-D antenna array, was proposed. The main concept of this idea was used in
[5] and applied to antenna array in order to achieve ultralow sidelobe level by
Kummer et al in [6]. The idea of TMLA is to use the time as an additional degree of
freedom in the design by using radio-frequency switches that periodically modulate
the elements. The concept of TMLA is to use switching modulation (on, off) in
order to reduce the effects of errors because the on-off switching can be controlled
at a very high accuracy level.
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called 4-D antenna array, was proposed. The main concept of this idea was used in
[5] and applied to antenna array in order to achieve ultralow sidelobe level by
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order to reduce the effects of errors because the on-off switching can be controlled
at a very high accuracy level.
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2. Time modulated linear array

Suppose an N-isotropic element 4-D linear array aligned along the z-axis and
centered on its origin as shown in Figure 1.

The array factor of time modulated array is given by [7]

AF θ, tð Þ ¼ e j2πf0t
X
n
Ingn tð Þejkzn cos θð Þ (1)

where f0 is the center frequency; θ is the elevation angle of the usual spherical
coordinate; In are the time-independent static excitation amplitude; k ¼ 2π=λ is the
wavenumber, in which λ is the wavelength; and zn is the position of the nth element
of the array along the z-axis.

2.1 TMLA with single time modulation frequency (STMF)

gn tð Þ are the periodic switch-on time sequence functions, and they are written
for the case of STMF as [7] (see Figure 2)

gn tð Þ ¼ 1, ton,n < t≤ toff,n
0, 0< t≤ ton,nor toff,n < t≤Tp

�
(2)

It should be indicated that in the STMF, the switching period Tp is the same for
all the antenna elements.

Figure 1.
Time modulated array elements positions aligned along the z-axis and centered on its origin.

Figure 2.
The periodic time sequence graph.
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The topology of TMLA with STMF is shown in Figure 3, where single-throw
switches are connected to each antenna so that to control the switching between the
two states: on and off.

Since gn tð Þ are periodic functions, they can be expanded by the Fourier series as

gn tð Þ ¼
Xþ∞

m¼�∞
Gnme j2πmfpt (3)

where fp ¼ 1=Tp is the modulation frequency, f0 ≫ fp, and Gnm is themth Fourier
coefficient of the nth radio-frequency switch, and they are represented as

Gnm ¼ 1
Tp

ðTp

0

gn tð Þe�j2πmfptdt (4)

Gnm ¼ τnsinc τnmð Þe�jmπ 2ξon,nþτnð Þ (5)

where τn ¼ toff,n � ton,nð Þ=Tp and ξon,n ¼ ton,n=Tp are the normalized switch-on
duration and the normalized switch-on instant, respectively, and sinc xð Þ ¼
sin πxð Þ=πx, wherein sinc 0ð Þ ¼ 1. By using (3), equation (1) can be written as

AF θ, tð Þ ¼
Xþ∞

m¼�∞

X
n
InGnme j2π f 0þmfpð Þtejkzn cos θð Þ (6)

AF θ, tð Þ ¼
Xþ∞

m¼�∞
AFm θ, tð Þ (7)

where

AFm θ, tð Þ ¼
X
n
InGnme j2π f 0þmfpð Þtejkzn cos θð Þ (8)

Note that AF0 θ, tð Þ is the array factor at the desired frequency f0 and AFm θ, tð Þ is
the sideband array factor for the case of STMF.

The array factor at the desired frequency f0 and for the case In ¼ 1 is given as

AF0 θ, tð Þ ¼ e j2πf0t
X
n
τnejkzn cos θð Þ, 0≤ τn ≤ 1 (9)

Figure 3.
Configuration of N-element TMLA with STMF using single-throw switches.
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It can be concluded that by controlling the normalized switch-on durations τn,
any array pattern AF0 can be generated with very high accuracy.

2.1.1 Power radiations in time domain

In this section, we outline how to obtain the generalized power expression of the
TMLA. By aligning the array along the z-axis and considering spherical coordinate
with θp and ϕp, the elevation and azimuth angles, respectively, Eq. (1) can be
represented in terms of θp as

AF θp, t
� � ¼ e j2πf0t

XN
n¼1

Ingn tð Þejkzn cos θpð Þ ¼ e j2πf0tAF θp, t
� �

(10)

where zn denotes the positions of the TMLA elements along the z-axis.

Let’s consider E
!
0 and H

!
0 be the intensities of the electric and magnetic field

(complex spatial form) radiated by a given antenna used in the TMLA, hence, the
electric field and magnetic field generated by the array are given as

E
!

tð Þ ¼ e j2πf0tAF θp, t
� �

E
!
0 (11)

H
!

tð Þ ¼ e j2πf0tAF θp, t
� �

H
!

0 (12)

The instantaneous Poynting vector is given as [8]

P! ¼ E! �H! (13)

where E! and H! represent the instantaneous field vectors, and they are given as

E! tð Þ ¼ Re e j2πf0tAF θp, t
� �

E
!
0

n o
(14)

H! tð Þ ¼ Re e j2πf0tAF θp, t
� �

H
!

0

n o
(15)

By using Re Xf g ¼ X þ X ∗ð Þ=2 and inserting (14) and (15) in (13) and proceed-
ing with the same analysis performed in [8], the following result is obtained:

P ¼ 1
2
Re AFj j2E!0 �H

!
0

∗n o
þ 1
2
Re AF 2E

!
0 �H

!
0e j4πf0t

n o
(16)

Note that E
!
0 and H

!
0 are not functions of time and AF is a periodic function

with period Tp ≫T0, and then the second term has zero average power; hence, the
average power density is equal to

Pdensity ¼
Wavg

Tp

ðTp

0

AFj j2dt (17)

whereWavg ¼ 1
2 Re E

!
0 �H

!
0

∗n o
is the power density of each antenna element in

the TMLA. By considering isotropic antenna elements, Wavg r2 is the radiation
intensity, and it is constant over all the space, and it can be taken as unity (r is the
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radial distance from the TMLA to the observation point at the far-field region). By
using (1), (17) is written as

Pdensity ¼
Wavg

Tp

XN

n, k¼1
InI ∗k

ðTp

0
gn tð Þg ∗k tð Þdtejk zn�zkð Þ cos θpð Þ (18)

The total power is given

PT ¼
ð2π
0

ðπ
0
Pdensityr2 sin θp

� �
dθpdϕp ¼ 4π

XN

n, k¼1
InI ∗k

1
Tp

ðTp

0

gn tð Þg ∗k tð Þdtsinc 2
λ

zn � zkð Þ

(19)

We should indicate that the expression (19) is a very simple formula to deter-
mine the total power radiated by the TMLA.

For the case d ¼ λ=2 and equal spacing distance between the elements, the total
power can be written as

PT ¼ 4π
XN
n¼1

Inj j2 1
Tp

ðTp

0

gn tð Þ2dt ¼ 4π
XN
n¼1

Inj j2τn (20)

2.1.2 Power radiations in frequency domain

In this section, the power radiation is represented in the frequency domain. By
taking the Fourier series (3) of gn tð Þ and using the Parseval’s theorem then

1
Tp

ðTp

0

gn tð Þg ∗k tð Þdt ¼
Xþ∞

m¼�∞
GnmG ∗

km (21)

and the total power is given as

PT ¼ 4π
XN

n, k¼1
InI ∗k

Xþ∞
m¼�∞

GnmG ∗
kmsinc

2
λ

zn � zkð Þ (22)

It is worth noticing that the total power PT can be written as

PT ¼ P f 0 þ PSB (23)

and

P f 0 ¼ 4π
XN
n¼1

Inj j2τn2 þ 4π
XN
n, k ¼ 1

k 6¼ n

InI ∗k sinc
2
λ

zn � zkð Þτnτk (24)

PSB ¼ 4π
XN
n¼1

Inj j2
Xþ∞

m ¼ �∞
m 6¼ 0

Gnmj j2 þ 4π
XN
n, k ¼ 1

k 6¼ n

InI ∗k sinc
2
λ

zn � zkð Þ
Xþ∞

m ¼ �∞
m 6¼ 0

GnmG ∗
km (25)
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The total power is given

PT ¼
ð2π
0

ðπ
0
Pdensityr2 sin θp

� �
dθpdϕp ¼ 4π

XN
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InI ∗k

1
Tp

ðTp

0

gn tð Þg ∗k tð Þdtsinc 2
λ

zn � zkð Þ

(19)

We should indicate that the expression (19) is a very simple formula to deter-
mine the total power radiated by the TMLA.

For the case d ¼ λ=2 and equal spacing distance between the elements, the total
power can be written as

PT ¼ 4π
XN
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Inj j2 1
Tp

ðTp

0

gn tð Þ2dt ¼ 4π
XN
n¼1

Inj j2τn (20)

2.1.2 Power radiations in frequency domain

In this section, the power radiation is represented in the frequency domain. By
taking the Fourier series (3) of gn tð Þ and using the Parseval’s theorem then

1
Tp

ðTp

0

gn tð Þg ∗k tð Þdt ¼
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GnmG ∗

km (21)
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λ

zn � zkð Þ (22)

It is worth noticing that the total power PT can be written as

PT ¼ P f 0 þ PSB (23)
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P f 0 ¼ 4π
XN
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Inj j2τn2 þ 4π
XN
n, k ¼ 1
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2
λ

zn � zkð Þτnτk (24)
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XN
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Inj j2
Xþ∞
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Gnmj j2 þ 4π
XN
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k 6¼ n

InI ∗k sinc
2
λ
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Xþ∞
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m 6¼ 0

GnmG ∗
km (25)
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where Pf 0 is the power radiated at the fundamental frequency f0 and PSB is the
power of sidebands.

The complex Fourier coefficient Gnm in (5) can be written as

Gnm ¼ j
2πm

e�j2πmξoff,n � e�j2πmξon,n
� �

(26)

Then

GnmG ∗
km ¼

1
4π2m2 e j2πm ξoff,k�ξoff,nð Þ � e j2πm ξon,k�ξoff,nð Þ � e j2πm ξoff,k�ξon,nð Þ þ e j2πm ξon,k�ξon,nð Þh i

(27)

Then, we have

Xþ∞
m ¼ �∞
m 6¼ 0

GnmG ∗
km ¼ 2

Xþ∞
m¼1

cos 2πm ξoff,k � ξoff,n
� �

2πmð Þ2 � 2
Xþ∞
m¼1

cos 2πm ξon,k � ξoff,n
� �

2πmð Þ2
"

� 2
Xþ∞
m¼1

cos 2πm ξoff,k � ξon,n
� �

2πmð Þ2 þ 2
Xþ∞
m¼1

cos 2πm ξon,k � ξon,n
� �

2πmð Þ2
#

(28)

By using the results given in [9], then

Xþ∞
m ¼ �∞
m 6¼ 0

GnmG ∗
km ¼ τnk � τnτk (29)

where

τnk ¼ 1
2
� ξoff,k � ξoff,n
�� ��þ ξon,k � ξoff,n

�� ��þ ξoff,k � ξon,n
�� ��� ξon,k � ξon,n

�� ��� �
(30)

It should be indicated that τnk can be interpreted as the overlapped duration
between the corresponding switch-on durations τn and τk.

At the case n ¼ k, the Parseval’s theorem (21) can be used, then

Xþ∞

m ¼ �∞
m 6¼ 0

Gnmj j2 ¼ 1
Tp

ðTp

0

gn tð Þ�� ��2dt� Gn0j j2 (31)

and

Xþ∞
m ¼ �∞
m 6¼ 0

Gnmj j2 ¼ τn 1� τnð Þ (32)

It should be indicated that (29) and (32) can be used in (25) in order to obtain
the closed-form expression for the sideband power.
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It is worth noticing that the total power expression (22) can be written as

PT ¼ 4π
XN

n, k¼1
InI ∗k τnksinc

2
λ

zn � zkð Þ (33)

2.1.3 Directivity

The directivity at the fundamental frequency f0 of TMLA with STMF is
presented as [10]

D f 0 ¼
4π AF0 θ, tð Þmax

�� ��2
PT

(34)

By considering excitations with the same amplitude, i.e., In ¼ 1 as shown in
Eq. (9), the directivity D f 0 can be written as

D f 0 ¼
4π
P
n
τn

����
����
2

P f 0

P f 0

P f 0 þ PSB
(35)

It can be written in the following form [10]:

D f 0 ¼ Dconvη f 0
(36)

where Dconv ¼ 4π
P
n
τn

����
����
2

=P f 0 is the directivity of the conventional antenna

array, i.e., without modulation switches, and η f 0
is the dynamic factor. It is worth

noticing that ηSB ¼ 1 denotes no sideband radiations (SBRs).

2.1.4 Simulation and computed results

To understand the benefits of TMLA with STMF, simulation examples should be
analyzed in detail. Let’s consider 30-element Chebyshev weighting with 30 dB SLL,
where In ¼ 1 is considered. The normalized array pattern at the fundamental fre-
quency and the first four sidebands frequencies are shown in Figure 4, whereas the
periodic time sequences for each element are shown in Figure 5. It is evident that
the array pattern at the fundamental frequency has a Chebyshev array pattern.
However, there are other array patterns at the multiple of the time modulation
frequency fp due to the modulating switches, which cause power losses at the SBRs.
The power distribution over the sidebands is shown in Figure 6, where only the
positive sidebands are shown because the negative sidebands have the same power
distribution as the positive ones.

It is evident that most of the power resides at the fundamental frequency f0 with
75.94%, where the remaining sidebands have only 24.06% of the total power. It
should be indicated that the directivity of the array pattern at the fundamental
frequency f0 is equal to 19:93 dBi which is less than the conventional array direc-
tivity 26:24 dBi because of the SBR losses. Many wondering facts may arise now;
since the conventional array has no sideband power losses and higher directivity
than the TMLA, why is the TMLA really needed? Why do we need modulating
switches that generate infinite sideband at the multiple of the modulation fre-
quency? The answer is simple; the conventional array needs tapered amplitude
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distributions and amplitude attenuators [4] in order to realize the excitation ampli-
tudes. However, this method is not so accurate; hence, it causes deviations in the
desired array pattern. Therefore, high SLLs are generated. In this case, the realistic
directivity is dramatically reduced. Whereas the excitation amplitudes in TMLA can
be easily generated with very high accuracy by using modulating switches, there-
fore, the desired array pattern is totally preserved (its SLLs are kept at their
designed level).

It is worth noticing that the sideband levels (SBLs) are high at the main lobe of
the fundamental array pattern as shown in Figure 4. This kind of problem can be
solved by shifting the sideband arrays by controlling the normalized switch-on
instants ξon,n.

The array factor at the mth sideband for static excitation amplitude In ¼ 1 and
equal spacing distance between the elements (zn ¼ n� 1ð Þd) is given by (8)

Figure 5.
The periodic time sequences of each element of TMLA, where all the switch-on instants are equal to zero.

Figure 4.
The array patterns of TMLA with Chebyshev weighting at the fundamental frequency and the four positive first
sidebands.
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AFm θ, tð Þ ¼ e j2π f 0þmfpð ÞtXN
n¼1

τnsinc τnmð Þe j �mπ 2ξon,nþτnð Þþk n�1ð Þd cos θð Þð Þ (37)

Without steering the mth sideband, the switch-on instant is zero ξon,n ¼ 0 then
�mπ 2ξon,n þ τn

� � ¼ �mπτn, which represent an original phase shift at the mth
sideband. Hence, (37) can be written as

AFm θ, tð Þ ¼ e j2π f 0þmfpð ÞtXN
n¼1

τnsinc τnmð Þe�mπτn e j �2mπξon,nþk n�1ð Þd cos θð Þð Þ (38)

To steer the mth sideband toward θ0, the following condition should be taken

e j �2mπξon,nþk n�1ð Þd cos θð Þð Þ ¼ 1 (39)

The general solution of Eq. (39) is given as

ξon,n ¼
k n� 1ð Þd

2πm
cos θ0ð Þ þ Km , K∈ (40)

We should indicate that K is an integer number which is chosen in order to
maintain ξon,n in the region 0, 1½ �. It should be indicated that when the first sideband
is steered toward θ0, i.e., m ¼ 1 at relation (40), the mth sideband is self-steered
toward a specific angle θm that can be determined as

By substituting (40) with m ¼ 1 in (38), the following relation is obtained

AFm θ, tð Þ ¼ e j2π f 0þmfpð ÞtX
n
τnsinc τnmð Þe�mπτn e j n�1ð Þ �kmd cos θ0ð Þþkd cos θð Þð Þ (41)

To find θm, the following equation should be solved

e j n�1ð Þ �kmd cos θ0ð Þþkd cos θð Þð Þ ¼ 1 (42)

Figure 6.
Power percentage spectrum of TMLA (Chebyshev weighting with N ¼ 30 and SLL¼ �30 dB).
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Its general solution is given as

θm ¼ arccos m cos θ0ð Þ þ 2Kð Þ, K∈ (43)

It should be indicated that if m cos θ0ð Þj j> 1, then K is chosen from  (integer
numbers set) so that m cos θ0ð Þ þ 2Kj j≤ 1. For example, let steer the first sideband
toward θ0 ¼ 120°, then the 2nd, 3rd, and 4th sidebands are steered toward
180°, 60°, and 90°, respectively. The results are shown in Figure 7 (a), where the
corresponding switch-on time is shown in Figure 7 (b). When the first sideband is
steered toward θ0 ¼ 180°, then the 2nd, 3rd, and 4th sidebands are steered toward
90°, 180°, and 90°, respectively. The normalized array pattern is shown in Figure 8
(a), and the corresponding switch-on time for each antenna element is presented in
Figure 8 (b). We should indicate that the even sidebands, i.e., m is even, are not

Figure 7.
(a) The array patterns of TMLA with Chebyshev weighting at the fundamental frequency and steered four
positive sidebands where the first positive side is steered toward 120°. (b) The periodic time sequences of each
element of TMLA.
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steered at the case θ0 ¼ 180° because there exists an integer number K∈ so that
�mþ 2K ¼ 0 in Eq. (43). It is worth noticing that the power distribution over the
sidebands as given in Figure 6 remains unchanged for all the steering angles.

From the above results, it can be deduced that the use of periodic switches to
modulate the signal generates SBRs at the multiples of the time modulation fre-
quency, which causes power loss and low directivity. To overcome the SBR prob-
lem, the optimization techniques, such as differential evolution (DE), GA, PSO, and
the simulated annealing (SA), were used to reduce the SBL as well as maintain SLL
at a certain low level [11–14]. In [14], the PSO technique was used in order to
minimize the power losses and maintain the SLL and SBL at the desired level;
therefore the time sequences generated by the PSO are given in Figure 9, and the
corresponding array pattern is presented in Figure 10.

It can be observed that the SLLs are maintained at �20 dB and the maximum
SBL is �30:2 dB, where only four elements are time modulated and the elements 1,

Figure 8.
(a) The array patterns of TMLA with Chebyshev weighting at the fundamental frequency and steered four
positive sidebands where the first positive side is steered toward 180°. (b) The periodic time sequences of each
element of TMLA.
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26, 27, and 29 are always turned off. This TMLA can be considered 26-element array
with nonuniform spacing because the 4-turned off elements can be ignored. The
power distribution over the sidebands is shown in Figure 11. It can be observed that
most of the power resides at the fundamental frequency with 96.43% of the total
power, where the remaining sidebands have only 3.57% of the total power.
However, in this case, the SLL is only �20 dB.

In [14], the SA method was used in order to maintain the SLL at a certain level
and minimize the SBL under �30 dB. Therefore, the obtained switch-on time
sequences are shown in Figure 12, and the corresponding array patterns of the
optimized TMLA are shown in Figure 13, where the power spectrum percentage is
presented in Figure 14. It can be observed that only 9 elements are time modulated,
where the remaining 21 elements are always turned on. In this case, the SBLs are
minimized greatly, where they have only 3.96% of the total power. The PSO is more

Figure 9.
Switch-on time sequences optimized by PSO technique in order to reduce the SBR (N ¼ 30, d ¼ 0:7λ) [13].

Figure 10.
Normalized array patterns (at the fundamental frequency and the two first sidebands) of the optimized TMLA
by the PSO technique [13].

256

Advanced Radio Frequency Antennas for Modern Communication and Medical Systems

efficient than the SA one as indicated in [14]. For more details about the optimiza-
tion methods, the reader should be referred to [13, 14].

The multiple time modulation frequency (MTMF) was proposed to reduce SBL
of TMLA because of avoiding the accumulation of the sidebands in the space [15];
however, the SBR power was not decreased by using MTMF. In [16], the DE was
used with MTMF to suppress SLL, SBL, and SBR power, and very good results were
obtained. In the following section, the MTMF is investigated in detail.

2.2 TMLA with multiple time modulation frequency (MTMF)

In TMLA with MTMF, each antenna element has its time modulating switching
period Tp,n. Hence, the periodic function gn tð Þ in (1) is expressed as [15]

Figure 11.
Power percentage spectrum of the optimized TMLA by the PSO (N ¼ 30, d ¼ 0:7λ).

Figure 12.
Switch-on time sequences optimized by the SA technique in order to reduce the SBR (N ¼ 30, d ¼ 0:7λ) [14].
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The multiple time modulation frequency (MTMF) was proposed to reduce SBL
of TMLA because of avoiding the accumulation of the sidebands in the space [15];
however, the SBR power was not decreased by using MTMF. In [16], the DE was
used with MTMF to suppress SLL, SBL, and SBR power, and very good results were
obtained. In the following section, the MTMF is investigated in detail.

2.2 TMLA with multiple time modulation frequency (MTMF)

In TMLA with MTMF, each antenna element has its time modulating switching
period Tp,n. Hence, the periodic function gn tð Þ in (1) is expressed as [15]

Figure 11.
Power percentage spectrum of the optimized TMLA by the PSO (N ¼ 30, d ¼ 0:7λ).

Figure 12.
Switch-on time sequences optimized by the SA technique in order to reduce the SBR (N ¼ 30, d ¼ 0:7λ) [14].
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gn tð Þ ¼
1, ton,n < t≤ toff,n

0, 0< t≤ ton,nor toff,n < t≤Tp,n

(
(44)

Since gn tð Þ are periodic functions, they can be expanded by the Fourier series as

gn tð Þ ¼
Xþ∞

m¼�∞
Gnme j2πmfpnt (45)

where fpn ¼ 1=Tpn is the modulation frequency and Gnm is the mth Fourier
coefficient of the nth radio-frequency switch, and they are represented as

Figure 13.
Normalized array patterns (at the fundamental frequency and the two first sidebands) of the optimized TMLA
by the SA technique [14].

Figure 14.
Power percentage spectrum of the optimized TMLA by the SA method (N ¼ 30, d ¼ 0:7λ).

258

Advanced Radio Frequency Antennas for Modern Communication and Medical Systems

Gnm ¼ 1
Tpn

ðTpn

0

gn tð Þe�j2πmfpntdt (46)

Gnm ¼ τnsinc τnmð Þe�jmπ 2ξon,nþτnð Þ (47)

where τn ¼ toff,n � ton,nð Þ=Tpn and ξon,n ¼ ton,n=Tpn are the normalized switch-on
duration and the normalized switch-on instant for each element in the TMLA,
respectively.

In the case of MTMF, the array factor can be written as

AF θ, tð Þ ¼
Xþ∞

m¼�∞

X
n
InGnme j2π f 0þmfpnð Þtejkzn cos θð Þ (48)

AF θ, tð Þ ¼
Xþ∞

m¼�∞
AFm θ, tð Þ (49)

where

AFm θ, tð Þ ¼
X
n
InGnme j2π f 0þmfpnð Þtejkzn cos θð Þ (50)

It is worth noticing that AF0 is the array factor at the fundamental frequency f0
and AFm accumulates different sideband frequencies as it was described in [15, 16].
The idea of using MTMF is to avoid the superposing of sidebands because each
array element has its corresponding switching frequency. Therefore, the sidebands
of each element could not be superposed with the sidebands of another element;
this concept is explained clearly in Figure 15.

2.2.1 Power radiations

The power radiation by TMLA with MTMF can be obtained by considering the
following assumption:

• The sidebands of each antenna element are not overlapped with the sidebands
of the other elements.

In this case, the sidebands power is given as

PSB ¼
XN
n¼1

Inj j2
Xþ∞

m ¼ �∞
m 6¼ 0

Gnmj j2 (51)

PSB ¼
XN
n¼1

Inj j2τn 1� τnð Þ (52)

where the power radiated at the fundamental frequency is given by

P f 0 ¼ 4π
XN
n¼1

Inj j2τn2 þ 4π
XN
n, k ¼ 1

k 6¼ n

InI ∗k sinc
2
λ

zn � zkð Þτnτk (53)
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It is worth noticing that relation (51) shows that all the Fourier’s coefficients of
each element are summed independently because they are located at different fre-
quencies. Also, it should be indicated that for d ¼ λ=2 the total power relations for the
STMF and MTMF are identical. Another formulation for the power relation of TMLA
with MTMF is given in [17], where a prime distribution is assumed for the time
modulation frequencies. For more details about time modulation frequencies with
prime distribution, the reader should be referred to [17]. It should be noted that the
directivity of the TMLA with MTMF is identical to the one given in relation (35).

2.2.2 Simulation and computed results

In this section, computed results and examples are considered in order to investi-
gate the benefits of TMLA with MTMF. The same example taken in Section 2.1.4 is
considered so as to make a fair comparison between TMLA-STMF and TMLA-MTMF.
Let’s consider the fundamental frequency f0 to be 2.6 GHz, the time modulation
frequency fp for the STMF case is 30 MHz, and for the MTMF, fpn are selected as [15]

fpn ¼ 30þ 0:5 n� 1ð Þð ÞMHz, n ¼ 1, 2, 3, … ,N (54)

The results are plotted in Figure 16, where the maximum sideband for the STMF
is �12:28 dB, whereas only �35:98 dB is obtained for MTMF case. It is evident that

Figure 15.
Illustration of SBL suppression in TMLA with MTMF. The SBLs in STMF are superposed because all the time
modulating switchers have the same time modulating frequency, whereas the SBLs in MTMF are not superposed
because each element has the corresponding time modulating frequency.
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the TMLA with MTMF is more efficient than STMF in reducing the sideband levels.
However, the power loss in the sideband radiations is the same for the case d ¼ λ=2;
hence, the directivity has remained unchanged. It is worth noticing that the normal-
ized switch-on time is identical to the one given in Figure 5, where, in the case of
MTMF, each element has its corresponding normalizing period as shown in Eq. (47).

The sideband’s power percentages for STMF and MTMF are presented in
Figure 17. It is evident that the sideband’s power of STMF is larger than the
sideband’s power of MTMF for d=λ<0:5. However, the inverse occurs for d=λ>0:5.

The optimization techniques were used in order to reduce the SBLs and the
SBRs, e.g., the DE method was applied in [16], and very good results were obtained.
In [16], the DE method was implemented so as to maintain the SLLs at a given level,
whereas the SBLs and SBRs are minimized as much as possible. Figure 18 shows the
results of the DE applied to the TMLA-MTMF in order to maintain the SLLs at
�20 dB, where the obtained SBL was �40:70 dB [16]. In order to make a

Figure 16.
Normalized array pattern at the fundamental frequency with STMF first sideband and the MTMF maximum
sideband level.

Figure 17.
Sideband’s power percentage for TMLA with STMF and MTMF in terms of d=λ (Chebyshev weighting with
�30 dB SLLs is considered).
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the TMLA with MTMF is more efficient than STMF in reducing the sideband levels.
However, the power loss in the sideband radiations is the same for the case d ¼ λ=2;
hence, the directivity has remained unchanged. It is worth noticing that the normal-
ized switch-on time is identical to the one given in Figure 5, where, in the case of
MTMF, each element has its corresponding normalizing period as shown in Eq. (47).

The sideband’s power percentages for STMF and MTMF are presented in
Figure 17. It is evident that the sideband’s power of STMF is larger than the
sideband’s power of MTMF for d=λ<0:5. However, the inverse occurs for d=λ>0:5.

The optimization techniques were used in order to reduce the SBLs and the
SBRs, e.g., the DE method was applied in [16], and very good results were obtained.
In [16], the DE method was implemented so as to maintain the SLLs at a given level,
whereas the SBLs and SBRs are minimized as much as possible. Figure 18 shows the
results of the DE applied to the TMLA-MTMF in order to maintain the SLLs at
�20 dB, where the obtained SBL was �40:70 dB [16]. In order to make a

Figure 16.
Normalized array pattern at the fundamental frequency with STMF first sideband and the MTMF maximum
sideband level.

Figure 17.
Sideband’s power percentage for TMLA with STMF and MTMF in terms of d=λ (Chebyshev weighting with
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comparison between the TMLA-STMF, the first sideband of STMF is also presented.
Its maximum level is �24:09 dB.

3. Reducing SLLs and SBLs in TMLA

In this section, an analytical method is used to minimize the SLLs and SBLs in
TMLA [18]. The array pattern of the TMLA can be written in the following forms:

For an odd number of elements N ¼ 2Mþ 1 and zn ¼ nd, then

AF0 ψ , tð Þ ¼ e j2πf0t
XM
n¼�M

τnejnψ ¼ e j2πf0t τ0 þ
XM
n¼1

τ�ne�jnψ þ τnejnψ
� �

 !
(55)

Figure 18.
The optimized TMLA by the DE algorithm where the desired SLL is�20 dB (d ¼ 0:7λ). (a) Normalized array
patterns. (b) Optimized switch-on time of each element.
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where ψ ¼ kd cos θð Þ and by assuming symmetrical excitations τn ¼ τ�n, then

AF0 ψ , t, τð Þ ¼ e j2πf0t τ0 þ 2
XM
n¼1

τn cos nψð Þ
 !

(56)

Note that τ ¼ τ0, τ1, … , τM½ � is a row vector that wants to be determined to
satisfy the desired specifications (SLL, SBL, and directivity), where τ ∈ 0, 1½ �M. We
should indicate that cos nψð Þ can be written as

cos nψð Þ ¼ Tn cos ψð Þð Þ (57)

where Tn is the first kind Chebyshev polynomial of degree n. The sidelobes’
locations of the fundamental array factor AF0 can be determined by solving the
equation ∂AF0=∂ψ ¼ 0, where

∂AF0

∂ψ
¼ �2 sin ψð Þe j2πf0t

XM
n¼1

nτnUn�1 cos ψð Þð Þ (58)

where Un�1 is the second kind Chebyshev polynomial and it has a relation with
first kind Chebyshev polynomial

dTn sð Þ
ds

¼ nUn�1 sð Þ (59)

where

U0 sð Þ ¼ 1,U1 sð Þ ¼ 2s

Un sð Þ ¼ 2sUn�1 sð Þ � Un�2 sð Þ, n ¼ 2, 3, …

(
(60)

The sidelobes are located at ψ0 ¼ π and ψ i ¼ arccos sið Þ, where si are the roots of
the following polynomial:

Podd sð Þ ¼
XM
n¼1

nτnUn�1 sð Þ (61)

By obtaining the roots si, in the region �1, 1½ �, of the polynomial Podd sð Þ in terms
of the excitation coefficients τn and substituting ψ i τ1, τ2, … τMð Þ ¼ arccos sið Þ into
(56), we get the following:

AF0 ψ i, t, τð Þ ¼ e j2πf0t τ0 þ 2
XM
n¼1

τnTn si τ1, τ2, … τMð Þð Þ
 !

(62)

where SLLi ¼ AF0 ψ i, t, τð Þj j is the SLL of the sidelobe located at ψ i.
For an even number of elements N ¼ 2M and z�n ¼ � 2n� 1ð Þd=2, then

AF0 ψ , t, τ 1ð Þ
� �

¼ 2e j2πf0t
XM
n¼1

τn cos n� 1
2

� �
ψ

� �
(63)

where τ 1ð Þ ¼ τ1, τ2, … , τM½ �.
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The Chebyshev of 3rd and 4th kinds are given as

Vn sð Þ ¼ cos nþ 1
2

� �
ψ

� �
= cos

ψ

2

� �
(64)

Wn sð Þ ¼ cos nþ 1
2

� �
ψ

� �
= sin

ψ

2

� �
(65)

respectively, where s ¼ cosψ .
The expression AF0 ψ , t, τ 1ð Þ� �

and ∂AF0=∂ψ can be written in terms of (64) and
(65), respectively, as

AF0 ψ , t, τ 1ð Þ
� �

¼ 2 cos
ψ

2

� �
e j2πf0t

XM
n¼1

τnVn�1 cos ψð Þð Þ (66)

∂AF0

∂ψ
¼ �2 sin ψ

2

� �
e j2πf0t

XM
n¼1

n� 1
2

� �
τnWn�1 cos ψð Þð Þ (67)

As described before, the sidelobes are located at ψ i ¼ arccos sið Þ, where si are the
roots, that are located in the region �1, 1½ � of the following polynomial:

Peven sð Þ ¼
XM
n¼1

n� 1
2

� �
τnWn�1 sð Þ (68)

and the SLLs are given as

SLLi ¼ AF0 ψ i, t, τ
1ð Þ

� ����
��� ¼ 2 cos

ψ i

2

� �XM
n¼1

τnVn�1 si τ1, τ2, … τMð Þð Þ
�����

����� (69)

It should be indicated that there are no sidelobes contributed by the factor
sin ψ=2ð Þ since its roots are �2π, which are a worthy advantage in designing even
number of elements in TMLA.

Figure 19.
The designed array N ¼ 9,DSLL ¼ �22 dB,DSBLSTMF ¼ �15:2ð Þ and Chebyshev array
N ¼ 9, SLL ¼ �22dBð Þ.
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Now let’s design TMLA with nine elements to satisfy the specifications; DSLL ¼
�22 dB and DSBLSTMF ¼ �15:2. In this case, the SBL for MTMF is �26.15 and the
maximum directivity that can be achieved is Dmax ¼ 16:2 dB. The results are plotted
in Figures 19 and 20. To investigate the effectiveness of the proposed method, a
comparison is performed with nine-element Chebyshev array that has SLL equal to
�22 dB. It has SBL equal to �12.4 and its directivity 16.42 dB which is larger than
the designed array only with 0.22 dB. Note that ξon,n ¼ 0 for all the cases.

Finally, it should be indicted that the TMLA can be designed by only controlling
the time sequence distributions which is a very good advantage as compared to the
conventional array under the following reasons:

1.Attain high accuracy in the designed array pattern in the TMLA because the
switching distributions can be controlled at very high accuracy.

2. In the conventional array, attenuators and distributors are needed for exciting
the array which is not accurate method. Therefore, it causes deviation in the
designed array pattern and high SLLs are generated.

4. Conclusion

In this chapter, the main backgrounds and theories of TMLA are derived where
different simulation examples are presented and discussed in detail. A comparison
between different results given in the previous literature is also discussed. In addi-
tion, an analytical method to reduce the SLLs and SBLs in TMLA with maximum
achievable directivity has been developed. This analytical method helps us to visu-
alize the relation between switch-on durations, SLL, and SBL, which is an advantage
compared to the other designing methods. It was shown that the TMLA has better
performance than the conventional array.

Figure 20.
Designed time sequence distributions of each antenna array element for N ¼ 9,DSLL ¼
�22 dB,DSBLSTMF ¼ �15:2.
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It should be indicated that there are no sidelobes contributed by the factor
sin ψ=2ð Þ since its roots are �2π, which are a worthy advantage in designing even
number of elements in TMLA.

Figure 19.
The designed array N ¼ 9,DSLL ¼ �22 dB,DSBLSTMF ¼ �15:2ð Þ and Chebyshev array
N ¼ 9, SLL ¼ �22dBð Þ.
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Now let’s design TMLA with nine elements to satisfy the specifications; DSLL ¼
�22 dB and DSBLSTMF ¼ �15:2. In this case, the SBL for MTMF is �26.15 and the
maximum directivity that can be achieved is Dmax ¼ 16:2 dB. The results are plotted
in Figures 19 and 20. To investigate the effectiveness of the proposed method, a
comparison is performed with nine-element Chebyshev array that has SLL equal to
�22 dB. It has SBL equal to �12.4 and its directivity 16.42 dB which is larger than
the designed array only with 0.22 dB. Note that ξon,n ¼ 0 for all the cases.

Finally, it should be indicted that the TMLA can be designed by only controlling
the time sequence distributions which is a very good advantage as compared to the
conventional array under the following reasons:

1.Attain high accuracy in the designed array pattern in the TMLA because the
switching distributions can be controlled at very high accuracy.

2. In the conventional array, attenuators and distributors are needed for exciting
the array which is not accurate method. Therefore, it causes deviation in the
designed array pattern and high SLLs are generated.

4. Conclusion

In this chapter, the main backgrounds and theories of TMLA are derived where
different simulation examples are presented and discussed in detail. A comparison
between different results given in the previous literature is also discussed. In addi-
tion, an analytical method to reduce the SLLs and SBLs in TMLA with maximum
achievable directivity has been developed. This analytical method helps us to visu-
alize the relation between switch-on durations, SLL, and SBL, which is an advantage
compared to the other designing methods. It was shown that the TMLA has better
performance than the conventional array.

Figure 20.
Designed time sequence distributions of each antenna array element for N ¼ 9,DSLL ¼
�22 dB,DSBLSTMF ¼ �15:2.
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