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This Special Issue presents sixteen scientific papers that explore the application of carbon capture
and storage technologies, mitigating the effects of climate change. Emphasis has been given on mineral
carbonation techniques that combine innovative applications to emerging problems and needs. The
aim of this issue is to contribute to the knowledge of the ongoing research regarding climate change
and CCS technological applications, focusing on carbon capture and storage practices. Climate change
is a global issue that is interrelated with the energy and petroleum industry. In this scope, there is an
increasing demand for new low cost and energy efficient techniques that reduce the CO2 emissions.
The use of fossil fuels is the primary source of CO2 emissions, which is one of the main greenhouse
gases. Carbon capture and storage (CCS) is regarded as one of the most efficient technologies that
allows carbon intensive industries to continue to operate with lower CO2 emissions. CCS offers double
benefits combining the reduction in greenhouse gas emissions with the direct use of captured carbon
for enhanced oil recovery (EOR). Mineral carbonation is a permanent and secure CCS and sequestration
technology that gives the solution in cases of smaller to medium emitters. It is based on the in situ
(injecting CO2 into the earth’s surface) or ex situ (chemical reactor systems) production of carbonate
minerals through the chemical reaction of CO2 with Ca, Mg, and Fe-silicate minerals.

In this Special Issue, Drexel et al. [1] investigated the wettability alteration by carbonated water
injection (CWI) on a coquina carbonate rock analogue of a pre-salt reservoir, and its consequences
in the flow of oil. Pore-scale simulations showed that CWI altered the wettability of the carbonate
rock from neutral to water-wet. Zarogiannis et al. [2] employed a systematic approach to identify
the impact that operating parameter variations and different solvents exert on multiple CO2 capture
performance indicators. Moita et al. [3] examined experimentally the mineral carbonation of CO2

in plutonic ophiolitic mafic rocks through a set of laboratory experiments on cumulate gabbro and
gabbro-diorite specimens from the Sines Massif (Portugal). Tectonically related deformation processes
upon coal affecting their nanopore structure and their relation to CO2 adsorption are presented by
Wang and Long [4]. The subject of ophiolitic-related rocks from southern Portugal and their potential
for mineral carbonation of CO2 was brought forward by Pedro et al. [5] confirming that they exhibit
the appropriate mineralogical and geochemical features for this purpose. An interesting study is
presented in this Special Issue to investigate the suitability of metallurgical slugs of different chemical
and mineralogical composition as clinker substitute in cement manufacture [6]. This study revealed
that the most critical parameter in the compressive strength development of the slag cements is the
mineralogical composition of the slag.

Zhou et al. [7] present a research study on the role of atomic stress in calcite nucleation, based on
molecular dynamics simulations on amorphous Ca-carbonate gels. The research results indicate that
the gelation reaction strongly depends on the development of local molecular stresses within the Ca
and C precursors, which progressively get released upon gelation. Numerical simulations on CO2

bubbles dissolving into the seawater, as well as on the diffusion of dissolved CO2 by ocean flows,

Appl. Sci. 2020, 10, 7463; doi:10.3390/app10217463 www.mdpi.com/journal/applsci1
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indicate that all leaked and rising CO2 bubbles are dissolved into the seawater before reaching the
free surface [8]. The results of this research study provide important outcomes on the behavior and
environmental risk of CO2 leakage. Kim et al. [9] present an experimental study for the development of
a carbon-capturing concrete. The research was based on the use of blast-furnace slag instead of cement.
CO2-adsorption and diffusion properties of metal-organic frameworks (CoRE-MOFs) was investigated
based on machine learning methods and Monte Carlo/molecular dynamics simulations [10]. The
simulation results provide valuable guidelines for the synthesis of new MOFs in experiments that
capture low-concentration CO2 directly from the air. Fedunik-Hofman et al. [11] investigated the
kinetic parameters of CaCO3/CaO reaction systems in energy storage and carbon capture. The research
outcomes indicate a strong association between the experimental conditions, material properties, and
the kinetic method with the kinetic parameters. Chemical reactions between synthetic sandstones,
formation water and CO2 were investigated based on experimental studies and numerical modelling [12].
The research results provide new geochemical insights on the dissolution mechanisms of CO2 under
high-pressure/temperature conditions.

Microporous carbonspheres for CO2 adsorption were designed and prepared by deploying
potassium oxalate monohydrate and ethylene diamine (EDA) [13]. The study revealed that
carbonization temperature increase results in an increase in the specific surface area of the subsequent
CO2 adsorption. Wang et al. [14] provide a case study in Qinghai (China) that aims to investigate: (a)
the change in carbon footprint (CF) caused by agrochemical and agricultural energy inputs, (b) the
contributions of various inputs to the total carbon footprint (TCF), and (c) the different changing
trends between carbon intensity in output value (CV) and carbon intensity in area (CA) for the period
1995–2016. Air purification tests on dusty and clean samples by deploying different light sources
and setups, were conducted on photocatalytic pavement blocks from a 7 year service bicycle lane in
Poland [15]. The research outcomes show that samples maintained their nitric oxide removal capability
with 4–45% reduction rate based on the light source and their surface cleanliness. Gal et al. [16]
investigated the soil-gas concentrations and flux at the TOTAL Lacq-Rousse carbon capture and storage
(CCS) pilot site, in southern France. The research reveals that near surface gases are naturally produced
and they are not associated with the ascending CO2 from the storage reservoir.

The guest editors remain positive that the readers will enjoy the articles presented in this beneficiary
Special Issue of “Climate Change, Carbon Capture, Storage and CO2 Mineralisation Technologies”.
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13. Staciwa, P.; Narkiewicz, U.; Sibera, D.; Moszyński, D.; Wróbel, R.J.; Cormia, R.D. Carbon Spheres as CO2

Sorbents. Appl. Sci. 2019, 9, 3349. [CrossRef]
14. Wang, X.; Zhang, Y. Carbon Footprint of the Agricultural Sector in Qinghai Province, China. Appl. Sci. 2019,

9, 2047. [CrossRef]
15. Witkowski, H.; Jackiewicz-Rek, W.; Chilmon, K.; Jarosławski, J.; Tryfon-Bojarska, A.; Gąsiński, A. Air
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Abstract: Carbon capture and storage is key for sustainable economic growth. CO2-enhanced oil
recovery (EOR) methods are efficient practices to reduce emissions while increasing oil production.
Although it has been successfully implemented in carbonate reservoirs, its effect on wettability and
multiphase flow is still a matter of research. This work investigates the wettability alteration by
carbonated water injection (CWI) on a coquina carbonate rock analogue of a Pre-salt reservoir, and its
consequences in the flow of oil. The rock was characterized by routine petrophysical analysis and
nuclear magnetic resonance. Moreover, micro-computed tomography was used to reconstruct the
pore volume, capturing the dominant flow structure. Furthermore, wettability was assessed by contact
angle measurement (before and after CWI) at reservoir conditions. Finally, pore-scale simulations
were performed using the pore network modelling technique. The results showed that CWI altered
the wettability of the carbonate rock from neutral to water-wet. In addition, the simulated relative
permeability curves presented a shift in the crossover and imbibition endpoint values, indicating
an increased flow capacity of oil after CWI. These results suggest that the wettability alteration
mechanism contributes to enhancing the production of oil by CWI in this system.

Keywords: CCS; carbonated water injection; CO2-EOR; pore network modelling; relative permeability

1. Introduction

CO2 emissions from the combustion of fuels and their impact on the environment are among
the greatest global concerns of our time. Maintaining continuous economic growth while reducing
emissions has been a challenging goal for decades [1]. Carbon capture and storage (CCS) is critical to
achieve the target of 26 Gton of CO2 per year by 2030 [2]. Within this context, CCS has been raising
well-deserved attention in recent years. According to a recent publication [3], CCS may account for
up to 33% of the total carbon abatement by 2050. With the current global emissions of the order of
42 Gton of CO2 per year, it is evident that research efforts to develop and deploy CCS technologies are
a priority nowadays [4].

Different separation and storage processes have been used to reduce CO2 emissions. A recently
published review analyzed the state-of-the-art of the different CO2 capture, storage, and utilization
methods [5]. Capture can take place before (pre-combustion) or post-combustion. Pre-combustion
methods consist of removing CO2 from a stream rich in this gas prior to the combustion reaction.
For example, low-temperature phase separation has been used to energy- and cost-efficiently remove
CO2 from pressurized syngas [6].

Appl. Sci. 2020, 10, 6496; doi:10.3390/app10186496 www.mdpi.com/journal/applsci5
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On the other hand, post-combustion methods are based on absorption, adsorption, or membranes.
Chemical absorption with different solvents (mainly amine solutions) is a well-known process that is
widely used in natural gas processing [7]. A recent study reviewed the status of different solvents for
chemical absorption CCS at the industrial scale [8]. Moreover, adsorption of CO2 in solid materials has
been used for around 30 years [9]. The use of traditional adsorbents (such as alumina and zeolites) and
newer structures (such as metal–organic frameworks and polymers) was reviewed elsewhere [10–15].
Finally, the use of organic and inorganic membranes has been implemented for gas separation in both
pre- and post-combustion processes [9,16–19].

After capture, CO2 is injected in geological formations where it should be safely stored for at
least 10,000 years [5]. According to Bui et al. [9], enhanced oil recovery (EOR) [2] and injection in
saline formations [20] are the only storage methods with ongoing onshore and offshore projects at
the commercial scale. By contrast, other storage methods, such as injection in depleted locations [21],
ocean storage [22], and mineralization [23], are promising alternatives still in the development stage.
Furthermore, Zhang et al. [5] discussed other alternatives including enhanced gas recovery [24],
enhanced coalbed methane recovery [25], and applications in shale formations [26].

CO2 injection, a mature EOR method, can incrementally improve oil recovery from 5 to 20% of the
original oil in place mainly through mechanisms such as viscosity reduction, oil swelling, and miscible
displacement [27]. CO2-EOR accounts for an additional oil production of around 300,000 bbl per
day [9]. Furthermore, the over 13 large-scale CO2-EOR projects active in 2018 represented a capture
capacity of 26 Mtpa, and the number of active projects is expected to increase during the next several
years [28].

Carbonated water injection (CWI) is an alternative CO2-EOR method that consists of injecting
CO2 dissolved in the injection water [29]. As carbonated brine has a higher viscosity than CO2,
CWI presents a more favorable mobility ratio that results in a greater sweeping efficiency compared to
CO2 injection [30]. In addition, the dissolution of CO2 reduces the pH of the aqueous phase due to the
formation of carbonic acid, and this reduction plays an important role in oil–brine–rock interactions.
CO2 dissolution was reported to shift the wettability of carbonate rocks toward more water-wet [31–35].
This is caused by several complex phenomena that depend on the composition of oil, brine, and rock.
These effects include element changes on the rock surface by chemical reaction [36], surface charge
modification [37], desorption of adsorbed oil on the surface of the rock [38], and destabilization of
polar compounds in the oil [39], and they will be further discussed throughout this work.

CO2-EOR projects have been applied on the offshore Pre-salt carbonate fields of Brazil for over
a decade [40] to improve oil recovery while avoiding the emissions from the high CO2 volume in
the produced gas reported in some of the fields [41,42]. However, given the recent development of
these fields and their complex rock–fluid characteristics, the impact of CO2 dissolution on the flow
properties and ultimate recovery is still a subject of active research.

In this context, this work presents the experimental measurement of the effect of CO2 dissolution
on the wettability of a carbonate rock analogous to some Pre-salt reservoir fields through contact
angle measurement at reservoir conditions. Wettability was altered from intermediate to water-wet
by the injection of CO2. In addition, the rock was characterized through routine core analysis and its
pore structure was evaluated and represented using nuclear magnetic resonance and micro-computed
tomography (microCT). This porous medium, which captures the dominating flow system, was used
to perform pore network modelling of the immiscible flow under the capillary limit. The simulations
allowed the construction of the pore-scale imbibition relative permeability curves for both systems,
before and after CO2 dissolution, showing evidence of the effect of the wettability shift in the flow
capacity of oil and brine. The obtained plots show an increase in the crossover saturation, indicating
an incremental increase in the relative permeability of oil for a greater range of saturations.

To the best the author’s knowledge, this is the first work applying experimental measurements
of wettability in pore-scale flow simulations of flow for carbonated brine EOR in complex carbonate
systems analogous to the Pre-salt reservoirs. The results suggest an incremental improvement in the
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flow of oil, which contributes to increased production. However, the goal of this study is to analyze
the separate effect of wettability alteration on the immiscible flow in the porous medium. Other effects
such as viscosity reduction and mineral dissolution should be considered when performing oil recovery
numerical calculations.

2. Materials and Methods

The composition of the formation brine characteristic from a Pre-salt field is displayed in Table 1.
Brine samples were prepared by dissolution of salts (Sigma Aldrich, St. Louis, MO, USA, purity over
99.9%) in deionized water. In addition, CO2-saturated fluids were produced by injecting the required
mass of CO2 (Praxair, São Paulo, Brazil, 99.9% purity) in oil or brine in a high-pressure Hastelloy cell.

Table 1. Formation brine composition and total dissolved solids (TDS).

Ions Concentration [mg/L]

Na+ 57,580
Ca2+ 24,250
Mg2+ 2120

K+ 1200
Ba2+ 24
Sr2+ 1260

SO4
2− 54

Cl− 139,900

TDS 226,388

Table 2 shows the main properties of the dead oil sample for crude oil used in this work.
SARA (saturates, aromatics, resins, and asphaltenes) analysis was performed by the IP 143 n-heptane
precipitation method (asphaltenes) and medium-pressure liquid chromatography (saturates, resins,
and aromatics). Besides, the total acid number (TAN) and total base number (TBN) were calculated
using the American Society for Testing and Materials (ASTM) D664 procedures. A full characterization
of this Pre-salt oil is presented elsewhere [43].

Table 2. Crude oil characterization.

Crude Oil Properties

Saturates (wt.%) 64.06
Aromatics (wt.%) 25.98

Resins (wt.%) 8.46
Asphaltenes (wt.%) 1.50

Total Acid Number (mg KOH/g) 0.37
Total Base Number (mg KOH/g) 4.00

Moreover, the rock material used in this work was a carbonate rock from Morro do Chaves
Formation, Sergipe-Alagoas Basin. The Morro do Chaves Formation is located in the Northeast region
of Brazil. This Formation is composed of coquinas and shales [44]. Coquina is a carbonate rock
composed of cemented shell debris and sediments. The shells and shell debris were mechanically
sorted and were deposited by a transport agent [45,46]. The studied rock was collected from an outcrop
at the Atol quarry, located in Alagoas state in Brazil. This outcrop has been geologically well-studied
and -classified in the literature [47–51]. The coquina from this region of Morro do Chaves Formation
is composed mainly of whole and fragmented bivalve shells, with a low occurrence of ostracods,
and gastropods. The rock matrix is composed of siliciclastic components [48,50].

The pore system of the coquinas from Morro do Chaves Formation was strongly influenced by
the diagenetic process, which affected the connectivity of the pores, having a significant influence on
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permeability but low impact on porosity [48,49]. Previous works [51,52] studied the pore geometry
and highlighted the irregularity of pore shapes and sizes. Coquinas can have unimodal or bimodal
pore size distribution systems. Pores can vary from micro to meso-pores within the same sample.
In addition, there is no linearity in the relation between porosity and permeability of the coquinas
from this formation [52]. This heterogeneity makes coquinas challenging rocks for both experimental
analysis and computational simulation.

The coquina sample was 3.6 cm in length and 3.5 cm in diameter. The sample was cleaned with
methanol and toluene to remove any residual oil or salt that could have been in its porous system.
After the sample was cleaned and dried, it was characterized by geological petrographic description,
routine petrophysics, microCT, and nuclear magnetic resonance (NMR).

The geological characterization was done with a rock thin section with dimensions of
7.0 cm × 4.5 cm and a thickness of 30 microns. This analysis was done with a Zeiss Axioskop
40 microscope.

The routine petrophysics was done using the Advanced Automated Porosimeter-Permeameter
DV-4000, from CSL Capital Management, L.P (Houston, TX, USA). Porosity and pore volume were
measured using helium and the permeability was measured using nitrogen. The confining pressure
for the measurements was 500 psi.

The microCT images were acquired in the SkyScan 1173 equipment (Bruker, Kontich, Belgium).
Image reconstruction was done using the InstaRecon® software (InstaRecon, Champaign, IL, USA),
and image processing was done using Avizo® software (Thermo Fisher Scientific, Waltham, MA, USA).

For the NMR experiments, the Oxford MQC—5MHz (Oxford Instruments, Abingdon, UK)
equipment was used to acquire the transverse relaxation time (T2) using a CPMG sequence
from Coates et al. [53]. For that, the sample was saturated with NaCl synthetic brine with a
50,000 ppm concentration.

Equilibrium contact angle (CA) and interfacial tension (IFT) were measured in a Drop Shape
Analysis (DSA) Hastelloy high-pressure system (Kruss, Hamburg, Germany and Eurotechnica,
Bargteheide, Germany) equipped with high-precision pumps, pressure indicators, and a
temperature-controlling device. All experiments were carried out at 60 ◦C and 6.895 MPa (1000 psi).
Rock samples were cleaned using toluene and methanol, and CA was measured in both clean and
aged rocks. The latter were aged for one day in formation brine and 15 days in crude oil at 60 ◦C.
For the tests considering carbonated brine, both fluids (oil and brine) were saturated with CO2 at test
conditions prior to the experiment to reduce mass transfer effects. A complete description of CA and
IFT measurement experimental procedures both in the presence and absence of CO2 can be found in
prior works [38,43].

Primary drainage capillary pressure curves were obtained using a Core Lab Instruments
A-200 centrifuge. The coquina plugs were saturated in brine and immersed in oil. The speed
of rotation was increased in steps (from 500 to 9000 rpm), recording the volume of brine produced from
the rock on each step. The speed of rotation was converted to capillary pressure using the equations
presented by Hassler and Brunner [54], and the inverse method described in Albuquerque et al. [55]
was applied to analyze the data.

The simulations were performed using PORE software, developed by Engineering Simulation
and Scientific Software (ESSS) Corporation, Florianopolis, Brazil. PORE constructs a pore network
model from 3D microCT images, which are binarized based on a user-selected threshold. The binary
image is then developed into a pore network model of pores and throats based on the Maximum
Spheres [56,57]. The shapes of the pores and throats are then established based on their Form Factor
“G” which is defined as the cross-sectional area divided by the cross-sectional perimeter squared [58].
Euclidean geometrical shapes such as circles, squares, equilateral triangles, and prisms each have a
unique form factor, and the pores and throats are individually transformed into the closest matching
geometrical shape [59]. Multi-phase flow is then simulated based on the conservation of momentum
with increasing pressure steps sequentially from pore to pore through the connecting throats where the
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radii of curvature in the Young–Laplace equation is controlled by the geometrical shapes of the pores
and throats [60,61]. The contact angle and the interfacial tension are user-input parameters and were
selected based on lab experiments, and are presented in Section 3.2.

3. Results

This section presents the results for rock characterization, wettability alteration by CO2 injection,
and the effects of CO2 injection on relative permeability curves.

3.1. Rock Characterization

The coquina was classified as grainstone (Figure 1). It was composed of robust and medium shell
fragments, with a size varying from 0.3 to 9.0 mm. The rock was well-selected, with most bioclasts
ranging up to 4 mm. It was observed that rare siliciclastic grains were present (3%). There were
also rare fragments of disjointed ostracodes (2%) and traces of microcrystalline pyrite. The porosity
was classified as intraparticle, interparticle, vug, moldic, intercrystalline, and breccia, in which the
predominance was of intraparticle, interparticle, and intercrystalline porosities.

 

Figure 1. Thin section of coquina sample classified as a grainstone. With the zoomed images on the
right, it is possible to observe the different pore types and the heterogeneity of the rock constituents.
Magnification of 2.5 times.

The coquina sample was characterized by its petrophysics characteristics. The porosity of the
sample was 19.8% and the permeability was 765.1 mD. Other properties can be found in Table 3.

Table 3. Routine petrophysics of the studied coquina sample.

Sample
Pore

Volume (cc)
Porosity

(%)
Permeability

(mD)
Grain

Density (g/cc)
Diameter

(cm)
Length

(cm)
Weight

(g)

Coquina 6.8 19.8 765.1 2.69 3.5 3.6 74.3
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The sample was digitalized and 4304 microCT images were generated with 9.97 μm/voxel. During
the processing, a non-local means filter [62] was used to smooth the image and remove artifacts from
the acquisition process. After the image processing, it was possible to identify the different components
of the rock. The shells and minerals described in the thin section appeared as different shades of grey.
The pore space was identified as black and dark grey (Figure 2).

 

Figure 2. Slices from the micro-computed tomography (microCT) coquina sample with a pixel size of
9.98 μm.

To produce the digital capillary pressure and relative permeability curves, it was necessary to
segment the microCT images into pore and rock. For that, the Kittler and Illingworth method [63] was
used. With the segmented images, the digital total porosity was calculated, and the value obtained
was 15.3% for the whole digital sample (Figure 3). After that, a region of interest (ROI) was defined to
be used in the simulation process.

Figure 3. The volume of interest used in the digital sample. (a) microCT images of the coquina,
and (b) rock matrix in grey and segmented pores in blue. (c) Segmented pore system.

The NMR data acquisition, interpretation, and transformation of T2 to pore size distribution are
discussed elsewhere [51]. It can be observed in Figure 4 that 82% of the pore size distribution had a
radius larger than 10 μm, which means that the microCT images at a resolution of 9.97 μm captured
the dominant porous space of this sample.
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Figure 4. Nuclear Magnetic Resonance (NMR) data from the studied coquina sample. (a) shows the T2
distribution and (b) illustrates the incremental (dashed curve) and cumulative (full curve) pore size
distributions. The vertical dashed line shows the microCT pixel size (9.97 μm). Pores larger than this
value are captured in the digital image. By contrast, pores with a radius smaller than this value are
under the image resolution.

3.2. Contact Angle Measurements

Equilibrium CA measurement tests were carried out on 15 day aged coquinas both in the absence
of CO2 and using CO2-saturated fluids. As CA was measured toward the brine phase, lower CA
values indicate a greater water-wet behavior. Figure 5 shows screenshots of the CA measurements,
giving evidence of the change in wettability caused by CO2 dissolution in oil and brine.

Figure 5. Images illustrating contact angle measurements. (a) Measurement on an aged rock with
no CO2. (b) Measurement on aged coquina using CO2-saturated fluids. Images captured after 24 h
of experiment.

In addition, CA was measured in unaged coquina samples without CO2 dissolution. Figure 6
illustrates the results of tests including aged and unaged coquinas in the presence or absence of CO2.
It can be observed that, as expected, the unaged rock was water-wet, and aging shifted the wettability
toward neutral-wet. In addition, CO2 injection reduced the CA, increasing the water-wet behavior of
the coquina rock sample. These results will be discussed in Section 4.
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Figure 6. Equilibrium contact angles between Pre-salt crude oil and formation brine on clean and
15 day aged coquinas. The test with CO2 considers oil and brine saturated with CO2. Experiment
conditions: 60 ◦C and 6.895 MPa. The reported value is the mean of triplicate measurements, and the
error bars represent the standard error of the mean.

3.3. Capillary Pressure and Relative Permeability Curves

The PORE simulations were performed on a sub-cube centered on the lower right quadrant
comprising 1000 slices with a width of 1000 pixels and a height of 1000 pixels. A threshold of
56 was used, which yielded a porosity of 15.4% and permeability of 813 mD. At 9.97 microns per
pixel resolution, the porosity compares favorably with the NMR porosity at a diameter greater than
10 microns (16.2%), and the computed permeability is close to the measured permeability of 765 mD.

Primary drainage consists of the displacement of water by oil until reaching the connate water
saturation. As the rock is fully saturated with brine and has not been in contact with oil prior
to the primary drainage, the water-wet conditions of an unaged rock represent this stage [64].
Primary drainage capillary pressure curves were obtained experimentally and by numerical simulations
using the procedures described in Section 2. Connate water saturation (Swi = 0.089) was obtained
experimentally and used as input in the simulations for quality control. The contact angle value
obtained in Section 3.3 for the unaged rock (CA= 42.7◦) was considered. In addition, the experimentally
measured interfacial tension for this oil-brine system with no CO2 content (IFT= 10.5 mN/m) previously
reported by our group [43] was applied. Figure 7 shows good agreement between the experimental
and simulated curves.

Figure 7. Experimental and numerical simulated primary drainage capillary pressure curves for the
coquina sample considered in this work.
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Imbibition, consisting of the displacement of oil by water, represents the oil recovery process.
It starts with the rock saturated with oil (at connate water saturation) at oil-wet conditions [64].
To compare the effects of water injection and carbonated brine injection, the imbibition relative
permeability curves were simulated using the experimentally measured CA and IFT values for each
case. CA values are reported in Figure 6 in this work, and IFT values were presented and discussed in
previous work by our group [43]. It should be noted that the objective of these curves is to qualitatively
analyze the effects of wettability and IFT alteration due to CO2 injection on multiphase flow in the
porous medium. They aim to support discussions regarding the effects of CO2 on fluid displacement.
As the quantitative effects of mineral dissolution and reactive transport were not included in these
simulations, they are not intended to provide quantitative input data for reservoir modelling.

Considering the results in Figure 6, the water injection case (with no CO2) indicated a neutral-wet
(CA = 89.5◦) rock and an IFT of 10.5 mN/m previously measured by our group [43]. By contrast,
the carbonated brine injection case consisted of a water-wet rock (CA = 64.5◦, Figure 6) and an IFT of
16.4 mN/m, as reported in the aforementioned study. The results are shown in Figure 8.

Figure 8. Imbibition relative permeability curves for water (gray) and carbonated brine (blue) injection
in the oil-saturated coquina sample.

4. Discussion

The results presented in Section 3 give evidence that CO2 dissolution (i.e., by carbonated
brine injection) shifts the wettability of the aged coquina sample from intermediate to water-wet.
This reduction in oil-wet behavior is in agreement with previous studies of carbonated brine injection
in carbonate rocks [33,34]. Several mechanisms were proposed to support this decrease in rock
hydrophobicity. Sohrabi et al. [39] related this effect with the reduction in brine pH after CO2

dissolution. This affects surface charges at oil/water and water/solid interfaces and may destabilize
polar compounds in the oil, reducing the oil-wet behavior of the rock. Chen et al. [37] studied the same
problem by experimental CA measurements and surface complexation modelling. They associated
pH reduction with the formation of positively charged species (i.e., >CaOH2

+ for calcite surface and
−NH2

+ for oil surface), which causes surface repulsion, reducing the wettability toward oil. Drexler
et al. [38] reported surface mineral dissolution and oil desorption to shift the wettability of oil-wet
carbonate reservoir rocks. Zhu et al. [36] related the change in CA (toward water-wet) to element
changes on the solid surface after introducing CO2 in the system. A reduction in carbon content on
the rock surface, which could be associated with carbonate dissolution, resulted in an increase in
hydrophilic behavior of the rock surface.
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The wettability alteration caused by carbonated brine is a consequence of the effect of pH reduction
on the oil/brine/rock interfaces. The TAN and TBN shown in Table 2 indicate that the oil used in this
work contains both acid and basic compounds. The acid compounds are in the negatively charged
dissociated state at intermediate or high pH [65]. In the absence of CO2, they interact with the positively
charged surface of the carbonate rock, resulting in the intermediate-wet behavior observed for the aged
sample. However, the acidic carbonated brine environment results in an increased concentration of
the protonated acid components and a reduced concentration of their negatively charged dissociated
species, reducing their interaction with the rock surface and, consequently, the wettability toward oil.

In addition, the increase in IFT for the carbonated brine (Section 3.3) also suggests a reduction in
the interfacial activity of the polar compounds at lower pH values. Drexler et al. [43] measured the IFT
for this oil and brine in the presence and absence of CO2 in triplicate experiments, and they found a 56%
increase in IFT for the systems containing carbonated brine. In addition, they reported the same trends
in experiments where the pH was controlled using buffer solutions. These results give evidence that
the surface activity in this oil is controlled by its acid compounds. As a result, a higher concentration
of the protonated acid compounds and a lower concentration of the deprotonated species results in a
diminished surface-activity. This effect was explained by Danielli [66], who measured the IFT between
different organic acids in bromobenzene solutions and water, controlling the pH with buffer solutions.
For all the systems containing organic acids, the IFT was reduced when the pH was high enough to
favor their dissociation. Furthermore, the reduction in IFT and concentration of surface-active species
at increased pH for crude oils containing acid polar compounds was also described in previous works
using CO2 dissolution [67] and acid/base buffers [68].

Besides the protonation of the acid compounds, basic compounds could also contribute to the
observed wettability shift. In acidic environments, these compounds are positively charged due to
protonation [69]. The presence of positively charged species at the oil/water interface induces repulsion
with the positively charged surface of the carbonate rock, increasing its water-wet behavior.

Finally, chemical reaction between the rock and the carbonated brine can also play a part in the
observed wettability alteration. Calcite, which is the major mineral constituent of the coquina rock
samples [70], reacts with the carbonic acid formed by dissolution of CO2. This reaction increases
the concentration of Ca2+, as described in the literature [33]. Furthermore, the potential determining
ion Ca2+ was reported to weaken the interaction between positively charged surfaces of carbonates,
such as chalk [71,72], and calcite [33], and the negatively charged compounds in the oil. As a result,
the water-wet behavior is increased after CO2 dissolution in the aqueous phase.

Digital rock evaluations of carbonate rocks were presented in recent publications [73–76]. However,
the coquina rock considered in this work presents a wide pore size distribution ranging from nanometers
to hundreds of microns, as shown in Figure 4. To the best of our knowledge, this is the first study
including the impact of carbonated brine on the imbibition relative permeabilities based on numerical
experiments for a highly complex carbonate rock sample with a wide range of pore sizes. The curves
obtained in this work (Figure 8) indicate the positive effect of carbonated brine injection on relative
permeabilities. A shift in the crossover point toward higher water saturation indicates the increase in
wettability toward water for carbonated brine injection [77]. This is also supported by the reduction
in the endpoint relative permeability to water observed for the carbonated brine [78]. As a result,
the obtained curves for carbonate brine injection illustrate an increased flow capacity (i.e., greater
relative permeability) of the oil phase for the majority of saturation values.

Relative permeability curves play a critical role in oil recovery and EOR [79]. By applying
appropriate upscaling techniques and considering mobility effects, capillary limit fractional flow curves
can be obtained to estimate the flow of oil and brine under no macroscopic sweeping effects [80].
The shift in wettability previously discussed indicates an increase in oil displacement by carbonated
brine injection, suggesting its potential for EOR applications.
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5. Conclusions

Carbonated brine injection EOR is an effective method of reducing CO2 emissions in oil fields
with high production of this gas. This work studies the effect of carbonated brine injection on the
wettability and multiphase flow for a carbonate rock system analogous to Brazilian Pre-salt fields.
Its main insights are summarized below:

Carbonated brine decreases the pH of the aqueous phase, favoring the protonation of acid and
basic compounds in the oil. This induces an increase in the positive charge (or decrease in the negative
charge) at the oil/brine interface and, consequently, increments the repulsion with the positively
charged carbonate rock surface. As a result, the wettability is shifted toward water-wet.

MicroCT at 9.97 μm resolution captured 82% of the pore size distribution according to the NMR
characterization, allowing the dominant system to be reproduced for pore-scale flow simulations.

Imbibition relative permeability curves obtained using pore network modelling for capillary
limit immiscible flow showed changes in the curve crossover and endpoints in agreement with the
wettability alteration found for carbonated brine injection. These changes contribute to increase the
flow of oil, favoring its displacement for EOR processes. However, quantitative recovery calculations
should also consider other effects, such as changes in mobility and brine–rock reactivity.
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Abstract: Solvent-based CO2 capture technologies hold promise for future implementation but
conventional solvents incur significant energy penalties and capture costs. Phase-change solvents
enable a significant reduction in the regeneration energy but their performance has only been
investigated under steady-state operation. In the current work, we employed a systematic approach
for the evaluation of conventional solvents and mixtures, as well as phase-change solvents under
the influence of disturbances. Sensitivity analysis was used to identify the impact that operating
parameter variations and different solvents exert on multiple CO2 capture performance indicators
within a wide operating range. The resulting capture process performance was then assessed for each
solvent within a multi-criteria approach, which simultaneously accounted for off-design conditions
and nominal operation. The considered performance criteria included the regeneration energy, solvent
mass flow rate, cost and cyclic capacity, net energy penalty from integration with an upstream power
plant, and lost revenue from parasitic losses. The 10 investigated solvents included the phase-change
solvents methyl-cyclohexylamine (MCA) and 2-(diethylamino)ethanol/3-(methylamino)propylamine
(DEEA/MAPA). We found that the conventional mixture diethanolamine/methyldiethanolamine
(DEA/MDEA) and the phase-change solvent DEEA/MAPA exhibited both resilience to disturbances
and desirable nominal operation for multiple performance indicators simultaneously.

Keywords: CO2 capture process; solvent-based absorption/desorption; off-design operation;
phase-change solvents; sensitivity analysis

1. Introduction

The development of efficient CO2 abatement systems is widely pursued as a means of mitigating
the detrimental effects of global warming [1]. Currently, intense research efforts are focusing on CO2

capture technologies, such as membrane processes [2], adsorption systems [3], and materials- [4,5] and
solvent-based absorption/desorption processes [6]. The latter represents a technology with significant
potential, which has been demonstrated even in large-scale plants [7,8]. The selection of efficient
solvents or mixtures in solvent-based CO2 capture plays an important role in the process configuration,
the regeneration energy requirements, and the process economics [9]. While the development of new
solvents has been an active research field, the ones proposed to date have not managed to reduce the
regeneration energy requirements by more than 25% compared to the reference monoethanolamine
(MEA) solvent, with detrimental effects on the reduction of capture costs [1]. In recent years, a new
class of solvents called phase-change solvents [10] has indicated experimentally verified regeneration
energy reductions of approximately 43% compared to MEA [11,12]. Unlike conventional solvents,
phase-change solvents undergo a phase separation upon reaction with CO2 or a change in temperature.
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The resulting CO2-lean phase may be mechanically separated and recycled to the absorber using
insignificant amounts of energy, whereas the CO2-rich phase is introduced into a desorption process.
This reduction in the solvent flow rate that undergoes thermal separation, and in some cases, desorption
at lower than 90 ◦C [6], enables the corresponding reduction in regeneration energy requirements.

The inclusion in the selection procedure of solvents or mixtures that exhibit phase-change behavior
upon the absorption of CO2 within a specific range of temperature enables the utilization of the
advantages that this type of solvents bring in the reduction of the overall energy penalty for CO2

capture. Zarogiannis et al. [13] compared phase-change solvent mixtures to conventional solvents
based on their performance regarding CO2 capture using the cyclic solvent capacity, the parasitic
electricity losses, and the regeneration energy as criteria. Phase-change solvents showed improved
performance in all aspects except the solvent cost due to the small industrial production for such
solvents. For this purpose, a short-cut model for the absorption–desorption system has been utilized,
initially developed by Kim et al. [14] but extended by Zarogiannis et al. [13] to account for phase-change
solvents. However, the evaluation of the performance metrics has been accomplished by considering
only the optimal design operating point at steady-state operation. Flue gas streams are usually
susceptible to variabilities in their conditions, such as the flow rate, composition, concentration, and
temperature, due to either production changes (e.g., variable power plant operation, fuel type change,
and so forth) or other disturbances affecting the plant. The variability in the flue gas stream affects the
operation of the capture plant by deviating the plant’s operating conditions from the cost-effective
design point with potentially detrimental effects on the achieved process and economic performance.
In addition, several other factors may influence the operating efficiency of the capture plant, such as
solvent degradation, solvent losses, and heat exchanger inefficiencies. It is therefore imperative to
investigate the performance of candidate CO2 capture solvents and mixtures, not only at the nominal
design point but also for a wide range of off-design conditions.

To this end, the use of a control system is indispensable for addressing variability but the
selection of an appropriate solvent can greatly facilitate and enhance the performance of such a control
system. This is because capture solvents display different sensitivities regarding their physico-chemical
properties under different operating conditions, which subsequently may affect the performance of
the capture process. An unfavorable sensitivity of the key physico-chemical properties of the capture
solvent mixture would eventually require greater effort from the controller to maintain a desirable
process performance since the controller effort is associated with the use of resources, such as steam or
an amine solvent flow rate. Consequently, the economic impact of the capture process is significant.
Therefore, it is necessary to consider both nominal and off-design operation in the selection of CO2

capture solvents and eventually select the solvent or solvent mixture that enables economically optimal
operation over a wide range of operating conditions.

Existing published literature includes several contributions that investigate the off-design operation
of CO2 capture systems but only for a few conventional (non-phase-change) solvents (Table 1). Different
process flowsheets and proposed control strategies are assessed according to the respective dynamic
response. Table 1 presents an organized overview of published works based on the modeling approach,
the investigated amine solvents, and the development of operating or control strategies.

A dynamic model may be necessary for the investigation of flexibility and the development
of control strategies in a CO2 capture process. Gaspar and Cormos [15] reported that absorption
performance depends on the reaction rate and the mass transfer rate for four common amine solvents,
namely monoethanolamine (MEA), diethanolamine (DEA), methyl diethanolamine (MDEA), and
2-amino-2-methyl-1-propanol (AMP). They developed a dynamic model to investigate the behavior
and to evaluate the absorption capacity of solvents. Jayarantha et al. [16] considered a sensitivity
analysis of an absorber for a post-combustion CO2 capture plant. They concluded that the correlations
used to describe the reactions and mass transfer are important factors that affect the efficiency of the
model. The effects of the lean solvent flow rate on the CO2 capture process were also investigated
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using a dynamic model with SAFT-VR (Statistical Associating Fluid Theory for potentials of Variable
Range ) for the determination of thermo-physical properties [17].

Table 1. Overview of the literature regarding the development of dynamic models, the employed
amine solution, and their scope.

Reference Model Used Investigated Solvents Purpose

[15] Dynamic
(Matlab/Simulink)

MEA, DEA, MDEA,
AMP

Investigation of the dynamic process
behavior of solvents

[16] Dynamic (Matlab) MEA Sensitivity analysis and dynamic
simulations

[17] Dynamic (gPROMS) MEA Dynamic simulation

[18] Dynamic (gPROMS) MEA Different dynamic simulation
approaches

[19] Dynamic (gPROMS) MEA Steady-state and dynamic process
validation

[20] Dynamic (Aspen) MEA Dynamic simulation
[21] Dynamic (Matlab) MEA Dynamic model validation

[22] Dynamic
(Matlab/Simulink) AMP Dynamic simulation and validation

[23] Dynamic (Aspen
Dynamics) MEA Plantwide control

[24] Dynamic (Aspen Plus) MEA Investigation of a control strategy

[25]
Mechanistic process

model (gPROMS–Aspen
Plus)

MEA Investigation of decentralized control
schemes

[26]

Non-linear
autoregressive model
with exogenous input

(NLARX)

MEA Preliminary control analysis

[27] Dynamic, rate-based
model (Matlab) PZ, MEA Investigation of decentralized control

structure

[28]
Custom steady-state and
dynamic models using

OCFE
MEA, DEA, MPA

Steady-state controllability
assessment and

evaluation of the process dynamic
response for different solvents

[29] Dynamic (Unisim) MEA Investigation of operating strategy
with self-optimizing control variables

[30] Aspen HYSYS Dynamics MEA Investigation of control structure

[31] Dynamic (Aspen Plus
Dynamics) MEA Investigation of control strategy

[32] Dynamic (gPROMS) MEA Control design

[33] Dynamic, rate-based
model (Aspen HYSYS) MEA Controllability analysis using MPC

[34] Dynamic (Unisim) MEA Control strategy with alternative
control structures

[35] Dynamic (gPROMS) MEA Different control architectures

[36] Dynamic (gCCS) MEA Multi-model modeling for advanced
control design using MMPC

OCFE: Orthogonal collocation on finite elements; AMP: 2-Amino-2-methyl-1-propanol, DEA: Diethanolamine,
MDEA: Methyldiethanolamine, MEA: Monoethanolamine, MPA: Monopropanolamine, PZ: Piperazine; MMPC:
Multi-linear model predictive control, MPC: Model predictive control.

The use of dynamic models should be validated with either steady-state or dynamic data to
assess the obtained predictions. Lawal et al. [18] validated their model using experimental data
and showed that a mass-transfer-controlled model can achieve better consistency compared to an
equilibrium-based model. Biliyok et al. [19] validated a dynamic model with steady-state data and
dynamic data using results from a pilot plant. The validated model was used to study the impact of
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inlet flue gas moisture content and the effect of intercooling on the absorber. Posch and Haider [20]
developed a dynamic, rate-based model in Aspen Plus® and validated their results using pilot plant
data. Enaasen Flø et al. [21] performed a dynamic model validation of the post-combustion CO2

absorption process. They claimed that changes in the flue gas and solvent flow rate affect the process
more than changes in the reboiler duty. Cormos and Daraban [22] developed and validated a dynamic,
rate-based model of a CO2 capture process in an aqueous solution of AMP using experimental data.

Whereas the above studies mainly focused on the use of dynamic models to study the effects
of different process parameters on the CO2 capture process performance, there is also an increasing
number of studies on the development of control strategies for absorption–desorption CO2 capture.
Lin et al. [23] investigated the plantwide control of a post-combustion CO2 capture process using MEA.
The CO2 removal ratio was controlled by manipulating the lean solvent recycle rate. The flexibility
in power plants integrated with CO2 capture systems was also investigated by Lin et al. [24] in a
commercial process simulator with two proposed control strategies. They recommended that the
lean solvent flow rate and loading were considered the key variables for the process performance.
Simulation studies in commercial simulators were presented by Nittaya et al. [25]. They developed a
mechanistic dynamic model using MEA as a solvent and proposed three decentralized control schemes,
where the first was based on the relative gain array (RGA), while the others were based on heuristics.
Sensitivity analysis was performed to unveil the most suitable controlled and manipulated variables.
The study showed that heuristic-based control exhibits better performance than the RGA analysis.
Abdul Manaf et al. [26] employed a black-box model to investigate the transient behavior of equipment,
such as the absorber, the desorber, and the lean/rich heat exchanger for the determination of the process
control strategy. A preliminary analysis expressed as relative gain analysis proposed the control of
the CO2 capture rate and the regeneration energy performance through the manipulation of the lean
solvent flow rate and the reboiler duty. Gaspar et al. [27] reported a decentralized control scheme
using proportional-integral (PI) controllers for the piperazine (PZ) and MEA as candidate solvents
for CO2 capture. Variations in the lean solvent flow rate and reboiler duty affected the performance
of the process. It was proposed that PZ is a better candidate than MEA since it compensated for
the disturbances in the lean solvent flow rate, recycle flow rate, reboiler duty, and stripper’s feed.
Damartzis et al. [28] proposed a framework that includes a generalized process representation and an
operability assessment by considering the steady-state controllability and dynamic evaluation of the
process. The employed models were developed using the orthogonal collocation on finite elements
(OCFE) technique in both assessment stages to efficiently manage the necessary rigorous models and to
facilitate computations. Three amines were investigated, namely MEA, DEA, and monopropanolamine
(MPA). Damartzis et al. [28] also illustrated that the combination of the choice of solvent and flowsheet
features affects the dynamic performance of the process and thus the control scheme proposed to
compensate for the possible disturbances. MPA achieved better performance under variability. Panahi
and Skogestad [29] proposed a control design approach using a cost index that combines the energy
utilization with a penalty for leaving CO2 to the air by considering self-optimizing control variables
for three operational regions. A dynamic simulation was reported by Mechleri et al. [30] using MEA
for natural gas combined-cycle power plants. They investigated and applied an appropriate control
structure to achieve flexible operation. Leonard et al. [31] proposed the control of the water balance by
manipulating the temperature of flue gas in the absorber washing stage. Dynamic studies using MEA
as a solvent were presented by Lawal et al. [32]. They shed light on the dynamics of a post-combustion
CO2 capture process for a 500 MWe power plant. It was shown that the power plant exhibits a faster
response than the capture plant.

Model predictive control (MPC) in capture plants was the subject of the work by Sahrarei and
Ricardez-Sandoval [33]. They used a dynamic, rate-based model and showed that MPC performs
better than a decentralized control scheme since it maintains the controlled variables within their
boundaries under step changes in the feed. Panahi and Skogestad [34] proposed alternative control
structures, including MPC, that operated for three operational regions. Optimizing control architectures
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by comparing PID (proportional-integral-derivative) and MPC were also studied by Arce et al. [35].
Liang et al. [36] propose a multi-linear model for MEA-based CO2 capture. The proposed approach first
identifies local linear models at typical operating points. Subsequently, the nonlinearity distribution
of the process was investigated for the change of the CO2 capture rate and the change of mass flow
of the flue gas. Finally, the multi-linear model was developed based on the nonlinearity distribution.
The proposed linear state-space formation can be applied properly for advanced controller techniques,
such as multi-linear model predictive control (MMPC).

The previous discussion highlights the increasing interest in the off-design behavior of CO2

capture systems and also shows that this is mainly approached through the use of rigorous dynamic
and/or rate-based models in dynamic mode along with a suitable control structure. Such models are
indispensable for the accurate determination and evaluation of the process operation under varying
conditions but often require intense effort to construct and execute. This is greatly amplified when
there is a need to investigate the performance of multiple different solvents and further enhanced when
such solvents include mixtures exhibiting liquid–liquid phase-change behavior. The next observation
was that almost all contributions listed in Table 1 focus on MEA, except three cases that consider
up to four other conventional solvents. The importance of both solvent mixtures and phase-change
solvents in CO2 capture indicates that their off-design performance needs to be investigated before
selecting the most appropriate option. However, the off-design operation of neither conventional
solvent mixtures nor phase-change solvents is yet to be addressed in published literature. This is
mainly due to the high complexity of the models required for their simulation and the prediction of
their phase-change behavior.

This work employed for the first time a systematic approach that enabled the efficient screening
and selection from multi-component sets of solvents and mixtures exhibiting non-ideal, multiphase
behavior. It fits into the wider need to evaluate any type of material in off-design process conditions
as an additional criterion for material selection. This was first highlighted in Papadopoulos and
Seferlis [37] and then in Papadopoulos et al. [38]. Papadopoulos and Seferlis [37] showed that any type
of material, including solvents, used to enhance the operation of a process, may exhibit significantly
different performance under the influence of variability compared to steady-state operation under
nominal conditions. In the case of CO2 capture solvents, it is necessary to select the ones that operate
as close as possible to the economically desirable set-points and facilitate the minimization of resources
required using the employed controller to bring the process back to its set-point under disturbances.
In this work, the enhanced, shortcut model of Zarogiannis et al. [13] was exploited to identify solvents
that exhibit favorable performance under off-design conditions. The model was very suitable for use
with the method proposed in this work as it came with the advantages demonstrated in the case of
nominal operating conditions [13]; it captured the non-ideal solvent–water–CO2 behavior, it was much
easier to develop and use than the corresponding rigorous models, and the obtained predictions were
in very good agreement with the experimental data. It is therefore reasonably expected to provide
valid insights regarding the off-design performance of various solvents and mixtures examined here.

More specifically, the approach of Papadopoulos et al. [38] was used within a framework that
considers CO2 capture process operability using steady-state, nonlinear sensitivity with an implicit
consideration of a controller scheme [39]. A very inclusive set of controlled variables was used in
the context of disturbance scenarios to assess their deviation from their desired, nominal setpoints.
The employed approach could simultaneously evaluate the effects of multiple and simultaneous
disturbances on the controlled and manipulated variables for a wide set of solvents and solvent
mixtures. It also identified the disturbances that have major, detrimental effects on all the controlled
variables for each solvent and the controlled variables that have the highest sensitivity. This is a
very useful feature because fewer solvents and disturbances, as well as controlled and manipulated
variables exhibiting high sensitivity, can be selected and subsequently examined in a more rigorous
solvent, process, and control design problem, hence reducing the computational effort associated
with it.
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The proposed developments were implemented for 10 cases of solvents and solvent mixtures,
including two phase-change solvents. Several indicators were used as the performance criteria of
the process, such as the reboiler duty, net efficiency energy penalty points, cyclic capacity, solvent
mass flow rate, solvent purchase cost, and lost revenue from parasitic electricity upon integration
with power plants. Unlike previous works, for the first time, several conventional and phase-change
CO2 capture solvents were evaluated in terms of their performance under off-design conditions. The
nonlinear sensitivity assessment highlights that certain economically desirable solvents may not be as
attractive under off-design conditions.

2. Materials and Methods

2.1. Overview of the Controllability Assessment Framework

Papadopoulos et al. [38] proposed a systematic and generic approach for identifying materials
within a framework that links optimization-based molecular design and selection (CAMD) with
economic process design and controllability assessment criteria. The approach is based on a nonlinear
sensitivity analysis of the solvent–process system to assess its steady-state controllability independently
of the selected control algorithm [39]. The sensitivity-based investigation generates useful insights
regarding the imposed control framework and the range of parameter variations, within which, the
solvents–process system demonstrates optimal performance. Based on Papadopoulos et al. [38], the
rationale behind this approach was that:

• A set of controlled variables associated with process performance indicators may be maintained
within pre-defined levels for a set of disturbance scenarios, by calculating the necessary steady-state
effort from a set of manipulated variables.

• Large variations in the steady-state position of the manipulated variables required for the
compensation of relatively small disturbances indicate a limited ability by the solvent–process
design configuration to address the disturbances and imply a compromise in the achieved dynamic
performance by the control system.

The approach of Papadopoulos et al. [38] brings the assessment of process controllability into
the material selection decision-making process early on but it is still based on the use of a rigorous,
equilibrium-based model. The underlying rationale was adopted here and tailored using an enhanced
short-cut process model that captures the non-ideal solvent-process behavior, as it incorporates
non-linear thermodynamics for the prediction of phase compositions and stream enthalpies.

The evaluation of the off-design performance of CO2 capture solvents and mixtures is approached
through a systematic non-linear sensitivity analysis method that investigates the static operability
performance of each solvent in the process under disturbance variations along a direction in which
the process exhibits the greatest sensitivity. The most sensitive directions in the disturbance space
are derived using the decomposition of the sensitivity matrix, which incorporates the derivatives of
multiple process performance measures (e.g., reboiler duty, net energy penalty, cyclic capacity, and
so forth) with respect to the operating parameters for each solvent system. The sensitivity matrix
constitutes a measure of the process’s operating variation under the influence of infinitesimal changes
imposed on the selected parameters. The sensitivity matrix is decomposed into major directions of
variability represented by the eigenvectors associated with the respective eigenvalues of the sensitivity
matrix. The eigenvector direction that is associated with the largest-magnitude eigenvalue represents
the dominant direction of variability for the system that causes the largest change in the performance
measures. The entries in the dominant eigenvector determine the major direction of variability in
the multi-parametric space and indicate the impact of each parameter in this direction. Having
identified this direction, it is not necessary to explore all directions of variability (i.e., combinations of
parameters) arbitrarily, hence reducing the dimensionality of the sensitivity analysis problem. The
dominant eigenvector direction is then applied to the capture system for the evaluation of an aggregate
performance indicator that encompasses all individual criteria for a wide variation range.
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2.2. Detailed Description

The proposed approach follows the steps as presented below:

1. Define a vector Enom that represents the nominal process design and operating conditions of an
absorption–desorption process system that will be subjected to variability, a set D that includes
the candidate solvents and mixtures, a vector X of state variables of the CO2 capture process
represented through vectors h(X, d, E), g(X, d, E) ∀d ∈ D that describe the process equality and
inequality constraints, and a vector Y representing the controlled variables associated to the
process performance criteria.

2. Variability can be represented by considering disturbance scenarios through a vector of
infinitesimal deviations dE such that each element of vector Enom is represented as εnom

i = εi + dεi
∀i ∈ {1, . . . , Nε}, with vector Y calculated as follows:

Calculate
∀d∈D

Y1(X, d, E), . . . , YN(X, d, E),

s.t. h(X, d, E) = 0,
g(X, d, E) ≤ 0,

E = Enom + dE,
XL ≤ X ≤ XU.

(1)

3. The most sensitive process performance indicators in Y can then be identified by generating a
local scaled sensitivity matrix P around Enom as described below:

P =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

d ln F1
d ln ε1

· · · d ln FN
d ln ε1

...
. . .

...
d ln F1

d ln εNε
· · · d ln FN

d ln εNε

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
d

, (2)

where d ln Yi = dYi/Yi ∀i ∈ {i = 1, . . . , N} is the scaled transformation of the process performance
indices, whereas d ln εi = dεi/εi ∀i ∈ {i = 1, . . . , Nε} is the scaled transformation of εi.

4. The main directions of variability are obtained by calculating the eigenvalues of the matrix PTP and
then used to rank-order the resulting eigenvectors {θi} ∀i ∈ {1, . . . , Nε} based on the magnitude
of the corresponding eigenvalues. The eigenvector corresponding to the largest-magnitude
eigenvalue indicates the main direction of process variability under the influence of disturbances
in the multi-parametric space defined by Enom.

5. Using the dominant eigenvector, the sensitivity index Ω(ζ, d) is calculated with the use of a
relevant appropriate parameter ζ, which represents the magnitude of the disturbance magnitude
along the eigenvector direction θ1 with respect to Enom, as described below:

Calculate
∀d∈D,ζ

Ω(ζ, d) = wΩ(ζ)
N∑

i = 1

∣∣∣∣Fi(X,d,E(ζ))−Fi(X,d,Enom)
Fi(X,d,Enom)

∣∣∣∣,
s.t. h(X, d, E(ζ)) = 0,

g(X, d, E(ζ)) ≤ 0,
εi(ζ) = θ1,i · ζ · εnom

i + εnom
i ∀i ∈ {1, · · · , Nε},

XL ≤ X ≤ XU.

(3)

where Ω(ζ, d) is the sensitivity index under steady-state conditions, which measures the deviation
of the controlled variables from their desired settings. wΩ(ζ) is a weight vector used to address
the case of having prior knowledge regarding the importance of different controlled variables.
ζ is the parameter that reflects the magnitude of change in the direction of θ1,i. The maximum
variation along the direction is determined by the final value of ζmax, which is varied within
the range [−ζmax, ζmax]. The limits in the ζ coordinate are selected based on the variability of
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the process’s system. It is worth noting that the nominal value of the parameter εnom
i used in

sensitivity analysis is considered when ζ equals zero, εnom
i ≡ εi(ζ = 0). This procedure is

repeated for every selected solvent or mixture of solvents. The algorithmic steps are illustrated in
Figure 1.

Figure 1. Logical diagram of the sensitivity analysis approach used for the process operability assessment.

After the implementation of the proposed sensitivity analysis for the assessment of the process
operability, an appropriate ζ′ is selected for all the solvents. This is used to calculate the sensitivity
index Ω(ζ′, d). A multi-criteria selection problem is formulated using the indices employed for
the calculation of Ω(ζ′, d), as described in step 6.

6. For every solvent d ∈ D, select Ω(ζ′, d) at the desired point ζ′ and develop an augmented vector
such that Ya = [Y(d, ε(0)), Y(ζ′, d)]. Ya is considered a combination of the optimal objective
function values obtained during nominal operation and of the controllability index for each
solvent. Use the elements of Ya in a multi-criteria problem formulation that considers the solvents
in D as the decision parameters to select the ones that simultaneously minimize all performance
indices in Y and the sensitivity index (or indices) in Ω by generating a Pareto front as follows:

Minimize Ya
1

∀d∈D
(d, ε(0)), Ya

2(d, ζ′),

s.t. Ya
j(d
∗) ≤ Ya

j(d) ∀ j ∈ {1, 2} ∧ ∃l ∈ {1, 2} : Ya
l (d
∗) ≤ Ya

l (d).
(4)

In step 6, the constraint of Equation (4) implies in a formal mathematical way that a solvent or
mixture d in D is called a Pareto optimum or non-dominated solution if there exists no other solvent
or mixture d∗ in D satisfying this constraint. The constraint is illustrated for two objective functions,
i.e., Ya

1(d, ε(0)) ≡ Y(d, ε(0)) and Ya
2(d, ζ′) ≡ Y(ζ′, d). The former represents one performance

index under nominal operation and the latter represents the sensitivity index for all performance
indices during the variability. Multiple performance indices under nominal operation can also be
considered as part of Equation (4). The Pareto optimality condition represents a minimization
problem in Equation (4); however, a maximization or combinations may be similarly defined
and solved by changing the direction of the inequality signs as appropriate. Note that step 6 is
implemented after all calculations of Figure 1 are completed.
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3. Implementation

3.1. Overview of the Process and the Amine Solvents

For completeness, a brief overview of the process and solvents is provided in this work, with all
details reported in Zarogiannis et al. [13]. The flowsheets for the phase-change solvents are shown in
Figure 2. In the current work, we investigated two types of phase-change solvents: a single solvent
where phase separation occurs at 90 ◦C, hence the decanter (liquid–liquid phase separator) is placed
after the intermediate heat exchanger (Figure 2a), and a phase-change solvent mixture that exhibits
phase separation at 40 ◦C, hence the decanter is placed directly after the absorber (Figure 2b). For the
conventional solvents and mixtures, the decanters are redundant.

Figure 2. CO2 capture flowsheet for phase-change solvents with phase separation (a) after the
intermediate heat exchanger and (b) before the intermediate heat exchanger. The figures have been
adapted from Zarogiannis et al. [13] with permission from Elsevier. HX: Heat exchanger.

The main process parameters that need to be calculated include the reboiler duty in the stripper,
the mass flow rate that enters the stripper, and the stripper temperatures. For the phase-change solvents,
the mass flow rate of the stream entering the stripper is calculated through mass balances that consider
the phase compositions at conditions around the decanter, hence fully accounting for the liquid–liquid
phase separation. For the energetic calculations, the employed shortcut model [13] focuses on two
areas: the heat exchanger before the stripper and the reboiler after the stripper. The calculation of the
reboiler duty takes place through the determination of the temperature of the rich stream that enters
the desorber and of the lean stream that exits the stripper by implementing energy balances around
the heat exchanger and the reboiler. All the details are reported in Zarogiannis et al. [13].

To illustrate the approach described in Section 2, 10 solvents and mixtures (Tables 2 and 3),
including two phase-change solvents, were investigated. The single solvents included MEA, AMP,
DEA, 3-(methylamino)propylamine (MAPA), and methyl-cyclohexylamine (MCA). The mixtures
included MEA with methyldiethanolamine (MDEA), MPA with MDEA, DEA with MDEA, AMP with
piperazine (PZ), and 2-(diethylamino)ethanol (DEEA) with MAPA. The non-phase-change amines
were previously investigated as CO2 capture solvents and were retrieved from the published literature.
Phase-change solvents are characterized by the presence of a vapor–liquid–liquid equilibrium, where
after the phase split, one liquid phase is rich in CO2, while the other phase is lean in CO2 and rich
in amine. MCA is selected as a representative of phase-change solvents requiring a liquid–liquid
phase separator after the intermediate heat exchanger (HX) in the absorption–desorption flowsheet
(Figure 2a), whereas DEEA-MAPA requires the liquid–liquid separator before the intermediate heat
exchanger (Figure 2b).
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Table 2. Single solvents employed in this work. MCA is a phase-change solvent.

ID Single Amine

MEA

AMP

DEA

MAPA

MCA

MAPA: 3-(Methylamino)propylamine.

Table 3. Mixtures employed in this work. 2-(Diethylamino)ethanol (DEEA)/MAPA is a phase-change mixture.

Component 1 Component 2

MEA MDEA

MPA MDEA

DEA MDEA

AMP PZ

DEEA MAPA

The employed thermodynamic models include the relations of the equilibrium pressure of CO2 and
enthalpy as functions of the loading and temperature. For MEA, the models were from Oyenekan [40],
whereas for AMP and AMP/PZ, they were from Oexman [41]. For DEA, MEA/MDEA, DEA/MDEA,
and MPA/MDEA, the models were derived from equilibrium data obtained from gSAFT software [42].
For MPA/MDEA, the software uses an equation of state (EoS) called SAFT-γ Mie [43,44]. For the other
three solvents, the model uses the SAFT-VR EoS [45]. For MAPA and DEEA/MAPA, models were
derived from equilibrium data obtained from Arshad [46]. For MCA, the models were derived from
equilibrium data obtained from Tzirakis et al. [47] and Jeon et al. [48].
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3.2. Controlled Variables and Disturbance Scenarios

The selected controlled variables in Y included all the parameters that were used as process
performance indices. These were the reboiler duty Qregen, the net efficiency energy penalty NEP, the
cyclic capacity Δα, the solvent mass flow rate mam, the solvent purchase cost Csol, and the lost revenue
from parasitic electricity Rlost. Qregen indicates the energy consumed in the stripper to regenerate the
solvent. NEP is also an indicator of regeneration energy but takes into account the reboiler temperature
and the stripper pressure. A higher pressure facilitates solvent regeneration, hence NEP is a more
inclusive indicator than Qregen. Δα indicates the difference between the rich and the lean stream that
exits and enters the absorber, hence it is associated with the absorber size. A higher Δα facilitates the
reaction and the necessary absorber size may be smaller. mam is an indicator of the solvent amount
required to achieve the desired absorption. It is used as an indicator of solvent consumption, i.e.,
solvents of lower flow rates are desirable. On the other hand, its use assumes that all solvents would be
of the same cost, hence Csol is a more inclusive indicator as it accounts for the different solvent prices.
Finally, Rlost indicates the revenue that is lost in a power plant due to the need to consume energy to
capture the emitted CO2, which would otherwise be sold to generate revenues. Parameter NEP was
calculated through a correlation proposed in Zarogiannis et al. [13] for stripper pressures of 1 and
1.5 bar. The former pressure was considered for MCA due to the availability of thermodynamic data,
whereas the latter pressure was used in all other solvents. Parameter Rlost was calculated for a 620 MW
coal-fired power plant. All the other data are available in Zarogiannis et al. [13].

The parameters in E that are subjected to variations are the following:

• ε1 = yCO2
in is the content of CO2 in the flue gas that enters the process. The nominal value is

ε1(0) = 15 vol%.
• ε2 = αlean is the CO2 loading of the absorption–desorption process after the stripper. Its value

depends on the selected solvents and their physico-chemical characteristics. The nominal values
for each solvent were reported by Zarogiannis et al. [13]. αlean can be adjusted by the reboiler duty
in the stripper, which subsequently has an impact on the performance criteria.

• ε3 = T1 is the temperature of the inlet stream that enters the heat exchanger after the absorber. The
nominal temperature is set to ε3(0) = 40 ◦C. This can be adjusted by the possible cooling effort in
the absorber and the amine flow rate in the system.

The aforementioned parameters are selected because their change may affect the performance of
the process. From a practical perspective, change in the CO2 content of the flue gas may be attributed
to a random disturbance or variability in the quality of the fuel or the operating regime of the power
plant. Disturbance scenarios also involve a decrease or increase in αlean and increase or decrease in the
temperature of the inlet stream. These variations create inclinations in the operating process and help
to understand potential disturbance rejection compensations that are necessary for each solvent. The
starting point for every considered scenario constitutes the nominal, “desired” point, as calculated by
Zarogiannis et al. [13]. The latter corresponds to operation in which there is a desired constant CO2

capture rate at 90% with the Qregen at its lowest value. These nominal points are reported in Table 4.
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Table 4. Representative results of nominal operation for the investigated solvents in the performance indicators.

Solvent
Qregen

(GJ/ton
CO2)

NEP
(%-pts.)

Δα mam (ton/ton CO2)
Csol

(k€/ton CO2
Rlost (M€/yr)

MEA 3.72 11.2 0.3 4.7 76.3 290.1

MCA 2.12 8.8 0.22 13.83 3929.7 150.1

MAPA/DEEA 2.10 8.1 0.58 13.03 656.0 140.8

AMP 3.13 9.4 0.28 7.35 238.7 206.5

AMP/PZ 3.10 9.7 0.17 9.12 362.8 216.0

DEA 3.47 10.2 0.18 13.48 328.5 240.7

MAPA 4.56 12.6 0.49 4.15 573.3 361.3

MDEA/DEA 3.74 11.1 0.28 9.52 401.9 293.8

MEA/MDEA 4.28 11.5 0.13 17.67 746.0 302.0

MPA/MDEA 3.32 9.8 0.18 13.02 687.0 221.2

The steps and the overall range of the above parameters are represented through ζ, which is varied
within the range [−ζmax, ζmax]. The limit in the ζ coordinate depends on the solvent or mixture of
solvents; variations may result from variability in the steam availability in the reboiler, problems in the
rich–lean heat exchanger, and so forth. Plotting Ω(ζ, d) vs. ζ for different ranges can help determine the
ζmax value. This plot indicates that solvents with the steepest slope are the most sensitive to variability.
The underlying process and thermodynamic model are non-linear, hence the Ω(ζ, d) vs. ζ profile for
every solvent may change non-linearly. The selected range for ζ values should therefore capture the
plant operating patterns. With respect to the selection of the ζ′ value, to implement step 6, a value
close to ζ = 0 usually provides a good indication about the solvents that are sensitive even under small
variations. Inspection of the Ω(ζ, d) vs. ζ profile for all solvents guides the selection of this value.

This work considered three different sets of performance indices:

• Set 1 included Y1 = Qregen, Y2 = mam, and Y3 = Δα.
• Set 2 included Y1 = NEP, Y2 = mam, and Y3 = Δα.
• Set 3 included Y1 = Rlost, Y2 = Csol, and Y3 = Δα.

In Set 2, Qregen was replaced by NEP, which incorporates Qregen together with other process
parameters, such as the reboiler temperature and pressure. In Set 3, NEP was replaced by Rlost and
mam by Csol, hence transforming the operating indices to economic ones. This investigation had two
goals: first, to assess the sensitivity of the different solvents to disturbances, and second, to assess
how different performance indices may affect the assessment of the solvents based on their sensitivity
to disturbances. The latter is important because performance indices, such as the reboiler duty and
mass flow rate, are often used as criteria for solvent selection. The choice of reboiler duty overlooks
other important parameters, such as the reboiler temperature and pressure, which directly impact the
process’s economics. The use of solvent mass flow rate as a selection criterion assumes that all solvents
have the same purchase value, whereas in practice, the prices of amines vary quite significantly. Each
set was used for the calculation of the corresponding sensitivity indices Ω1, Ω2, and Ω3, per step
5. Results are reported for all indices in Section 4.2, whereas step 6 was implemented only for Ω3

(i.e., set 3). Pareto fronts based on two criteria were developed by considering Ω3 and Rlost, Csol, Δα,
Qregen, and NEP for both a selected positive and negative ζ. This served to finally select a set of very
few candidates that exhibited good trade-offs between nominal and off-design performance.
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4. Results and Discussion

4.1. Influence of Parameters on the Process Operability

Tables 5–7 present the major directions of variability for each solvent capture system that
corresponded to the largest in magnitude eigenvalues, as indicated by the eigenvectors of the sensitivity
matrix PTP. The tables show that for each solvent or solvent mixture system, a different major variability
direction was derived. Table 5 illustrates the reboiler duty Qregen, mass flow rate of the amine mam, and
cyclic capacity Δα. The highest absolute values are in bold, indicating the parameter with the greatest
impact on the process performance. For MEA, yCO2

in seemed to be the most influential parameter that
affected the selected performance indices. T1, which had a negative sign in parenthesis, exhibited
an opposite direction of change in comparison to yCO2

in and alean. In the case of MEA, the eigenvector
entries for alean and T1 were very low, hence the variability in these parameters did not significantly
affect the performance indices. AMP, DEA, and MAPA seemed to have the same behavior since alean
was the most dominant parameter, whereas yCO2

in and T1 seemed to affect the process performance less.
The mixture of AMP with PZ seemed to behave the same as the aforementioned solvents, apart from
the inlet temperature T1, which did not show up in the θ1 direction. The mixtures MEA with MDEA
and MPA with MDEA exhibited the same behavior, with alean being the most influential parameter in
the opposite direction, as well as in the mixture DEA with MDEA. However, T1 exhibited an opposite
tendency in this case. Regarding the phase-change solvents MCA and DEEA/MAPA, alean appeared
to be the most influential parameter in the same direction with the inlet temperature. In the case of
DEEA/MAPA, yCO2

in also had an impact on the performance indices. The impact of the changes in the
parameter space along the eigenvector direction that corresponded to the second largest eigenvalue
was not significant due to the low contribution it had on the process variability.

Table 5. Ranking of the parameters that affected Qregen, mam, and Δα, with descending eigenvector
entries from left to right. The highest absolute values are shown in bold. Underlined symbols indicate
the eigenvector direction that corresponded to the second-largest eigenvalue, which is of a similar
order of magnitude as the highest eigenvalues. The signs in brackets indicate the directions of change
for the parameters (opposite signs indicate a change in the opposite direction).

Solvent Order of Parameters Solvent Order of Parameters

MEA yCO2
in (+), alean (+), T1 (−) DEEA/MAPA alean (−), yCO2

in (−), T1 (−)

AMP alean (−), yCO2
in (−), T1 (0) MEA/MDEA alean (−), T1 (−)

DEA alean (−), yCO2
in (−), T1 (0) MPA/MDEA alean (−), T1 (−)

MAPA alean (−), yCO2
in (−), T1 (0) DEA/MDEA alean (−), T1 (0)

MCA alean (−), T1 (0) AMP/PZ alean (−), yCO2
in (−)

Table 6. Ranking of the parameters that affected the performance indices of NEP, mam, and Δα.

Solvent Order of Parameters Solvent Order of Parameters

MEA yCO2
in (+), alean (+), T1 (0) DEEA/MAPA alean (−), yCO2

in (−), T1 (−)

AMP alean (−), yCO2
in (−) MEA/MDEA alean (−), T1 (−)

DEA alean (−), yCO2
in (−) MPA/MDEA alean (−), T1 (−)

MAPA alean (−), yCO2
in (−), T1 (0) DEA/MDEA alean (−), T1 (0)

MCA alean (−) AMP/PZ alean (−), yCO2
in (−)

33



Appl. Sci. 2020, 10, 5316

Table 7. Ranking of the parameters that affected the performance indices of Rlost, Csol, and Δα.

Solvent Order of Parameters Solvent Order of Parameters

MEA yCO2
in (+), alean (+), T1 (0) DEEA/MAPA alean (−), yCO2

in (−), T1 (−)

AMP alean (−), yCO2
in (−), T1 (0) MEA/MDEA alean (−), T1 (−)

DEA alean (−), yCO2
in (−) MPA/MDEA alean (−), T1 (−)

MAPA alean (−), yCO2
in (−), T1 (0) DEA/MDEA alean (−), T1 (0)

MCA alean (−) AMP/PZ alean (−), yCO2
in (−), T1 (−)

Table 6 illustrates the eigenvectorθ1 direction that caused the maximum variation in the considered
process performance indices of NEP, mam, and Δα. Table 6 exhibits the same results as Table 5, except
for MEA, MCA, AMP, and DEA. The most dominant parameters for this set of indices appeared
to be the same as in the previous case. MCA affected the performance indices only through alean.
Additionally, T1 did not exhibit any influence on AMP and DEA.

Table 7 depicts the parameters in which the system was more sensitive to variability using the lost
revenue from parasitic electricity Rlost, the solvent cost Csol, and the cyclic capacity Δα as performance
indices. Table 7 exhibits the same results as Table 6, apart from AMP and AMP/PZ.

4.2. Sensitivity Index

For each set of performance indices reported in Tables 5–7, the corresponding sensitivity indices
were calculated, namely Ω1(ζ), Ω2(ζ), and Ω3(ζ) versus ζ. The results are shown in Figures 3–5,
respectively. Solvents that exhibited mild slopes in the contours were less sensitive in variations
and scored low in the sensitivity index. Solvents were more resilient to variations by keeping the
performance indices close to the values at the nominal operating point and could be good candidate
solvents for CO2 capture as they exhibited the ability to alleviate the effects of disturbances. In
Figures 3–5, we designated the area of positive ζ as an unfavorable scenario because disturbances
caused deterioration in the performance indicators. For example, Qregen, NEP, etc. increase in that
direction, which was undesired. On the other hand, when a performance indicator improved due to
disturbances (e.g., a reduction of Qregen), this direction of variability was designated as a favorable
scenario. It could be argued that in this case, solvents with a high sensitivity to variability would
be desirable as they appeared to exploit the effects of disturbances. However, such a conclusion
would require a more detailed analysis of other issues, such as the duration of variability and the
dynamic solvent behavior. It is generally desired to avoid solvents and operating conditions that
deviate significantly from the intended system operation.
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Figure 3. Sensitivity index Ω1(ζ) versus the parametric variation magnitude coordinate ζ.

Figure 4. Sensitivity index Ω2(ζ) versus the parametric variation magnitude coordinate ζ.

In Figure 3, the solvent mixture DEA/MDEA appeared to be the most promising mixture through
the sensitivity analysis. In the region close to ζ = [0.17, 0.23], DEA and MEA/MDEA exhibited low
sensitivity, followed by MPA/MDEA and AMP. MCA, MAPA, DEEA/MAPA, and AMP/PZ seemed to
be more sensitive to variability than other amines. In the region of ζ = [−0.05, −0.15] with the opposite
direction, DEA/MDEA continued to be the least sensitive mixture. DEEA/MAPA also exhibited
resilience against variations. MPA/MDEA, MEA/MDEA, and MCA exhibited the same behavior. DEA
and MEA seemed to be more sensitive in this region. AMP and AMP/PZ seemed to have a sharp
profile in this area.
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Figure 5. Sensitivity index Ω3(ζ) versus the parametric variation magnitude coordinate ζ.

Figure 4 shows the sensitivity index Ω2(ζ), which was calculated based on step 6 of the described
framework. The performance indices in this case were NEP, mam, and Δα. The disturbances were the
same as in the previous case. The solvent mixture DEA/MDEA continued to exhibit the least sensitivity
to variability throughout the investigated range of disturbances. In the region of ζ = [0.15, 0.25],
DEA seemed to be less sensitive to variations in the selected parameters. AMP, MAPA, MEA/MDEA,
and MPA/MDEA seemed to be more susceptible than DEA to disturbances in this case. MEA, MCA,
AMP/PZ, and DEEA/MAPA seemed to be very sensitive to variability, and such mixtures should
be avoided when there are exogenous changes. In the region of ζ = [−0.1, −0.2] in the opposite
direction, DEA/MDEA appeared to be the least sensitive mixture. DEEA/MAPA and MCA, followed
by MPA/MDEA and MEA/MDEA, exhibited a tolerance against variations. DEA, AMP, and MAPA
presented the same behavior. However, MEA and especially AMP/PZ seemed to be more sensitive in
this region than the other selected solvents.

Figure 5 shows the sensitivity index Ω3(ζ) based on the performance indices of Rlost, Csol, and Δα.
Solvents that exhibited sharp contours in the region [0.15, 0.25] seemed to be sensitive in variations and
exhibited high sensitivity to variability; such solvents were AMP/PZ, MEA, DEEA/MAPA, and MCA.
The solvent mixture DEA/MDEA and DEA exhibited the least sensitivity to variability. MEA/MDEA,
MPA/MDEA, MAPA, and AMP seemed to present the same behavior. In the region of ζ = [−0.1, −0.2],
DEA/MDEA continued to be the most promising mixture. DEEA/MAPA and MCA presented the same
behavior. MEA/MDEA and MPA/MDEA exhibited the same profile. DEA, AMP, and MAPA seemed to
be sensitive to variations. Solvents that had a high sensitivity were MEA and AMP/PZ. It is worth
noting that the slopes of the DEA/MDEA lines in either of the favorable or unfavorable scenarios were
close to zero for the entire range of the considered variability in Figures 3–5. DEA was also always
close to DEA/MDEA but its controllability performance was slightly worse. On the other hand, MEA
had a very steep slope and a much worse controllability performance. However, its slope became less
steep when combined with MDEA. The concentration of MDEA was twice the concentration of MEA,
MPA, or DEA; hence, this is an indication that MDEA could exhibit desirable controllability behavior.

4.3. Selection of Solvents

To select the appropriate solvent or mixture for the post-combustion CO2 capture process, it was
beneficial to combine the sensitivity analysis with the performance indices of Rlost, Csol, Δα, Qregen,
and NEP at nominal conditions. In this context, a Pareto front of the sensitivity index Ω3(ζ′) at an
appropriate ζ′ for all the solvents with respect to the aforementioned performance criteria could be
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implemented (Figures 6 and 7). The selected ζ′s were 0.2 and −0.15 to include all the proposed mixtures.
The minimization of the sensitivity index with respect to the minimization of Rlost, Csol, Δα, Qregen,
and NEP, along with the maximization of Δα, formed the respective Pareto fronts. Pareto optimal
mixtures presented remarkably low sensitivity and good process performance from the nominal
economic perspective.

Figure 6. Pareto front between the sensitivity index Ω3(ζ′ = 0.2) and (a) Rlost, (b) Csol, (c) Δα, (d) Qregen,
and (e) NEP. Marks other than colored circles indicate undesirable solvents.
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Figure 7. Pareto front between the sensitivity index Ω3(ζ′ = −0.15) and (a) Rlost, (b) Csol, (c) Δα,
(d) Qregen, and (e) NEP. Marks other than colored circles indicate undesirable solvents.

Although some solvents exhibited a low Rlost, such as AMP/PZ and MPA/MDEA, they exhibited
high sensitivity under variable conditions. These mixtures were susceptible to exogenous changes,
resulting in a higher overall cost of the process. Their use may demand higher expenses, either in
capital costs or investments in advanced control systems to maintain the performance of the process
at a high level. The developed Pareto fronts recommend solvents that had simultaneously low Rlost
and Ω3(ζ′) in Figure 6a. Solvents that belonged to the Pareto front are represented with a cycle
marker in a different color toward the left corner of Figure 6a. Solvents that are not part of Pareto
front are represented with half-dashes of the same color since they belonged to the dominated set of
solvents and should not be selected. AMP, DEA, and MDEA/DEA and both the phase-change solvents
DEEA/MAPA and MCA formed the Pareto front combining both the minimization of two criteria and
maintaining good nominal process performance in the corresponding index. Figure 6b illustrates the

38



Appl. Sci. 2020, 10, 5316

Pareto front between the sensitivity index and the solvent cost. The minimization of both indicators is
desired. The optimal solvents were MEA, AMP, DEA, and MDEA/DEA. It is worth noting that three
out of the four solvents were part of the previous Pareto front. This means that they maintained the
process performance since they exhibited a tolerance against variations and they were simultaneously
affordable with a low lost revenue from parasitic electricity.

Figure 6c illustrates that DEEA/MAPA, MAPA, and MDEA/DEA combined flexibility in exogenous
variations with high Δα. Note that MDEA/DEA continued to be part of the Pareto front. Higher
regeneration energy means a higher cost and thus unprofitable plant units. AMP, DEA, MDEA/DEA,
and both phase-change solvents DEEA/MAPA and MCA formed the Pareto front in Figure 6d. AMP,
DEA, MDEA/DEA, and DEEA/MAPA constituted the Pareto front in Figure 6e. DEA and MDEA/DEA
combined flexibility in exogenous variations with high energy efficiency performance. DEEA/MAPA
was the phase-change solvent that exhibited the lowest net efficiency penalty among all solvents.

In Figure 7a, MDEA/DEA and the phase-change solvent DEEA/MAPA formed the Pareto front in
the case where ζ′ was equal to −0.15, combining the minimization of both criteria. As in Figure 6b,
the optimal solvents in Figure 7b were MEA, AMP, DEA, and MDEA/DEA. It is worth noting that
MDEA/DEA was part of the previous Pareto front as well.

Figure 7c illustrates that DEEA/MAPA and MDEA/DEA combined flexibility in exogenous
variability with a high Δα. MDEA/DEA and phase-change solvent DEEA/MAPA formed the Pareto
front in Figure 7d. In Figure 7e, DEEA/MAPA continued to be the phase-change solvent that exhibited
the lowest net efficiency penalty among all solvents. It is clear now that although there were differences
between the Pareto fronts, the mixture with the optimal trade-off between low sensitivity index
and process performance was MDEA/DEA, which was part of all Pareto fronts. It is worth noting
that DEEA/MAPA exhibited remarkable process performance, especially from the energy efficiency
perspective and particularly in the case where ζ′ = −0.15.

The findings of all the above figures are summarized in Table 8. It is clear that despite some
diversification between the Pareto fronts for positive and negative values of ζ′, the solvents with
the optimal trade-off between the sensitivity index Ω3 and the nominal process performance were
DEA/MDEA and DEEA/MAPA, as they appear with a very high frequency. It is also worth noting that
DEA and AMP also appeared quite frequently in the Pareto fronts in the positive direction, i.e., they
were quite resilient under unfavorable conditions.

Table 8. Mixtures presenting the optimal trade-off between performance and sensitivity at ζ′ = 0.2
and ζ′ = −0.15.

ζ′ Rlost Csol Δα Qregen NEP

0.2

DEEA/MAPA
DEA/MDEA

MCA
AMP
DEA

DEA/MDEA
MEA
AMP
DEA

DEEA/MAPA
DEA/MDEA

MAPA

DEEA/MAPA
DEA/MDEA

MCA
AMP
DEA

DEEA/MAPA
DEA/MDEA

AMP
DEA

−0.15 DEEA/MAPA
DEA/MDEA

DEA/MDEA
MEA
AMP
DEA

DEEA/MAPA
DEA/MDEA

DEEA/MAPA
DEA/MDEA

DEEA/MAPA
DEA/MDEA

Figure 8 shows the change of the performance indices compared to their value at the nominal
point. It is worth noting that despite the small range of ζ, the respective performance indices changed
significantly. In this respect, the performed investigation covered a very wide range of different
scenarios and impacts on the performance indicators.
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Figure 8. Change in the performance criteria for solvents DEEA/MAPA and DEA/MDEA for the
investigated ζ′ = 0.2 and ζ′ = −0.15.

5. Conclusions

The present work employed a systematic framework that combined the nominal operation of a
solvent-based absorption–desorption process with off-design operation as criteria for solvent selection.
The framework was implemented in several analysis steps, which provided valuable insights. The
proposed approach aimed to achieve a reduction in the dimensionality of the investigated parameter
space and unveiled the principal directions of variability within the parameter space.

The system under study consisted of an enhanced shortcut model that was used to simulate
the post-combustion CO2 capture process and certain solvents that were subjected to variations of
CO2 content in the flue gas, lean loading, and the temperature of the inlet stream. The parameters
adopted here as performance indices consisted of the reboiler duty, the net efficiency energy penalty,
the cyclic capacity, the solvent mass flow rate, the solvent purchase cost, and the lost revenue from
parasitic electricity. All these parameters had direct or indirect impacts on the process economics.
Furthermore, the sensitivity index provided valid insights regarding the sensitivity of each solvent
within a wide range. Sharp profile changes indicated that a particular solvent was unsuitable because
the achieved performance would be diminished under variability. Finally, the proposed multi-criteria
assessment approach identified trade-offs between the solvents, pointing to those with the highest
overall performance and the minimum sensitivity to variability.

It appeared that the most important effect in the process operability was observed for yCO2
in and alean.

The former exhibited the highest eigenvalue in the case of MEA, whereas the latter exhibited the highest
eigenvalue for all other solvents. This behavior was repeated regardless of the combination of the
employed performance indicators. The steady-state controllability evaluation through the sensitivity
analysis under variations unveiled a plethora of different responses of alternative proposed solvents.
DEA/MDEA exhibited very robust behavior in either of the favorable and unfavorable scenarios
investigated. MCA was also quite resilient in the case of unfavorable scenarios, while DEA was almost
as resilient as DEA/MDEA under unfavorable scenarios. MPA/MDEA and MEA/MDEA appeared
resilient for variations of small magnitude, whereas when variations diverted significantly from the
nominal points, a process with either of these two mixtures would lose its resilience. Considering that
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the concentration of MDEA was twice the concentration of DEA, MPA, and MEA in the mixtures, it
seemed that MDEA could be quite resilient on its own. This is because the originally steeper slopes of
DEA and MEA were pulled closer to zero in the sensitivity axis when they were used with MDEA.

The Pareto optimal mixtures presented remarkably low sensitivity while maintaining operation
close to the desired set-points. DEA and AMP in the positive direction, but mostly DEA/MDEA, which
are part of the Pareto fronts, seemed to be both resilient to variability and underwent relatively desired
operations under steady-state conditions. Although diverse trade-offs were observed among the
Pareto fronts, the mixtures with the lowest sensitivity index and nominal process performance were
DEA/MDEA and DEEA/MAPA. The results further indicated that, although inclusive performance
indices should be used if available, simpler indices, such as those proposed in set 1, were also useful in
terms of determining the performance of the solvents. The selection of solvents that exhibited low
sensitivity to variability was associated with lower expenses when operating a subsequent control
structure to address the reduced performance.

Even though the eigenvector directions were calculated based on local sensitivity analysis, the
implemented variation along the selection eigenvector direction was quite large in magnitude (i.e., the
value of coordinate ζ), which enabled the consideration of non-linear effects on the process performance
criteria to be fully and explicitly explored. Obviously, the number of process parameters whose
variation is worth investigating can be further expanded under the proposed framework.
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Abstract: The potential for mineral carbonation of CO2 in plutonic mafic rocks is addressed through
a set of laboratory experiments on cumulate gabbro and gabbro-diorite specimens from the Sines
Massif (Portugal). The experiments were conducted in an autoclave, for a maximum of 64 days,
using a CO2 supersaturated brine under pressure and temperature conditions similar to those
expected around an injection well during early-phase CO2 injection. Multiple techniques for
mineralogical and geochemical characterization were applied ante- and post-carbonation experiments.
New mineralogical phases (smectite, halite and gypsum), roughness increase and material loss were
observed after exposure to the CO2 supersaturated brine. The chemical analysis shows consistent
changes in the brine and rock specimens: (i) increases in iron (Fe) and magnesium (Mg) in the
aqueous phase and decreases in Fe2O3 and MgO in the specimens; (ii) a decrease in aqueous calcium
(Ca) and an increase in CaO in the cumulate gabbro, whereas in the gabbro-diorite aqueous Ca
increased and afterwards remained constant, whereas CaO decreased. The geochemical model using
the CrunchFlow code was able to reproduce the experimental observations and simulate the chemical
behavior for longer times. Overall, the study indicates that the early-stage CO2 injection conditions
adopted induce mainly a dissolution phase with mineralogical/textural readjustments on the external
area of the samples studied.

Keywords: CO2 storage; supercritical CO2; mafic plutonic rocks; experimental test

1. Introduction

The International Energy Agency, in its flagship report “Energy Technology Perspectives”,
has demonstrated that CO2 capture, utilization and storage (CCUS) is a key technology for CO2

emissions reduction, essential to achieve the targets set in the Paris Agreement [1].
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In the CCUS chain of technologies, CO2 is captured in large stationary sources and transported to a
utilization or permanent storage in deep geological formations [2,3]. Adequate geological environments
for CO2 storage are provided by depleted hydrocarbon reservoirs, uneconomic coal seams, deep saline
aquifers or mafic and ultramafic rocks [4–8]. The latter relies on the effectiveness of mineral carbonation,
in which the CO2 reacts with the enriched calcium (Ca), magnesium (Mg) and iron (Fe) minerals,
to precipitate as carbonate minerals, thus ensuring safe and permanent sequestration of the CO2 in
solid phases.

Most subsurface carbon storage projects to date have injected CO2 into sedimentary formations,
either deep saline aquifers or hydrocarbon fields, but the exciting results obtained at two pilot sites
where CO2 is injected in basalts, the Carbfix and Wallula projects [9,10], have raised the profile of mafic
and ultramafic rocks as suitable candidates for in situ mineral carbonation.

Although at a less developed research stage than other CO2 storage environments, the possibility
of using mafic and ultramafic rock massifs should be considered when they occur near major CO2

emission sources. That is the case of the main industrial clusters in Sines and Setúbal. As described in
an accompanying article [11], mafic and ultramafic rock massifs in southern Portugal may present a
valid alternative for mineral carbonation (be it in situ, ex situ, or even enhanced weathering) of CO2

captured in that cluster. The interested reader is directed to that paper for details on the rationale for
selecting the rock massifs and their characterization.

CO2–brine–rock interaction experiments are a well-established method to understand and
explore the mechanisms and processes of geological storage [12,13]. However, unlike most
previous experiments, this article focuses on mafic plutonic rocks. These have seldom been considered
for in situ mineral carbonation, given the low porosity and permeability, but previous experiments on
ex situ or enhanced weathering applications have been published (e.g., [14,15]).

This study deals with mineral carbonation experiments, in the laboratory, to assess the rate of
reaction between CO2 and rock samples from the Sines Massif, a subvolcanic massif mainly composed
of gabbros, diorites and subordinated syenites. The laboratory experiments were designed to replicate
the early stages of interaction between the mineral phases and a brine supersaturated in CO2, as one
would expect around an injection well. Indeed, we attempted to understand the initial dissolution of
the rock minerals that should provide the cations to react with the dissolved CO2.

The possible mineralogical-textural changes of the rock after interaction with brine-CO2 was
studied by a multi-analytical approach (optical microscopy (OM); scanning electron microscopy with
X-ray detector (SEM-EDS); X-ray diffraction (XRD); and infrared Fourier transform spectroscopy
(FTIR)) and the chemical compositional evolution of the brine and whole rock by comparative analyses
(inductively coupled plasma optical emission spectrometry (ICPM-OES) and X-ray fluorescence (XRF))
before and after the experiment. Finally, numerical geochemical computation (CrunchFlow code) was
used to interpret, replicate and predict the system’s behavior for periods of time longer than 64 days,
the maximum duration of the experiments.

The article is organized as follows: a brief background on mineral carbonation experiments and
tests is presented, followed by a description of the methodology applied to characterize the rock
samples and conduct the laboratory experiments. The results are then interpreted and discussed in
terms of the chemical and mineral changes observed in the brine and rock surface, and according to a
numerical model that reproduces the laboratory experiments and extrapolates them to longer times.

2. Background on Mineral Carbonation Experiments and Tests

During mineral carbonation, the conversion of CO2 to stable minerals starts with the CO2

dissolution in the aqueous phase, a function of the fluid ionic strength, pressure and temperature [16].
The resulting carbonic acid (H2CO3) decomposition releases hydrogen protons (H+), lowering the pH
(Equation (1)). Subsequent consumption of the H+ due to reaction with the Mg-Ca-Fe-rich minerals
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releases the metallic cations and increases the pH of the solution (Equations (2) to (6)). At suitable pH
and saturation conditions, cations combine with hydrogen carbonate and form (Ca, Mg, Fe) CO3.

CO2 (g) + H2O (aq) = H2CO3 (aq) = H+ (aq) + HCO3 (aq) (1)

(Forsterite) Mg2SiO4 (s) + 4H+ (aq) = 2Mg2+ (aq) + SiO2(aq) + 2H2O (l) (2)

(Ca-plagioclase) CaAl2Si2O8 (s) + 8H+(aq) = Ca2+ (aq) + 2Al3+ (aq) + 2SiO2(aq) + 4H2O (l) (3)

(Clinopyroxene) CaMgSi2O6 (s) + 4H+ (aq) = Ca2+ (aq) +Mg2+ (aq) + 2SiO2(aq) + 2H2O (l) (4)

Mg2+ (aq) + HCO3
− (aq) =MgCO3 (s) + H+ (aq) (5)

Mg2+ (aq)+ Ca2+ (aq) + 2HCO3
− (aq) = (Ca,Mg)CO3 (s) + 2H+ (aq) (6)

Numerous laboratory experiments have been performed to study the reactivity of olivine,
serpentine, pyroxene, amphibole and plagioclase mineral groups, and glass basalt lavas with
CO2-enriched solutions [17–20]. Most of these experiments were conducted in batch conditions
at controlled pressure, temperature and PCO2 , using crushed rock. Sodium hydrogen carbonate
(NaHCO3) is often added in the reactor to increase the hydrogen carbonate concentration in solution
and buffer the pH up to 7.7 and 8.0 [21]. This pH range, temperatures from 155 ◦C to 185 ◦C and total
pressures from 11.5 MPa to 19 MPa [21–23] provide the optimal conditions for carbonation enhancement.

In general, the parameters that affect the rate of carbonate minerals’ precipitation are brine
composition, temperature, pressure and, principally, pH [24]. Mineral carbonation is favored over a
higher pH—for instance, above 6.5 pH for Ca-Mg carbonates [25] or above 9.0 pH for CaCO3 [9].

In the CarbFix project, the water in the Hellisheidi carbon injection site has a temperature ranging
from 15 to 35 ◦C and the in situ pH ranges from 8.4 to 9.8 [26]. The injected water (with dissolved CO2)
has a temperature of 25 ◦C and a pH of 3.7 to 4.0 [27]. According to. [28], during the injection phase,
the water with CO2 will create porosity in the near vicinity of the injection by dissolving primary and
secondary minerals. Furthermore, away from the injection well, secondary minerals will precipitate
due to the reaction with the Ca-Mg-Fe-rich reservoir rocks.

Other authors [14,29,30] observed a decrease in the permeability of the carbonated rock. Inter- and
intragranular pores (10 μm pore throats) were filled with magnesite and characterized using μRaman
and SEM-TEM images. SEM-TEM observations [14] showed a magnesite layer separated from the
olivine by submicron siderite grains, and poorly crystallized phyllosilicates. Iron oxide and amorphous
silica are also observed as secondary phases in batch and flow-through experiments [14,22,29].
Phyllosilicates and chalcedony affect both the porosity and permeability, causing a decrease in the
carbonation rate due to the creation of an exfoliated passivation layer rich in silica.

Carbonation experiments have been performed by [31] on continental flood basalt (CFB) samples
(10.3 MPa and 90 ◦C) from eastern Washington, and by Schaef and McGrail [32] in basalt samples
representing formations from North America, India and Africa.

Both studies noted that calcite was the first mineral to precipitate. For instance, Schaef and
McGrail [32] observed small calcite nodules precipitating after 86 days. Post-reacted samples from
Deccan basalts [32] displayed larger and opaque precipitates (after 280 days) and more reddish-brown
grains containing a large calcite component (66.0–82.0 wt. %) and minor magnesite (9.1–22.0 wt. %)
or siderite (3.1–15.0 wt. %) components. The basalt grains representing Southern Africa (Karoo)
were insignificantly reactive, displaying very few carbonate nodules with high Mg (31.0 wt. %)
and Fe (29.0 wt. %) contents. More recent basalt carbonation experiments have been performed
by [33] on recent Auckland basalt (0.3 Ma). After 140-day experiments (100 ◦C and 5.5 MPa), they
observed ankerite and aluminosilicates as secondary precipitation and an increase in both porosity and
permeability. This observation contrasts with the major reported carbonation studies [29,30], where the
permeability was observed to decrease due to carbonate growth. Theoretical and experimental studies of
rock-CO2 interactions in wet conditions and low temperature (25–90 ◦C) and first phases (0.5–100 days)
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indicate the presence of chemical reactions and, consequently, textural-mineralogical-chemical
changes [25]. However, according to [25], in order to optimize low-temperature mineral carbonations,
an “equilibrium” between initial CO2 (acid supply), rock to water ratio and temperature needs to be
adjusted in order to effectively mineralize CO2 within a reasonable time scale.

3. Methodology

To evaluate the potential for mineral carbonation in plutonic mafic rocks, a six-step methodology
was followed (Figure 1):

1. Selection of representative samples for study and definition of conceptual conditions
(rock-brine-CO2) to be studied (Figures 1 and 2a).

2. Mineralogical, textural and chemical characterization of the specimens before exposure to brine
and supercritical CO2 (SC CO2) (Figures 1 and 2b).

3. Exposure of the specimens to CO2 supersaturated brine at selected conditions (supercritical CO2:
8 MPa and 40 ◦C) in the autoclave (Figures 1 and 2c): (a) Stage 1—CO2 pressurized injection (3 h);
(b) Stage 2—CO2 pressurized stabilization (1, 4, 16 and 64 days) and (c) Stage 3 CO2—pressure
release (3 h).

4. Upon conclusion of the laboratory experiments in Step 3, mineralogical, textural and chemical
characterization of specimens and brine chemical analysis were conducted.

5. Geochemical modelling of the mineral carbonation experiments using CrunchFlow.
6. Interpretation of results and correlation of experimental and modelling data.

Figure 1. Schematic representation of the work sequence followed in this study.
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Figure 2. (a) Conceptual diagram of the reactive zones (Z1, Z2, Z3, Z4 and Z5) around the injection
well according to [34] and [35]. (b) Sample preparation for mineralogical and geochemical analyses
before and after SC CO2 exposition. (c) Layout of the experimental setup. Reactor system used for the
pressurized CO2 injection (modified from. [36]).

3.1. Materials

Two different lithologies of igneous rock from the Sines Massif, Portugal were sampled and used
in the experiments: (i) Experiment 1 with a cumulate gabbro (CG) from a cliff near Praia do Norte and
(ii) Experiment 2 with a gabbro-diorite (GD) sampled at quarry Monte Chãos [11].

The CG displays a medium to coarse cumulate texture and is formed of clinopyroxene (45–55%),
olivine (15–20%), brown amphibole (10–15%), plagioclase (5–10%) and primary ilmenite (5%);
it occasionally shows accessory alteration products (e.g., chlorite, actinolite, serpentine). The GD
exhibits a layered medium to coarse texture and is composed of plagioclase (50–60%), clinopyroxene
(20–25%), subordinate olivine (5–10%), biotite (10–15%) and ilmenite (5–10%). Despite some fractures
with chlorite and incipient sericitization, the sample has no significant alteration.

The coarse-grained CG sample was cut into 40 subsample cubes of 27 cm3 each and four of 1 cm3.
They were divided in four run sets and one reference set (0-day set). For Experiment 1, each set of
specimens had seven cubes of 27 cm3, two parallelepipeds of 27/2 cm3 and one of 1 cm3 (Table 1).
The coarse-grained gabbro-diorite sample was cut into 80 subsamples cubes of 27 cm3 each and four
of 1 cm3. For Experiment 2, each set of specimens had 15 cubes of 27 cm3, two parallelepipeds of
27/2 cm3 and one of 1 cm3 (Table 1).

Table 1. Experimental conditions of rock-brine-CO2 exposure in autoclave.

Experiment Sample
Samples
of 27 cm3

Samples of
27/2 cm3

Samples
of 1 cm3 Brine (cm3) CO2 (cm3)

Run
(Days)

1 Cumulate gabbro (CG) 7 2 1 600 1184 1, 4, 16, 64
2 Gabbro-diorite (GD) 15 2 1 1350 218 1, 4, 16, 64

The brine used in the experiments is a natural brine sampled from an old borehole in a saline
aquifer (see Section 4.2).
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3.2. Experimental Procedure (Autoclave)

The experimental setup of the autoclave employed in this experiment (Figure 2c) is based on
similar systems described by [37] and [38]. Specific initial conditions in the autoclave were considered
due to the planned target: sample material (rock-type and representative sample size), geological
environment (pressure, temperature and salinity) and technical equipment (materials for chamber,
software, pumps, etc.) for the final arrangement of the experimental device and run conditions.
The autoclave (Figure 2c) [36,39] has two CO2 cylinders (standard industrial CO2 at 4.5 MPa) that are
linked to the other elements of the system by steel connectors (diameter: 5 mm). The first CO2 cylinder
is directly connected with the chamber. The second CO2 cylinder is connected to a piston pump that
operates with a flow of 0.01 g/s. In case of gas leakage in the chamber during the experiment, this pump
maintains the experimental pressure defined for the test. The inside of the chamber has a capacity
of 2 dm3. This is coated with polytetrafluoroethylene (PTFE) to protect the material against corrosion.
At the bottom of the chamber, a thermostat controls the internal temperature. The calorimeter and pump
are linked to the chamber with pressure and temperature sensors and are connected to a computer.

In detail, the experiment consisted of exposure of mafic rocks to CO2-supersaturated brine (i.e., SC
CO2-rich brine) in the autoclave to a pressure (P) of 8 MPa and to a temperature (T) of 40 ◦C without flow.
The P and T conditions were selected to exceed the CO2 supercritical (SC CO2) point [40,41] and to
simulate the conditions of injection and storage of CO2 [2,42]. These conditions are representative to
a depth of approx. 800 m. The selected exposure time (1, 4, 16 and 64 days) was chosen to identify
possible changes in the rock (dissolutions and/or precipitation) during the first injection phases.

The experiments began with the immersion of specimen rocks within natural brine in the chamber.
Once the rock is introduced and fully immersed in the brine, CO2 is injected (Table 1).

The experimental runs comprised: (a) a pressurized CO2 injection (3 h, from 4.5 MPa and 20 ◦C
conditions to the SC condition); (b) a pressurized stabilization (period of test, no CO2 flow inside
the chamber) and (c) CO2 pressure release (3 h, from supercritical conditions to ambient conditions).
The final volume of CO2 in chamber to 80 bar and 40 ◦C was (i) 1184 cm3 in experiment with CG and (ii)
218 cm3 in experiment with gabbro-diorite. The times of filling and emptying the chamber with SC CO2

were the same (3 h, from ambient conditions to supercritical conditions and supercritical conditions to
ambient conditions, respectively), following the chamber manufacturer’s recommendations. This is the
time required to reach the target pressure and temperature values from the initial ambient conditions.

3.3. Material Characterization

To obtain a precise characterization of the rock specimens and to evaluate the changes after SC
CO2 exposure, in mineralogy, texture and chemistry, a set of complementary analytical techniques was
repeatedly applied.

Petrography on thin-sections, by optical microscopy (OM), was performed by a Leica bright-field
microscope (LEICA DM 2500P, Wetzlar, Germany).

The X-ray powder and in situ diffractograms were produced using a Bruker AXS-D8 Advance
(Bruker Corp., Billerica, MA, USA), with Cu-Kα radiation (λ = 0.1540598 nm), under the
following conditions: scanning between 3◦ and 75◦ (2θ), scanning velocity of 0.05◦ 2θ/s, accelerating
voltage of 40 kV, and current of 40 mA. In order to evaluate the mineralogical composition of the
specimen surface, in situ grazing incidence geometry experiments were conducted, with incidence of
1.5◦ and 2θ scanning from 8 to 60◦.

A Hitachi S-3700N SEM (Hitachi High Technologies, Berlin, Germany), coupled with a Bruker
XFlash 5010 SDD detector (Bruker Corp, Billerica, MA, USA), was used for the surface sample
chemical analysis. The analysis was performed under a low vacuum at 40 Pa, with a current of 20 kV.
An infrared spectrometer Bruker Hyperion 3000 equipped with a single-point MCT detector cooled
with liquid nitrogen and a 20 × ATR objective with a Ge crystal of 80 μm diameter was used.

An infrared spectrometer Brüker Hyperion 3000 equipped with a single-point MCT detector
cooled with liquid nitrogen and a 20 × an attenuated total reflectance (ATR) objective with a Ge crystal
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of 100 μm diameter was used. The infrared spectra were acquired with a spectral resolution of 4 cm−1,
32 scans, in the 4000-650 cm−1 region. In order to ensure the representativeness of the data, each cube
was analysed in nine different spots, screening the most exposed surface, and each spot was analysed
three times.

The whole-rock geochemistry analysis was provided by XRF, which allows for the quantification
of major oxides (SiO2, TiO2, Al2O3, Na2O, K2O, CaO, MgO, MnO, FeO, P2O5), sulfur and some minor
elements (Rb, Sr, Y, Zr, Nb, Th, Cr, Co, Ni, Cu, Zn, Ga, As, Pb, Sn, V, U, Cl). Analyses were performed
with an S2 Puma energy-dispersive X-ray spectrometer (Bruker), using a methodology similar to that
adopted by [43]. A description of the standard reference materials (SRM) utilized in the calibration
method can be found elsewhere [44]. After the determination of loss on ignition (LOI), samples
were fused on a Claisse LeNeo heating chamber, using a flux (Li-tetraborate) to prepare fused beads
(ratio sample/flux = 1/10). The software utilized for acquisition and data processing was Spectra
Elements 2.0, which reported the final oxide/element concentrations and the instrumental statistical
error (Stat. error) associated to the measurement.

OM, XRD, XRF, FTIR and SEM-EDS analyses were performed at HERCULES Laboratory
(University of Évora, Portugal).

Linear roughness was measured by a homemade microprofilometer consisting of 55 parallel
needles put in contact. The spacing between the needles’ center-line is 500 μm for a total measurable
length of 3.5 mm. After the profile measure, a photo of the needles’ position was taken. Profiles of
the samples were detected by drawing a line joining all the extremities of the needles, with the help
of Adobe Photoshop CC 2018. The profile line in JPG format was uploaded on online software
(WebPlotDigitizer, https://apps.automeris.io/wpd/) that allowed us to identify the X and Y values of
the line according to the pixels composing the JPG photo. Pixel values were later converted to microns
according to a scale.

The brine analyses were performed at IGME (Madrid, Spain) by ion chromatography (Dionex 600
de Vertex) and ICP-OES (Varian Vista MPX) before and after the experiment on each run. Iron and
magnesium brine content determination, from Experiment 1, was performed at HERCULES Laboratory
(Évora, Portugal) with an Agilent 8800 ICP Triple Quad (ICP-QQQ), operating with an RF power of
1550 W, RF matching of 1.7 V, a sample depth of 10 mm, carrier gas (Ar) of 1.1 L/min and plasma gas
(Ar) of 15 L/min. Prior to the analysis, the equipment was calibrated with a tuning solution from
Agilent, and the sensitivity and resolution were optimized and the doubly charged ions (< 1.84%) and
oxides (< 1.10%) were minimized.

3.4. Geochemical Modelling

3.4.1. Code Descriptions and Capabilities

The simulations were performed using CrunchFlow [45,46], a multicomponent reactive flow
and transport code for studying fluid rock interactions in porous media. The reactive transport code
has many advantages such as a complete equilibrium thermodynamic treatment, flexible kinetic rate
law formulations for each mineral depending on the reaction mechanism, and a range of 3D flow
capabilities. The reactive transport code [47] numerically solves the mass balance of solutes, as shown
in Equation (7):

∂
(
φCj
)

∂t
= ∇·

(
D∇Cj

)
−∇
(
qCj

)
+ Rj ( j = 1, 2, 3 . . . n) (7)

where φ is the updated porosity, Cj is the concentration of component j (mol m−3), q is the Darcy
velocity (m s−1), Rj is the total reaction rate affecting component j (mol m−3 s−1) and D is the combined
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dispersion-diffusion coefficient (m2 s−1). The carbonation experiments were conducted in closed
batch conditions, that is, without flow, so that Equation (7) can be simplified as Equation (8):

∂
(
φCj
)

∂t
= Rj ( j = 1, 2, 3 . . . n) (8)

The reaction rate is only described as function of time. The mineral dissolution to aqueous phases
and precipitation of secondary phases are kinetically controlled, thus a reaction rate is given in term of
primary species. The reaction kinetic is treated based on the rate law types including the transition
state theory (TST), irreversible, monod, dissolution only and precipitation only [46]. In this work,
a common theoretical framework provided by the TST rate law [48–50] is adopted. The dissolution
and precipitation are treated as reversible at equilibrium, by explicitly including a dependence on
Gibbs energy or saturation state (Equation (9)):

Rm = ∓Amkm

(∏
an

)∣∣∣∣∣∣
(

Qm

Keq

)n
− 1

∣∣∣∣∣∣
m

(9)

where Rm is the rate of precipitation (rate > 0) or dissolution (rate < 0) of mineral m in mol L−1 s−1,
Am is the reactive surface area and km the kinetic constant of mineral m (in mol.m−2.s−1). The sign of

the saturation index Ω = log
(

Qm
Keq

)
determines the sign of the reaction rate. Negative means dissolution

and positive means precipitation. The kinetic constant at given temperature T (K) is calculated from
Equation (10):

k = k25Exp
[Ea

R

( 1
T
+

1
298.15

)]
(10)

where k25 is the kinetic constant at 25 ◦C, Ea is the apparent activation energy (KJ mol−1) and R is the
gas constant (J mol−1K−1). The change in initial porosity (φi) and mineral bulk surface area (Am) owing
to dissolution is computed from Equation (11):

Am = Ainitial
(
φm

φ(i)m

) 2
3
(
φ

φi

)
(11)

and the change due to precipitation is computed from Equation (12):

Am = Ainitial
(
φ

φi

)
. (12)

3.4.2. Input Conditions for Rock and Fluid Composition

The numerical simulations presented in this article only describe the CG experiments; modelling
of the gabbro-diorite experiments is ongoing and will be described elsewhere. The initial mineral
composition of the rock was derived from Canilho [51] and adjusted with petrography and mineral
chemistry, obtained through SEM-EDS [11]. For the numerical simulations, it was assumed that CG is
mainly composed of clinopyroxene and olivine, associated with minor amounts of amphibole and
calcic plagioclase. Iron oxides and small retrogradation mineral phases were not considered. As in the
autoclave experiments, the modelling considered a closed system in which the solid rock takes 20% of
the volume and the remaining space is taken up by the brine. As a requirement of the code database,
the CG mineral phases are described with the endmembers of the solid solutions, as represented
in Table 2. The reactive surface area for each mineral was calculated based on a random variable
of the specific surface areas (SSA), defined in the literature as ranging from 10 to 250 cm2/g (e.g.,
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applying Brunauer-Emmett-Teller (BET) measurements) for mafic and ultramafic rock [25,52–56] from
Equation (13):

Abulk =
ϕmSSAMw

Vm
+ SA. (13)

Table 2. Considered modal composition assumed for cumulate gabbro modelling and reactive surface
area considered for the calculations.

Rock Composition Vol. Fraction (%)
10 cm2/g 75 cm2/g 120 cm2/g 170 cm2/g 220 cm2/g

Reactive Surface Area (m2/m3) (or Ainitial)

Albite, NaAlSi3O8)
Anorthite, CaAl2Si2O8
Diopside, CaMgSi2O6

Forsterite, Mg2SiO4
Fayalite, Fe2SiO4
Enstatite, MgSiO3
Ferrosilite, FeSiO3

0.35
3.25
10.8
2.42
2.21
0.56
0.41

9.15
88.32

3.53 × 102

77.1
96.63
19.97
16.0

68.65
6.62 × 102

2.64 × 103

5.78 × 102

7.24 × 102

1.34 × 102

1.2 × 102

1.09 × 102

1.06 × 103

4.23 × 103

9.25 × 102

1.16 × 102

2.15 × 102

1.92 × 102

1.55 × 102

1.5 × 103

5.9 × 103

1.31 × 103

1.64 × 103

3.05 × 102

2.72 × 102

2.01 × 102

1.94 × 103

7.76 × 103

1.69 × 103

2.12 × 103

3.95 × 102

3.52 × 102

Φ (brine fraction) 80

Total 100

The term SA (geometric surface area = 0.67 cm2/g) is the ratio between the rock area and the
rock volume = 1.68 cm2/cm3. Because the dissolution reactions depend on the minerals’ surface areas,
we adjusted the SA with the first term in Equation (13), in order to reproduce the ideal conditions
for CO2 mineralization. In fact, mineral surface area is the most uncertain and complex kinetic
parameter and the evolution (especially for multimineral systems) is not quantitatively understood at
present [53]. The definition of this parameter requires random values as the measured values using
BET overestimates the reaction rates [53,55,57].

The kinetic constants for the reacting minerals were taken from the literature [52,53]. The fit of
the model to the experimental data (aqueous calcium, silica, magnesium and iron) concentrations
and pH) was performed based on Table 2. The initial concentration of dissolved CO2 was calculated to
be 5.5 × 10−1 mol kgw−1 according to the Duan and Sun [16] model, with an imposed total pressure of
80 bars. From the thermodynamic and kinetic point of view, 73 aqueous species were considered in
the simulations. The equilibrium constants were taken from the EQ3/6 thermodynamic database [58]
included in CrunchFlow. The activity coefficients were calculated using the extended Debye-Hückel
formulation (b-dot model) [59], with parameters from the same database. The brine composition in the
simulations is similar to that of the brine used in the experiments, with pH = 6.85 (before CO2 addition).
The brine is enriched in Ca and Mg (5.12 × 10−2 and 2.62 × 10−2 mol.kgw−1) and contains important
amounts of sulfur and sodium chloride (Table 3).

Table 3. Chemical composition of solution used as input in the simulation.

Components (mg kgw−1) (mol kgw−1)

Ca2+ 2050 5.12 × 10−2

Mg2+ 560 2.33 × 10−2

Fe2+ 5.16 1.01 × 10−4

SiO2(aq) 11.5 1.55 × 10−4

K+ 260 6.64 × 10−3

Na+ 85,450 3.7
SO4

2− 5400 5.62 × 10−2

Cl−1 133,500 3.56

4. Results

4.1. Petrographic and Chemical Characterisation of Rocks before and after SC CO2 Exposure

The two lithologies (CG and GD) used in experiments and tested as described above show
similar textural and mineralogical results. After interaction of the rock specimens with the SC CO2
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supersaturated brine in the autoclave chamber, an increase in the dissolution of specimens can
be perceived; after the one-day run there is a noticeable surface roughness, which increases for the
longer runtimes and eventually leads to material fragmentation for 16-day and 64-day runs (Figure 3).
The mean linear roughness (Ra) is higher on CG from 14.80 μm to 21.89 μm for 16 and 64 days,
respectively, whereas for GD the Ra increases from 1.01 μm to 1.85 μm for 16 and 64 days, respectively.

Figure 3. Stereo-zoom image that displays the effect of minerals dissolution (arrow) on the surface of a
gabbro-diorite specimen after 64 days within brine.

The petrographic analyses, through transmitted light microscopy, did not show significant
mineralogical or textural differences after the experiments. It is important to note that even if there
were any changes, they should be located on the surface and the thin section production process
could have eliminated them. The powder-XRD performed on global fraction before immersion [11]
reflects the modal igneous composition given by clinopyroxene, olivine, amphibole, plagioclase and
magnetite for CG and plagioclase, clinopyroxene, olivine and mica for the GD (Table 4). Clinochlore
has been identified on both rock samples and probably derived from the alteration of the mafic
mineralogical phases. After the 1-, 4-, 16- and 64-day runs, the obtained powder diffractograms
(Table 4) shows besides the igneous mineralogy the new presence of talc, vermiculite, and halite
on both CG and GD in most specimens. Moreover, XRD performed on the surface of CG and GD
64-days specimens, through grazing incidence (Figure 4), additionally reveals the presence of smectite
and gypsum, which were not detected in 0-day specimens.

Figure 4. Diffractograms obtained through grazing apparatus on specimens after 64 days within
brine: (a) cumulate gabbro; and (b) gabbro-diorite. For each we present diffractograms obtained at
two distances, where the highest value is nearest the surface of the specimen.
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As described for the CG [60], the SEM images obtained before and after each experiment on
GD (Figure 5a,b) essentially show an increase in ferromagnesian minerals’ dissolution, reflected in
the higher surface roughness, as reported by other authors [61]. The added phases show different
reflectance on backscattered electron (BSE) images and, according to EDS elemental map distribution
(Figure 5c,d), correspond to significant enrichment in chlorine (Cl), sodium (Na), sulfur (S) and
carbon (C). The precipitation of salts in the form of efflorescence covers a large part of the surface of
the specimens and the cavities generated by the dissolution.

Figure 5. SEM images of a gabbro-diorite specimen before (upper) and after (lower) SC CO2 brine:
(a) backscattered electron (BSE) images at 0 days; (b) BSE and EDS elemental maps distribution for
silicon and carbon at 0 days; (c) BSE images after 64 days; and (d) BSE and EDS elemental maps
distribution for silicon and carbon after 64 days, with preferential dissolution of clinopyroxene (circle)
and carbon enrichment (organic accumulation) on the edge of specimen (arrow). plg—plagioclase,
cpx—clinopyroxene, hal—halite.

The carbon enrichment observed on the edge of 64-day specimens (CG and GD) and associated
with salts (Figures 5d and 6a) corresponds to organic material, which accumulates due to runoff during
the drying process at 40 ◦C. The origin of this material remains to be identified, but is probably related
to the presence of organic material (hydrocarbon) within the original brine.

In fact, the carbon particles observed at the surface (Figure 6a) are not related to the crystallization
of carbonates or any other mineral phase [60]. The ATR-FTIR spectra of these carbon-enriched areas
present infrared fingerprints pointing to the presence of triglyceride-enriched areas whose origin is still
to be determined [58]. In addition, the analysis by ATR-FTIR of CG and GD after 16 days (Figure 6b) of
interaction with CO2 revealed a decrease in the intensity of the absorption band

Whole-rock geochemistry data for CG and GD before and after 64 days within a SC CO2-brine
solution are shown in Table 5. For CG the most significant variations after a six-day run were an
increase in CaO (+0.4 wt. %) and a decrease in Fe2O3 (−0.4 wt. %), whereas in GD CaO and Fe2O3

decreased ((−0.42 wt. % and (−0.3 wt. %, respectively). The enrichment in sodium was more evident in
GD specimens after 64 days within SC CO2-brine (+0.13 wt. % vs. 0.04 wt. % for CG). Sulfur increased
in both samples after 64 days (+0.05 wt. % and +0.08 wt. % for GB and GD, respectively).
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Figure 6. (a) Backscattered electron image of a detail of carbon-rich particles (om—organic
matter) associated with halite (hal); (b) ATR-FTIR spectra of gabbro-diorite (GD) at 0 days
(blue) and 16 days (pink). The calcite reference spectrum is also shown for comparison (yellow;
STJapan Inc. database). The insets are the spots of analysis.

Table 5. Whole-rock geochemistry before and after runs of 64 days for cumulate gabbro (CG) and
gabbro-diorite (GD).

CG 0 (wt. %) Stat. Error CG 64 (wt. %) Stat. Error GD 0 (wt. %) Stat. Error GD 64 (wt. %) Stat. Error

SiO2 42.30 ± 0.0344 42.20 ± 0.0345 49.00 ± 0.0356 49.50 ± 0.0356
TiO2 3.34 ± 0.0175 3.20 ± 0.0175 3.26 ± 0.0176 3.16 ± 0.0176

Al2O3 9.40 ± 0.0295 9.50 ± 0.0300 16.20 ± 0.0368 16.40 ± 0.0369
Fe2O3 15.50 ± 0.0133 15.10 ± 0.0135 11.20 ± 0.0115 10.90 ± 0.0115
P2O5 0.28 ± 0.00427 0.34 ± 0.00439 0.85 ± 0.00506 0.74 ± 0.00494
MnO 0.40 ± 0.005 0.40 ± 0.005 0.32 ± 0.005 0.31 ± 0.005
MgO 12.90 ± 0.0506 12.80 ± 0.0503 4.48 ± 0.0349 4.27 ± 0.0344
CaO 12.70 ± 0.0428 13.10 ± 0.0444 8.33 ± 0.0375 7.91 ± 0.0371
BaO 0.23 ± 0.013 0.20 ± 0.013 0.28 ± 0.013 0.27 ± 0.013

Na2O 0.84 ± 0.0519 0.88 ± 0.0512 3.46 ± 0.0607 3.59 ± 0.0612
K2O 0.19 ± 0.0345 0.23 ± 0.0356 1.42 ± 0.0395 1.42 ± 0.0396

S 0.19% ± 0.00172 0.24% ± 0.00178 0.15% ± 0.00162 0.23% ± 0.00174
LOI 0.89 0.95% 0.03% 0.25%
total 99.17 99.14% 98.98% 98.95%

(ppm) (ppm) (ppm) (ppm)

Rb 9 ± 2.08 10 ± 2.14 40 ± 2.24 39 ± 2.27
Sr 286 ± 2.57 313 ± 2.67 748 ± 3.09 763 ± 3.13
Y 15 ± 2.30 15 ± 2.37 34 ± 2.46 35 ± 2.49
Zr 80 ± 2.82 74 ± 2.90 199 ± 3.14 208 ± 3.19
Nb 20 ± 2.52 14 ± 2.60 62 ± 2.65 65 ± 2.68
Th 9 ± 2.94 13 ± 3.02 10 ± 3.10 10 ± 3.15
Cr 478 ± 29.0 526 ± 30.5 20 ± 25.4 65 ± 25.9
Co 198 ± 5.65 198 ± 5.76 139 ± 5.02 134 ± 5.00
Ni 117 ± 4.12 135 ± 4.29 7 ± 3.42 14 ± 3.54
Cu 62 ± 4.82 64 ± 4.91 42 ± 4.88 49 ± 5.01
Zn 103 ± 6.07 100 ± 6.19 108 ± 6.37 101 ± 6.26
Ga 14 ± 4.30 15 ± 4.41 25 ± 4.67 19 ± 4.70
As 7 ± 4.29 2 ± 4.39 8 ± 4.53 10 ± 4.61
Pb 0 ± 0 2 ± 16.7 12 ± 17.2 0 ± 0
Sn 7 ± 27.3 0 ± 0 0 ± 0 13 ± 28.0
V 479 ± 68.0 505 ± 68.9 323 ± 68.0 249 ± 67.8
U 0 ± 0.209 1 ± 0.215 2 ± 0.221 2 ± 0.225
Cl 43 ± 0.364 54 ± 0.371 53 ± 0.359 70 ± 0.383

4.2. Brine Evolution

Before starting the carbonation experiments, the composition of the brine was analysed using a
combination of techniques (see Tables 6 and 7, “Pure Brine” column). The brine used in each run of
experiments was recovered immediately after the end of the run for a comparative chemical analysis.

57



Appl. Sci. 2020, 10, 5083

Table 6. Chemical analysis of pure brine and brine taken from the reaction chambers (one, four, 16 and
64 days) for Experiment 1 with CG (Figure S1 as supplementary material).

Pure Brine (mg/L)
Brine Post Test

(mg/L)
Brine Post Test

(mg/L)
Brine Post Test

(mg/L)
Brine Post Test

(mg/L)

0 Days 1 Day 4 Days 16 Days 64 Days

Na+ 85.45 × 103

± 11.96 × 103
67.11 × 103

± 93.96 × 103
86.02 × 103

± 12.04 × 103
84.05 × 103

± 11.77 × 103
79.68 × 103

± 11.16 × 103

K+ 260 ± 31 260 ± 31 305 ± 37 310 ± 37 415 ± 50

Mg2+ 560 ± 100 590 ± 106 590 ± 106 610 ± 109 680 ± 122

Ca2+ 2050 ± 205 1900 ± 190 1890± 189 1860 ± 186 1650 ± 165

SO4
2− 5400 ± 756 5400 ± 756 5600 ± 784 5700 ± 798 5300 ± 742

Cl− 13.35 × 104

± 1.6 × 104
10.40 × 104

± 1.3 × 104
13.30104

± 1.6 × 104
12.40 × 104

± 1.5 × 104
11.90 × 104

± 1.4 × 104

HCO−3 40 ± 4.0 35 ± 3.5 38 ± 3.8 35 ± 3.5 33 ± 3.3

Fe (total) 5.2 ± 0.3 6 ± 0.3 11.3 ± 0.6 18.9 ± 0.9 26.4 ± 1.3

NO−3 0 0 0 0 0

SiO2 11.5 ± 1.2 20 ± 2.8 24.9 ± 3.5 39 ± 5.5 37 ± 5.2

pH (pH Unit.) 6.9 ± 0.2 4.5 ± 0.1 4.9 ± 0.1 5.1 ± 0.2 5.5 ± 0.2

Cond (mS/cm) 80,000 85,000 80,000 75,000 75,000

Table 7. Chemical analysis of pure brine and brine taken from the reaction chambers (1, 4, 16 and 64
days) with GD (Figure S2 as supplementary material).

Pure Brine (mg/L)
Brine Post Test

(mg/L)
Brine Post Test

(mg/L)
Brine Post Test

(mg/L)
Brine Post Test

(mg/L)

0 Days 1 Day 4 Days 16 Days 64 Days

Na+ 87.61 × 103

± 12.26 × 103
10.25 × 103

± 14.35 × 103
99.72 × 103

± 13.96 × 103
10.70 × 103 ±
14.98 × 103

78.54 × 103 ±
11.00 × 103

K+ 235 ±28.2 250± 30 240 ± 28.8 270 ± 32.4 275 ± 33

Mg2+ 580 ± 116 560 ± 112 560 ± 112 580 ± 116 600 ± 120

Ca2+ 1520 ± 152 1640 ± 164 1680 ± 168 1660 ± 166 1650 ± 165

SO4
2− 6900 ± 966 7200 ± 1008 7300 ± 1022 7600 ± 1064 6400 ± 896

Cl− 9.70 × 104

± 1.2 × 104
11.70 × 104

± 1.4 × 104
12.70 × 104

± 1.5 × 104
11.20 × 104

± 1.3 × 104
11.10 × 104

± 1.3 × 104

HCO−3 40 ± 4 40 ± 4 50 ± 5 110 ± 11 100 ± 10

NO−3 0 0 0 0 0

SiO2 8 ± 0.8 10 ± 1 39 ± 3.9 59 ± 5.9 19 ± 1.9

pH
(pH Unit.) 7 ± 0.2 5 ± 0.2 5.2 ± 0.2 5.4 ± 0.2 5.6 ± 0.2

Cond. (mS/cm) 80,000 77,500 77,000 77,000 80,000

The variation in the brine chemistry with time for both experiments—Experiment 1 with CG
and Experiment 2 with GD—is shown in Tables 6 and 7. The pH, measured just after concluding
each run, is more acidic for Experiment 1 (with CG). In fact, the initial pH of 6.85 dropped to 4.5, 4.87,
5.1 and 5.5, after one, four, 16 and 64 days, respectively, in the brine-rock-CO2 system (Table 1) whereas
for Experiment 2 (with GD) the pH decreased from 7 (brine without CO2) to 5.81, 5.61, 6.38 and 6.61.
In Experiment 2, the number of specimens was doubled (higher rock/brine ratio), but there was not a
clear increase in the concentration of ions in solution, as suggested by similar values of conductivity
for both experiments.

For Experiment 1 (CG), in general, the behavior of cations in solution was variable, despite the
tendency of Ca2+ decreasing, whereas K+, Mg2+, SiO2 and total Fe increased.

For Experiment 2 (GD), besides Na+, all other analysed cations had lower concentrations in
solution when compared to Experiment 1. Furthermore, the analysed elements did not always
show the same behavior as described for Experiment 1. After an increase until the four-day run,
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Ca2+ tended to stabilize. K+ showed an increase, whereas Mg2+ concentrations tended to stay the
same or increase slightly. SiO2 clearly increased, but the 64-day run saw a decrease in silica.

In both experiments, SO4
2− had similar behavior: a smooth enrichment, followed by a decrease

for the 64-day run; Na+ and Cl− had more unpredictable behavior, displaying either enrichment or
impoverishment trends along the four runs.

4.3. Geochemical Modelling of Experiments with Cumulate Gabbro

4.3.1. Outlet Solution Composition

The results of the experimental and simulated variations and tendencies in the output concentration
over time are shown in Figure 7. The measured and simulated pH in brine supersaturated with CO2

are presented as a function of the reactive surface area (Figure 7a) and compared to the variation of
dissolved CO2 (Figure 7b).

Figure 7. (a) Simulated pH variations of the outlet fluid compared with the measured pH;
(b) simulated dissolved CO2 (as HCO3

−) variations as a function of time computed with different
specific surfaces. The measured HCO3

− values are obtained after opening the chamber and are not
relevant for comparison.

Initially, the fluid pH at the onset of the modelling was 4.0 and increased rapidly to 4.5, and then
gradually to 7.0, in the range of the measured values. Clearly, over the simulated time (0 to 200 days), pH
ranged from 4.0 to 5.1 for the low SSA, increasing up to 7 for high SSA (170–220 cm2.g−1). The interaction
between the rock and acidified fluid is a function of the dissolved CO2 and the reactive surface area,
since the decrease in HCO3

− is inversely correlated to the increase in pH. Hence, the increase in
pH above 5.5 was correlated to the consumption of the dissolved CO2. As a result, at t < 50 days
for SSA < 75 cm2.g−1, and t < 10 days, for SSA = 170–220 cm2.g−1, the pH remains lower than 5.0
and the dissolved CO2 concentration remained constant. The constant concentration of HCO3

− at
a low pH denotes a dominant dissolution phase, where the concentration of the primary aqueous
species (Ca, Mg, Fe, SiO2) increases with time (Figure 8). However, at moderate and high pH values,
CO2 consumption is inferred from the decline in HCO3

− concentration (below 0.48 mol.kgw−1),
triggering CO2 mineralization into carbonates.

Simulated aqueous silica, Ca, Mg and Fe were observed to initially increase and then level
off or decrease over increasing time. For instance, a minor increase in Ca concentration with
respect to the initial concentration (ΔCCa = 0.14 mol·kgw−1) was observed for t < 40 days before a
continuous decrease began. The pattern of increase and decrease match perfectly with the evolution of
dissolved CO2, and are in agreement with the observations in previous studies [14,25,29,55].
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Figure 8. Variation in the solution composition with time compared to the experimental data. (a) Ca2+;
(b) Mg2+; (c) SiO2(aq); (d) Fe2+.

The simulated magnesium concentration doubled before levelling off (after 100 days). Moreover,
the SiO2(aq) concentration stabilized shortly before a sharp and progressive decrease, indicating
quantitatively important secondary silicate phases’ precipitation. A steady increase in iron concentration
was observed; the simulation indicates levelling off occurred later, after 150 days, and was attributed
to fayalite dissolution. Aluminum values, initially 1.0 × 10−4 mol/kg, dropped sharply by five orders
of magnitude, following the albite, Ca zeolite and kaolinite precipitation observed in the first simulation.

Because of the assumptions made in the initial mineralogy, the simulation could not reproduce
the potassium and SO4− behaviors.

4.3.2. Minerals’ Dissolution and Precipitation

Simulated primary and secondary minerals saturation indices (SI) are shown in Figure 9a,b.
All primary minerals (except albite) are seen to dissolve (negative saturation index and rate, Table 3).
SI of albite remains positive over time, implying that the modest decrease in Na+ (from 0.371 to
3.69 mol.kgw−1) is a consequence of albite volume increase. The dissolution rates (Table 8) indicate
that olivine, plagioclase and diopsidic minerals are the most reactive phases.
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Figure 9. Evolution of the simulated saturation index: for the primary (a) and secondary minerals (b)
and the variation of minerals’ volume fraction (in m3 mineral/m3 rock) vs. time (c).

Table 8. Simulated dissolution and precipitation rate at t = 200 days (simulation with specific surface
areas (SSA) = 120 cm2·g−1).

Primary Minerals Reaction Rate (mol·L−1·s−1) Secondary Minerals Reaction Rate (mol·L−1·s−1)

Albite 2.77 × 10−11 Siderite 4.13 × 10−9

Anorthite −1.08 × 10−9 Calcite 5.01 × 10−10

Fayalite −1.24 × 10−10 Magnesite 4.01 × 10−10

Forsterite −1.64 × 10−10 Ca_zeolites 2.41 × 10−10

Enstatite −1.73 × 10−10 Ankerite 8.58 × 10−11

Diopside −6.48 × 10−11 Dolomite 4.84 × 10−11

Ferrosilite −2.57 × 10−14 Smectite 1.31 × 10−12

Kaolinite 5.37 × 10−15

SiO2 2.14 × 10−16

Two mineral assemblages resulting from the CG alteration are predicted by the geochemical model.
A Ca and Fe-Mg carbonate assemblage and another composed of Ca-Mg-Fe silicates (and aluminum)
such as calcium-rich zeolites, clay minerals and amorphous silica. Ca-zeolites (mesotile and mordenite)
and kaolinite are the first secondary minerals to form simultaneously with albite volume increase,
followed by the amorphous silica (Figure 9c). The Si-Al-rich assemblage formation results in a sudden
decrease in aluminum and silicon from the outlet solution. The carbonates’ mineral phases correspond
to calcite, dolomite, magnesite, siderite and ankerite. Calcite and dolomite appear in the simulations
after 16 days, followed by siderite and magnesite (after 40 days). Ankerite was the last carbonate phase
to precipitate, concomitant with Fe-Mg-smectite.
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5. Discussion

5.1. Experimental Results

The petrographic study of the two samples, with SEM-EDS, did not reveal any carbonate phase
precipitation. However, an increase in textural roughness in the samples was detected with the number
of days of exposure into brine SC CO2, as also mentioned in [61]. The diffractograms on global
powdered fractions for the two experimental specimens are not considerably different between 0
and 64 days. Nevertheless, they reflect trace amounts of talc and vermiculite, as alteration products,
after most experimental runs of mafic silicates. Also present is halite. The grazing incidence diffraction
of CG and GD specimens, which helps to detect the mineralogy overlaid on the face specimens,
additionally indicated the presence of gypsum and smectite (Table 9). Considering that talc and
vermiculite were not detected by this technique within 64 days, those mineral phases should already
be present before the experiments, resulting from the replacement of iron-magnesium igneous phases.
Their trace amounts may justify the fact that they are not systematically detected in powder XRD.
The absence of significant differences in the global mineralogical and chemical compositions of samples
from the two experiments allows us to conclude that the reactions between minerals and fluids were
not significant. On the other hand, the mineralogical and physical changes are limited to external
areas of the CG and GD specimens exposed to CO2-rich brine. The changes could be due to local
precipitations/dissolutions at the specimen surface and could represent the early effects of influence of
the CO2-rich brine on the rock.

Table 9. Comparative summary of modelled and experimental mineral phases from cumulate gabbro
(GXRD: grazing incidence geometry XRD; phases expressed as vol %).

0 days 1 Day 4 Days 16 Days 64 Days

Primary Phases Secondary Phases

Modelling

Clinopyroxene (52)
Orthopyroxene (1.2)

Olivine (10)
Plagioclase (11)

Kaolinite
(2.07 × 10−5)
Ca-zeolites

(2.82 × 10−3)

SiO2 am.
(2.13 × 10−6)

Kaolinite
(2.4 × 10−5)
Ca-zeolites

(4.16 × 10−3)

Calcite
(4.8 × 10−5)
Dolomite

(5.28 × 10−6)
SiO2 am

(5.92 × 10−6)
Kaolinite

(2.42 × 10−5)
Ca-zeolites

(4.36 × 10−3)

Smectite (2.13 × 10−6)
Calcite (8.85 × 10−2)

Dolomite (8.32 × 10−4)
Magnesite (5.92 × 10−5)

Siderite (2.17 × 10−4)
Ankerite (3.95 × 10−4)

Ca-zeolites (5.54 × 10−2)
SiO2 am. (1.31 × 10−5)
Kaolinite (2.75 × 10−5)

Experimental

Clinopyroxene
(45–55)

Olivine (15–20)
Amphibole (10–15)
Plagioclase (5–10)

Ilmenite (5)

Gypsum
(SEM-EDS)

Halite
(XRD +

SEM-EDS)

Gypsum
(SEM-EDS)

Halite
(SEM-EDS)

Gypsum
(SEM-EDS)

Halite
(SEM-EDS)

Smectite
(GXRD)
Gypsum

(GXRD + SEM-EDS)
Halite

(GXRD + SEM-EDS)

The measure of pH values in the brine is conditioned by the release of CO2 during depressurization
after chamber opening, and thus the acidity during the experiments should be even lower than that
measured when the chamber is decompressed (Tables 6 and 7). However, the increase in pH correlates
positively with the time of rock-brine interaction (Tables 6 and 7). The trends of the pH measurements
correspond to those found in previous experimental works carried out in an autoclave [25,37–39].

The variability of the concentration of elements in the brine (Tables 6 and 7) reflects the reaction
dynamics imposed by the composition of the high-salinity brine, the rock composition (Table 5) and
the experimental conditions. In general, the concentrations of the experimental solutions, with higher
Na and lower Ca and Mg concentrations for GD, agree with the less mafic composition of this lithotype
when compared to the CG. The correlation of the measurements of Ca2+, Mg2+ and total Fe in the brine
and CaO, MgO and Fe2O3 in the rock is as follows:

• In the case of CG, the Ca2+ concentration measured in the brine shows a decrease after each run.
This decrease in Ca2+ is not described elsewhere [14,25]. On the contrary, and in line with the
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behavior of Mg2+ and total Fe, what is generally described is an increase in its concentration.
This was also observed with the GD experiments.

• The Ca2+ (aqueous) decrease can be explained by the high content of this ion in the initial brine.
Under the experimental conditions, Ca2+ should be consumed when forming secondary minerals
(Ca-Al-Si; calcium aluminum silicates), as predicted by the modelling. The hypothesis that
precipitation of gypsum within the autoclave could account for the Ca2+ decrease should be
discarded, since the sulphate ion concentration is not sufficiently high. Modelling results indicate
that for gypsum to precipitate the sulphate concentration should be at least double.

• The 0.4 wt. % increase in CaO in the total rock composition after a 64-day run seems to reflect not
only its incorporation in the structure of Al-silicates but also the crystallization of gypsum during
the drying process, after concluding the run.

• Increases of iron and magnesium in solution are in accordance with the decrease, albeit reduced,
of these elements (0.4 wt. % FeO and 0.1 wt. % MgO) in the whole rock composition after 64 days.
These observations are also in agreement with the textural observations, where the Fe-Mg mineral
phases are the first to react with acidified brine, releasing these components into the solution.

Regarding the experiment with GD, the variation of Ca2+ and Mg2+ concentrations in brine shows
a very small increase, or a tendency to remain constant. The increase is in line with what is described in
the literature [25]. Such an increase in solution is reflected in the decreasing concentrations of CaO (0.42
wt. %) and MgO (0.21 wt. %) in total rock for the 64-day run specimens. FeO shows a similar trend,
decreasing by 0.3 wt. % in the same specimens.

5.2. Numerical Simulation and Correlation with Experimental Results

Observations on fluid chemistry and pH changes over time indicate that, under similar conditions
of PCO2 and temperature, the simulation with SSA = 120 cm2/g shows a relative agreement with the
experimental data (Figures 7 and 8). The considered SSA is in the range of the specific area of olivine,
plagioclase and pyroxene used in [53]. The predicted mobility of calcium is higher than for other
components, with a slight increase in concentration for the first 24 days, before being incorporated
within the secondary phases. As mentioned above, this increase is not reflected in Experiment 1.

The model also shows that Ca2+ has been consumed in Ca-zeolites and/or carbonates; for instance,
mesolite and mordenite are the first phases to consume calcium at a low pH< 5.5. Moreover, the gradual
increase in Mg concentration is justified by the progressive dissolution of diopside and forsterite,
accompanied by a moderate precipitation of dolomite and later of magnesite. The results of the newly
formed mineralogy (Table 9) indicate the presence of early neoformation phases (e.g., smectite) that can
capture calcium within its structure. Nevertheless, no carbonates were observed or detected during
the experiment. In CG specimens, most likely, the secondary phases might be local and covered by the
considerable amount of salts lining the rock surface.

The simulation also indicates that the Δ(Mg/Si) and Δ(Ca/Si) ratios are 1.45 and 0.35,
respectively, and suggests that olivine, diopside and Ca-plagioclase (the main CG minerals) dissolve
stoichiometrically [25]. Therefore, the high ratio between silicon in the simulation and the experiment
(Si/Si* = 10) testify to the nonstoichiometric dissolution of CG in the experiment. Furthermore,
(Δ(Mg*/Si*) = 4) is significantly higher and denotes that magnesium dissolves faster than silica
(incongruent dissolution). At pH > 5.5, Ca-Mg carbonates (namely, calcite and dolomite) start
precipitating and continue up to a neutral/alkaline pH, consistent with the observations from other
authors [25,55]. Calcite remains the dominant carbonate phase at a high pH, indicating its stability
under alkaline conditions. Iron displayed a similar trend to Mg2+, showing a high release rate.
Consequently, a tiny fraction of siderite and Fe-Mg-rich smectite was precipitated, concomitant with
the dissolution of the primary Fe-rich minerals (fayalite) and followed by ankerite (Ca (Fe, Mg) (CO3)2).
The calculated silica and iron concentrations are significantly higher compared to Experiment 1.

Besides the incongruent dissolution observed in the experiments, CG rocks are less reactive
than basaltic rocks. As a matter of comparison, Gysi and Stefánsson [25] measured elevated PCO2 ,
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ion and Si values in glass basalts, in the same range of the simulations (2 mmol/kgw). Note that the
brine used in Experiment 1 has a CO2 concentration 1.5 times higher than that used previously by
Gysi and Stefánsson [55], and thus, according to the those authors’ results, further secondary phases
are expected, since dissolved CO2 is available during the time of the experiment. The limitation in
secondary phases (in CG) is due to the rock reactivity. The experiment’s duration is another factor
influencing the secondary phases’ precipitation.

The total volume of secondary minerals predicted is 0.8 vol %, dominated mostly by zeolites
(0.61% in rock volume), carbonates, especially calcite (0.172% in rock volume), and insignificant amount
of clays. The small amounts of secondary phases render their identification in SEM very difficult,
as reported in previous studies [62]. After 50 days, the Δ(Ca) < 0 corresponds to a stage where zeolites
and carbonates competed with a dominant volume of Ca-zeolites. The Mg/Si and Fe/Si ratios increased
over time, resulting from the continuous dissolution of clinopyroxene and olivine and precipitating
trace amounts of Mg-Fe-rich carbonates, as well as clay minerals.

SEM and XRD observations showed a significant amount of salt crystals lining the samples’ surfaces.
However, small amounts of Na2O were measured in the rock, contrasting with the noticeable quantity
of crystals observed in SEM images. The Na and Cl concentrations also showed a cyclic decrease
and increase in concentration, not consistent with an unlikely continuous evaporation of the brine
during the experiments. We believe that halite and gypsum crystallized after opening the chamber
and degassing, or during drying.

As discussed in Section 2, other authors with similar experimental approaches have observed
mineral carbonation occurring in time frames comparable to those applied in our experiments. Still,
the lack of noticeable precipitation of carbonate minerals during our experiments was not unexpected,
since the experiment was designed to look at early-phase dissolution conditions. The proportion of SC
CO2/brine/rock, was defined to ensure that the brine would always be supersaturated CO2 during
the experiments, as is expected in early-phase injections when dissolution is the dominant process.
Such proportions imply that, during the whole duration of the experiments, the pH remained
very low in the autoclave, and carbonates could not precipitate. Exposure of the samples to the
CO2-supersaturated brine for longer periods would probably result in consumption of the CO2,
pH increase and precipitation of carbonate minerals. Given the time constraints of the project, for the
second run of experiments, with the gabbro-diorite sample, the duration of the runs was kept constant,
but the CO2/brine/rock proportion was changed. The volume of CO2 was decreased and the mass
of rock increased, to see if mineral carbonation would be observed during at least the 64-day runs.
The results of this second round of experiments have not yet been fully explored as geochemical
modelling is still being done, but they will be the basis for defining the physical conditions and duration
of the next set of experiments.

6. Conclusions

The results obtained reveal, in the first analysis, the complexity of the systems considered: not only
the mineralogy observed in the CG and GD but also the composition of the highly saline brine used in
the experiments. Thus, a full fit between modelling and experimental results was not always verified.

The preliminary results of the numerical modelling indicate that carbonate precipitation is possible
in a batch reactor at a low temperature and pressure (40 ◦C and 80 kbar). However, the amount of
carbonated minerals is very small. In all the tests conducted, Ca-Mg-Fe types of carbonates (calcite,
dolomite, magnesite, siderite and ankerite) are predicted, mostly after 64 days (about 0.18% in volume).
At this time, carbonates are coupled with the secondary silicates (0.62 vol %) namely zeolites, clays and
amorphous silica. Zeolites and amorphous silica were the first predicted phases, forming just after
two days.

After 64 days, the experimental data are in line with the modelling as far as the Ca-Al-Si
mineral phases. The presence of smectite was verified by grazing XRD. However, calcite, or any other
carbonate also predicted by the model in small quantities, was not recorded by any of the analysis
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techniques (SEM-EDS, XRD, FTIR). Both experiments detected a large amount of salt (gypsum and
halite) lining on specimens’ surfaces that was not reproduced by the model. Those should have
precipitated after opening the chamber/during drying. Some vestigial secondary phases not detected
by XRD can be hidden under the salts and not observed by SEM-EDS.

Experiment 2 with GD was not modelled, but the experimental results are in line with the
observations from Experiment 1: textural features, given enhanced dissolution of ferromagnesian
minerals and increased roughness with run time, and secondary mineralogy precipitation (smectite,
halite and gypsum).

The measured complex variations in brine composition and total rock compositions reflect the
dissolution under SC CO2 conditions but also the contribution of the high-salinity brine.

The sensitive analysis conducted on the reactive surface area demonstrated that, for the
cumulate gabbros, a specific surface area of 120 cm2/g is required to fit the geochemical model
instead of the 250 cm2/g reported for basalt glass. Alternatively, the BET method can be applied. This
preliminary model’s results will provide interesting benchmarking, and other alternatives are being
considered to adequately match the laboratory results.

The experimental and modelling results for 64 days essentially reflect a dissolution mechanism. For
higher pH values, and for 64-day runs, the prevailing mechanism changes and significant carbonation
occurs. Although in small amounts, the carbonate precipitation would be significant if upscaled to a
reservoir scale. Subsequent experiments within the INCARBON project will attempt to replicate the
conditions under which mineral precipitation will be the prevailing process, in order to establish a
clear picture of the mineral carbonation potential in the target rocks.

Supplementary Materials: The following are available online at http://www.mdpi.com/2076-3417/10/15/5083/s1,
Figure S1: Variations of brine SC-CO2 composition, during experiment with cumulate-gabbro: (a) Ca2+, (b) Mg2+
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2−; (e) Na+; (f) Cl−. Figure S2: Variations of brine SC-CO2 composition,

during experiment with gabbro-diorite: (a) Ca2+, (b) Mg2+ and K+; (c) SiO2; (d) SO4
2−; (e) Na+; (f) Cl−.
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Abstract: The coal structure deformation attributed to actions of tectonic stresses can change
characteristics of nanopore structure of coals, affecting their CO2 adsorption. Three tectonically
deformed coals and one undeformed coal were chosen as the research objects. The isotherm adsorption
experiments of four coal specimens were carried out at the temperature of 35 ◦C and the pressure of
0 to 7 MPa. Nanopore structures were characterized using the liquid nitrogen adsorption method.
The results show that there exist maximum values of excess and absolute adsorption capacity,
which increase with increasing coal deformation degree. As the degree of coal deformation increases,
the pore volume and specific surface area present an obvious increasing trend in the case of micropores,
exhibiting an increase at first (cataclastic coal and ganulitic coal) and then stabilization (crumple coal),
in the case of mesopores, and showing a gradual decrease in the case of macropores. The mesopores
are the key factor of CO2 adsorption of tectonically deformed coals, followed by the micropores and
the limited effect of macropores at the strong coal deformation stage.

Keywords: CO2 adsorption; nanopore; coal structure deformation; tectonically deformed coal

1. Introduction

In China, the exploration, development, and use of coalbed methane has been paid more and more
attention to in recent years. Although coalbed methane resources are very rich in China, the output of
coalbed methane shows a steady downward trend [1]. A great amount of coalbed methane is stored in
the coal seam damaged by action of tectonic stress. The effect of tectonic stress causes the damage
and transformation of coal body structure, and thereby induces the tectonically deformed coals [2–4].
However, “two high and two low” characteristics of tectonically deformed coals, i.e., high gas content,
high gas desorption rate, low permeability, and low coal strength, cause the dangerous areas of
gas outburst in the tectonically deformed coal development areas, and thereby restrict the efficient
exploitation of coalbed methane [5,6]. Since the coal has larger adsorption capacity of CO2 compared
to CH4, the replacement effect by injecting CO2 into the coal seam can enhance the recovery rate of
coalbed methane (CO2-ECBM) and reduce greenhouse gas emissions effectively [7]. Therefore, CO2

adsorption characteristics of tectonically deformed coal is one of key problems during the coalbed
methane exploitation by CO2 injection.

The gas in coal mainly at adsorption state occurs on the inner surface of coal matrix particles.
Therefore, the pore structure is an important factor affecting the gas adsorption characteristics of coal.
Many previous studies have indicated the relationship between pore structure and gas adsorption of
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coal [8,9]. Meanwhile, they have proposed that the coal adsorption is affected by coal pore volume,
pore area, pore size, pore shape, and pore complexity, and revealed that developmental characteristics
of micropores or nanopores are main factors affecting coal adsorption capacity to a large extent.
For example, Castello et al. [10] found that the adsorption capacity of coal was proportional to the
micropore volume. Chen et al. [11] believed that the specific surface area of nanopores determined
the adsorption capacity of coal. Jian et al. [12] studied the relationships between the pore structure
and adsorption characteristics of low rank coal, and found that developmental characteristics of
microporous pore volume determined change laws of gas adsorption characteristics.

At present, there have been some studies on tectonically deformed coal adsorption, and some basic
laws have been instituted. It has been found that the adsorption capacity of tectonically deformed coal
is significantly greater than that of primary coal at the same coal rank, which is attributed to significant
changes in pore volume and the specific surface area of micropores, as well as the developmental degree
and connectivity of pore fractures of coal suffering from tectonic stress [13,14]. However, there are
still many problems to be investigated related to the CO2 adsorption characteristics of tectonically
deformed coal. For example, what are basic laws of CO2 adsorption characteristics of tectonically
deformed coal? How do vary the CO2 adsorption capacity with increasing coal deformation degree?
What are the evolutionary characteristics of nanopores of coal with coal deformation degrees, and their
effects on the CO2 adsorption?

Therefore, tectonically deformed coals with different deformation degrees and deformation
types are chosen as the research object. Isothermal adsorption experiments and pore structure
tests and analysis were carried out to reveal evolution laws of CO2 adsorption and nanopores with
coal deformation degree. Finally, the control mechanisms of nanopore structure evolution on CO2

adsorption of tectonically deformed coals were investigated.

2. Specimens and Experimental Methods

2.1. Coal Specimens and Their Characteristics

2.1.1. Coal Specimen Collection

In the present study, the sampling site is located at the Zhuxianzhuang coal mine in the Suxian
mining area of Huaibei coalfield (Figure 1). The main coal bearing strata are the Permian Shihezi and
Shanxi formations. The Shanxi formation, with a thickness of 96 m to 143 m and 120 m on average,
is widely distributed throughout the whole area. As one of the main coal bearing sections in the area,
the Shanxi formation presents well-developed number 10 and 11 coal seams. The stable number 10 coal
seam has a cumulative thickness varying from 2.0 m to 3.5 m, and is the main minable coal seam in
the Suxian mining area. The regional control structure of the Suxian mining area is composed of the
Sudong syncline in the overlying system, and the Sunan and Nanping synclines in the underlying
system of the Xishipo thrust fault. The Zhuxianzhuang coal mine is located in the overlying system of
the Xisipo thrust fault, with very large compression and shear stress and intense tectonic deformation.
Therefore, complete types of tectonically deformed coals have developed there.

The underground sampling is located near the newly exposed structure of the number 10 coal
seam. Tectonically deformed coal samples of different deformation degrees are collected from
different distances to the fault plane (Figure 1). The methods of collection and preservation of coal
specimens are based on the “Sampling of coal seams” (GB/T 482-2008) and “Sampling of coal petrology”
(GB/T 19222-2003). During sampling, the original structure of the coal body should be maintained as
fully as possible. Three tectonically deformed coal specimens and one undeformed coal specimen are
chosen as the research objects.
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Figure 1. Regional structure of the study area and sampling locations.

2.1.2. Coal Specimen Properties

The basic properties of the coal specimens are shown in Table 1. Vitrinite reflectance and macerals
were carried on a microspectrophotometer (AXIO Imager M1m, Carl Zeiss, Germany). According to
proximate analysis of coal (GB/T 212-2008), the proximate analyses of coal specimens were carried
out by employing the Self Employed Industrial Instrument and Analyzer (SDTGA8000a, Hunan
Sundy Technology Co., Ltd., China). The ultimate analyses were carried out by an element analyzer
(PerkinElmer 2400 II). Table 1 shows that the maximum vitrinite reflectance varies from 0.9% to 1.17%,
and the volatile content (wt.%) changes from 30.27% to 34.06%. Therefore, the collected specimens are
highly volatile bituminous coal A.

Table 1. Properties of coal specimens.

Coal
Specimen

Type Ro,max/%

Proximate Analysis
(wt.%)

Maceral Analysis
(vol.%)

Ultimate Analysis (wt.%) d

Mad Ad VMdaf V E I C H O N S

S1 Undeformed coal 0.90 2.21 11.47 34.06 83.21 2.37 8.82 77.25 4.28 16.88 1.31 0.28
S2 Cataclastic coal 0.96 1.82 8.92 33.14 82.33 2.56 7.62 77.61 4.32 16.42 1.26 0.39
S3 Granulitic coal 1.17 2.04 10.16 31.68 82.75 2.36 7.14 76.39 4.23 17.94 1.24 0.20
S4 Crumple coal 1.05 2.36 9.54 30.27 85.94 4.10 5.19 75.62 4.30 18.64 1.29 0.15

Note: Mad, moisture as air-dry basis; Ad, ash as dry basis; VMdaf, volatile matter as dry, ash-free basis; V, vitrine; E,
exinite; I, inertinite; d, as dry basis.

Macro- and microstructure deformation characteristics of four coal specimens were observed,
including coal body structure, macro- and microfractures and folds, and etc. Then the three types
of technically deformed coal specimens were recognized, i.e., undeformed coal, cataclastic coal,
and crumpl coal; meanwhile, their deformation degree and deformation series were determined
(Table 2 and Figure 2).
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Table 2. Macro and micro deformation characteristics of coal specimens.

Specimen No.
Tectonic Coal

Type
Deformation

Degree
Deformation

Series
Macro Characteristics Micro Characteristics

S1 Undeformed
coal

No or weak
deformation

Complete coal body structure,
well preserved primary banded

structure, and easily
distinguished petrographic

constituent (Figure 2a)

Rare structural fractures
(Figure 2b)

S2 Cataclastic coal Weak
deformation Brittle

deformation

Damaged structure, while visible
primary banded structure, and
developed fractures (Figure 2c)

A set of structural
fractures developed

(Figure 2d)

S3 Granulatic coal Medium
deformation

Completely destroyed primary
structure; broken coal body with

the particle size ranging from
millimeter to centimeter scale

(Figure 2e)

Extremely developed
micro fractures, difficult
tracing of fractures with

undirectionality
(Figure 2f)

S4 Crumple coal Strong
deformation

Ductile
deformation

Disappeared primary structure of
the coal body, presence of

irregular arc or twisting shapes,
similar to fold shape, and

abnormally developed fractures
(Figure 2g)

Microfold shape and
abnormally developed

microfracture (Figure 2h)

 

Figure 2. Macro and micro photos of coal specimens. (a) Undeformed coal (macroscope);
(b) undeformed coal (microscope); (c) cataclastic coal (macroscope); (d) cataclastic coal (microscope);
(e) granulitic coal (macroscope); (f) granulitic coal (microscope); (g) crumple coal (macroscope);
(h) crumple coal (microscope).

2.2. Experimental

2.2.1. Adsorption Experiments

The coal specimens were ground, and the particle size was in the range of 180–250 μm (60–80 mesh).
About 100 g for each coal specimen were weighed to put into a thermostat with supersaturated K2SO4

solution for 48 h, in order to make coal specimens containing equilibrium moisture. Then, the isotherm
adsorption experiments on the coal specimens were carried out by an ISO-300 isotherm adsorption
instrument with the temperature of 35 ◦C and pressure varying from 0 to 7 MPa. The experimental
principle is shown in Figure 3.
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Figure 3. Schematic diagram of isothermal adsorption experiment apparatus.

The detailed experiment procedure is as follows:

(1) Put the coal specimens in the specimen tank and check the air tightness.
(2) The free space volume of specimen tank and reference tank was measured.
(3) Open the water bath heating system and set the experimental temperature to 35 ◦C.
(4) Open the booster pump and inflation valve and close the balance valve to charge CH4 into the

reference tank, and after the pressure is stable, open the balance valve and close the inflation
valve. Then, the isothermal adsorption experiment begins.

(5) After adsorption equilibrium, record the experimental equilibrium pressure and adsorption data,
and repeat step (4) to obtain the adsorption data of other pressure points. Seven pressure points
were set in this experiment, and the pressure balance time was 72 h.

(6) After the completion of the adsorption experiment, open the balance valve and vent valve,
and adjust the exhaust speed to make the maximum experimental pressure drop to standard
atmospheric pressure within 2 h.

(7) After the experiment, close the booster pump, cylinder valve, and water bath heating system,
and take out the coal specimens.

According to the experimental method of high-pressure isothermal adsorption to coal (capacity
method) (GB/T 19560-2008), and based on the dynamic change of gas pressure before and after
adsorption, the gas adsorption increment is calculated using the material balance equation, and
thereby the gas adsorption amount in the coal under different pressures can be obtained. The detailed
calculation process is as follows.

Attributed to the conservation of mass during gas adsorption, the difference between the sum
of the gas amount in the reference tank after the ith inflation, the gas amount in the specimen tank,
and the total gas amount in both tanks after adsorption balance is regarded as the adsorption increment
of the adsorption balance pressure point. The ith adsorption increment is given by

Δηex
i =

1
RT

(
Pi−1Vs

Zi−1
+

Pi1Vr

Zi1
− Pi2Vs

Zi2
− Pi3Vr

Zi3

)
(1)

Since the gas pressure in the reference tank is equal to that in the specimen tank at the adsorption
equilibrium state, i.e., Pi2 = Pi3, the equation is written as

Δηex
i =

1
RT

[
Vr

(
Pi1
Zi1
− Pi2

Zi2

)
−Vs

(
Pi2
Zi2
− Pi−1

Zi−1

)]
(2)

The adsorption amount after the ith adsorption equilibrium is described as

ηex
i =

∑i

x=1
Δηex

x (3)
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Therefore, the adsorption capacity can be calculated by

Vi = 22.4× 103
ηex

i
m

(4)

where Δηi
ex is the adsorption increment after the ith adsorption equilibrium (mol); Vi is the adsorption

capacity after the ith adsorption equilibrium (cm3·g−1); m is the mass of coal specimen (g); T is the
experimental temperature (K); R is universal constant (R = 8.314); Vs is the free space volume of the
experimental tank (cm3); Vr is the free space volume of the reference tank (cm3); Pi−1 is the gas pressure
in the experimental tank (MPa); Pi1 is the gas pressure in the reference tank before the ith adsorption
(MPa); Pi2 is the gas pressure in the experimental tank after the ith adsorption equilibrium (MPa); Pi3
is the gas pressure in the reference tank after the ith adsorption equilibrium (MPa); and Zi−1, Zi1, Zi2,
and Zi3 are compression factors corresponding to the pressures of Pi−1, Pi1, Pi2, and Pi3, respectively.

2.2.2. Liquid Nitrogen Adsorption

The liquid nitrogen adsorption method reflects the pore volume, pore specific surface area,
and pore size distribution of a solid through the adsorption law of nitrogen on the solid surface.
The specimens with particle sizes in the range of 60–80 mesh were dried for 4 h at 80 ◦C. Liquid
nitrogen absorption tests were carried out by the surface area and porosimetry system (ASAP-2020,
Micromeritics Instrument Corp., Norcross, GA, USA) at 77.3 K. We can obtain the isotherm adsorption
curve of adsorption amount versus relative pressure. The specific surface area and volume of nanopores
(from 2 to 200 nm) of coal specimens were analyzed by the Barrett-Joyner-Halenda (BJH) method.

3. Results and Discussion

3.1. Adsorption Characteristics’ Evolution during Coal Structure Deformation

3.1.1. Excess Adsorption Curve

The experimental measurement of the adsorption capacity is known as Gibbs excess adsorption
capacity. Figure 4 shows that isotherms of four coal specimens are not monotonous at the pressure
of 0–7 MPa. The excess adsorption capacity of CO2 presents an increase at first, and then a decrease
with increasing pressure, and shows the single peak curve, which coincides with type I of Gibbs
adsorption isotherms proposed by Donohue and Aranovich [15]. An increase of coal deformation
degree causes the overall increase in the excess adsorption capacity. According to granulitic coal
and crumple coal with strongly structural deformation, the adsorption isotherms present crossing
points; in the low pressure zone of 0–3.5 MPa, the adsorption capacity of granulitic coal is greater
than that of crumple coal; as the pressure exceeds 3.5 MPa, the adsorption capacity of crumple coal is
greater than that of granulitic coal. The maximum values of excess adsorption capacity of undeformed
coal, cataclastic coal, granulitic coal, and crumple coal were 9.48 m3·g−1, 12.04 m3·g−1, 15.83 m3·g−1,
and 16.74 m3·g−1, respectively. The maximum excess adsorption capacity increased with increasing
degrees of coal deformation.

The maximum excess adsorption capacity is present at pressure ranging from 4 MPa to 5 MPa, and
with increasing coal deformation degree the pressure corresponding to maximum excess adsorption
amount shifts to the high pressure. As shown in Figure 4, the maximum adsorption amount is located
at the pressure of 4 MPa in cases of undeformed coal and cataclastic coal, and at the pressure larger
than 5 MPa in cases of strongly deformed granulitic coal and crumple coal. More researches will be
carried out in the future to validate the results attributed to the limited number of specimens in the
present study.
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Figure 4. Isotherms for excess adsorption of CO2 on coal.

3.1.2. Absolute Adsorption Curve

As mentioned above, isotherms of four coal specimens exhibited an increase at first and then
a decrease with increasing pressure, and showed a single peak curve rather than monotonous
characteristics. That indicates that with increasing pressure, CO2 gradually approaches a critical
state and exhibits supercritical fluid quality, especially with pressure larger than 5 MPa. Therefore,
the adsorption capacity measured by isothermal adsorption experiment is the excess adsorption
capacity, also known as apparent adsorption capacity; the corresponding absolute adsorption capacity
is the real adsorption capacity. According to the relationship between the excess adsorption capacity
and the real adsorption capacity, as described in Equation (5) [16,17], the difference between them is
mainly attributed to the densities of the adsorbed phase and bulk gas phase.

Vab = Vex/(1 − ρg/ρad) (5)

where Vab and Vex denotes absolute and excess adsorption capacity, respectively (m3·t−1); and ρad and
ρg denote the density of the adsorption phase and gas phase, respectively (kg m−3). When supercritical
CO2 is in the adsorption phase, it is often regarded as the gas with ultimate compression, which his
attributed to its non-liquefying property. The volume occupied by a CO2 molecule is its intrinsic
volume, and reduces the free space of the molecule, which is consistent with the meaning of volume
correction term b in a van der Waals gas state equation. Therefore, the volume correction term b
value given by Equation (6) [18] is employed to calculated the density of CO2 adsorption phase, i.e.,
the ultimate compression density of CO2 equal to 1028 kg·cm−3. The gas phase density of CO2 is
chosen according to values determined by U.S. National Institute of standards and Technology (NIST):

ρad = 1/b ×M (6)

where ρad denotes the density of adsorption phase (kg·m−3) and M represents the gas molar mass
(g·mol−1). Therefore, according to Equations (5) and (6), the real adsorption capacity can be obtained
using the apparent adsorption capacity under the same temperature and pressure conditions (Figure 5).
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Figure 5. Absolute adsorption capacity of coal (a), and its error with excess adsorption capacity (b).

Figure 5a shows that the absolute adsorption capacity of tectonically deformed coals presents
similar evolution laws with excess adsorption capacity. An increase of pressure at first causes an
increase, and then a decrease of the isotherm curve, which indicates type I isotherm characteristics.
An increase of coal deformation degree induces a gradual increase in the absolute adsorption capacity.
The maximum adsorption value shifts to the high pressure point. In order to compare and analyze
the relationship between absolute adsorption capacity and excess adsorption capacity with pressure,
the error between excess adsorption capacity and absolute adsorption capacity at each pressure point
is calculated, as shown in Equation (7):

Error = (Vex − Vab)/Vex (7)

The error analysis indicates that an increase of pressure causes the rapid increase in the error
between excess adsorption and absolute adsorption shown in Figure 5b. Meanwhile, error curves of
four specimens almost coincide, which indicates that the error has no relationship with the degree of
coal deformation.

It should be noted that although the adsorption phase is taken into account in the absolute
adsorption correction, the downward trend of the adsorption curve has not been eliminated.
According to this downward trend, if the pressure continues to increase, the adsorption capacity may
be negative, as indicated by Krooss et al. [19] and Hall et al. [20]. During CO2 adsorption, an increase of
pressure causes the large amount of CO2 adsorbed on the surface of the coal matrix as the adsorption
phase and the coal matrix to expand, which results in the change of free space volume of specimen
tank, and finally causes the deviation of theoretical calculation results of Gibbs excess adsorption.

3.2. Nanopore Structural Evolutions during Coal Structure Deformation

Figure 6 shows that the relationship between the pore volume/pore-specific surface area of coal
and the pore diameter presents a three-stage change, with boundaries of pore diameters of 10 nm and
50 nm, respectively. Therefore, nanopores of tectonically deformed coals are divided into the micropore
(2–10 nm), mesopore (10–50 nm), and macropore (50–200 nm). The nanopore structures of tectonically
deformed coals are obviously affected by the tectonic deformation of coal. An increase of degree of
coal deformation, i.e., in the order of undeformed coal, cataclastic coal, granulitic coal, and crumple
coal, causes obvious increases in the total pore volume and total specific surface area of tested pore size
range (2–200 nm); the total pore volume increases from 4.371 × 10−3 cm3·g−1 to 14.746 × 10−3 cm3·g−1,
and the total specific surface area increases from 0.517 m2/g to 7.211 m2·g−1 (Figure 7a,e).
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Figure 6. Relationships between incremental pore volume (a), incremental pore specific surface area,
(b) and average pore diameter.

   

    

Figure 7. Various types of pore volume (a–d) and specific surface area (e–h): (a) Pore volume of total
pore; (b) Pore volume of micropore; (c) Pore volume of mesropore; (d) Pore volume of macropore;
(e) Pore area of total pore; (f) Pore area of micropore; (g) Pore area of mesopore; (h) Pore area of
macro pore.

It is clearly seen that an increase of degree of coal deformation causes the relatively consistent
change trends of various types of pore volume and specific surface area. Specifically, as the degree of
coal deformation increases, the pore volume and specific surface area present an obvious increasing
trend in the case of micropores (Figure 7b,f), an increase at first (cataclastic coal and granulitic coal)
and then stabilization (crumple coal) in the case of mesopores (Figure 7c,g), and a gradual decrease in
the case of macropores (Figure 7d,h).

3.3. Relationships between CO2 Adsorption Capacity and Nanopore Structure

It is shown in Figure 8 that the effects of pore volume and specific surface area on the absolute
adsorption capacity of tectonically deformed coals is relatively consistent at the pressure stage of
0–7 MPa. In the order of undeformed coal, cataclastic coal, and granulitic coal, the absolute adsorption
capacity of coal specimens presents obviously linear positive correlation with the pore volume and
specific surface area of macropores (black lines in Figure 8a,e); as it changes from granulitic coal to
crumple coal, the pore volume and specific surface area of macropores decreases obviously, and the
absolute adsorption capacity increases slightly (red lines in Figure 8a,e). The absolute adsorption
capacity of tectonically deformed coals is obviously controlled by mesopores; the volume and specific
surface area of mesopores both present good linear positive correlation with the absolute adsorption
capacity (Figure 8b,f).
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Figure 8. Relationships between absolute adsorption capacity and pore volume (a–d) and specific
surface area of coals (e–h): (a) Absolute adsorption capacity versus pore volume of macropore;
(b) Absolute adsorption capacity versus pore volume of mesopore; (c) Absolute adsorption capacity
versus pore volume of micropore; (d) Absolute adsorption capacity versus pore volume of total pore;
(e) Absolute adsorption capacity versus pore area of macropore; (f) Absolute adsorption capacity versus
pore area of mesopore; (g) Absolute adsorption capacity versus pore area of micropore; (h) Absolute
adsorption capacity versus pore area of total pore.

Increases in micropores mainly contribute to increases in the total pore volume and specific surface
area. Therefore, the relationships between total pore volume and specific surface area of tectonically
deformed coals and absolute adsorption capacity are consistent with those of micropores. In the order
of undeformed coal, cataclastic coal, and granulitic coal, the absolute adsorption capacity of the coal
specimens presents obviously linear positive relationships with pore volume, specific surface area of
micropores, total pore volume, and specific surface area of the coals (black lines in Figure 8c,d,g,h).
As it changes from granulitic to crumple coal, there are obvious increases in the pore volume and
specific surface area of micropores and total pores; however, the absolute adsorption capacity increases
more gently (red lines in Figure 8c,d,g,h).

Therefore, during coal deformation, tectonic stress causes damage of the coal matrix block from
the undeformed coal to cataclastic coal and granulitic coal. The volume and specific surface area of all
types of pores exhibit obvious increases, especially for macropores and mesopores, which causes the
increase in the CO2 adsorption capacity of the coal. As the tectonic deformation increases gradually
(crumple coal), the coal structure is more broken; the tectonic stress has affected the smaller nanopores
with newly formed, large numbers of micropores, as well as micropores formed due to damages of
existing macropores and mesopores [21]. Therefore, in the case of crumple coal, an increase of tectonic
deformation causes obvious decreases in the pore volume and specific surface area of macropores,
slight increases in the pore volume and specific surface area of mesopores, and sharp increases in
pore volume and specific surface area of micropores. However, the absolute adsorption capacity of
crumple coal presents a slight increase, which coincides with the change trend of mesopores, and does
not increase or decrease obviously with changes of macropores and micropores. The above analyses
indicate that the mesopores are the key factor of CO2 adsorption of tectonically deformed coals at
the pressure stage of 0–7 MPa, followed by the micropores and the limited effect of macropores at
the strong coal deformation stage. Those also reveal that curves of excess adsorption and absolute
adsorption of granulitic coal and crumple coal present intersection points. As indicated in Figure 9,
when the pressure is smaller than 3.5 MPa, CO2 is mainly adsorbed in larger pores (23–200 nm) of
coals, and the pore volume and specific surface area of larger pores (23–200 nm) of granulitic coal are
larger than those of crumple coal, which indicates the larger adsorption capacity of granulitic coal as
compared to crumple coal. As the pressure increases (3.5–7 MPa stage), CO2 is adsorbed in smaller
pores of coals (2–23 nm); at this stage, the pore volume and specific surface area of crumple coal are
larger than those of crumple coal, which indicates a larger adsorption capacity of crumple coal.
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Figure 9. Adsorption space distributions at higher and lower pressure stages: (a) Division of higher
and lower pressure adsorption space of pore volume distribution curve; (b) Division of higher and
lower pressure adsorption space of pore area distribution curve; (c) Division of higher pressure and
lower pressure stage of isothermal excess adsorption curve; (d) Division of higher pressure and lower
pressure stage of isothermal absolute adsorption curve.

4. Conclusions

This study presents evolutions of CO2 adsorption and nanopore structure characteristics with coal
structure deformation, and reveals the effects of nanopore structure on CO2 adsorption in tectonically
deformed coals.

Isotherms of excess and absolute adsorption of four coal specimens exhibit an increase at first, and
then a decrease with increasing pressure. There exist maximum values of excess and absolute adsorption
capacity increasing with increasing coal deformation degree. Maximum values of excess adsorption
capacity of undeformed coal, cataclastic coal, granulitic coal, and crumple coal are 9.48 m3·g−1,
12.04 m3·g−1, 15.83 m3·g−1, and 16.74 m3·g−1, respectively. The maximum excess adsorption capacity
is present at a pressure ranging from 4 MPa to 5 MPa, and with increasing coal deformation degree
the pressure corresponding to the maximum excess adsorption amount shifts to the higher pressure.
The error analysis indicates that an increase of pressure causes the rapid increase in the error between
excess adsorption and absolute adsorption.

In addition, as the degree of coal deformation increases, the pore volume and specific surface
area present an obviously increasing trend in the case of micropores, exhibiting an increase at first
(cataclastic coal and granulitic coal) and then stabilization (crumple coal), in the case of mesopores,
and showing the gradual decrease in the case of macropores. The effects of pore volume and specific
surface area on the absolute adsorption capacity of tectonically deformed coals is relatively consistent
at the pressure stage of 0–7 MPa. The mesopores are the key factor of CO2 adsorption of tectonically
deformed coals at the pressure stage of 0–7 MPa, followed by the micropores and the limited effect of
macropores at the strong coal deformation stage. The volume and specific surface area of mesopores
both present good linear positive correlation with the absolute adsorption capacity. Differences in
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mesopore development result in the intersection of curves of excess adsorption and absolute adsorption
in granulitic coal and crumple coal.
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Abstract: This article describes the screening, ranking and characterization of ultramafic and mafic
rocks in southern Portugal for mineral carbonation as an alternative to conventional CO2 storage
in sedimentary rocks. A set of criteria including mineralogy, structure, surface area, distance to
CO2 sources, expected volume, and socioeconomic conditions was applied to screen ultramafic and
mafic rock massifs in the Alentejo region, southern Portugal. Ranking of the massifs indicated that
the plutonic massifs of Sines and of Torrão-Odivelas were the most promising. A characterization
was made of the Sines massif, a subvolcanic massif composed mostly of gabbros and diorites,
located immediately adjacent to the CO2 sources and outcropping along 300 km2 onshore and
offshore. These studies confirmed that these rock samples exhibited the appropriate mineralogical
and geochemical features, but also indicated that the secondary porosity provided by the fracture
patterns was very small.

Keywords: CO2 capture; utilization and storage; mafic plutonic rocks; mineral carbonation; screening
and ranking; Sines massif; Portugal

1. Introduction

According to the International Energy Agency [1], achieving the Paris Climate Agreement
targets of global warming below 2 ◦C by 2100 while developing efforts to limit temperature rising to
1.5 ◦C [2] implies wide scale deployment of CO2 capture, utilization, and storage (CCUS). The scenarios
developed by the IEA by the 2060 CCUS should contribute to 14% of the required reduction in CO2

emissions to achieve a scenario where temperatures are less than 2 ◦C, or 32% to achieve the 1.5 ◦C
limit scenario.

Portugal has been on the forefront of policies to reduce CO2 emissions, having established a
roadmap to reach carbon neutrality by 2050 [3]. This policy has been reinforced by the Green Deal
announced in December 2019 by the European Commission, which sets the same carbon neutrality
target by 2050 for the European Union [4].

The roadmap does not explicitly consider CCUS as one of the technologies that should contribute
to carbon neutrality in Portugal, although earlier studies have demonstrated that CCUS will be required
in some industry sectors (e.g., cement) as early as 2030 [5,6].
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According to the European Union carbon market database (EU ETS), in 2018, the Portuguese CO2

emissions from the industrial and power sectors amounted to 26.2 Mt CO2 [7], with the most important
emissions cluster located in southern Portugal, extending from Setúbal to the Sines industrial area,
being responsible for 44% of all emissions in the country (Figure 1a). Although the main point source
in the region, the Sines Coal Power Plant, is to be decommissioned in 2023, the remaining sources
will account for more than 30% of all emissions from industrial sources (Figure 1b). Furthermore,
the socioeconomic relevance of the industry to the region imposes the need to seek alternatives to
decarbonization in the region.

The possibility of capturing CO2 at the Sines and Setúbal sources and storing it in offshore deep
saline aquifers was addressed previously [8,9], but was decided against due to low storage capacity
and high storage costs. The possibility of CO2 transport to other parts of the country with more
favorable geological storage conditions was studied in Seixas et al. [6] and is being further pursued
in the STRATEGY CCUS project [10], funded by the European Union’s Horizon 2020 to study the
development of CCUS in Southern and Eastern Europe, including a promising region in Portugal.

Nonetheless, the multiple ultramafic and mafic rock massifs in Alentejo could provide an
alternative for CO2 storage by mineral carbonation. The potential of ultramafic and mafic rocks for
CO2 storage rests in their ability to stabilize CO2 via mineral carbonation (e.g., [11–14]). These rocks
are enriched in Ca2+, Mg2+, and Fe2+ silicate minerals, which react with CO2 precipitate carbonate
minerals [15], leading to the trapping of the CO2 in a solid phase at a much faster rate than can
be expected in sedimentary silicate rocks. The feasibility of this process was demonstrated in the
CarbFix (Iceland) project [16] and Wallula (USA) project [17], in a process designated as in situ mineral
carbonation, in which CO2 is dissolved in water and injected into basalts. However, extensive studies
have also addressed an ex situ process, in which the ultramafic and mafic rocks are mined and
the mineral carbonation process takes place in plants under optimized pressure and temperature
conditions [18–20]. A third possibility that has been put forward as a geo-engineering technique is the
utilization of ultramafic rocks to sequester CO2 through enhanced weathering, in which the mined
and crushed rock is spread in large areas under atmospheric conditions to react with CO2, promoting
direct CO2 capture from the air [21,22].

Plutonic rocks, with a mineralogical and geochemical composition similar to basalts have, to the
best of our knowledge, not been considered for in situ mineral carbonation, since the low porosity
is seen as an impediment to industrial-scale implementation. However, if fracture patterns provide
enough secondary permeability and the CO2 volume to inject is not high, mafic plutonic rocks may
prove a valid environment for in situ mineral carbonation. That possibility, together with potential
utilization in ex situ mineral carbonation or enhanced weathering, indicates that ultramafic and mafic
rocks in the Alentejo region should be studied as an alternative to reduce CO2 emissions in the region.

This article is the first of two on the mineral carbonation potential in Alentejo. This first article
describes the procedure for selecting the ultramafic and mafic rock massifs; sets a screening and
ranking procedure for defining them with the highest potential; and describes the methods, techniques,
and results obtained in the geological, petrographic, and geochemical characterization of the Sines
massif, which was ranked with the highest potential. A second article [23] describes the experiments
carried out in a laboratory to characterize the mineral carbonation potential of rock samples from the
Sines Massif.
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Figure 1. (a) Distribution of main CO2 emissions sources in Portugal reported to the European Union
carbon market database (EU ETS). The location of ultramafic and mafic rock massifs in the study area is
shown in Figure 3. (b) Evolution of CO2 emissions in the study area and total national emissions from
2013 to 2018, as reported to the EU ETS. The sources in the target area were accountable for 44% of the
CO2 emissions from power and industrial sources in the country in 2018. The Sines coal power plant is
to be decommissioned in 2023, but the remaining sources in Sines and Setúbal will still be responsible
for more than 30% of the emissions from the industrial sector in the country.
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2. Methodology

Figure 2 depicts the overall approach to define and characterize the rock massifs, the techniques
applied, and the laboratory experiments, which are described in the second article [23] to establish the
potential for mineral carbonation.

 

Figure 2. Diagram illustrating the methodology employed to screen, rank, and characterize the
rock massifs and rock samples. The samples were subsequently submitted to mineral carbonation
experiments in the laboratory, the results of which are the subject of a second article [23].

A first screening of mafic and ultramafic geological formations located in the study area,
the Alentejo region (Figure 1a), was made, using the geological map of Portugal (scales: 1/50,000,
1/200,000 and 1/500,000), an analysis of published information, and publicly available maps and reports.

A first field trip was made to outcrops of the screened rock massifs and samples were collected
for laboratory characterization, comprising thin section production, mineral identification, textural
description, and evaluation of the porosity by optical and conventional microscopy.

Next we used the mineralogical characterization of those samples, as well as other data resulting
from desk studies, to rank the different ultramafic and mafic rock massifs in terms of their theoretical
suitability for mineral carbonation. The criteria adopted in the ranking procedures are further described
in Section 2.1.

For the two highest-ranking rock massifs, we conducted detailed fieldwork and experiments to
identify the relevant fracture patterns at outcrop, along scanlines, and in boreholes. Representative
samples were submitted to a battery of petrographic, mineral chemistry, and geochemistry techniques
to fully characterize the samples. Those same techniques were applied to study the changes imposed
by a set of experimental runs in which the rock samples were put in contact with a brine saturated
in CO2 under pressure and temperature conditions that simulated the supercritical injection of CO2.
The techniques utilized for the characterization of the rock samples are described in Section 2.2, while
the results of the mineral carbonation experiments are addressed in Moita et al. [23].
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2.1. Screening and Ranking Criteria

The selection of geological reservoirs for CO2 storage in deep saline aquifers, depleted hydrocarbon
fields, or even uneconomic coal beds has well-established screening and ranking criteria [24–27], but the
selection of targets for mineral carbonation has yet to have sound and widely accepted procedures.

Nonetheless, given the number of ultramafic and mafic rock massif outcroppings in the study area,
we found a systematic selection procedure to be necessary, and we defined nine criteria for screening
and ranking of these formations. The criteria included geological conditions and socioeconomic and
environmental constraints. Each criterion was subdivided into two to three classes, to which relative
weights were assigned using integer values. In fact, the range of values assigned to each criterion was
debatable, but the chosen values reflected the relative importance that we attached to each criterion,
ranging from a maximum of nine in the criteria considered most relevant, down to a maximum of three
in what we considered to be secondary. The criteria to which we assigned only two values were related
to the existence, or not, of a certain condition. Finally, the studied geological units were hierarchized
on the basis of the sum of the obtained values. For some criteria, the most unfavorable situation was
considered eliminatory.

The criteria applied are listed in Table 1 and were as follows:

• Geological conditions

1. Lithological composition—the mineralogical composition of the rocks is a fundamental aspect to
address in order to achieve the desired objectives. An expedited modal classification based on the
relative percentage of mafic minerals (i.e., olivine, pyroxene, amphibole, and biotite) observed in
thin sections was used to classify each massif into three classes, favoring those targets with the
highest percentage of minerals enriched in calcium, magnesium, and iron.

2. Area—since data on subsurface geology in the study area are quite rare, the outcrop area is a
relevant indicator for a first assessment of the size of the targets under study. In most cases,
the mapped area corresponds to the outcrop area and can be estimated directly, but in cases
where the unit under study is partially covered by more recent sediments, its determination is
more difficult. Three classes were defined, and in situations of uncertainty, we always chose a
conservative assessment.

3. Expected volume—the volume of rock masses was estimated by considering the previous criterion
(area); the shape of each geological unit (stratiform or batholith); and, in some cases, any available
geophysical information. As was the case for the previous criterion, in situations of uncertainty,
a conservative assessment was always adopted.

4. Existence of a seal unit—the existence of an impermeable layer overlaying the target unit represents
a particularly favorable structural situation, as this cover will act as a barrier to CO2 leakage for
in situ mineral carbonation. The Carbfix project developed an injection method in which CO2 is
injected dissolved in water, and thus CO2 buoyancy will not occur and the existence of a seal
is not strictly necessary [11,28]. In Alentejo, the basal levels of tertiary deposits overlaying the
Paleozoic and Mesozoic massifs generally correspond to impermeable clayey sediments. In the
most favorable situations, where this tertiary coverage exists, a weight of 3 was assigned. In the
remaining situations, where the formations crop out without any cover, or are covered by sands
with Miocene age or later, a zero weight was assigned.

5. Fracture density—the main constraints when injecting fluids into plutonic rocks are low
permeability and porosity. Fracture density controls the permeability and porosity of rock
masses; a higher fracture density facilitates fluid circulation and thus in situ carbonation. For each
geological formation, the fracture density was assessed by fracture pattern studies in outcrops
and quarries using a scanline approach with measurement of fracture frequency. The massifs
were divided into three categories: more than 10 fractures/m, 3–10 fractures/m, and fewer than
3 fractures/m, to which indices 9, 6, and 1 were assigned, respectively.
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• Socioeconomic and environmental constraints

6. Distance to CO2 sources—transport of CO2 over long distances is a highly penalizing factor. Thus,
for this criterion, three categories were defined as a function of the distance to which values 9,
6, and 1 were assigned, respectively, for distances of less than 10 km, between 10 and 100 km,
and over 100 km.

7. Social and demographic situation—building an industry for in situ carbonation will not be well
accepted in urban areas. For this criterion, two categories were defined, wherein an index of
3 was assigned to rural regions and zero was assigned to urban areas.

8. Existence of productive aquifers—groundwater is a value that must be preserved. Thus, geological
units that correspond to productive aquifers were completely excluded on the basis of this criterion.

9. Environmental restrictions—this type of project is prohibited in natural parks and other protected
areas. This criterion was considered, but no geological formations favorable to in situ carbonation
were identified in protected areas.

Table 1. Screening and ranking criteria. The shaded bars represent the relative importance of the class
in each criterion. The final ranking results from the sum of the weight obtained in each criterion. If any
massif was assigned the class “eliminatory criterion” it was not further considered in the screening and
ranking procedure.

Criteria Classes Weight

Geological conditions

C1—Lithological composition

Ultramafic—more than
90% of mafic minerals 9 =========

Mafic—40–90% mafic
minerals 6 ====== 

Intermediate—10–39% of
mafic minerals 1 = 

C2—Outcropping area
Over 20 km2 3 === 

From 10 to 20 km2 2 == 

Less than 10 km2 1 = 

C3—Expected volume
Over 20 km3 6 ====== 

From 10 to 20 km3 3 === 

Less than 10 km3 Eliminatory criterion

C4—Existence of a seal unit
Existent 3 === 

Not known 0

C5—Fracture density
More than 10 fractures/m 9 =========

3–10 fractures/m 6 ====== 

Fewer than 3 fractures/m 1 = 

Socioeconomic constraints

C6—Distance to CO2 sources
Less than 10 km 9 =========

From 10 to 100 km 6 ====== 

Over 100 km 1 = 

C7—Social and demographic situation
Urban area 3 === 

Rural 0

C8—Existence of productive aquifers
No 3 === 

Yes Eliminatory criterion

C9—Environmental restrictions
No restrictions 0

Protected areas Eliminatory criterion
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The final ranking of the rock massifs was obtained by adding the weights assigned to each criterion.

2.2. Petrographic, Mineral Chemistry, and Geochemical Techniques

The samples collected in the first field trip were processed in thin sections for petrography and
mineral chemistry analysis and powdered for X-ray diffraction (XRD) and X-ray fluorescence (XRF)
analysis (Figure 3).

Figure 3. Diagram illustrating the sample processing and the analytical techniques used.

The petrography included conventional petrographic techniques by transmitted and reflected
light polarizing microscopy, complemented with scanning electron microscopy with energy-dispersive
spectroscopy (SEM–EDS), which also provided a valuable semi-quantitative analysis of the mineral
chemistry using a Hitachi S3700N interfaced with a Quanta EDS microanalysis system. The Quanta
system was equipped with a Bruker AXS XFlash Silicon Drift Detector (129 eV Spectral Resolution
at FWHM/MnKα). Standardless PB/ZAF (self-calibrating EDS spectrum procedure) quantitative
elemental analysis was performed using Bruker Espirit software. The operating conditions for EDS
analysis were 20 kV accelerating voltage, 10 mm working distance, and 120 μA emission current.
The detection limits for major elements (>Na) were on the order of 0.1 wt %.

The petrographic analysis was also complemented by detailed identification of crystalline phases
through XRD analysis using a Bruker AXS D8 Discover diffractometer with a Cu-Kα source, operating
at 40 kV and 40 mA with a Lynxeye one-dimensional detector. Scans were performed from 3 to 75◦ 2θ,
with a 0.05 2θ step and 1 s/step measuring time by point. Diffract-Eva Bruker software with PDF-2
database (Powder Diffraction File by the International Centre for Diffraction Data) was utilized to
interpret all XRD patterns.

The whole rock geochemistry analysis was conducted by XRF, which allows for the quantification of
major oxides (SiO2, TiO2, Al2O3, Na2O, K2O, CaO, MgO, MnO, FeO, and P2O5), sulfur, and some minor
elements (Rb, Sr, Y, Zr, Nb, Th, Cr, Co, Ni, Cu, Zn, Ga, As, Pb, Sn, V, U, and Cl). Analyses were performed
with an Energy-Dispersive X-Ray Spectrometer S2 Puma (Bruker) using a methodology similar to
that adopted by Georgiou [29]. A description of the standard reference materials (SRM) utilized in
the calibration method can be found elsewhere [30]. Samples were fused on a Claisse LeNeo heating
chamber using a flux (Li-tetraborate) to prepare fused beads (ratio sample/flux = 1/10). The software
utilized for acquisition and data processing was Spectra Elements 2.0, which reported the final
oxide/element concentrations and the instrumental statistical error associated with the measurement.

3. Results

A first selection of several geological formations located in the Alentejo region (Figure 4) was
made, which was considered potentially interesting due to their dimensions and lithological nature
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using the geological map of Portugal (scales 1/50,000, 1/200,000, and 1/500,000) and other general
bibliographic elements.

 
Figure 4. Location of the studied units: (A) Variscan basement; (B) Mesozoic cover; (C) Cenozoic
cover; (1) Sines massif; (2) diabases of the Iberian Pyrite Belt; (3) gabbros of the Torrão-Odivelas region;
(4) Beja gabbros; (5) ophiolitic sequences: (a) internal ophiolitic sequences; (b) Beja-Acebuches ophiolitic
complex; (6) Alter do Chão/Cabeço de Vide massif; (7) Veiros massif; (8) Vale de Maceiras massif;
(9) Campo Maior massif; (10) Elvas massif.

Most of these units correspond to igneous, ultramafic, or mafic intrusive rocks of Paleozoic age
(gabbros and diorites of Torrão-Odivelas; Beja gabbros and igneous massifs of Alter do Chão/Cabeço de
Vide, Veiros, Vale de Maceiras, Campo Maior, and Elvas). The Sines massif is also mostly composed by
mafic rocks, but, having a Cretaceous age, is considerably more recent. The diabases from the Iberian
Pyrite Belt are part of a Lower Carbonic volcano sedimentary complex and the ophiolitic sequences are
mostly ultramafic and mafic rocks associated with the obduction of oceanic lithosphere during the
Variscan orogeny.

For each of the 10 geological units represented in Figure 4, we determined the values corresponding
to the nine criteria described. The sum of these values was used to rank the studied geological
formations. Table 2 presents the result of these calculations and the hierarchy of the units in terms of
their potentialities.
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Table 2. Ranking of ultrabasic and basic geological formations in the Alentejo region. A massif with an
ideal condition would have a total score of 45.

Geological Formation

Criterion
C1 C2 C3 C4 C5 C6 C7 C8 C9

∑
1—Sines massif 6 3 6 0 6 9 0 0 0 30

2—Diabases from Iberian
Pyrite Belt

1 2 3 3 9 6 3 0 0 27

3—Gabbros of
Torrão-Odivelas

6 3 6 3 1 6 3 0 0 28

4—Beja gabbros 6 3 6 0 1 1 3 Elim 0 —

5—Ophiolitic sequences 9 1 Elim 0 9 6 3 0 0 —

6—Alter do Chão/Cabeço
Vide massif

9 3 6 0 6 1 3 Elim 0 —

7—Veiros massif 6 1 Elim 0 1 1 3 0 0 —

8—Vale de Maceiras massif 6 2 3 0 1 1 3 0 0 16

9—Campo Maior massif 6 3 6 0 6 1 3 0 0 25

10—Elvas massif 6 2 3 0 6 1 0 0 0 18

Elim—eliminatory criterion.

Among the studied units, two were eliminated due to lack of size (the Veiros massif and
ophiolitic sequences because they are very fragmented), and two others were eliminated because they
corresponded to productive aquifers (Beja gabbros and Alter do Chão/Cabeço de Vide massif).

Regarding the remaining six units, we emphasize the excellent rating achieved by the Sines massif,
gabbros of Torrão-Odivelas, and diabases from the Iberian Pyrite Belt. The Sines massif, which was
ranked first and was selected for the first experiments, has the disadvantage of being located in an
urban area, but the great advantage of its location near the CO2-producing sources and its extension
for some kilometers into the continental shelf.

Further research is ongoing for the Sines and Torrão-Odivelas massifs. The remainder of this
article, as well as the article by Moita et al. [23] in this issue, address the works already conducted at
the Sines massif.

3.1. The Sines Massif

3.1.1. Geological Setting

The Sines massif (Figure 5) is located on the west Portuguese coast (southwest Iberia). Onshore
it has a relatively small area (≈10 km2), largely covered by Plio-Quaternary sediments, mainly
outcropping along the seacoast and in the Montes de Chãos quarry (Figure 6). It exhibits an elliptical
shape that is elongated into the continental shelf and has been interpreted by Teixeira [31] and
Ribeiro et al. [32] as a subvolcanic ring structure. Carvalho et al. [33], resorting to geophysical data
(magnetic, gravimetric, and seismic reflection), were able to model the offshore of the massif, along a
NE–SW trend, and covering an area of ≈300 km2.
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Figure 5. Geological map of Sines massif (adapted from Inverno et al. [34]) with sampling localities.

 

Figure 6. Mesoscopic features of Sines massif at seacoast near Praia do Norte (a) and Montes de Chãos
quarry (b). Detail of sampled cumulate gabbro at a cliff near Praia do Norte (c) and gabbro-diorite at
Montes de Chãos quarry (d).
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Together with the Sintra and Monchique massifs, the volcanic complex of Lisbon, and several
other minor intrusions, the Sines Massif is part of a Late Cretaceous alkaline magmatic cycle dated to
ca. 22 Ma (94–72 Ma) [35].

The Sines massif is mainly formed of gabbros, diorites, and syenites, with a profusion of dykes of
variable composition (basalts, microgabbros, microdiorites, trachybasalts, lamprophyres, trachytes,
and microsyenites [34,36]). Despite the Cenozoic sedimentary cover, the geological map of Portugal
at 1/50,000 scale (sheet 42-C, Santiago de Cacém [34]) shows that these intrusive rocks cut the
Carboniferous flysch at the south (Mira Formation) and Lower Jurassic carbonate rocks at the north.
A model of multiphase emplacement is accepted for the genesis of the Sines massif, with the intrusion
of gabbro-diorite, followed by the intrusion of syenite, and finally the net of dykes that cut the intrusive
massif rocks and the surrounding country rocks.

3.1.2. Fracture Characterization

In the field, the observed rocks of the Sines massif displayed very low primary porosity, as is
expected for plutonic rocks. Therefore, the characterization of the fracture patterns is fundamental
for an indirect assessment of the permeability of the massif and, consequently, for the viability of the
gabbro and diorite being used for in situ mineral carbonation. The exposure at the walls of Montes
de Chãos quarry is the best place to analyze the fracture patterns of the Sines massif. The obtained
fracturing density diagram poles is shown in Figure 7.

 
Figure 7. Fracture density diagram poles for the Monte Chãos quarry, showing a great dispersion in
the orientation of discontinuities. The projection uses the Schmidt equal area net, and the number of
discontinuities represented is 425. The values in the scale represent the percentage of occurrence.

For a more detailed fracture analysis, we performed several scanlines. This method consists of
stretching a line along the walls of the quarry and measuring the intersection of the line with any
discontinuity. To quantify the rock mass rating, we freely adapted the RQD (Rock Quality Designation)
index, applied routinely to evaluate the fracture frequency in drill cores, which was calculated as the
percentage of unfractured rock segments longer than 10 cm along the scanlines. That is, RQD was
used here to quantify, along the scanlines, the percentage of consecutive fractures that were more than
10 cm apart. The scan lines and RQD results are listed in Table 3.
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Table 3. Scanline data, RQD (Rock Quality Designation) index, and scanline statistics. Latitude and
longitude refer to the starting point of each scanline. Scanline 2* corresponds to the continuity of
resuming observations along the same azimuth of scanline 2 after following 25 m of no collected data
due to outcrop inaccessibility.

Scanline 1 Scanline 2 Scanline 2* Scanline 3

Data

Length (cm) 1275 1250 590 2630

Latitude 37.94978◦ 37.9514◦ 37.94924◦

Longitude −8.85078◦ −8.84634◦ −8.84187◦

Azimuth 70◦ 60◦ 135◦

Number of
discontinuities

63 62 66 153

Discontinuities per m 4.9 5.0 11.2 5.8

Length of section
between two

consecutives fractures
(cm)

Average 24.5 24.5 10.7 10.7

Standard deviation 20.7 23.2 11.0 11.0

Maximum value 103 120 57 57

Minimum value 4 3 1 1

Sum of sections > 10 cm 1167 1150 373 373

RQD (%) 91.5 92.0 63.2 63.2

The data show a variety of orientations, which means it is not possible to establish a geometrically
well-defined fracture pattern. The average spacing between fractures (10.7–24.5 cm) revealed
a heterogeneous pattern with medium-density fractures, suggesting some secondary porosity,
which increases the potential surface area available for reaction.

These results are consistent with those recently obtained by drilling cores in an internal report
requested by the Administration of the Port of Sines [37], which states that the gabbro-diorite massif
in general has good to excellent geotechnical quality, occasionally reasonable, especially in the most
superficial areas of the massif. During the surveys carried out, the extraction of continuous rock cores
without fractures was frequent, revealing the excellent geotechnical quality of the gabbro-diorite massif.

3.1.3. Petrography, Mineral Chemistry, and Geochemistry

Two coarse-grained ultramafic to mafic samples from the Sines massif were collected for laboratory
characterization and mineral carbonation experiments—a melanocratic cumulate gabbro at a cliff near
Praia do Norte (Figures 5 and 6c) and a gabbro-diorite at Montes de Chãos quarry (Figures 5 and 6d).

The cumulate gabbro sample displayed a medium to coarse igneous texture that preserved the
ferromagnesian mineral phases. The mineral composition was found to be clinopyroxene (45–55%),
olivine (15–20%), brown-amphibole (10–15%), plagioclase (5–10%), and primary ilmenite (5%) (Figure 8),
although occasionally showed accessory alteration products (e.g., chlorite, actinolite, and serpentine).
These secondary mineral phases occurred around the olivine, as well as around some pyroxene crystals.
The enrichment in ferromagnesian minerals and their textural relations revealed cumulated textures,
with amphibole crystals developing a poikilitic texture.

The mineral chemistry (Table 4) indicated the presence of magnesium olivines (Fo = 0.52–0.67),
Ca–Fe–Mg clinopyroxenes with diopside–augite compositions, Ti-rich amphiboles (tschermakite
horneblende), and calcic plagioclases with bytownite–labradorite compositions (An = 0.67–0.79).
Except for ilmenite, which was not detected in the XRD diffractogram where the presence of magnetite
was revealed, suggesting equilibrium at low temperatures in the oxide phases, we confirmed all
primary mineralogy by XRD analysis (Figure 9). The rock geochemistry data (Table 5) showed very
low SiO2 contents (42.3 wt %), compatible with an ultrabasic composition, and high MgO (12.90 wt %),
CaO (12.7 wt %), Fe2O3 (15.15 wt %), Cr (478 ppm), and Ni (117 ppm). This compositional spectrum,
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coupled with a high value of TiO2 (3.34 wt %), agrees with the observed enrichment in ferromagnesian
mineral and denotes magmatic alkaline features.

 

Figure 8. Microphotographs of (a) cumulate gabbro and (b) gabbro-diorite under polarized light
microscope. ol—olivine, cpx—clinopyroxene, plg—plagioclase, bt—biotite.

Table 4. Mineral chemistry by scanning electron microscopy with energy-dispersive spectroscopy
(SEM–EDS) in atomic percent (at %).

at %

Cumulate Gabbro

Olivine
n = 5

Pyroxene
n = 3

Amphibole
n = 4

Plagioclase
n = 4

Ilmenite
n = 2

Min Max Min Max Min Max Min Max Min Max

O 61.567 63.646 60.440 61.007 59.764 60.797 62.562 65.073 61.711 61.529
Si 10.764 11.855 15.941 16.566 12.313 12.986 13.904 14.814 0.804 0.600
Ti n.d. n.d. 0.350 0.439 1.637 1.771 n.d. n.d. 15.833 16.344
Al 0.100 0.618 1.744 1.974 5.204 5.540 12.922 14.320 0.534 0.840
Mg 12.844 17.564 8.382 8.833 7.560 7.860 n.d. n.d. 1.321 2.518
Fe 8.741 11.914 2.565 2.849 3.726 3.938 n.d. n.d. 19.115 17.567
Ca 0.207 0.366 7.920 8.869 5.190 5.470 5.161 6.562 0.275 0.215
Mn 0.000 0.222 0.000 0.133 0.000 0.129 n.d. n.d. 1.321 0.383
Na n.d. n.d. 1.056 1.122 2.124 2.390 1.661 2.558 n.d. n.d.
K n.d. n.d. n.d. n.d. 0.524 0.584 0.000 0.295 n.d. n.d.

Ca/(Ca + Na) 0.67 0.79
Mg/(Mg + Fe) 0.52 0.67

at %

Gabbro-Diorite

Olivine
n = 3

Pyroxene
n = 4

Biotite
n = 3

Plagioclase
n = 4

Ilmenite
n = 2

Min Max Min Max Min Max Min Max Min Max

O 57.796 58.844 58.346 58.900 55.762 58.686 59.420 61.240 58.265 60.052
Si 11.846 12.429 16.456 17.472 12.624 14.348 18.240 19.420 2.412 1.765
Ti n.d. n.d. 0.450 0.571 1.801 2.563 n.d. n.d. 8.199 16.736
Al 0.416 1.429 1.614 2.020 6.975 7.953 11.050 12.140 1.611 0.656
Mg 11.298 12.612 8.717 9.051 6.689 8.348 n.d. n.d. 2.007 1.685
Fe 14.933 16.937 3.237 3.617 5.626 6.764 n.d. n.d. 26.594 18.319
Ca 0.213 0.426 8.111 9.361 n.d. n.d. 3.960 5.220 0.598 0.272
Mn 0.375 0.446 0.130 0.160 n.d. n.d. n.d. n.d. 0.314 0.514
Na n.d. n.d. 0.982 1.132 1.005 1.639 1.633 2.530 n.d. n.d.
K n.d. n.d. n.d. n.d. 4.523 4.547 0.270 0.390 n.d. n.d.

Ca/(Ca + Na) 0.61 0.72
Mg/(Mg + Fe) 0.40 0.46

n—number of analyses; n.d.—not determined.
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Figure 9. XRD diffractograms of (a) cumulate gabbro and (b) gabbro-diorite.

Table 5. Geochemical data in weight percent (wt %) and parts per million (ppm).

Cumulate Gabbro Gabbro-Diorite

wt % Stat Error wt % Stat Error

SiO2 42.30 ±0.0344 49.00 ±0.0356
TiO2 3.34 ±0.0175 3.26 ±0.0176

Al2O3 9.40 ±0.0295 16.20 ±0.0368
Fe2O3 15.50 ±0.0133 11.20 ±0.0115
P2O5 0.28 ±0.00427 0.85 ±0.00506
MnO 0.40 ±0.005 0.32 ±0.005
MgO 12.90 ±0.0506 4.48 ±0.0349
CaO 12.70 ±0.0428 8.33 ±0.0375
BaO 0.23 ±0.013 0.28 ±0.013

Na2O 0.84 ±0.0519 3.46 ±0.0607
K2O 0.19 ±0.0345 1.42 ±0.0395
LOI 0.89 - 0.03 -
Total 98.97 - 98.83 -

ppm ppm

S 1900 ±17.2 1500 ±16.2
Rb 9 ±2.08 40 ±2.24
Sr 286 ±2.57 748 ±3.09
Y 15 ±2.30 34 ±2.46
Zr 80 ±2.82 199 ±3.14
Nb 20 ±2.52 62 ±2.65
Th 9 ±2.94 10 ±3.10
Cr 478 ±29.0 20 ±25.4
Co 198 ±5.65 139 ±5.02
Ni 117 ±4.12 7 ±3.42
Cu 62 ±4.82 42 ±4.88
Zn 103 ±6.07 108 ±6.37
Ga 14 ±4.30 25 ±4.67
As 7 ±4.29 8 ±4.53
Pb 0 ±0 12 ±17.2
Sn 7 ±27.3 0 ±0
V 479 ±68.0 323 ±68.0
U 0 ±0.209 2 ±0.221
Cl 43 ±0.364 53 ±0.359

The gabbro-diorite sample exhibited a hypidiomorphic texture and was found to be composed
of plagioclase (50–60%) and clinopyroxene (20–25%), and, to a lesser extent, olivine (5–10%), biotite
(10–15%), and ilmenite (5–10%). The sample was heterogeneous, with plagioclase-enriched layers
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alternated with ferromagnesian-enriched layers. Despite some fractures with chlorite and incipient
sericitization, the sample had no significant alteration.

The mineral chemistry data (Table 4) indicated a more evolved composition with ferrous olivines
(Fo = 0.40–0.46), diopside–augite compositions for clinopyroxenes, slightly fewer calcium plagioclases
(An = 0.61–0.72), ferromagnesium micas, and Fe-rich ilmenite. The XRD (Figure 9) and mineral
chemistry (Table 4) data support the previous observed and analyzed mineralogy. The geochemical
data revealed (Table 5) a basic composition (SiO2 = 49.00 wt %) and displayed lower MgO (4.48 wt %),
CaO (8.33 wt %), and Fe2O3 (11.20 wt %), enhanced by low Cr (20 ppm) and Ni (7 ppm) and high Sr
(748 ppm) values, which were directly related to the modal abundance of plagioclase, clinopyroxene,
and olivine. The established basic composition and the TiO2 value (3.26 wt %) obtained for the
gabbro-diorite agree with the values reported by Canilho [38].

4. Discussion

In general, according to Schaef et al. [39], Rosenbauer et al. [40], and Alfredsson et al. [41],
the injection of carbon dioxide into basaltic rocks has several advantages in comparison with sedimentary
basins if the storage of CO2 is through its mineral carbonation. Effective mineral carbonation of
CO2 is best achieved with ultrabasic or basic volcanic rocks due to the high contents of Mg2+, Fe2+,
and Ca2+ in ferromagnesian mineral phases, which can react with CO2 and precipitate as carbonates
(e.g., magnesite, siderite, or calcite).

Since basalt carbonation could therefore become an important carbon storage solution [15],
we selected 10 ultramafic and mafic rock areas in this study as a potential area for CO2 storage.
In a preliminary phase of site characterization for CO2 geological storage in ultrabasic and basic
volcanic rocks, we selected one geological formation with the potential to be considered as adequate
for CO2 storage. Comparing the 10 studied areas, we found that the Sines massif had more favorable
characteristics (Table 3) than the other areas with respect to all the relevant parameters evaluated
(Table 2). Its location, only a few kilometers from the main CO2 sources in the region, which would
avoid excessive transport costs, coupled with the large expected volume of cumulate gabbro with a
high percentage of mafic minerals, provided the best prospect in the study area for the implementation
of mineral carbonation projects.

Despite the subvolcanic (intrusive) nature of the Sines massif, the study of mafic lithologies,
in particular the cumulate gabbros with more than 60% of ferromagnesian minerals, presented
the chemical and mineralogical features theoretically required for mineral carbonation. Frequently,
the boundaries between the cumulate gabbros and diorites were unclear, and thus it became necessary
to test not only the more mafic lithologies but also the dioritic rocks in order to assess the mineral
carbonation potential of the rock massif.

As such, samples of both rock types were tested in laboratory experiments to quantify their
reactivity with a natural brine highly saturated with CO2, under supercritical conditions, to understand
the chemical reactions that are expected to occur in the area immediately surrounding an injection well.
These laboratory experiments were designed to assess whether the CO2–water–rock interaction would
dissolve the cations of cumulate gabbros and gabbro-diorites necessary to react the CO2 and promote
fast mineral carbonation.

The Sines massif is ideally located close to the CO2 sources in the region, which are hundreds of
meters to a few kilometers away from the cumulate gabbros outcrops. A further advantage is that
the subvolcanic massif extends from those outcrops to the offshore, where it encompasses a much
larger area, most of which is covered by recent sediments. A scenario of CO2 injection in the cumulate
gabbros in the near offshore could be used to assess whether the fracture permeability is sufficient
to allow for injection. Geophysical surveys and reinterpretation of previous data were necessary to
clarify the offshore area, volume, and fracture pattern. The studies of fracture density did not show a
consistent and pervasive fracture pattern, and it is expected that fracture density decreases with depth,
which may make an in situ carbonation process unviable.
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Mineral carbonation can also be achieved ex situ by resorting to the mining of the cumulate
gabbros in quarries and promoting its reaction with CO2 in specifically built facilities. A large quarry
already exists in the Sines massif. Enhanced weathering is another possibility. The biggest contributor
to the natural cycle of removing carbon dioxide from the atmosphere is the chemical weathering
of certain types of rocks. This process is obviously very slow, but some studies (e.g., [22–42]) have
demonstrated that, under the right conditions, the utilization of crushed mafic rocks could result in
a net removal of CO2 from the atmosphere. The mineral carbonation experiments being conducted
should indicate whether the cumulate gabbros and gabbro-diorites from the Sines massif have some
potential for these applications.

5. Conclusions

Several outcropping mafic rock massifs in the south of Portugal may present an opportunity for
mineral carbonation from the CO2 sources located in the region, which make up the largest industrial
cluster in the country. The conditions of these rock massifs, composed primarily of plutonic rocks, are
far from ideal in terms of porosity and permeability, and thus we adopted a set of ranking criteria to
select the rock massifs that may present the highest potential. The adopted ranking criteria considered
geological factors and socioeconomic and environmental constrains, with the most relevant being
the percentage of mafic minerals, the fracture density, and the proximity to CO2 sources to minimize
transport costs. Criteria such as exceptionally low expected volume, the existence of productive
aquifers, and environmentally protected areas were eliminatory factors.

Application of the screening and ranking procedure allowed us to select, from the identified
10 ultramafic and mafic rock massifs in the study area, the two with the best conditions for mineral
carbonation—the Sines massif and the gabbros from Torrão-Odivelas massif.

The petrographic, mineral chemistry, and geochemical study of samples from the Sines massif
demonstrated that the mineralogy of the cumulate gabbros is, theoretically, very favorable for mineral
carbonation, with a higher percentage of ferromagnesian minerals than was previously documented.
This has prompted mineral carbonation experiments in which the rock samples are submerged in a
brine supersaturated in CO2, under pressure and temperature conditions enough to ensure supercritical
CO2 conditions, in order to understand the CO2–brine–CO2 reactions. These experiments and their
results are described in a second article [23].
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Featured Application: The smelting process can be applied for the direct recycling of the

nickel ferrous dust collected in the gas cleaning systems of the rotary kilns (R/Ks) during the

pre-reduction of laterite ore in the course of ferronickel production by the pyrometallurgical

route. The method can also be applied for smelting of ore fines. Contained Ni is recovered in

the liquid metal resulting in the production of high purity low Ni-alloyed steel grades following

secondary metallurgical treatment. The composition of the produced slags by this method can

be efficiently adjusted so that the slags could be used in the manufacturing of special slag type

composite cements substituting clinker. Present findings indicate that there is also potentially

space for improvement in conventional EAF steel slags composition to allow for their wider use

in building sector. In general, the developed zero residues recycling process concept can be

applied for the recycling of metallurgical wastes/byproducts (dusts, fines etc.) by “one-stage”

reduction smelting in DC-arc furnaces without any pretreatment (agglomeration, briquetting,

sintering) recovering the contained valuable metals in the liquid bath, while producing slags

suitable for further utilization in the manufacturing of high added value environmental friendly

building materials (cements) accountable for less CO2 footprint; relative to the amount of clinker

being substituted.

Abstract: A pyrometallurgical process was developed for the recycling of Ni bearing dusts and
laterite ore fines by direct reduction smelting in DC (direct current) arc furnace. In the course of
the performed industrial trials, besides the Ni-recovery in the liquid bath, slag composition was
deliberately adjusted in order to produce a series of metallurgical slags with different chemical
and mineralogical composition. The aim of this study was to investigate their suitability as clinker
substitute in cement manufacturing. Examined parameters were slag FeOx content, basicity and
applied cooling media (air, water cooling). A series of composite Portland and slag cements were
manufactured in laboratory scale incorporating 20% and 40% of each slag, respectively; the rest being
clinker of OPC (ordinary Portland cement) and 5% gypsum. The extended mineralogical analysis and
microstructural properties of the produced slags were examined and correlated with the properties of
the produced cements. The physical and mechanical characteristics of all examined cement products
were found to meet the requirements of the regulation set for cements. The present research revealed
that the most critical parameter in the compressive strength development of the slag cements is the
mineralogical composition of the slag. Even in cases where rapid cooling to obtain glassy matrix
is not feasible, adjustment of slag analysis to obtain mineralogical phases similar to those met in
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clinker of OPC, even at higher FeO contents (up to ~21wt.%), can result in production of slag with
considerable latent hydraulic properties. These results indicate that there is potentially space for
adjustments in conventional EAF (electric arc furnace) steel slags composition to allow for their wider
use in cement manufacturing with significant environmental and economic benefits resulting from
the reduction of energy requirements, CO2 emissions and natural raw materials consumption.

Keywords: slag valorization; metallurgical dusts; slag cement; CO2 emissions; EAF slag; zero waste

1. Introduction

Electric arc furnace (EAF) steelmaking has been proven a promising recycling route for a variety
of industrial, mining and metallurgical wastes enabling the recovery of contained metals in the
produced steel products, while exploiting their chemical and/or energy content [1–7]. Technological
advancements in auxiliaries, such as hollow graphite electrode in direct current (DC)-arc furnaces,
special tuyères and manipulator lances have enabled further the efficient recycling of powder waste
materials, as well as the feeding of fluxes and carbonaceous reductants along with carrier and process
gases, allowing overall high recovery yield of valuable metals in the liquid bath [4,8,9]. In modern
steelmaking furnaces these “redox-tools” also provide the ability to adjust the slag chemistry at request,
so that, besides favoring the metallurgical yield of the process, it may well become appropriate for
further utilization, as a secondary raw material in the production of high added value products.
Slag valorization capability depends on its chemical and mineralogical composition resulting from
the originating production process and applied cooling methodology. Generally, knowledge of the
chemical, mineralogical, and morphologic characteristics of ferrous slags is essential, because their
cementitious and mechanical properties, which play the key role in their utilization, are closely related
to these features. For example, the properties in abrasion and attrition of steel slag are influenced
by its morphology and mineralogy. Similarly, the volumetric stability of steel slag is a function of
its chemistry and mineralogy. The most well established valorization case of ferrous slags is the
utilization of Ground-Granulated Blast-Furnace slag (GGBS or GGBFS) as a substitution of clinker
in cement manufacturing. Besides the conservation of natural resources, this substitution results in
significant reduction of CO2 emissions per ton of produced cement, relative to the amount of clinker
being substituted. In general, the production of 1.0 t of Portland cement causes 0.8–1 t CO2, while
indicatively 1.0 t of slag cement containing 75% of GGBS causes emission of only 0.3 t CO2 [10,11].
These data include the calcination process, emissions from fossil fuel burning and the use of electricity.

For the case of EAF slag, its properties render it a good candidate for many engineering
applications, including as a (heavyweight) aggregate for concrete, as radiation-shielding concrete, as
an environmentally friendly substitute of natural aggregates such as barite, hematite or limonite [12].
Nevertheless, although the approach of EAF slag utilization in the final stage of cement manufacturing
as clinker substitute similar to the exploitation of blast furnace slag has been limited researched [13–15]
it has not been usually practiced, mostly due to its weak hydraulic properties [16]. Further, steel slag is
not currently included in the European Norm in force for the types of cements [17]. Other hindering
reasons, also constraining its direct wide use in concrete, are volume instability and potential swelling
attributed to hydroxylation and subsequent carbonation of their free CaO and MgO contents [18–20],
long-term oxidation of metallic iron from divalent to trivalent valence, as well as the transformation
of β-C2S (2CaO·SiO2) to γ-C2S [12]. Finally, an environmental factor that has been discouraging in
using some steel slags in constructions is the potential leaching of undesired metals over the life time
of each construction application; however, this risk is particularly relevant for slags from stainless
steel production [12]. Hot stage slag engineering aiming to influence slags chemical composition to
enable higher value-added applications and energy recuperation has been gaining attention in the
vision for sustainable metallurgy [21–23]. The improvement of the EAF slag cementitious properties
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by adjusting its chemical and mineralogical composition during the smelting and cooling periods,
while maintaining a positive impact on the quality of produced metal, could potentially widen its
use in construction sector, overcoming the aforementioned obstacles. In this direction, to tackle
leachability issues, additions of bauxite, Al2O3 containing residues and aluminum metal as a method
to increase the stability of stainless steel EAF slags and to stabilize chrome (Cr) was suggested by
Mudersbach et al. [24], while Primavera et al. [25] has described the addition of a stabilizer oxide in the
treatment of electric arc furnace (EAF) slags. However, studies for optimized EAF-slag, the primary
targeted use remains as an aggregate in construction applications i.e., road bed. This use, even it is
quite beneficial, does not maximize the value added benefits for the steel manufacturer. Preferably,
its successful use in cement manufacturing as clinker substitute should upgrade its added value in
the circular economy chain, yield important environmental and economic benefits for both steel and
cement industry, contribute to the conservation of natural resources, as well as to further reduction of
CO2 emissions in cement industry, by expanding the cycle of alternatives to clinker secondary raw
materials [19,26].

A reduction smelting process was developed for the efficient recycling of metallurgical Ni-bearing
dust by injection through the hollow electrode in DC—EAF [4,27,28]. This dust is collected in the
gas cleaning systems of the rotary kilns (R/Ks) during the pre-reduction of laterite ore in the course
of ferronickel production by the pyro-metallurgical route. This method can also be applied for the
smelting of ore fines; their collection and treatment prior to their feeding in the R/Ks will considerably
reduce the amount of generated dust. A significant advantage of the developed process in the
DC-arc furnace is that it allows the direct smelting of the fine materials without any pretreatment
(agglomeration, briquetting, sintering) [4,8]. During the industrial testing of the process, apart from
the effective dust and ore fines recycling and nickel recovery in the metal, the interest was also focused
on the production of different steel slag types in terms of chemical and mineralogical composition.
The objective of the present research was to investigate their suitability as clinker substitute in common
cement manufacturing and further the correlation of the obtained results to the microstructural
characteristics of the used slags, to establish the development of a zero residues production melting
process for metallurgical dusts and ore fines recycling as presented to the flow sheet in the corresponded
supplementary file. Examined parameters were slag FeOx content, basicity and applied cooling media
(air, water cooling). A series of cements incorporating 20% and 40% of each slag respectively were
manufactured in laboratory scale. Since the current European Norm [17] for common cements refers
only to the utilization of ground granulated blast furnace slag (GGBS) in cement production, the
physical and mechanical characteristics of the manufactured cements in the present study have been
compared to the requirements for composite Portland cements with blast furnace slag (CPCs) and slag
cements (SCs) for the mixtures with 20% and 40% slag content, respectively. The main difference is
that blast furnace slag accepted in cement production according to EN 197-1 [17], contains at least
two-thirds by mass of glassy slag and has minimum iron oxide content.

2. Materials and Methods

2.1. Tests in Raw Materials

Industrial reduction smelting trials for the recycling of Ni-bearing dust and laterite fines have been
conducted in DC–EAF furnace with very high Ni-recovery in the produced metal, as described in [4],
where the furnace installation, the data of conducted industrial trials and their metallurgical evaluation
have been thoroughly analyzed. The liquid metal following secondary metallurgical treatment resulted
in the production of low nickel alloyed steel grades [4]. Typical chemical analysis of the most important
constituents of the dust and ore fines is presented in Table 1, while their detailed characterization
including mineralogical and microstructural analysis by XRD, SEM/EDS and grain size distribution
can be found in [4,28]. Slag chemistry adjustment was carried out during the trials in order to produce
slags with desired range of chemical composition. The slag analysis was deliberately influenced
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by proper fluxes and reductants additions during the smelting campaigns, as described in [4,26,28].
The selected slag parameters examined were the FeOx content, the basicity of the slags expressed as
CaO/SiO2 (wt.%/wt.%) and the effect of slag cooling procedure (air or water cooling).The objective
was to investigate the effect of these parameters on the slags utilization as clinker substitute in the
production of slag containing cements. This was achieved by pre-calculated additions of reducing
agents and fluxes; namely, carbon and metallurgical lime, respectively. Having the targeted use in
mind, addition of dolomitic lime was avoided in order not to increase slags MgO content and also for
promoting FeOx reduction. Two different means of slag cooling were also applied: (a) air by tapping
liquid slag in a pit in the plant yard and leave it to cool and (b) water by purring liquid slag in a basket
filled with water. In total, nine different slags were collected.

Table 1. Typical chemical analysis (wt.%) of Ni-bearing dust and lateritic ore fines [4].

Dust Ore Fines

FeOx 30.44 36.65
SiO2 35.00 34.85
MnO 0.50 0.87
Cr2O3 3.00 5.82
Al2O3 11.55 4.31
CaO 4.10 4.18
MgO 5.27 5.92
NiO 1.80 1.37

S 0.44 0.20
Ctot 3.60 0.94

Moisture 0.24 1.82

The chemical analysis of the slags was determined by X-ray fluorescence, XRF. The mineralogical
analysis of the slags were determined by powder X-ray diffraction (XRD), using a Bruker D8 Advance
diffractometer (Bruker, Billerica, MA, USA), with Ni-filtered CuKα radiation. The scanning area for
bulk mineralogy of the samples covered the 2θ interval 20–70◦, with a scanning angle step size of
0.015◦ and a time step of 0.1 s. The mineral phases were determined using the DIFFRAC plus EVA
12® software (Bruker-AXS, Billerica, MA, USA) based on the ICDD powder diffraction file of PDF-2
2006. Study of the slags microstructure was carried out by Scanning Electron Microscopy (SEM) (JEOL
JSM-6300), while several microanalyses were performed with Energy Dispersive X-ray Spectroscopy
(SEM/EDS).

2.2. Tests in Cement Production

A series of composite Portland and slag cements were manufactured in laboratory scale by
co-grinding 20% and 40% of each slag, respectively with clinker of ordinary Portland cement (OPC).
In all cement mixtures 5% gypsum was used and the remaining mass was clinker of OPC. Reference OPC
(95% clinker, 5% gypsum) mixtures were also manufactured for comparison purposes. The experimental
procedure involved separate crushing of the slag and the clinker, so that 95% is below 5 mm. The crushed
materials were mixed with gypsum in the aforementioned ratios and subsequently co-ground in a
5-kg ball mill until targeted specific surface (Blaine) of 4500 cm2/g was achieved. Indicatively two
cements incorporating 20% slag but targeting to lower Blaine of 3650 cm2/g were also comparatively
manufactured along with corresponding reference OPC. Once grinding was completed, proper
specimens were prepared for the determination of the experimental cement’s technological properties
according to the corresponding standards specified in EN 197-1 [17], the standard in force for cement
products. Initial and final setting time, expansion and early, late and long-term compressive strengths
up to 90 days of hydration were measured.

In the final step of this study, co-evaluation of the results was performed and correlations
between the mineralogical analysis and microstructural properties of the produced steel slags with
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the physical and mechanical characteristics of the produced cements were acknowledged. Since the
European Norm in force for the types of cements [17] refers only to the utilization of GGBS in cement
production, experimental cements classification was made indicatively following the corresponding
ranges described in [17] for blast furnace slags. The obtained results of this research are hereafter
presented and discussed.

3. Results and Discussion

3.1. Slags Characterization

3.1.1. Chemical Composition

The chemical composition of the so produced slags in wt.% used for cements manufacturing and
the mean of their cooling are presented in Table 2. Due to the applied experimental conditions of the
trials [4,28], iron is expected to be mainly in divalent state in slags 3 and 4, while higher trivalent iron
content is present in slag 5. Accordingly, higher fraction of Cr should be expected to be divalent than
trivalent form due to the highly reducing conditions of the smelting process [28,29]. The lowest FeO
content in slags 4-2 was achieved by aluminum addition during smelting via the aluminothermic
reduction reaction 3(FeO) + 2 [Al] = Al2O3 + 3 [Fe], increasing also the Al2O3 content of the slags.

Table 2. Chemical composition of the produced slags used in cements manufacturing.

No. (*) Bas.
FeOx

(wt.%)
Al2O3

(wt.%)
MgO

(wt.%)
MnO

(wt.%)
Crtot

(wt.%)
S

(wt.%)

3-1a, b 1.68 10.7 7.72 10.8 2.48 0.53 0.29
3-2a, b 1.32 5.32 8.57 11.5 2.51 0.60 0.30
4-1a, b 1.50 7.30 11.6 8.93 3.12 0.96 0.36
4-2a, b 2.61 3.85 12.00 7.54 1.68 0.19 0.39

5a 2.15 21.1 7.36 4.36 2.36 0.88 0.20

a—air-cooled, b—water cooled slags, bas—basicity (wt.% CaO/wt.% SiO2), (*)—industrial trials traceability index.

3.1.2. Mineralogical Characterization and Microstructure

The mineralogical analyses of the slags are summarized in Tables 3 and 4 for the air and
water cooled samples, respectively. The high number of phases detected in each XRD pattern
(Figure 1), therefore high overlapping of peaks, made their distinguishing quite difficult and SEM/EDS
analysis assisted substantially towards this direction (Table 5). Special care was taken to present
selected microanalyses that are either stoichiometric or closely approximate the stoichiometry, since
the fractured analyzed surfaces of samples prevented accurate quantitative analyses. Moreover,
characteristic microphotographs of their structure obtained by optical microscopy and SEM are
presented in Figures 2–5.
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(i) 5a 

Figure 1. X-ray diffraction patterns of the studied slags: (a) slag 3-1a; (b) 3-1b; (c) 3-2a; (d) 3-2b;
(e) 4-1a; (f) 4-1b; (g) 4-2a; (h) 4-2b; (i) 5a. Abbreviations—α′-C2S (α′-2CaOSiO2-Ca14Mg2(SiO4)8)—α′-
dicalcium silicate-bredigite; α-C2S (α-2CaOSiO2)—a-dicalcium silicate; β-C2S (β-2CaOSiO2)—belite,
β-dicalcium silicate; C3S (3CaOSiO2)—alite, tricalcium silicate; C3A (3CaOAl2O3)—tricalcium
aluminate; C3MS2 (3CaOMgO2SiO2)—merwinite; MW (Mg1-xFexO)—magnesiowüstite; C2AS
(2CaOAl2O3SiO2)—gehlenite; MA (MgOAl2O3)—spinel; Chr (FeOCr2O3)—chromite; CfS
(CaOFeOSiO2)—kirschteinite; C12A7 (12CaO7Al2O3)—mayenite; C4AF (4CaOAl2O3Fe2O3)—
brownmillerite; CF2 (CaO2Fe2O3)—calcium iron oxide.

Table 3. Mineralogical phases of air-cooled slags.

3-1a 3-2a 4-1a 4-2a 5a

α-C2S +
α′-C2S + + +
β-C2S + + +
C3S + +

C3MS2 + +
C3A + + + + +

C12A7 + + +
C2AS + + +

Mg1−xFexO + + + + +
Spinel + + + +

Chromite + +
C4AF +
CF2 +

CaFeSiO4 +

Table 4. Mineralogical phases of water-cooled slags.

3-1b 3-2b 4-1b 4-2b

α-C2S + + +
α′-C2S +
β-C2S +
C3S + +

C3MS2 + + +
C3A + + +

C12A7 +
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Table 4. Cont.

3-1b 3-2b 4-1b 4-2b

C2AS + + +
Mg1−xFexO + + + +

Spinel + + + +
Ettringite +

Monosulfate +

Figure 2. (a) Image of 35–45-μm fraction of water-cooled slag under polarized light; (b,c) SEM (SEI)
micrographs of round-shaped C2S crystals development.

Figure 3. (a) SEM (SEI) micrograph of MW crystals development in the cubic system; (b) micrograph
of C4AF plate crystals development; (c) micrograph of hexagonal C3S crystal in the slag matrix;
(d) micrograph of longwise merwinite crystals development in the slag matrix.
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Figure 4. SEM (SEI) micrographs of calcium aluminates and hydrated calcium sulfo-aluminate phases
in 4-2b slag (a) rich in calcium aluminates micro-area; (b) microstructure of calcium aluminate phases
at higher magnification; (c) SEM/EDS spectrum of thin hexagonal plate (monosulfate).

According to the obtained results, well-formed crystals were also detected in the slags cooled
in water as shown in Figure 1. The constrained amorphous (glass) content was also verified by the
optical observation under polarized light of the water-cooled 35–45 μm slags fraction as indicatively
shown in Figure 2a. In order to obtain vitreous granulated slag, as in GGBS, high pressure water
jets are required [19]. The main differences in the mineralogical phases identified between air and
water-cooled slags of the same chemical composition were the polymorphs of dicalcium silicate
attributed to the different rates of cooling. The environmental conditions during the smelting trials and
thus slags tapping (temperature <0 ◦C, rainfall) and formation of microcrystalline material prevented
the formation of γ-C2S (γ-2CaO·SiO2) and the disintegration of the cooled slag phase due to β→γ-C2S
transformation even in the air-cooled slags. The later takes place in cases of slow cooling rate and
its presence is not desired in cementitious materials, since it exhibits slight hydraulic properties not
contributing to strength development. The co-existence of α and/or α′ and β-C2S phases in the slag
samples indicates that the theoretical thermodynamic transformation was not completed due to rapid
temperature drop mainly in the initial phase of the cooling process [30]. The incorporation of Mg
in C2S could lead to the formation of bredigite, Ca14Mg2(SiO4)8—once the solubility limits in α and
α′-C2S are exceeded. Usually, its composition varies between Ca1.75Mg0.25 and Ca1.7Mg0.3 at ~1300 ◦C
per SiO4 [31] and its presence has been reported in cases of EAF steelmaking slags [32]. However,
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α′-C2S and bredigite have different structures, it has been confirmed [31,33] that the similarity in their
XRD patterns makes distinguishing them very difficult (Figure 1). In this work, the nomenclature of
α′-C2S has been currently attributed to a probable combination of both phases. The semiquantitative
analysis obtained by SEM-EDS verified solubility of Mg in C2S, as well as the existence of purer
C2S micro-areas, while Al, Mn and Fe incorporated in the crystal lattice was also identified (Table 5,
Figure 2). The incorporation of foreign ions in the structure of dicalcium silicates, as well as deviation
from the stoichiometric composition, favor the stabilization of the α′ and β phases [34].

Figure 5. Ettringite needle like crystals formation in 3-1b water-cooled slag (a) microstructure of
ettringite needles development in the slag; (b) magnified micrograph and; (c) SEM/EDS spectrum of
ettringite needle-shaped crystals.

In all examined samples, magnesiowüstite phase was identified (Table 5, Figure 3a).
Magnesiowüstite comprises a solid solution between MgO and FeO and it is commonly found
in the mineralogical composition of steelmaking slags [19,21,35,36]. It is reflected in the XRD patterns
by displaced peaks located between pure wüstite (41.890 2θ strongest line) and periclase ones (42.917
2θ strongest line), depending on the Mg/Fe2+ ratio and it has been assigned as Mg1−xFexO (MW).
Investigations have shown that the composition of these types of solid solutions in the slag depends
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on slag chemistry and on the cooling rate. Slower cooling rate will promote the enrichment of FeO
into the structure, while MgO predominates by increasing the cooling rate [21,36]. This may explain
the difference observed when comparing the microanalysis of MW phase in slags, 3-1a versus 3-1b
(Table 5). Nevertheless, it may be noticed that the strongly reduced %FeO in the chemical analysis of
4-2 slag led to rich Mg-MW even in the air-cooled slag sample.

Incorporation of Manganese, Calcium and Chromium (most possibly divalent) in magnesiowüstite
solid solutions was also detected in the course of SEM-EDS analysis in the slag samples. Chromium
was also identified in XRD analysis in chromite phase in two of the air-cooled slag samples (3-1,2a).
Increase of cooling rate prevents the thermodynamic chromite spinel formation from the MW solid
solution with temperature drop, preserving Chromium in the MW phase. In high basicity EAF slags,
primary crystallization of Chromium occurs in magnesiowüstite [21,36]. This is illustrated in the
microanalyses of the mageniowüstite solid solution phases in the higher basicity air-cooled slag
samples 4 and 5, (Table 5). Increase of FeO amount in these solid solutions has also been reported to
decrease its leachability from the slag, which is an advantageous property for its further envisaged
use [21,36].

Overall, iron in the examined slags was mainly in the divalent state bound in the MW phase as
described above. In slag 5, where limited reduction of iron oxides was targeted through the applied
experimental conditions, brownmillerite, Ca4Al2Fe2O10 (C4AF) and calcium ferrite (CaO.2Fe2O3)
were additionally identified, also indicating presence of trivalent iron in the slag. Brownmillerite is
commonly met in the clinker of Portland cement, while calcium ferrite phase in contrast to MW has
been reported as phase of hydraulic nature, too [18]. Micro-areas rich in C4AF crystals were detected
by SEM/EDS examinations in slag 5 sample (Table 5, Figure 3b).

Tricalcium silicate 3CaO.SiO2 (C3S), being the most important phase in cement for early strength
development among the calcium silicates, was mainly detected in the slag products, 4-2a, b and 5,
where the basicity was higher, while some traces were also found in slag 3-1b. Typical micrograph
and microanalyses of identified C3S hexagonal crystal in the slags microstructure is shown in
Figure 3c and Table 5, respectively. Presence of merwinite, 3CaO·MgO·2SiO2 (C3MS2), common
constituent of EAF steelmaking slags was also identified in the XRD and SEM/EDS analysis of the slags.
Characteristic micro-area of solidified merwinite crystals is shown in Figure 3d and representative
C3MS2 microanalyses are provided in Table 5. According to [15] low grain size merwinite in EAFs
contributes to slags cementitious properties exhibiting a hydration behavior similar to that of di- and
tri-calcium silicates.

Calcium aluminate phases, such as 3CaO·Al2O3 (C3A) and 12CaO·7Al2O3 (C12A7), which also
contribute to strength development upon hydration, participated in the mineralogical composition of
the slags, being more abundant in slags 4-2(Table 5, Figure 4), which had the highest content of Al2O3.
In addition, gehlenite C2AS (2CaOAl2O3SiO2) was also often detected (Figure 1, Table 5). The retention
of some of the water-cooled slags in water during their cooling resulted in the fast hydration of part of
the calcium aluminate phases. The presence of sulfur in these slags led to the formation of monosulfate,
C4ASH12 (4CaO·Al2O3·SO3·12H2O), found as thin hexagonal plates, (Figure 4c) or ettringiteC6AS3H32

(6CaO·Al2O3·3SO3·32H2O) detected in the form of needles (Figure 5). These hydrated phases were
only detected locally in SEM backscattered images. It has also been reported that in most cases it
is not possible to detect ettringite by XRD [37]. These phases are usually encountered during the
hydration of Portland cements due to the reaction of gypsum with calcium aluminates according to the
following reactions:

C3A + 3CSH2 + 26H = C6AS3H32 (ettringite formation)

2C3A + C6AS3H32 + 4H = 3C4ASH12 (monosulfate)

During cement hydration process, if added gypsum is consumed before the complete hydration of
C3A, the remaining C3A reacts with ettringite producing monosulfate. The higher calcium aluminate
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content, due to higher Al2O3 percentage in the case of slag 4-2b has possibly allowed monosulfate
formation by a similar mechanism.

3.2. Properties of Composite Portland Cements (CPCs) Manufactured by 20% Slag

The current European Norm [17] for common cements refers only to the utilization of ground
granulated blast furnace slag (GGBS) in cement production. Thus, the physical and mechanical
characteristics of all the composite cement products, manufactured using the air-cooled and
water-cooled slags in the present study, are compared to the requirements for composite Portland
cements (CPCs) with blast furnace slags, (CEM II). The target of this study is to evaluate the feasibility
of the produced slags utilization in common cement production and further the correlation of the
obtained results to the microstructural characteristics of the used slags. The main difference is that blast
furnace slag accepted in cement production according to EN 197-1 [17], contains at least two-thirds by
mass of glassy slag and has minimum iron oxide content.

3.2.1. Compressive Strength

The early, late and long term compressive strengths development of the CPCs with 20wt.% slag
are presented in Table 6 and Figure 6a,b for the air and water-cooled slags, respectively. In addition,
the results are compared to the OPC (95% clinker and 5% gypsum). All investigated mixtures were
found to be within the values of EN 197-1 [17]. The early strengths (2 days of curing) were found
higher than 2 Pa and 28-day curing strengths were in the range of 48.2–59.4 MPa. The preservation of
relatively high early strengths observed in all the composite cements despite their limited and/or no
C3S content is most possibly attributed to the contained calcium aluminates.

Concerning the effect of iron oxide content, in general, for high FeOx containing slags, the
reduction of the % FeOx is expected to enhance its cementitious properties, as this increases mainly the
mass of residual calcium and silicon oxides, the combination of which leads to the formation of desired
hydraulic phases. According to the results of this study, the %FeOx of the slags, within the studied
concentration limits, 3.85 wt.%–21.1 wt.%, did not present significant influence on the compressive
strengths of the produced cements. The highest values were obtained using slag 4-2, with 3.85% FeOx

content both for the air (a) and water-cooled slag-product (b). In fact, the CPC prepared by 4-2b slag
acquired slightly higher compressive strengths than those of the blank OPC. This can be attributed
not only to the lower FeOx content, but also to most the hydraulic phases formed in these slags as
presented above. These slags were abundant in calcium silicates (C2S, C3S) and calcium aluminates
(C3A, C12A7). The strengths of the rest of the composite cements lay at similar levels, despite the
difference in their FeOx content. Even the cement prepared with the slag having the highest FeOx

content (~21%), presented considerable compressive strength values. This can be correlated not only
with the calcium silicate compounds (C3S, C2S) detected in this slag, but also with the fact that part
of the iron was in trivalent state resulting in the formation of brownmillerite, C4AF, which exhibits
good and intermediate contribution in the early in the final cement compressive strengths, respectively.
This observation demonstrates that the state of Fe in the slag influences the morphology and its latent
hydraulic properties in agreement with the findings of [18]. It is also noticed that the main peaks
of the XRD pattern of this slag were attributed to magnesiowüstite. However, its negative effect on
strengths development was counterbalanced by the presence of the other active phases in the slag
mass. These results manifest that the strength development of the manufactured composite cement is
highly affected by the mineralogical composition of the used slag. According to these results, in case of
slags with crystalline structure, the most important feature for positive contribution to the compressive
strength of the cement is the formation of mineralogical phases similar to those met in clinker.
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Table 6. Compressive strength and grinding time of manufactured CPCs (20% slag). Blaine 4500 cm2/g,
w/c: 0.5.

Slag Grinding Time (min)
Compressive Strength (MPa)

1 Day 2 Days 7 Days 28 Days 60 Days 90 Days

– 75 17.3 28.3 41.6 57.9 63.1 64.4
3-1a 82 14.5 23.8 34.3 50.0 53.6 56.0
3-2a 111 19.5 25.2 37.1 52.5 53.8 56.5
4-1a 81 16.6 27.1 39.9 48.2 55.0 57.9
4-2a 106 16.7 25.7 39.6 57.0 60.1 64.2
5a 85 16.2 22.9 34.6 52.3 55.2 57.3

3-1b 89 14.1 23.0 35.1 50.4 59.0 60.3
3-2b 95 13.5 22.3 32.6 48.6 58.6 58.5
4-1b 90 15.9 25.3 38.2 51.3 56.2 58.0
4-2b 100 19.1 28.1 41.0 59.4 64.6 67.1

Figure 6. Compressive strengths of CPCs (20% slag) manufactured with: (a) air-cooled slags;
(b) water-cooled slags, Blaine: 4500 cm2/g.

The beneficial effect of slag basicity on the 28-days of curing achieved compressive strengths of the
CPCs for the air and water-cooled slags is presented in Figure 7. In general, the higher the slag basicity
in the range of 0.9–2.7, the higher are the latent hydraulic properties of the slag expected to be, since
slag’s basicity is directly related to the formation of the hydraulic calcium silicate phases [19,38,39].
Deviation from absolute linearity in the obtained results is related to the fact that strength development
does not solely depend on calcium silicates, thus on the CaO/SiO2 ratio, but also on the other slag’s
constituents, which are not at the same levels in the slags. In example, the concentration of alumina,
which participates in the formation of cementitious phases, also has an effect.

As illustrated in Figure 8, the means of cooling, given the way it was employed, did not result in
significant differences upon the obtained strength results. The slightly higher long term values in case
of water-cooled slags may be possibly correlated to some amorphous content, as well as the presence
of more active C2S polymorphs [40]. Probably, cooling with high pressure water jets and formation of
vitreous slags of these compositions could favor even higher strengths.
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Figure 7. Effect of slag basicity on the compressive strengths after 28 days of curing of CPCs (20% slag):
(a) air-cooled slags; (b) water-cooled slag.

Figure 8. (a–d) Effect of cooling media on the development of compressive strengths in CPCs (20% slag)
manufactured with air and water-cooled slags of the same chemical analysis.

3.2.2. Setting Time

The initial and final setting times of the manufactured CPS are presented in Table 7. For all the
examined slags, the initial setting time was higher than the minimum one specified in EN 197-1 [17] for
all cement types. Indicatively, according to the standard [17], 75 min is the highest initial setting time
required for the 32.5 N/R cements, while the required time is reduced for higher strength cement types,
i.e., for 52.5 N/R cements the corresponding minimum requirement is 45 min. Setting and consequently
hardening of the water–cement mixture is the result of complex physicochemical changes, among which
hydration reactions play a key role. Overall, cement setting is directly linked with its concentration in
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calcium aluminates and the percentage of added calcium sulfate. The high setting rate of pure cement
comes from C3A, which reacts instantly with water. Calcium sulfate addition aims at the modification
of C3A hydration reaction through the formation of an intermediate salt, which has the ability to
significantly increase initial setting time. Depending on the concentration of aluminum and sulfate
ions in solution, the crystalline precipitate can be either ettringite in the form of needle shape crystals or
monosulfate with hexagonal crystal structure. Ettringite crystals, being the first to form, contribute in
gradual setting of cement paste and finally in initial strength development. Different setting processes
take place depending on the reactivity of calcium aluminates and their mass ratio to available sulfate
ions [28]. Due to the increased rates of the aforementioned phenomena in case cement is exposed to
humidity during its storage period, its subsequent setting behavior changes. Absorption of humidity
results in reduction of C3A reactivity and setting retardation. Furthermore, cement exposure to
humidity in any case results in reduced compressive strengths. In some of the water-cooled slags of
the present study, formation of such salts was detected in their mineralogical composition as presented
above, possibly as a result of their contents in calcium aluminate phases and sulfur, their residence
time in water during cooling and relative humidity during collection and storage. According to the
results of Table 7, all the prepared cement specimens present relatively comparable setting times to
OPC. Overall, the highest initial setting time was measured in the cement containing 3-1b slag, in
which ettringite was identified resulting in setting retardation. For the cements manufactured with
air-cooled slags, cement with slag 3-1a also presented the highest setting time. These results indicate
that most possibly C3A content was relatively low in 3-1 slags, which may partially explain why the
hydration reaction in 3-1b stopped to ettringite and did not proceed to monosulfate formation. For the
rest of the cements, the shortest times were measured in those specimens, where slags abundant in
calcium aluminate phases was used. Moreover, C12A7 and C4AF phases exhibit similar behavior to
C3A, concerning fast hydration rate and reaction to sulfates. This is why the shortest setting time was
measured in the cement manufactured by slag 5, containing all three crystalline phases. Furthermore,
in all cases the cements prepared with the water-cooled slags exhibited a delay in setting initiation
compared to the cements, where the corresponding air-cooled slags was used. This can be attributed
to the reduction of calcium aluminates reactivity due to humidity. The slowest time was recorded for
4-2b slag, where hexagonal monosulfate crystals was detected, indicating excess of contained calcium
aluminates. In any case, cement setting time can be adjusted by the proper calcium sulfate addition
depending on the technological requirements of the cement provided that the chemical specification
regarding SO3 concentration, 3.5% for CEM II Portland cements is also met. This value corresponds to
1.4% S. Sulfur range 0.2 wt.%–0.39 wt.% in the studied slag lays well below this limit value.

Table 7. Initial and final setting time of manufactured CPCs (20% slag).

Slag Initial Setting Time (min) Final Setting Time (min)

– 120 170
3-1a 140 190
3-2a 120 165
4-1a 110 160
4-2a 115 145
5a 100 150

3-1b 165 230
3-2b 145 185
4-1b 140 200
4-2b 120 155

3.2.3. Soundness (Expansion)

All manufactured CPCs exhibited good behavior in terms of volume stability as shown in the
expansion values determined by Le Chatelier soundness test (Table 8), which are well over than the
upper limit of 10 mm, indicating that free CaO and MgO, the crystalline phases well known to cause
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expansion issues during the hydration of cement, if present, are in very low concentrations. It is noted
that no traces of free lime were detected either in the XRD analysis or in the SEM-EDS examination of
the slag samples. Furthermore, in all cases pure periclase was not identified. Instead formation of
MW solid solutions with different FeO/MgO ratios was always spotted, accompanied by incorporation
of mainly Mn and less Ca. These formations seem to inhibit transformation to hydrated compounds
causing the expansion. According to Qian et al. [35], the higher the FeO/MgO ratio of such solutions,
the lower the potential of brucite transformation reaction, which is accountable for the expansion in
case of pure periclase.

Table 8. Expansion of manufactured CPCs (20% slag).

Slag Expansion (mm)

– 0.0
3-1a 0.5
3-2a 0.5
4-1a 0.5
4-2a 0.5
5a 0.5

3-1b 0.5
3-2b 0.5
4-1b 1.5
4-2b 1.5

3.2.4. Effect of Blaine

The higher grinding times that were required in case of CPCs manufacturing compared to
OPC for Blaine 4500 cm2/g, Table 6, indicate higher energy requirements. In view of economic and
environmental considerations, grinding targeting to lower Blaine level was indicatively examined.
For this purpose, two CPCs with 20% slag were selectively prepared at 3650 cm2/g blaine using
slags 4-2a and 5 having the lowest and highest iron oxide content, respectively. According to the
obtained results (Table 9, Figure 9), although the compressive strengths of the produced cements are
lower than the corresponding ones at 4500 cm2/g, as expected, they still fall inside the EN-197-1 [17]
cement specifications. In fact, cement with 4-2a slag conforms to the limits of the high strength
cement category 52.5 N even at the lower Blaine. These results point out that even at lower Blaine the
produced slags could be used up to 20% in cement mass replacing clinker. The reduced grinding time
employed in case of the lower compared to the higher Blaine, corresponds to reduced manufacturing
energy requirements. In case of commercial use, cement Blaine and thus grinding time depends
on the requirements of the construction application for which it is intended, namely the strength
specs. Nevertheless, we should not forget that despite the additional grinding time required for the
preparation of composite cements, the economic benefit to the cement producer is still significant, due
to the substitution of 21% of the mass of clinker by slag, which is an energy upgraded material and
does not need to go through the high energy demanding firing stage in the rotary kiln during the
production of cement.

Table 9. Compressive strength and grinding time of manufactured CPCs (20% slag) at Blaine 3650 cm2/g,
w/c: 0.5.

Slag Grinding Time Compressive Strength (MPa)

1 Day 2 Days 7 Days 28 Days

– 55 15.60 23.80 37.10 53.00
4-2a 69 16.50 24.00 36.80 53.75
5a 60 13.80 21.50 32.00 46.30
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Figure 9. Effect of Blaine on strength development of: (a) OPC; (b) slag 4-2a; (c) slag 5a.

3.3. Properties of Slag Cements (SCs) manufactured by 40% Slag

The physical and mechanical characteristics of all the slag cement products, manufactured
using the air-cooled and water-cooled slags in the present study, are evaluated comparatively to
the requirements of EN 197-1 [17] for slag cements with blast furnace slags, (CEM III). Slag cement
with 4-1a slag was not manufactured because the available slag mass was not sufficient. Further, in
slag cement made with slag 4-1b different clinker batch was used due to inadequate clinker mass.
New reference OPC was also prepared by the new clinker for comparison reasons noted by (*) in the
corresponding results tables thereafter.

3.3.1. Compressive Strength

The early, late and long term compressive strengths of the slag cements (SCs) with 40wt.% slag
are presented in Table 10. The obtained compressive strengths of all the slag-cements ranging between
35.4 and 49.2 MPa are within the limits of EN 197-1 [17]. The results indicate that the compressive
strengths of the slag cements are not solely affected by the FeO content of used slags in agreement with
the findings of CPCs. The highest strengths for SCs with 40% slag, for both air-cooled and water-cooled
slags, are obtained for the case of slag 4-2 in agreement with the results of the CPCs with 20% slag.
In fact, as it is illustrated in Figure 10, the slag cement manufactured with 4-2b slag exhibits such a
considerable increase in the long term compressive strength development that after 90 days, the values
attained by OPC are reached.
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Table 10. Compressive strength and grinding time of manufactured SCs (40% slag). Blaine 4500 cm2/g,
w/c: 0.5.

Slag Grinding Time (min)
Compressive Strength MPa

1 Day 2 Days 7 Days 28 Days 60 Days 90 Days

– 75 17.3 28.3 41.6 57.9 63.1 64.4
–* 95 21.0 32.7 45.7 58.7 61.4 64.5

3-1a 102 12.0 18.5 28.2 36.7 43.0 46.2
3-2a 95 12.2 16.8 24.4 37.5 41.2 43.4
4-2a 90 9.3 16.5 25.5 39.7 49.0 51.1
5a 90 10.8 15.0 23.3 36.8 41.5 45.8

3-1b 100 10.6 15.4 24.2 36.6 43.6 47.7
3-2b 100 10.3 15.2 23.9 35.4 40.0 39.4
4-1b* 101 11.4 18.4 28.5 38.5 42.0 45.0
4-2b 102 11.2 17.8 29.8 49.2 58.4 65.0

Figure 10. Comparative compressive strength development of OPC and slag cement manufactured
with 40% slag 4-2b, Blaine: 4500 cm2/g.

In Figures 11 and 12 the normalized late (28 days) and long term (90 days) compressive strengths
of the prepared cements in relation to their slag content are presented for the mixtures produced with
the air and water-cooled slags, respectively. As normalized strength the following strength ratio was
defined: Compressive strength obtained by the mixture where slag was used/ Compressive strength
obtained by the corresponding OPC. Overall, it can be observed that the increase in the slag content
results in the decrease of the strength. Nevertheless, the contained C2S of the slags results in a smoother
decrease in case of long term strengths.
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Figure 11. Normalized compressive strength of cements manufactured with air-cooled slags in relation
to their slag content (a) after 28 days of curing and (b) after 90 days of curing.

Figure 12. Normalized compressive strength of cements manufactured with water-cooled slags in
relation to their slag content (a) after 28 days of curing and (b) after 90 days of curing.

3.3.2. Setting Time

The initial and final setting times of the manufactured slag cements is presented in Table 11. Initial
setting times of cements with 40% slag are lower than the corresponding ones with 20% and in some
cases lay marginally within the limits of EN 197-1 [17] for 32.5 typical strength cements. The higher
initial setting time was measured for the mixture with slag 3-1a, in agreement to the results obtained in
case of CPCs with 20% slag. Overall, the relatively fast onset setting of the slag cement mixtures is
mainly correlated to their calcium aluminates content of the used slags as described above. However,
the obtained results cannot totally be/gr explained by the mineralogical composition of the slags.
For example, for the water-cooled slags 4-1b and 3-2b, although the use of 20% in cement resulted
in increase of the initial setting time compared to OPC, increasing slag content to 40%, resulted in
decreased initial setting time. Further, unexpected fast onset of setting was also measured for cement
with slag 3-1b, in which the ettringite was detected. These results are most probably attributed to
the “false set” phenomenon, which is usually experienced in the case of partially hydrated cements
deriving from improper storage conditions. It is noted that the used clinker was stored for a period of
almost one and a half year in plant’s warehouse for the elaboration of all the lab scale experiments.

Table 11. Initial and final setting time of manufactured SCs (40% slag).

Slag Initial Setting Time (min) Final Setting Time (min)

– 120 170
–* 135 185

3-1a 125 185
3-2a 90 170
4-2a 75 145
5a 75 125

3-1b 75 155
3-2b 80 140
4-1b* 90 170
4-2b 85 145
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3.3.3. Soundness (Expansion)

The expansion values measured for the slag cements are presented Table 12. However, these
values are higher than those of cements with 20% slag, they still remain well below the standard limit
value of 10 mm. These encouraging results support that 40% slag content in the cement substituting
clinker can take place without causing volume stability issues.

Table 12. Expansion of manufactured SCs (40% slag).

Slag Expansion (mm)

– 0.0
–* 0.0

3-1a 0.5
3-2a 1.3
4-2a 2.0
5a 0.6

3-1b 1.6
3-2b 1.0
4-1b 2.0
4-2b 1.5

3.3.4. Grinding Time

Concerning the grinding time of the slag cements, it was generally observed to be higher than that
one required for the OPC and the corresponding CPCs. Exceptions are the mixtures of slag 3-2a and
4-2a, for which reduction in grinding time was observed in case of 40% slag content. It is noticeable
that these slags exhibited the highest grinding time among the cements with 20% slag. In addition,
for 4-2b slag, which presented a relatively high grinding time in case of 20%, in the case of 40% the
difference is only two min. The combination of these results indicates that when the content of slag of
relatively high hardness increases in the mixture, a “self-grinding” phenomenon takes place, where the
slag itself contributes to its grinding, thereby reducing the time required in order for the corresponding
cement mixture to achieve the same Blaine. This observation is particularly important in terms of
energy consumption.

3.4. Suppressing CO2 Emissions by Use of Slag in Cement Manufacturing

International policy frameworks developed by the Paris Agreement Sustainable Development
Goals (SDG) calls for immediate actions to be taken to suppress CO2 emissions. According to the World
cement Association, cement producers have developed plans to contribute towards this direction, by
outlining pathways for low-carbon cement production. Despite the profound benefits that cement
offers in shaping our modern built environment, it is undoubtedly a massive source of carbon dioxide
to the atmosphere. According to estimates from the International Energy Agency, it accounts for about
7 percent of all global carbon emissions, meaning that it is the second-largest single industrial emitter,
second only to the iron and steel industry. Further to this, it is expected that cement production will
vastly increase by within the next 20 years due to the increasing demand in cement from developing
countries. Thus, solutions must be implemented to reduce CO2 emissions because this it may likely
put the Paris Agreement’s global climate targets in jeopardy (e.g., [41,42]). The production of Portland
cement leaves a notable carbon footprint due to the use of fossil fuels to create the necessary intense
heating but more important, from the chemical decomposition of limestone that releases large amounts
of CO2 as a byproduct. Proposed solutions include the use of alternative fuels, the implementation of
innovative carbon capture technologies, as well as the use of recycled byproducts from other industries,
such as slag, fly ash and clay material.

Scientists and cement industries are combining forces and are expected to succeed in gradually
reducing CO2 emissions, although there are still many barriers to be dealt with [43]. Blast furnace
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slag production can partially replace clinker in cement by even up to 50% or directly in to be used in
concrete. Moving one step forward, the results of the present research demonstrate that the allowable
main cement constituents list of the current cement norm [17] could potentially be expanded to
include other kind of slags beyond the blast furnace slags. The testing principles applied in this
study demonstrate that the selection criteria should not rule out slags just based on the chemical
analysis and amorphous slag content as currently in place for the GGBFS, but consider whether the
properties of the corresponding obtained cements meet the required technical specifications for their
application. Increasing the potential volume of slag cement would result in significant environmental
and economic benefits, since its production requires less than a fifth of the energy compared to the
production of Portland cement and releases less than a fifteenth of the carbon dioxide emissions.
Additional sustainable benefits are that manufacture of slag cement does not require the quarrying
of virgin limestone materials, but also the fact that the slag is considered as a key link to achieve a
sustainable circular economy, to move our society from a linear economic system by using slag as an
eco-friendly byproduct.

4. Conclusions

The examined slags produced in the course of the industrially tested Ni-dust and laterite ore fines
recycling smelting process could be used in the cement industry for the manufacturing of special type
composite Portland or slag cements up to 40% by mass with significant environmental and economic
benefits, since the physical and mechanical characteristics of all examined cement products were
found to meet the requirements of the regulation set for cements. For the 4-2a, b slags, exhibiting the
highest strength results, even higher addition could be most possibly feasible. The present research
revealed that the most critical parameter in the compressive strength development of the slag cements
is the mineralogical composition of the slag. Increasing slag basicity enhances formation of desired
hydraulic calcium silicates, as well as calcium aluminates in presence of adequate alumina. Formation
of magnesiowüstite solid solutions and iron valence also affect the obtained physical and mechanical
properties of the corresponding slag cements, respectively, suppressing potential expansion issues.
Rapid cooling enhances slag’s cementitious properties. However, the results showed that even in
cases where rapid cooling to obtain glassy matrix is not feasible, adjustment of slag analysis to obtain
mineralogical phases similar to those met in clinker of OPC, even at higher FeO contents (up to
21wt.%), can result in production of slag with considerable latent hydraulic properties. These findings
indicate that there is also potentially space for improvement in conventional EAF steel slags chemical
composition to allow for their wider use in building sector. Overall, this research demonstrated that
the recycling of metallurgical wastes, through the reduction smelting route in DC–EAF, provides
perspectives for development of zero residues metallurgical recycling processes, since besides the
recovery of valuable metals in the liquid bath, produced slag analysis can be adjusted, on one hand in
favor of the metallurgical yield of the process and on the other to allow its further utilization in the
manufacturing of high added value environmental friendly building materials accountable for less
CO2 footprint; relative to the amount of clinker being substituted.

Supplementary Materials: The following are available online at http://www.mdpi.com/2076-3417/10/13/4670/s1,
Figure S1: Flow sheet of the zero residues production smelting process for metallurgical dusts and ore fines
recycling [4].
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Featured Application: This work offers new insights into the atomic-scale mechanism

governing the early-stage nucleation of amorphous calcium carbonate gels, which is the key

to the acceleration of the development of new methods, enabling low-cost CO2 utilization

by mineralization.

Abstract: Although calcium carbonate (CaCO3) precipitation plays an important role in nature, its
mechanism remains only partially understood. Further understanding the atomic driving force
behind the CaCO3 precipitation could be key to facilitate the capture, immobilization, and utilization
of CO2 by mineralization. Here, based on molecular dynamics simulations, we investigate the
mechanism of the early-stage nucleation of an amorphous calcium carbonate gel. We show that the
gelation reaction manifests itself by the formation of some calcium carbonate clusters that grow over
time. Interestingly, we demonstrate that the gelation reaction is driven by the existence of some
competing local molecular stresses within the Ca and C precursors, which progressively get released
upon gelation. This internal molecular stress is found to originate from the significantly different
local coordination environments exhibited by Ca and C atoms. These results highlight the key role
played by the local stress acting within the atomic network in governing gelation reactions.

Keywords: calcium carbonate; molecular dynamics; carbon utilization; gelation

1. Introduction

Calcium carbonate (CaCO3) is ubiquitous in nature and plays an important role in
biomineralization [1]. For instance, CaCO3 binding phases are commonly formed by organisms
that produce an exoskeleton, e.g., snails, clams, and mollusks, and in cemented granular soils formed
by bacteria [2,3]. On the technological side, calcium carbonate is key for CO2 utilization approaches
relying on mineralization [4], which offer a promising route to turn CO2 (usually considered as a waste)
into a resource, e.g., concrete binders [5,6].

The development of novel carbonation routes enabling low-cost and low-energy CO2 capture
has thus far been largely limited by a lack of understanding of the physical and chemical features
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that govern the carbonation process [4]. Indeed, despite its ubiquitous nature, the mechanism of the
precipitation of calcium carbonate remains poorly understood [7]. The carbonation process usually
occurs via a dissolution-precipitation reaction, wherein a solid phase (e.g., Ca(OH)2) dissolves in an
aqueous environment, reacts with dissolved carbonate species, and reprecipitates as an amorphous,
hydrated precursor calcium carbonate gel phase [8]. Crystalline CaCO3 then forms upon the drying and
crystallization of the amorphous precursor [9]. Notably, the nucleation of amorphous calcium carbonate
is barrierless in highly supersaturated calcium carbonate solutions and does not follow conventional
nucleation pathways [10]. Although the existence of some stable prenucleation clusters has been
suggested, the atomic scale mechanism of calcium carbonate nucleation in an aqueous condition
remains largely unknown [11,12]. Since amorphous calcium carbonate often acts as a precursor before
the formation of subsequent crystalline carbonate phases, it is important to understand the formation
mechanism of the amorphous calcium carbonate gel [13,14].

As an alternative route to experiments, molecular dynamics (MD) simulations can offer some
valuable insights into the atomic mechanism governing the precipitation of gels [15,16]. Indeed,
although MD simulations are limited to small systems and timescales, they can offer a direct access to
the time-dependent structure of calcium carbonate during its early-stage nucleation [17]. In particular,
Raiteri et al. recently developed a thermodynamically-consistent forcefield, allowing the full modeling of
the nucleation of carbonates, ranging from aqueous complexes to solid carbonates [18,19]. This forcefield
was found to accurately reproduce the dynamics and thermodynamics of alkaline-earth carbonate
solutions and to yield an excellent agreement with experimental data. These recent developments now
make it possible to investigate the atomic mechanism behind the carbonation reaction.

Here, based on MD simulations, we investigate the early-stage nucleation of an amorphous
calcium carbonate gel in supersaturated conditions. We show that the gelation reaction manifests itself
by the formation of some calcium carbonate clusters that grow over time. As a key novelty resulting
from this study, we demonstrate the existence of some local, competing atomic stress acting in calcium
carbonate gels, which arises from the significantly different coordination environments exhibited by
Ca and C atoms. Such internal stress is found to be progressively released upon gelation and acts as a
driving force for early-stage nucleation.

2. Methods

2.1. Simulation Methodology

The calcium carbonate gelation simulations are conducted based on the method presented by
Cormack et al. and described in the following [20]. A CaCO3 hydrated gel is simulated with the
large-scale atomic/molecular massively parallel simulation (LAMMPS) package [21]. The system
comprises 11,840 atoms with a CaCO3/H2O molar ratio of 1/60, which is highly supersaturated.
Although this concentration might not mimic realistic solution conditions, such a high concentration
allows us to accelerate the gelation reaction. First, Ca2+ ions and CO3

2- and H2O molecules are
randomly placed in a cubic box of 55 Å in length, with periodic boundary conditions, while ensuring
the absence of any unrealistic overlap between atoms using the Packmol package [22]. In the following,
Ow and Oc refer to the O atoms that belong to H2O and CO3

2- molecules, respectively. A snapshot of
initial configuration is shown in Figure 1a. The system is first relaxed at zero pressure and 300 K for 25 ps
in the isothermal-isobaric (NPT) ensemble, using a Nosé-Hoover thermostat and the barostat developed
by Melchionma et al. [23,24] This duration is found to be long enough to ensure a convergence of
pressure and volume. The early-stage gelation dynamics of the system are then studied by conducting
a 10 ns MD run in the NVT ensemble. The velocity-Verlet integration algorithm is employed for the
description of the atomic motion, with a time step of 0.25 fs. For all the simulations, we adopt the
forcefield parameterized by Raiteri et al., which models the atoms as rigid ions with fixed charges [18].
Although more complex forcefields are available (e.g., ReaxFF [25,26] or fluctuating charge model [27]),
they come with a significantly increased computational cost, which would not allow us to simulate
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such a large system over such an extended timescale. In addition, the forcefield developed by Raiteri
et al. presents the advantage of offering an excellent description of the dynamics and thermodynamics
of carbonates—both in solution and as solids [18]. The full parameterization of this forcefield can
be found in Ref. [18]. For illustration purposes, Figure 1b,c show some snapshots of the simulated
configuration after 0, 5, and 10 ns of dynamics.

Figure 1. Snapshots of the simulated amorphous calcium carbonate system after (a) 0, (b) 5, and (c)
10 ns of gelation. Carbon, oxygen, and calcium atoms are indicated in black, red, and blue, respectively.
Water molecules are here omitted for clarity.

2.2. Structural Analysis

To describe the time evolution of the atomic topology of the amorphous calcium carbonate
gel, we compute the coordination number of each atom by enumerating the number of neighbors
present in its first coordination shell. The distance cutoffs are determined for each atom as the first
minimum distance of the partial pair distribution functions (i.e., 1.5 and 3.0 Å for C–O and Ca–O
bonds, respectively). Based on the identification of each C–O and Ca–O bond, we then compute the
size and number of carbonate clusters, wherein a cluster is defined as a group of interconnected C, Ca,
and O atoms. The size of each cluster is then given by the number of C atoms belonging to the cluster.
The clustering analysis is conducted by using the OVITO software [28].

2.3. Computation of the Local Atomic Stress

To assess the existence of some local instabilities within the atomic network, we adopt the concept
of “stress per atom” introduced by Egami [29,30]. Note that, strictly speaking, stress is intrinsically a
macroscopic property and, hence, is ill-defined for individual atoms [31]. Nevertheless, an atomic-level
stress tensor σαβi can be defined for each atom i by expressing the contribution of each atom to the virial
of the system [32]:

σ
αβ
i =

1
Vi

Σ jrαi j·Fβi j, (1)

where Vi is the volume of atom i, rij the distance between atoms i and j, Fij the interatomic force applied
by atom j on atom i, and the indexes α and β refer to the projections of these vectors along the Cartesian
directions x, y, or z. The volume Vi of each atom is defined as the Voronoi volume. By convention,
a positive stress represents here a local state of tension, whereas a negative one represents a local
state of compression. This approach was recently used to quantify the internal stress exhibited by
stressed–rigid atomic networks [33] and mixed alkali glasses [32,34–36]. It should be noted that, in the
thermodynamic sense, stress is only properly defined for a large ensemble of atoms, so that the physical
meaning of the “stress per atom” is unclear. Nevertheless, this quantity can conveniently capture the
existence of local instabilities within the gel, due to competitive interatomic forces [37].

131



Appl. Sci. 2020, 10, 4359

3. Results

We first focus on the connectivity of the Ca atoms upon gelation. Figure 2 shows the evolution of the
average number of Ca–O bonds per Ca atom over time. We find that, overall, the average coordination
number of the Ca atoms remains fairly constant over time throughout the gelation process, namely,
around 6.5. However, we observe that the type of O atoms belonging to the first coordination shell of
Ca atoms changes over time. As expected, Ca atoms are initially entirely surrounded by Ow atoms, that
is, O atoms belonging to water molecules. At this point, Ca2+ ions act as isolated hydrated cations. As
gelation proceeds, we observe that Ca–Ow bonds are gradually replaced by Ca–Oc, that is, Ca atoms
gradually start to form some bonds, with some O atoms belonging to CO3

2- molecules. This signals a
gradual increase in the degree of polymerization of the calcium carbonate gel (see Figure 1).

The formation of Ca–Oc–C bonds (see Figure 2) results in the appearance of carbonate clusters,
that is, some groups of C atoms that are interconnected via Ca atoms (i.e., C–Oc–Ca–Oc–C bonds).
Figure 3a shows the number of carbonate clusters as a function of time. As expected, the system
initially comprises a large number of small isolated clusters. As gelation proceeds, the increase in
the number of bonds between CO3

2- groups results in a decrease in the number of carbonate clusters,
which is concurrent with an increase in their average size (see Figure 1). As shown in Figure 3b,c,
both the size of the largest carbonate cluster (as described by the number of C atoms it comprises) and
the average size of the carbonate clusters quickly increase over time. This suggests that the carbonate
gelation process is percolative in nature.

Figure 2. Evolution of the average number of Ca–O bonds per Ca atom as a function of time. The data
include the contributions of Oc (i.e., O connected to a C atom) and Ow atoms (i.e., O belonging to a
water molecule). The lines are to guide the eye.

Figure 3. (a) Number of carbonate clusters, (b) size of the largest cluster (expressed in terms of the
number of C atoms), and (c) average size of the carbonate clusters (expressed in terms of the number of
C atoms), as a function of time during the early-stage nucleation of the amorphous calcium carbonate
gel. The lines are to guide the eye.
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4. Discussion

We now discuss the local stability of the structure by computing the magnitude of the local stress
undergone by each atom in the structure. Figure 4 shows the evolution of the local stress undergone by
Ca, Ow, C, and Oc atoms upon gelation. We first focus on the state of stress of the Ca atoms. We observe
that, initially, Ca atoms are experiencing a local state of tension (i.e., positive stress, see Figure 4a). On
the other hand, Ow atoms are under compression (i.e., negative stress, see Figure 4b). The origin of
this state of stress can be understood in terms of the number of neighboring water molecules around
Ca atoms. In detail, we find that the average O–O distance around Ca cations is 2.72 Å, which is
smaller than the average O–O distance in bulk water (2.80 Å) [38]. Such O–O distances match with
experimental data [11]. This indicates that, by being attracted by the central Ca cation, neighboring
water molecules tend to get closer to each other than they are in bulk water. As a result, the neighboring
water molecules enter a state of local compression (since they repulse each other)—as evidenced in
Figure 4b. In turn, the mutual repulsion between water molecules tends to stretch the central Ca
atom, so that Ca atoms experience a state of tension—as evidenced in Figure 4a. These local tensile
and compressive forces mutually compensate each other, so that the CaO6 polytope is overall at a
(metastable) mechanical equilibrium. This behavior is schematically illustrated in Figure 5a. The state
of tension of Ca atoms echoes the case of silicate glasses, wherein Si atoms also undergo a local tensile
stress [33]. Nevertheless, we note that it remains whether this feature (e.g., the lowering of the O–O
distance around Ca atoms) is generic or specific to this system [11,39,40]. It should also be noted that
the coordination number of Ca atoms may depend on the solution pH and Ca concentration [41],
which, in turn, could affect their state of stress. Clearly, the effect of the solution chemistry on the state
of stress of the gel precursors would deserve follow-up investigations.

Figure 4. Evolution of the local stress experienced by (a) Ca, (b) Ow, (c) C, and (d) Oc atoms as a function
of time. Positive and negative stress values indicate a state of local tension and compression, respectively.
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Figure 5. Schematic description of the origin of the (a) tensile and (b) compressive stress experienced
by Ca and C atoms, respectively. Note that 6-fold coordinated Ca atoms also exhibit 2 additional O
atoms above and below this plane. The circles are intended to represent the radii of the atoms (which
are not at scale to enhance readability).

In contrast, C and Oc present a state of compression and tension, respectively (see Figure 4c,d),
which contrasts with the case of Ca and Ow atoms. This can be understood from the fact that, in contrast
to Ca, C atoms have a low coordination number (around 3), so that their first coordination shell exhibits
a low density of Oc atoms. As such, in contrast with the case of the water molecules around Ca cations,
no significant mutual coulombic repulsion among O atoms is observed around C atoms. In fact, we find
that the average C–O distance around C atoms is 1.30 Å (in agreement with experimental data [11]),
which is notably shorter than the equilibrium C–O distance of 1.56 Å (based on the sum of their ionic
radii) [42]. Hence, the fact that C atoms are locally under compression (as evidenced by Figure 4c)
arises from the fact that they are surrounded by very close O neighbors, which forces their effective
radius to be smaller than their equilibrium ionic radius. In turn, the Oc neighbors around the central C
atom undergo a state of tension (as evidenced by Figure 4d) for the CO3 polytope to be at an overall
(metastable) mechanical equilibrium. This behavior is schematically illustrated in Figure 5b.

These results highlight the fact that, although the entire gel is at zero pressure, the network
locally exhibits some localized compressive and tensile stress at the atomic level, which arises from
the significantly different coordination numbers of C and Ca atoms. However, as shown in Figure 4,
such internal stress gradually gets released as the gelation proceeds. This suggests that the local stress
that is initially present in the system acts as a driving force that drives the gelation transformation.
This can be understood as follows. The existence of local stress around C and Ca atoms comes with an
elastic energy penalty. As the gelation reaction proceeds, the formation of linkages among Ca and
C atoms—which initially experience opposite states of stress—reduces the magnitude of such stress.
This arises from the gradual replacement of Ow by Oc atoms in the first coordination shell of the Ca
atoms, so that O atoms initially experiencing some states of compression and tension are mutually able
to release each other’s stress. Eventually, we find that such a combination of atomic species initially
experiencing opposite states of stress mostly benefits Ca atoms—which experience a significant drop in
their internal stress—whereas the stress experienced by C atoms remains largely unaffected. This likely
arises from the difference in stiffness between Ca–O and C–O bonds.

We now investigate how the release of the local internal stress upon gelation manifests itself in
the structure of the gel. To this end, we first compute the evolution of the distribution of the O–O
neighbor-neighbor distances around Ca and C atoms (see Figure 6). We first note that, in both cases,
the distributions gradually become sharper, which echoes the fact that the gel becomes more and more
stable. Importantly, we find that the average O–O distance around Ca cations tends to slightly increase
over time (see Figure 6a). This is consistent with the fact that the compressive stress experienced by the
O atoms around Ca cations tends to decrease over time—since water molecules gradually get further
away from each other and overlap less with each other. In contrast, we note that the average O–O
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distance around C atoms tends to slightly decrease over time (see Figure 6b). This is consistent with
the fact that the tensile stress experienced by the O atoms around C atoms tends to decrease over time.

Figure 6. Distribution of the O–O distances around (a) Ca and (b) C atoms, computed at select times
during the polymerization of the calcium carbonate gel. (c) Average O–O distance around Ca and C
atoms as a function of time. The lines are to guide the eye.

Finally, we focus on the structural manifestation of the release of the local tensile stress experienced
by Ca atoms. To this end, we compute the evolution of the Ca–Oc and Ca–Ow partial pair distribution
functions (see Figure 7). The average Ca–O distance obtained herein agrees with previous experimental
data [11,39,40]. We observe that the average Ca–Ow bond length tends to decrease over time, while
the average Ca–Oc bond length tends to increase (see Figure 7c). Eventually, the average Ca–Oc bond
length (2.256 Å) becomes notably larger than the average Ca–Ow bond length (2.242 Å), which indicates
that the CaO6 polytope becomes less spherical and symmetric (i.e., since different Ca–O bonds exhibit
different lengths). The decoupling between Ca–Ow and Ca–Oc bond lengths is at the origin of
the increase in the average O–O distance around Ca atoms (see Figure 6c). Overall, due to the
predominance of Ca–Ow bonds, the average Ca–O bond length tends to decrease over time (see
Figure 7c). The decrease in the Ca–O distance indicates that the central Ca atoms become less and
less stretched over time. This is consistent with the fact that the magnitude of the local tensile stress
tends to decrease over time. Overall, these results highlight the fact that the formation of calcium
carbonation clusters (i.e., the formation of Ca–O–C linkages through the replacement of Ca–Ow by
Ca–Oc bonds) directly results in the lowering of the local stress exhibited by Ca atoms. This establishes
gelation as an efficient mechanism to release the internal stress that is initially present within the
precursors. A similar mechanism was also suggested to occur in hydrated calcium aluminosilicate
gels [43], wherein the formation of Si–O–Al linkages was also noted to result in a decrease in the
magnitude of the internal stress exhibited by Si (experiencing local tension) and Al (experiencing local
compression) precursors. This suggests that the relationship between local internal stress and gelation
might apply to a broad array of hydrated systems [15,43].
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Figure 7. (a) Ca–Ow and (b) Ca–Oc partial pair distribution functions computed at select times during
the polymerization of the calcium carbonate gel. (c) Average Ca–O, Ca–Ow, and Ca–Oc bond length as
a function of time. The lines are to guide the eye.

5. Conclusions

Overall, these results highlight the role played by the internal stress in governing the early-stage
nucleation of amorphous calcium carbonate. We find that, although the system is, overall, at zero
pressure, the CaO6 and CO3 polytope precursors initially experience some competing internal stress,
which arises from their significantly different coordination states. Such stress acts as an elastic energy
penalty that thermodynamically promotes the polymerization of the gel—so that the combination of
polytopes undergoing some opposite states of stress results in an overall decrease in the magnitude
of the local stress acting in the atomic network. These results highlight the key role played by local
atomic instabilities in the precursor species in driving sol–gel reactions at the atomic level.
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Abstract: Among various carbon capture and storage technologies to mitigate global warming and
ocean acidification due to greenhouse gases, ocean geological storage is considered the most feasible for
Korea due to insufficient inland space to store CO2. However, the risk of CO2 leakage and the behavior
and environmental effects of the leaked CO2 need to be assessed for its successful implementation.
Therefore, the behavior of CO2 bubbles/droplets dissolving into the surrounding seawater and
the diffusion of dissolved CO2 by ocean flows should be accurately predicted. However, finding
corresponding research has been difficult in Korea. Herein, the behavior and convection-diffusion of
CO2 that was assumed to have leaked from the seafloor near the southeastern coast of Korea were
numerically predicted using a multi-scale ocean model for the first time. In the simulation region,
one of the pilot projects of CO2 ocean geological storage had started but has been temporarily halted.
In the ocean model, hydrostatic approximation and the Eulerian–Lagrangian two-phase model were
applied for meso- and small-scale regions, respectively. Parameters for the simulations were the
leakage rate and the initial diameter of CO2. Results revealed that all leaked and rising CO2 bubbles
were dissolved into the seawater before reaching the free surface; further, the change in the partial
pressure of CO2 did not exceed 500 ppm during 30 days of leakage for all cases.

Keywords: carbon capture and storage; CO2 ocean geological storage; multi-scale ocean model;
hydrostatic approximation; Eulerian–Lagrangian two-phase model; environmental impact

1. Introduction

Carbon capture and storage (CCS) is one of the technologies used to mitigate global warming and
ocean acidification. Various CCS methods are available and can be categorized into inland or ocean
geological storage, direct injection and so on. Among these, only inland and ocean geological storage
are considered viable following the prohibition of the direct injection method due to its uncertain
environmental impacts. CO2 geological storage is a method for capturing CO2 from power plants
or industrial processes without releasing it into the atmosphere, transporting it to sites suitable for
geological storage, and storing it stably underground for the long term. Furthermore, it has the
advantage of large-scale CO2 reduction. Geological storage has been mainly carried out in countries
with sufficient inland storage space. However, for countries with limited inland space such as
Korea, Japan, Norway, and the United Kingdom, ocean geological storage is considered the most
feasible option.

The Sleipner CO2 injection project in Norway was the world’s first industrial offshore CO2 ocean
geological storage project, through which more than 16 Mt of CO2 was injected from 1996 to 2014.
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The injection rate was approximately 0.9 Mt/y during the early years and reduced slightly during later
years due to reduced gas flow from the Sleipner Vest [1,2]. From 2008 to 2012, 1.6 Mt of CO2 was
injected into the Snøhvit gas field. Although the injection was occasionally halted due to operational
challenges at the LNG plant during that period, approximately 0.5 Mt of CO2 was stored in the
well, and injection has continued since 2011 [3]. A large-scale CCS demonstration project in Japan’s
Tomakomai area, which can store 0.1 Mt/y of CO2 in two reservoirs that lie 1100 m and 2400 m below
the seabed, is being undertaken by the Japanese government [4]. In the case of Korea, a CO2 storage
project that can store 1 Mt/y was being constructed near the southeastern coast of Korea, but was
temporarily stopped in 2018.

To utilize any kind of CCS technology, public acceptance must be ensured through the
risk assessment of CO2 leakage, monitoring the behavior of leaked and dissolved CO2 (DCO2),
and environmental assessment of the leaked CO2. The Quantifying and Monitoring Potential Ecosystem
Impacts of Geological Carbon Storage (QICS) project in the UK was created to assess the environmental
impact of CO2 release experiments in Ardmucknish Bay [5]. Sellami et al. [6] investigated the dynamics
of leaked CO2 bubbles in a plume in the bay through observational data obtained from the QICS
project. Because of the limitations of field experiments, studies utilizing computational fluid dynamics
(CFD) have been carried out to estimate the behaviors of leaked CO2 and DCO2. The highly complex
phenomena that occur when liquid CO2 is injected into the deep ocean was numerically studied by
Eulerian-Eulerian two-phase CFD simulations by Alendal and Drange [7] and Eulerian–Lagrangian
simulations by Sato and Sato [8]. Jeong et al. [9] developed a multi-scale ocean model, which builds a
bridge between smaller near-field scale and larger regional-scale models to predict the fate of DCO2 in
the deep ocean. Kano et al. [10] conducted numerical simulations on the behavior of CO2 bubbles and
droplets leaked from the seafloor into water columns in uniform flows perpendicular to the leakage
band. They showed that CO2 dissolved in seawater before returning to the air under their simulation
conditions, which indicates that the ocean can play the role of a buffer that does not allow CO2 to return
to the atmosphere. Kano et al. [11] developed a multi-scale numerical method to predict the behavior
of dissolvable CO2 bubbles leaked from the seafloor and dissolved mass in the ocean. A simulation
using this model was conducted with real topography and tidal currents near the Japanese coastline.
Mori et al. [12] used the model developed by Kano et al. [11] and conducted case studies in which
the ratio of CO2 seepage in the dissolved phase and the proportion remaining in the sediment were
changed to predict CO2 concentration distributions in Ardmucknish Bay. However, in Korea, finding
corresponding research has been difficult, and the few studies, such as that by Kang et al. [13], have
only focused on the behavior inside CO2 reservoirs and interactions between the reservoir and the
surface of seabed through the fault. Such studies cannot be applied to consider ocean flows nor assess
environmental impacts in the ocean.

In this study, the behavior and convection-diffusion of CO2, which was assumed to have
leaked from the seafloor near the southeastern coast of Korea, where a pilot project of CO2

ocean geological storage started but was temporarily stopped, were numerically predicted using
a multi-scale ocean model for the first time. In the ocean model, hydrostatic approximation and
Eulerian–Lagrangian two-phase models were applied for the meso- and small-scale regions, respectively.
Numerical simulations involving changes in the main parameters, such as the initial diameter of
CO2 and leakage rate, were carried out to investigate its effects on the simulation results, especially
regarding environmental impacts.

2. Methodology

The multi-scale ocean model used in this study is an improved version of the original Maritime
Environment Committee (MEC) ocean model developed by the Japan Society of Naval Architecture
and Ocean Engineers (JASNAOE). In the MEC model, hydrostatic approximation and non-hydrostatic
(i.e., full-3D) models are applied for the meso- and small-scale domains, respectively. In the mesoscale
domain, tidal flow is generated under hydrostatic (pressure) approximation to reduce the computational
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time. The applicability and accuracy of the hydrostatic model of the MEC model can be found in the
research of Kano et al. [11], Lee et al. [14], and so on. A full-3D small-scale model is necessary when the
vertical flow component cannot be ignored. The spatial connection between the two models is such that
the full-3D model domain matches one grid-column of the hydrostatic model. Kano et al. [11] modified
the MEC model by adopting a two-phase model for the small-scale domain, where the continuous
liquid phase (seawater) and dispersed gas/liquid phase (individual CO2 bubble/droplet) are solved
using Eulerian and Lagrangian methods, respectively. This model, hereafter termed the “MEC-CO2

model”, was used in the present study.
The governing equations of the mesoscale model adopting the hydrostatic approximation are

as follows.
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where u, v, and w are the velocity components in the x, y, and z directions, respectively. p, ρ, g, and f
are the pressure, density of seawater, gravity acceleration, and Coriolis force coefficient, respectively.
AM and KM are the horizontal and vertical eddy viscosities, respectively.

The transport equations of scalar properties φ (i.e., temperature (T), salinity (S), and DCO2 (C))
are as follows:

∂φ
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where AD and KD are the horizontal and vertical eddy diffusivities, respectively.
As mentioned earlier, the Eulerian–Lagrangian two-phase model is applied for small-scale full-3D

regions. The continuity and Navier–Stokes equations for the continuous phase are as follows:

∂
∂t
(αcρc) + ∇·(αcρcuc) =

1
Vcell

nd∑
n=1

Γ (6)

∂
∂t
(αcρcuc) + ∇·(αcρcuc ⊗ uc) +

1
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where,
αd + αc = 1 (8)
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dc= ∇uc + (∇uc)
T (10)

where α is the volume fraction and u is the velocity vector. nd, V, and Vcell are the number of bubbles
in a computational cell, volume, and the volume of a computational cell, respectively. Γ is the mass
transfer from a bubble at the interface and P is the pressure. κ and ν are the thermal diffusivity and
kinematic viscosity, respectively. The subscripts c and d denote the continuous water phase and
dispersed CO2 bubble phase, respectively. ρd and ρc are given by Pitzer and Sterner [15] and Alendal
and Drange [7], respectively, and νt is determined by Smagorinsky’s model [16].
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The transport equations of T, S, and C are also solved as given below:
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where CI and Ccell are C at the bubble surface and in a computational cell, respectively. D is the diffusion
coefficient. Prt and Sct are the turbulent Prandtl and Schmidt numbers, respectively. Hirai et al. [17]
found that CI matches the solubility of CO2, which was measured by Weiss [18]. The mass transfer rate
k is modeled as in Chen et al. [19] and de is the equivalent diameter of a bubble.

For the dispersed phase, the mass conservation and motion equation are solved for each bubble in
the Lagrangian frame as:

Dd

Dt
(ρdVd) = −Γ (16)

Dd

Dt
[(ρd + βρc)Vdud] = Vd[−∇P + (ρc − ρd)g− fD − fL] (17)

where,
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1
2
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3

2de
ρc|ur|ur (18)

fL = CLρcur ×ωc (19)

ur = ud − uc (20)

ωc = ∇× uc (21)

where β is the coefficient of the added mass of a bubble and g is the gravity vector. fD, fL, and CD, CL

are the drag and lift forces and the coefficients of a bubble, respectively. ur is the relative velocity of the
dispersed phase to the continuous phase, and ωc is the vorticity of a bubble. β and CL are both set to
0.5. The details on the modeling CD of a bubble can be found in [19].

The governing equations were discretized by the finite volume method using orthogonal and
staggered grids: velocity components were defined at the cell faces, and the other variables were
defined at the cell centers. For spatial discretization, third-order up-winding and second-order central
differencing schemes were adopted for the advection and diffusion terms, respectively. The second-order
Adams–Bashforth method was used for the time integration in the full-3D model.

3. Simulation Conditions

Figure 1 shows the target area of the present simulations near the southeastern coast of Korea,
where one of the candidate sites for CO2 ocean geological storage is located. The data for inland and
seafloor topographies were obtained from the Global 30 Arc-Second Elevation Dataset (GTOPO30)
of the United States Geological Survey’s Earth Resources Observation and Science Center and the
JODC-Expert Grid Data for Geography-500m (J-EGG500) of the Japan Oceanographic Data Center,
respectively. Grid systems for the mesoscale domain were generated using the preprocessor of the
MEC model with these data. The dimensions of the computational domain were approximately
100 km × 50 km × 1 km, and the number of grid cells were 50 × 50 × 63 in the x, y, and z directions,
respectively, as shown in Figure 2a. The vertical cell column contains the full-3D small-scale domain,
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of which the size is 2 km × 1 km × 0.18 km with 100 × 100 × 28 grid cells and is shown by a closed cell
in Figure 2b. The vertical grid levels are listed in Table 1, where layers 1 and 28 match the free surface
and the depth of CO2 leakage, that is, 190 m, respectively.

Figure 1. Target area for numerical simulation (source: https://www.google.com/maps).

  

(a) (b) 

Figure 2. (a) Perspective and (b) horizontal view of grid systems (one cell filled with black color in the
mesoscale domain is the computational domain for the full-3D small-scale domain).

Table 1. Layer numbers, thicknesses, and depths of vertical grids.

Layer Number Thickness (m) Depth (m)

1(surface)–2 5 0–10
3–18 10 20–170

19–28 2 172–190
29 10 200

30–59 20 220–800
60–63 50 900–1000

To reproduce proper ocean flows, the major tidal components of M2, O1, K1, and S2, which were
obtained from the NAO99b model [20] and listed in Table 2, were interpolated and imposed on the
open boundaries of the mesoscale model domain with nonreflecting boundary conditions by Hino and
Nakaze [21].

Table 2. Tidal components used for open boundary conditions.

Tidal Components Period (h) Amplitude (m) Phase (◦)
M2 12.42 0.0689 356.07
O1 25.82 0.0522 182.96
K1 23.93 0.0476 220.93
S2 12.00 0.0386 102.91

143



Appl. Sci. 2020, 10, 4237

Figure 3 shows the initial conditions of T, S, and DCO2 obtained from the data of the Array for
Real-time Geostrophic Oceanography project by the National Institute of Meteorological Sciences of
Korea (http://argo.nims.go.kr).

   

(a) (b) (c) 

Figure 3. Initial conditions of (a) temperature, (b) salinity, and (c) DCO2.

To calculate the fluxes of temperature and salinity at the free surface, climate data, which were the
temporal average of observed data by the National Aeronautics and Space Administration (NASA,
https://power.larc.nasa.gov/data-access-viewer/), were used, as depicted in Table 3.

Table 3. Climate conditions.

Climate Conditions Temporal Average

Albedo (-) 0.06
Injection rate (-) 0.97

Cloud amount coefficient (-) 0.65
Global solar radiation (W/m2) 148.1

Cloud amount (0–10) 6.07
Precipitation (mm/h) 0.1647

Water vapor pressure (hPa) 12.8
Wind speed (m/s) 3.10

Air temperature (◦C) 16.72

The leakage rate and initial diameter of the CO2 bubble were selected as the main parameters.
The assumed leakage rates for the present study were 3800, 50,000, and 100,000 t/y, based on the study
of Kano et al. [11], where two cases for the leakage rate were studied: an extreme case, 94,600 t/y,
which assumed that a large fault accidentally connected the CO2 reservoir and the seafloor; and a
reasonable case, 3800 t/y, based on the seepage rate of an existing enhanced oil recovery (EOR) site [22].
The initial diameters of the CO2 bubble were set to 5, 10, and 20 mm. The simulation cases and leakage
are listed and illustrated in Table 4 and Figure 4, respectively.

Table 4. Simulation cases.

Case Leakage Rate (t/y) Diameter of CO2 Bubble (mm) Leakage Area (m2)

1 3800 20 20,000
2 50,000 20 20,000
3 100,000 20 20,000
4 100,000 10 20,000
5 100,000 5 20,000
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Figure 4. Distribution of leakage area at the bottom surface of the small-scale domain, of which the
horizontal grid sizes are 20 m × 10 m.

Quantitative criteria are needed to assess the environmental impact when CO2 leakage occurs.
Kikkawa et al. [23] elucidated that the biological impacts of CO2 in the ocean should not be related
solely to pH, but also to the partial pressure of CO2 (pCO2). Kita and Watanabe [24] collected LC50 and
LT50 data against pCO2 for various marine species and proposed that the change in pCO2 (ΔpCO2) of
5000 ppm is the no-observed effect concentration (NOEC) and that 500 ppm is the predicted no-effect
concentration (PNEC). Although these values have not been authorized, we refer to them as tentative
standards in this study.

4. Results

Figure 5 shows the temporal change of the estimated tidal level in the full-3D domain, which is
one cell of the mesoscale domain. The upper and lower envelopes are similar, and periodic patterns are
observed. Inside the computational domain, complicated flows are generated owing to the interaction
between tidal flows from three open boundaries and the bottom topography, as shown in Figure 6.

 

Figure 5. Time history of calculated tidal level in a small-scale domain.
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28 days 29 days 30 days 

Figure 6. Velocity vector fields on the horizontal planes (upper rows: near free surface, lower rows:
z = –187 m) at 28, 29, and 30 days after the start of simulation (data are skipped by 2).

4.1. Effect of Leakage Rate (Cases 1, 2, and 3/Bubble Size = 20 mm, Leakage Area = 20,000 m)

Figure 7 shows contour maps of some variables on the center plane in the x direction (x = 1000 m)
of the small-scale domain, 30 days after the start of leakage. From the distribution of void rate and
cell-averaged number densities of CO2 bubbles, it can be seen that all CO2 bubbles leaking from the
depth of 190 m would be dissolved at a depth of 70 m before reaching the free surface. Because the
initial diameter of the CO2 bubbles are the same, but the leakage rates are different for these cases,
the void rates of the bubbles near the leakage depth are higher than other depths and become lower
as the depth becomes shallower due to the rising and dissolution of the bubbles to the surrounding
seawater. The reason for the higher values of the number densities near the depth of 100 m is that
the density of the bubbles is almost the same as that of seawater, and the volume of the bubbles
is very small, which makes the buoyant force zero. Although the velocity vector fields or contour
maps of the velocities are not presented, one may know that complex flows exist owing to the rising
of the CO2 bubbles with surrounding seawater and tidal flows from the distribution of the DCO2

shown in Figure 7c. Since more bubbles exist and dissolution lasts for a longer time as the leakage
rate increases, relatively higher values and wider areas of dispersed DCO2 are observed, as shown in
the figure. Comparing the contour maps of DCO2 with those of the changes in DCO2 (ΔDCO2) due
to the dissolution of the bubbles, no large discrepancy is observed because the background DCO2 is
much smaller.

The contour maps of ΔpCO2 on the center planes of the x, y, and z directions of the small-scale
domain are depicted in Figure 8, where not only the diffusion but also the advection of ΔpCO2 by the
tide are clearly shown. A high ΔpCO2 is observed near the leakage depth, and the maximum ΔpCO2 is
lower than 200 ppm and does not exceed the PNEC. It can also be seen that the distributions of ΔpCO2

shown in Figure 8a are similar to those of ΔDCO2 on the same plane (Figure 7c).
The contour maps of ΔpCO2 on the constant z planes of the mesoscale domain with respect to

depths and elapsed time after leakage for the most extreme case are illustrated in Figures 9 and 10,
respectively, where the black rectangular box indicates the full-3D small-scale domain including the
leakage area. Both figures show that high ΔpCO2 regions are placed at depths between 150 and 170 m,
not in the leakage depth. This might be due to the convection of DCO2 by the geostrophic flows.
It can also be found that diffusion is more dominant than convection as water depth becomes deeper.
The time change of maximum ΔpCO2 in the mesoscale domain is not significant, as shown in Figure 10.
The maximum ΔpCO2 is lower than 50 ppm and does not exceed the PNEC.
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(a) Void rate

(b) Number density

(c) DCO2

(d) DCO2

Leakage rate = 3800t/y Leakage rate = 50,000t/y Leakage rate = 100,000t/y 

Figure 7. Contour maps of (a) void rate, (b) number density of undissolved CO2 bubbles, (c) DCO2,
and (d) ΔDCO2 on the center plane in the x direction (x = 1000 m) of the small-scale domain at 30 days
after the start of leakage with the same initial diameter of bubble of 20 mm and leakage area of 20,000 m2

but different leakage rates.
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(a) 

   

(b) 

   

(c) 

Leakage rate = 3800 t/y Leakage rate = 50,000 t/y Leakage rate = 100,000 t/y 

Figure 8. Contour maps of ΔpCO2 on the center planes of the x, y, and z directions of the small-scale
domain at 30 days after the start of leakage with the same initial diameter of bubble of 20 mm and
leakage area of 20,000 m2 but with different leakage rates. (a) Center plane in x direction (x = 1000 m);
(b) Center plane in y direction (y = 500 m); (c) xy plane near leakage area (z = –180 m)

 

   

   

   

Figure 9. Contour maps of ΔpCO2 in the constant z planes of the mesoscale domain at 30 days after
the start of leakage for case 3 (leakage rate = 100,000 t/y).
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(a) 

   

(b) 

   

(c) 

10 days after leakage 20 days after leakage 30 days after leakage 

Figure 10. Time change of contour maps of ΔpCO2 on the planes, where the full-3D small-scale domain
is located, of the mesoscale domain for case 3 (leakage rate = 100,000 t/y). (a) yz plane (x = 81,000 m);
(b) zx plane (y = 10,500 m); (c) xy plane (z = 180 m)

4.2. Effect of Initial Diameter of CO2 Bubble (Cases 5, 4, and 3/Leakage Rate = 100,000 t/y, Leakage
Area = 20,000 m)

Contour maps of some variables on the center plane in the x direction (x= 1000 m) of the small-scale
domain at 30 days after the start of leakage are shown in Figure 11. As seen in the distribution of
void rate and cell-averaged number densities of CO2 bubbles, as the initial diameter of the bubbles
increases, the rising distance of the bubbles increases, which results from the larger buoyant force
of the relatively large volume of the bubble. Because the leakage rates are the same for these cases,
the number of bubbles is high within the short band when the initial diameter is 5 mm. Comparing the
distributions of DCO2 or ΔDCO2 among the cases, one can find that the distribution when the diameter
is 10 mm is quite different from those of 5 and 20 mm. The reason for this phenomenon is that the
mass transfer rate of a CO2 bubble is largely affected by the shape of the bubble. The total mass
transfer per unit volume decreases as the diameter of a bubble decreases. However, if the diameter
exceeds a certain value and changes to the spherical cap, there is a sudden jump, and it decreases as the
diameter increases. The threshold is approximately 18 mm. Therefore, the mass transfer rates when
the diameters are 5 and 20 mm are similar, but the rate becomes smaller when the diameter is 10 mm,
as discussed by Kano et al. (2009). The lower dissolution of the bubbles results in a low DCO2 and
ΔDCO2 when the diameter is 10 mm.
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(a) Void rate 

 

   

(b) Number density 

 

   

(c) DCO2 

 

   

(d) DCO2 

Bubble diameter = 5 mm Bubble diameter = 10 mm Bubble diameter = 20 mm 

Figure 11. Contour maps of (a) void rate, (b) number density of undissolved CO2 bubbles, (c) DCO2,
and (d) ΔDCO2 on the center plane in the x direction (x = 1000 m) of the small-scale domain at 30 days
after the start of leakage with the same leakage rates of 100,000 t/y and leakage area of 20,000 m2 but
different initial diameter of bubble.

Figure 12 shows the contour maps of ΔpCO2 on the center planes of the x, y, and z directions of
the small-scale domain. The maximum ΔpCO2 for cases 5 and 3 are similar but do not exceed 500 ppm,
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which is also clearly seen in Figure 13, where those on the constant x, y, and z planes of the mesoscale
domain are illustrated.

 

   

(a) 

   

(b) 

   

(c) 

Bubble diameter = 5 mm Bubble diameter = 10 mm Bubble diameter = 20 mm 

Figure 12. Contour maps of ΔpCO2 on the center planes of the x, y, and z directions of the small-scale
domain at 30 days after the start of leakage with the same leakage rates of 100,000 t/y and leakage area
of 20,000 m2 but different initial diameters of the bubble. (a) Center plane in x direction (x = 1000 m);
(b) Center plane in y direction (y = 500 m); (c) xy plane near leakage area (z = −180 m).
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(a)  

   

(b)  

   

(c) 

Bubble diameter = 5 mm Bubble diameter = 10 mm Bubble diameter = 20 mm 

Figure 13. Contour maps of ΔpCO2 on the planes, where the full-3D small-scale domain is located, of
the mesoscale domain at 30 days after the start of leakage with the same leakage rates of 100,000 t/y
and leakage area of 20,000 m2 but different initial diameters of the bubble. (a) yz plane (x = 81,000 m);
(b) zx plane (y = 10,500 m); (c) xy plane near leakage area (z = 180 m)

5. Conclusions

In this study, the behavior and diffusion of CO2, assumed to have leaked from the seafloor, were
numerically predicted for the first time near the one of the candidate sites for CO2 ocean geological
storage in Korea. The behavior of leaked CO2 bubbles were analyzed numerically using a multi-scale
ocean model to assess its environmental impacts, which is essential for obtaining public acceptance.
The main parameters chosen for the simulation were leakage rates and initial diameters of CO2 bubbles.
The former was assumed to be 3800, 50,000, and 100,000 t/y and the latter to be 5, 10, and 20 mm,
respectively. A total of five simulations were carried out by combining these parameters.

From the simulation results, it was found that all CO2 bubbles were dissolved into the seawater
before reaching the free surface in all cases. As the leakage rate increased, relatively higher values were
concentrated near the leakage depth, and wider areas of ΔpCO2 were observed because more bubbles
existed and dissolution lasted for a longer time. As the initial diameter of the bubbles increased,
the rising distance of the bubbles also increased due to the larger buoyant force of the relatively large
volume of the bubble. However, small ΔpCO2 values were estimated when the diameter was 10 mm.
For the mass transfer rates, though they were similar for the 5 and 20 mm diameters, they were reduced
when the diameter was 10 mm.
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The estimated maximum ΔpCO2 for the extreme case was approximately 200 ppm during 30 days
of leakage under the present simulation conditions. Therefore, it can be said that the environmental
impact caused by the leakage of CO2 was not significant.

The present numerical model is expected to be useful and applicable not only for estimation of the
behaviors and environmental impact of leaked CO2 but for various purposes, such as determination of
the proper location for leakage monitoring devices during ocean geological storage of CO2.

Scenario-based simulations and parametric studies will be performed in the near future. The main
parameters, such as the leakage depth closely related to the phase of the leaked CO2, the vertical
distributions of the scalar properties according to the seasonal change, and the shape of the leakage
area, will be considered. Furthermore, validation and improvement of adopted sub-models will be
continued as uncertainties and assumptions remain, although well-known or validated ones were
implemented in the present model.
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Abstract: The recent abnormal temperature phenomena such as the rise of global mean temperature
and sea level due to global climate change are clear threats that can no longer be overlooked to the
human beings who have pursued indiscriminate development and rapid growth. Climate change has
emerged as a serious risk that threatens the survival of the entire human race from the environmental
and ecological aspects, despite international efforts for several decades. The CO2 concentration
in the atmosphere has increased by approximately 39% since the industrial revolution. Even if
carbon emissions are stopped right now, it is expected to take at least 50–200 years to return to
the CO2 level before the industrial revolution. Therefore, we conducted an experimental study to
develop a carbon-capturing concrete that has active as well as passive carbon reduction functions
using blast-furnace slag, an industrial byproduct, instead of cement. For active carbon reduction,
we used calcium hydroxide and sodium silicate as carbon capture activators, and conducted tests on
mechanical properties and durability characteristics.

Keywords: climate change; carbon emission; carbon-capturing concrete; carbon capture activator;
carbon reduction

1. Introduction

Climate change has emerged as a serious risk factor that threatens the survival of the entire
human race from the environmental and ecological aspects, despite exerting the international efforts
for several decades [1]. The CO2 concentration in the atmosphere has increased by approximately
39% since the industrial revolution. Even if carbon emissions are stopped right now, it is expected
to take at least 50–200 years to return to the CO2 level before the industrial revolution [1]. To cope
with this problem, global greenhouse gas (GHG) reduction measures have been made, such as the
Kyoto Protocol to the United Nations Framework Convention on Climate Change to tackle global
warming [2]. According to the fourth report of the Intergovernmental Panel on Climate Change (IPCC),
the global mean temperature has risen by 0.74 ◦C for the last 100 years and is expected to rise by up to
6.4 ◦C by the end of the 21st century [1,3].

As such, climate change is a critical global issue, and as one of the world’s top 10 countries in
GHG emissions, South Korea has set up “carbon reduction technology development” as a new pillar of
national development vision, developed related technologies and established laws since 2008 [4]. In
addition, South Korea showed the highest annual increasing rate of 6.2% in the transportation sector of
GHG emissions from 1990 to 2000 among the Organization for Economic Co-operation and Development
(OECD) member countries. To take part in the development of carbon reduction technologies in the
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road sector, which accounts for 16% of the total GHG emissions, the need for the development of design
and development technologies to absorb and reduce CO2 to minimize CO2 emissions is emerging [4].
Recently, the secondary environmental pollution problem is appearing due to the increase of industrial
byproducts such as mining byproducts and coal incineration ashes [4]. For efficient processing of
industrial byproducts, some of the industrial byproducts are mixed with existing cement or asphalt
materials and these mixtures are used as construction materials [4]. Comprehensive Assessment System
for Building Environmental Efficiency (CASBEE) in Japan has evaluated the GHG emissions of building
materials using the CO2 emission database of major materials since 2010 [5–7]. Building performance is
now a major concern of professionals in the building industry and environmental building performance
assessment has emerged as one of the major issues in sustainable construction [8–11]. Efforts to reduce
CO2 emission are being made through the use of procurement systems for low CO2 emission materials
and the application of high-strength concrete at construction sites. As a part of such research, there is a
demand for the establishment of a quantitative assessment method of CO2 emission from concrete
production to site procurement and a proposal of a CO2 reduction plan at construction sites [12].
However, the utilization of materials for CO2 capture is still insufficient. The development of concrete
applying CO2 reduction technology is considered to be a leading technology for the society as a whole,
as well as for the construction sector. The MIT Technology Review selected “Green Concrete”, which is
a CO2 reducing concrete, one of top 10 new technologies in 2010 [4,13].

Therefore, in this study, we aim to develop carbon-capturing concrete using industrial byproducts
that can satisfy not only passive carbon reduction function but also active carbon reduction function
through the utilization of industrial byproducts. To develop a carbon-capturing concrete using
blast-furnace slag powder, which is one of the representative industrial byproducts, we conducted
an experimental study on the mechanical and durability characteristics of carbon-capturing concrete
composed of blast-furnace slag using carbon capture activator.

2. Research Trends of Carbon-Capturing Concrete

The generation amount of blast-furnace slags, a representative industrial byproduct, has been
continuously increasing with the accelerated development of the steel industry. If blast-furnace slag
powder is used as a raw material of concrete by mixing with cement, approximately 40 million tons of
cement per year can be reduced as well as CO2 emissions [14,15].

To reduce CO2 emissions, the main cause of GHGs, the construction industry is striving to develop
environment-friendly concretes. Consequently, cementless binders that use industrial byproducts
such as blast-furnace slag, flay ash, and metakaolin instead of ordinary Portland cement (OPC) are
being actively researched in and outside the country. Technologies related to cementless binders
include geopolymer technology using alkaline reaction with clay minerals and alkali-activated
binder technology that develops hardened body by stimulating the latent hydraulic activity of slag
byproducts [14,15].

The economic efficiency of 50 MPa or lower alkali-activated concrete is moderately higher than
that of the equivalent OPC, but the cost of alkali-activated concrete for high-strength concrete is known
to be lower by approximately 10–40% compared to that of the OPC concrete with replaced silica
fume [14,15].

Furthermore, the alkali-activated concrete can have advantage over the OPC concrete in terms
of economic aspect because it uses industrial byproducts, which do not require a firing process for
cement production. Moreover, using an alkali stimulant that is easy to handle can further improve
economic efficiency. Therefore, the development of a carbon-capturing concrete through the research
of geopolymer concrete and alkali-activated concrete of a non-plastic inorganic binder is expected to
effectively reduce CO2 emissions [14,15].
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3. Experiment Overview

3.1. Used Materials

This study used type 1 OPC and Table 1 outlines the physical properties and chemical compositions
of this cement. Furthermore, blast-furnace slag powder, which is a representative industrial byproduct,
was used to reduce the content of OPC. Table 2 outlines the physical properties and chemical composition
of the used blast-furnace slag powder.

Table 1. Physical properties and chemical composition of ordinary Portland cement.

Physical Properties

Specific Gravity Fineness (cm2/g) Stability (%)
Setting Time (min)

Ig-Loss (%)
Initial Final

3.15 3400 0.10 230 410 2.58

Chemical Composition

SiO2 (%) CaO (%) MgO (%) SO3 (%) Al2O3 (%)

21.95 60.12 3.32 2.11 6.59

Table 2. Physical properties and chemical composition of blast-furnace slag.

Physical Properties

Specific Gravity Fineness (cm2/g) Flow Ratio (%) Ig-loss (%)

2.90 4314 104 0.22

Chemical Composition

MgO (%) SO3 (%) Chloride Ion (%) Basicity

3.82 1.58 0.003 1.76

The maximum size of 25 mm was used for the coarse aggregates in the carbon-capturing concrete.
Tables 3 and 4 outline the physical properties of the used coarse and fine aggregates, respectively.

Table 3. Physical properties of the used coarse aggregates.

Gmax (mm) Specific Gravity Water Absorption (%) Fineness Modulus

25 2.76 0.45 6.72

Table 4. Physical properties of the used fine aggregates.

Specific Gravity Water Absorption (%) Fineness Modulus

2.52 1.45 2.62

To improve the carbon absorption performance of the carbon-capturing concrete composed of
blast-furnace slag, calcium hydroxide (Ca(OH)2) and powder-type sodium silicate (Na2SiO3) with 95%
or higher purity were used as carbon capture activators.

For chemical admixture, a polycarboxylate high range water reducer (HRWR) that has excellent
dispersion effect and can achieve fluidity even at a low water-cement ratio was used. Table 5 outlines
the properties of the used polycarboxylate HRWR.

Table 5. Properties of polycarboxylate high range water reducer (HRWR).

Principal Component Specific Gravity pH Alkali Content (%) Chloride Content (%)

Polycarboxylate 1.05 ± 0.05 5.0 ± 1.5 less than 0.01 less than 0.01
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3.2. Mixing

A literature review for the development of the carbon-capturing concrete composed of blast-furnace
slag revealed that replacing part of the blast-furnace slag powder with cement had positive effects
in terms of the durability and carbon absorption performance [3,4,15]. Furthermore, the difference
in strength of the carbon-capturing concretes by curing temperature was insignificant. Hence,
the experimental specimens were cured in a constant temperature and humidity room (23 °C,
relative humidity 50%).

Table 6 shows the mix table used in this study. For the carbon-capturing concrete satisfying the
mechanical and durability characteristics, the cement replacement ratio relative to the weight of the
blast-furnace slag was increased in 10% intervals from 10% to 40%. The water–binder ratio was fixed
at 0.325, the fine aggregate ratio at 0.45, and the replacement ratio of carbon capture activator at 40%
(calcium hydroxide 20% and sodium silicate 20%) for this experiment.

Table 6. Mix variables of carbon-capturing concrete.

Variables W/B (%) S/a (%)

Unit Weight (kg/m3)

Admixture
(HRWR)W BFS Cement

Activator
F.A. C.A.

Ca(OH)2 Na2SiO3

S90Ca20Na20

0.325 0.45 250.3

495 55

110 110

472.44 630.12

10.01
S80Ca20Na20 440 110 474.19 632.40
S70Ca20Na20 385 165 475.85 634.68
S60Ca20Na20 330 220 477.54 636.90

W/B: Water/Binder (BFS+C+Activator), W: Water, BFS: Blast-Furnace Slag, C: OPC, Ca(OH)2: Calcium Hydroxide, Na2SiO3:
Sodium Silicate. F.A.: Fine Aggregate, C.A.: Coarse Aggregate. Admixture: Polycarboxylate High Range Water Reducer.
S00: BFS/C, Ca: Ca(OH)2/BFS+C, Na: Na2SiO3/BFS+C.

3.3. Experiment Method

An experiment was conducted to analyze the properties of carbon-capturing concrete using
blast-furnace slag powder, which is a representative industrial byproduct, and calcium hydroxide and
sodium silicate as carbon capture activators before and after curing.

3.3.1. Properties of Concrete before Curing

Slump and air content tests were performed to examine the properties of concrete before curing.

3.3.2. Properties of Concrete after Curing

Exposure Conditions

A literature review revealed that in the high concentration exposure condition of 20% (200,000
ppm) CO2, the carbon capture depth of alkali-activated concrete was approximately 5 mm or lower in
1 month and approximately 20 mm or lower in 12 months [16]. As shown in this literature review, the
change of carbon capture depth was insignificant even though the concrete was exposed to a high
concentration of CO2 for a long time. In the present study, a CO2 concentration of 10% (100,000 ppm)
was set as the high concentration CO2 exposure condition for the accelerated carbonation tester. The
relative humidity and temperature inside the accelerated carbonation tester during exposure were 50%
and 23 ± 2 °C, respectively.

Furthermore, in the case of the high-purity air exposure conditions for comparison with high
concentration CO2 exposure conditions, an exposure experiment was performed in a constant
temperature and humidity room at the relative humidity and temperature of 50% and 23 ± 2
°C using a plastic chamber that can be fully sealed by applying a urethane foam solution. The used
high-purity air was composed of only nitrogen and oxygen and contained less than 0.01% of other
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components (N2+O2 > 99.99%), which was considered as a control for comparison with the high
concentration CO2 exposure conditions.

Compressive Strength

Cylindrical specimens of φ100 mm × 200 mm were fabricated for the compressive strength
experiment. To measure the compressive strength for each variable and each exposure condition,
the compressive strength characteristics of carbon-capturing concrete were analyzed using the
specimens at 1, 7, 28, 56, and 90 days of exposure.

Flexural Strength

Prismatic specimens of 100 mm × 100 mm × 400 mm were fabricated for the flexural strength
experiment. The flexural strength characteristics of the specimens were analyzed at 7 and 28 days
of exposure.

Carbon Capture Depth

To analyze the carbon capture depth of carbon-capturing concrete, the carbon capture depth was
measured with respect to the progress of exposure period for each exposure conditions and variables
at 1, 7, 28, 56, and 90 days.

Freeze–Thaw Resistance

A freeze–thaw resistance experiment was conducted as an indoor experiment to measure the
freeze–thaw resistance of concrete specimens in rapid iterative cycles. The same prismatic specimens
of 100 mm × 100 mm × 400 mm as those used in the flexural strength experiment were fabricated and
cured for 14 days. Then their freeze–thaw resistance was evaluated in accordance with ASTM C 666,
Standard Test Method for Resistance of Concrete to Rapid Freezing and Thawing [17].

Chloride Ion Penetration Resistance

For the specimens, the penetration resistance of chloride ion was evaluated in accordance with
ASTM C 1202 ‘Standard Test Method for Electrical Indication of Concrete’s Ability to Resist Chloride
Ion Penetration’ [18], which is a standard test method that determines the electric conductivity to
measure the resistance of concrete to chloride ion penetration in a short time. The same cylindrical
specimens of φ100 mm × 200 mm as the compressive strength specimens were fabricated and the
experiment was performed by cutting the specimens to a thickness of 50±3 mm after curing for 28 days.
To prevent the water evaporation from the inside of the specimens, the edges of the specimens were
coated with a concrete protective coating, and the resistance voltage was measured every 30 min for
6 h. In addition, the passed charge was calculated using Equation (1). Table 7 outlines the evaluation
criteria for chloride ion penetration resistance presented in ASTM C 1202 [18].

Q = 900× (I0 + 2I30 + 2I60 + ···+ 2I300 + 2I330 + 2I360) (1)

Table 7. Evaluation criteria for chloride ion penetration resistance [18].

Passed Charge (C) Chloride Ion Penetrability

>4000 High

2000–4000 Moderate

1000–2000 Low

100–1000 Very Low

<100 Negligible
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Here, Q is the passed charge (C), I0 is the current (A) immediately after applying the voltage,
and It is the current (A) at t min after applying the voltage [18].

Image Analysis

The air-void structure of the carbon-capturing concrete for each variable with respect to the cement
replacement ratio was analyzed using the linear traverse method, which is the A experiment method
in ASTM C 457, ‘Standard Test Method for Microscopical Determination of Parameters of the Air-Void
System in Hardened Concrete’ [19]. Furthermore, the air-void structure analysis of the concrete after
curing is a method that can be used for indirect evaluation of freeze–thaw resistance.

The image analysis experiment method is often used for rapid measurement and error reduction
in comparison with the conventional analysis method by naked eye. This experiment can obtain the
total air volume, specific surface area, spacing factor, air volume per air void size, and the number of
voids by measuring the sizes and positions of air voids on the images captured by the analysis system.
Figure 1 shows the image analysis process.

 
Figure 1. Image analysis process.

4. Experiment Results and Analysis

4.1. Properties of Concrete before Curing

In the slump experiment results of each variable with respect to the cement replacement ratio
of carbon-capturing concrete composed of blast-furnace slag, the S90Ca20Na20 variable showed the
highest slump value of approximately 45 mm, where the cement replacement ratio was 10%. In the
variables where the cement replacement ratio increased in 10% unites from 20% to 40%, the slump
values were similar although they increased with the rising cement replacement ratio. Thus, the slump
differences by the variable of the carbon-capturing concrete with respect to the cement replacement
ratio were insignificant in general.

The S60Ca20Na20 variable, which is the highest cement replacement ratio of the carbon-capturing
concrete composed of blast-furnace slag relative to the weight of blast-furnace slag, showed the highest
air volume of 3.6%. The changes in the air volume of the carbon-capturing concrete with rising cement
replacement ratio were around 3.0% in general. As with the slump experiment results, the differences
in air volume by the cement replacement ratio were insignificant. The reason for this phenomenon is
that the polycarboxylate HRWR used as an admixture in this study did not have a positive effect on
the acquisition of air volume when compared with admixtures exhibiting air entraining performance
like air-entraining admixtures. Figure 2 shows the slump and air content test results for each variable.
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Figure 2. Slump and air content test results.

4.2. Properties of Hardened Concrete

4.2.1. Compressive Strength

Figure 3 shows the results of compressive strength experiment with respect to the cement
replacement ratio of the carbon-capturing concrete composed of blast-furnace slag exposed to high
concentration CO2. The S90Ca20Na20 variable with the lowest cement replacement ratio relative to
the weight of blast-furnace slag showed the lowest compressive strength of the range from 1 to 90 days
of exposure among all the variables. This seems to be due to the differences in the strength expression
by the low cement replacement ratio.

 
Figure 3. Compressive strength experiment results of high concentration CO2 exposure conditions.

The variables with 20%, 30%, and 40% cement replacement ratios showed compressive strengths
of around 20 MPa until 90 days of exposure. The increase in the strength with respect to the progress
of the exposure period was generally insignificant. The S60Ca20Na20 variable with 40% cement
replacement ratio showed 25 MPa or higher compressive strengths at 90 days of exposure. This is
due to the differences in strength depending on the higher cement replacement ratio compared to
other variables.

Figure 4 shows the results of compressive strength experiment with respect to the cement
replacement ratio of the carbon-capturing concrete composed of blast-furnace slag exposed to

161



Appl. Sci. 2020, 10, 2083

the high-purity air. In the experiment results at 1 day of exposure, every variable showed a
compressive strength of 20 MPa. Subsequently, until 28 days of exposure, the compressive strength
was approximately 25 MPa in the S80Ca20Na20 and S70Ca20Na20 variables with cement replacement
ratios of 20% and 30%, respectively. However, the S60Ca20Na20 and S90Ca20Na20 variables showed
an insignificant increase in strength.

Figure 4. Compressive strength experiment results of high-purity air exposure conditions.

At 56 days of exposure, the strength improved by approximately 15% compared to 28 days of
exposure. At 90 days of exposure, the strength increase over the exposure period compared to 56 days
of exposure was generally insignificant. The S70Ca20Na20 variable with 30% cement replacement
ratio relative to the weight of blast-furnace slag showed a decrease of strength at 90 days of exposure.
This seems to be due to poor compaction, which is a factor of the specimen fabrication process.

The increase of the compressive strength of the carbon-capturing concrete with respect to the
cement replacement ratio and exposure conditions over the exposure period was generally insignificant.
The variable with the high-purity air condition showed a greater increase of the compressive strength
than the variable of exposure in high concentration CO2 condition. This is considered to be due to
the difference in the relative strength expression speed with the variable of high-purity air exposure
generated by contraction due to the surface carbon absorption of the specimen exposed to high
concentration CO2.

4.2.2. Flexural Strength

Figure 5 shows the results of flexural strength experiment for each exposure condition and
variable of carbon-capturing concrete composed of blast-furnace slag at 7 days of age. In the case
of 7 days of exposure, the flexural strength in the high concentration CO2 exposure condition was
approximately 3.0 MPa. The difference in flexural strength with the rising cement replacement ratio
was insignificant. Furthermore, the variable of high-purity air exposure condition showed a flexural
strength of approximately 4.0 MPa, which is higher than that of the CO2 exposure condition.

Figure 6 shows the flexural strength experiment results for each exposure condition and variable
of carbon-capturing concrete composed of blast-furnace slag at 28 days of age. In the case of 28 days of
exposure, the flexural strength in the high concentration CO2 exposure condition was approximately
3.0 MPa. The S60Ca20Na20 variable of 40% cement replacement ratio showed the highest flexural
strength of 3.2 MPa. Furthermore, the strength increase compared to the result of 7 days of exposure
for the high concentration CO2 condition was insignificant.

162



Appl. Sci. 2020, 10, 2083

 
Figure 5. Flexural strength experiment results (7 days of age).

 
Figure 6. Flexural strength experiment results (28 days of age).

In the high-purity air exposure condition, the flexural strength was measured above approximately
4.0 MPa in general. The variable of a higher cement replacement ratio also showed a higher flexural
strength. When compared to 7 days of exposure, the strength improved by approximately 5%.
The increase of flexural strength for each variable with respect to the exposure condition and
cement replacement ratio of the carbon-capturing concrete over the exposure period was moderately
insignificant. Furthermore, compared to the high concentration CO2 exposure condition, the increase
of the variable for measurement in high-purity air exposure condition was higher compared to the high
concentration CO2 exposure condition. This seems to be due to the difference in the strength expression
speed generated because the effect of carbon absorption is smaller than the high-concentration CO2

exposure condition. Furthermore, the difference in flexural strength due to the increasing cement
replacement ratio of the carbon-capturing concrete was moderately insignificant.

4.2.3. Carbon Capture Depth

Figure 7 shows the carbon capture depth measurement result for each exposure period of the
exposed variable that was expressed in high concentration CO2. No change in depth according
to carbon capture did not appear at one day, but at 7 days, a carbon capture depth of more than
approximately 5 mm was measured. At 28 days of exposure, a carbon capture depth of approximately

163



Appl. Sci. 2020, 10, 2083

10 mm appeared. Until 90 days of exposure, approximately 20 mm carbon capture depth appeared in
the S60Ca20Na20 variable with the highest 40% cement replacement ratio.

 
Figure 7. Carbon capture depth measurement result (exposure to high concentration CO2).

Furthermore, the replacement ratio of blast-furnace slag powder increased with the exposure
period, and the carbon capture depth increased with declining cement replacement ratio. This is
considered to be due to the increased carbonation resistance through the generation of calcium
hydroxide by calcium silicate by the rising cement replacement ratio.

The carbon capture depth measurement result of the high-purity air exposure conditions variable
showed that no change in the carbon capture depth occurred in every variable from 1 to 90 days
of exposure. This is considered to be due to no interference from external CO2 resulting from the
injection of air consisting of N2 and O2 only in the sealed chamber in the case of high-purity air
exposure condition.

The carbon capture depth did not change at 1 day of exposure in the case of the high concentration
CO2 exposure condition. However, the maximum carbon capture depth was approximately 20 mm
from the 7 to 90 days of exposure during which carbon capture from the surface occurred continuously.
In the case of the high-purity air exposure condition, the carbon capture did not change due to the
progress of exposure until 90 days of exposure. This result is considered to be due to the carbonation
resistance resulting from not receiving direct effect of CO2 exposure compared to the high-concentration
CO2 exposure condition.

4.2.4. Freeze–Thaw Resistance

Figure 8 shows the results of freeze–thaw resistance experiment with respect to the cement
replacement ratio of the carbon-capturing concrete. The relative dynamic modulus of elasticity
increased to much higher than 80% for 300 freeze–thaw cycles, but no difference in the freeze–thaw
resistance was caused by the change of the cement replacement ratio.

This is considered to be due to the positive freeze–thaw resistance resulting from the satisfaction
of the spacing factor (200 μm or less) and specific surface area (25 mm2/mm3 or higher) conditions as
in the result of the image analysis (air-void property analysis).
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Figure 8. Freeze–thaw resistance experiment results.

4.2.5. Chloride Ion Penetration Resistance

Figure 9 shows the experiment results for penetration resistance of chloride ion in the
carbon-capturing concrete with respect to the cement replacement ratio. The S90Ca20Na20 variable
with the lowest cement replacement ratio of 10% relative to the weight of blast-furnace slag showed
the lowest total passed charge of 1264 (coulombs). Subsequently, the total passed charge tended to
increase with a declining cement replacement ratio. In the case of the S60Ca20Na20 variable with the
highest cement replacement ratio of 40%, the total passed charge was measured at 1544 (coulombs),
which is higher by approximately 22% than that of the S90Ca20Na20 variable.

 
Figure 9. Chloride ion penetration resistance experiment results.

The penetration resistance of chloride ion in the carbon-capturing concrete was evaluated as ‘low’
as the passed charge ranged from 1000 to 2000. It was analyzed that the increased water-tightness of
the voids in the concrete due to the mixing of blast-furnace slag powder increased the chloride ion
penetration resistance. Furthermore, the differences in chloride ion penetration due to the increase
of cement replacement ratio resulting from the use of blast-furnace slag above a certain level were
generally insignificant.

4.2.6. Image Analysis

Figure 10 shows the spacing factor and specific surface area measurement results obtained
through the image analysis of carbon-capturing concrete with respect to the cement replacement ratio.
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The spacing factor was generally lower than 185 μm, and the change of the spacing factor with respect
to the cement replacement ratio was moderately insignificant. Furthermore, every variable showed a
specific surface area above 30 mm2/mm3, and similar levels of specific surface areas were measured
in general.

Figure 10. Image analysis experiment results.

The spacing factor and specific surface area of the voids of the concrete after curing are factors for
forming good air-void structure of concrete. Sidney Mindess [20] reported that the spacing factor of
concrete after curing must be 200 μm (0.2 mm) or lower and the specific surface area 25 mm2/mm3 or
higher to secure sufficient freeze–thaw resistance [20]. Therefore, the freeze–thaw resistance of the
carbon-capturing concrete with respect to the cement replacement ratio is considered to be excellent
based on the measured spacing factor and specific surface area.

5. Conclusions

An experimental study was conducted to develop a carbon-capturing concrete composed of
blast-furnace slag that can perform passive as well as active carbon reductions by replacing cement with
industrial byproducts. To examine the applicability of this carbon-capturing concrete, we conducted
experiments about the mechanical and durability characteristics with respect to the cement replacement
ratio. The conclusions of this study are as follows.

(1) The compressive strength experiment results with respect to the exposure conditions and cement
replacement ratio showed that the compressive strength of the specimen exposed to high
concentration CO2 decreased very little over the exposure period in general. In the high-purity air
exposure condition, the compressive strength increased greater than that of the high concentration
CO2 exposure condition. However, the increase of compressive strength with respect to the
cement replacement ratio was insignificant.

(2) The flexural strength experiment results showed that the increase of the flexural strength with
respect to the cement replacement ratio was insignificant as in the compressive strength experiment
results. The high-purity air exposure condition showed a higher flexural strength than that of the
high concentration CO2 exposure condition. This is considered to be due to the difference in the
strength expression speed caused by the relative lack of the carbon absorption effect.

(3) The carbon capture depth experiment result of the high concentration CO2 exposure condition
showed that the carbon capture depth changed very little with the rising cement replacement
ratio, and almost no carbon capture occurred in the high-purity air exposure condition.

(4) The freeze–thaw resistance experiment results showed that the air volume of the concrete before
curing was approximately 3%, but the relative dynamic modulus of elasticity increased to much
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higher than 80% until 300 freeze–thaw cycles. No change was caused by the cement replacement
ratio. The image analysis for the air-void structure showed that every variable satisfied the
condition of 200 μm (0.2 mm) or lower spacing factor and 25 mm2/mm3 or higher specific surface
area, which are the criteria for securing freeze–thaw resistance. Despite somewhat low air volume
experiment result, the freeze–thaw resistance was excellent owing to the spacing factor of air
bubbles and the entrained air.

(5) The experiment results of chloride ion penetration resistance showed that the passed charge
increased with rising cement replacement ratio, but the difference was not large. Furthermore,
every variable showed a ‘low’ value in the total passed charge range of 1000–2000 coulomb,
indicating excellent chloride ion penetration resistance. This is considered to be due to the
increased water-tightness of concrete by the mixing of a large quantity of blast-furnace slag
despite the cement replacement.

(6) To summarize the experiment results on the mechanical and durability characteristics of the
carbon-capturing concrete composed of blast-furnace slag, the carbon-capturing concrete had
mechanical and durability characteristics above the appropriate levels for concrete. Furthermore,
this study found that the active as well as passive carbon reduction functions can be achieved
through the use of blast-furnace slag, an industrial byproduct, and the development of the
carbon-capturing concrete can effectively reduce CO2 emissions.
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Abstract: The rising level of CO2 in the atmosphere has attracted attention in recent years. The
technique of capturing CO2 from higher CO2 concentrations, such as power plants, has been
widely studied, but capturing lower concentrations of CO2 directly from the air remains a
challenge. This study uses high-throughput computer (Monte Carlo and molecular dynamics
simulation) and machine learning (ML) to study 6013 computation-ready, experimental metal-organic
frameworks (CoRE-MOFs) for CO2 adsorption and diffusion properties in the air with very low
concentrations of CO2. First, the law influencing CO2 adsorption and diffusion in air is obtained as a
structure-performance relationship, and then the law influencing the performance of CO2 adsorption
and diffusion in air is further explored by four ML algorithms. Random forest (RF) was considered the
optimal algorithm for prediction of CO2 selectivity, with an R value of 0.981, and this algorithm was
further applied to analyze the relative importance of each metal-organic framework (MOF) descriptor
quantitatively. Finally, 14 MOFs with the best properties were successfully screened out, and it was
found that a key to capturing a low concentration CO2 from the air was the diffusion performance
of CO2 in MOFs. When the pore-limiting diameter (PLD) of a MOF was closer to the CO2 dynamic
diameter, this MOF could possess higher CO2 diffusion separation selectivity. This study could
provide valuable guidance for the synthesis of new MOFs in experiments that capture directly low
concentration CO2 from the air.

Keywords: CO2 capture; Monte Carlo; machine learning; metal–organic framework; adsorption;
diffusion

1. Introduction

It is well known that the amount of CO2 discharged into the atmosphere increases with the
rapid development of industry and population growth. In addition, deforestation, the large amount
of CO2 and other gases generated by the burning of fossil fuels such as coal, oil, and natural gas
directly discharged into the atmosphere, and the emission of limestone roasting to produce cement
have resulted in global carbon dioxide emissions increasing by 3.8% [1]. All of the above factors have
aggravated carbon dioxide emissions, thereby increasing the urgency of counteracting the greenhouse
effect and its associated global warming. The Kyoto Protocol and the Paris Agreement aim to control
greenhouse gas emissions under the United Nations Framework Convention on Climate Change
(UNFCCC), in which CO2 is listed as a major greenhouse gas that needs to be mitigated or recycled [2].
The greenhouse gases include more than CO2, however; in fact, the global warming potentials of CH4

and N2O are 25 times and 298 times that of CO2, respectively. Nevertheless, due to its relatively large
emission levels, CO2 accounts for approximately 55% of the total greenhouse gas contribution [3,4].
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Thus, it is obvious that the adsorption and separation of carbon dioxide from the air is particularly
important. In addition, the successful capture of CO2 could have multifaceted practical values: first,
oil recovery could be improved through appropriate reservoir engineering; second, the captured CO2

could be used to produce industrial chemicals, including concrete, paint, and fertilizer; third, the CO2

in the atmosphere could be captured and combined with hydrogen for direct synthesis into liquid
hydrocarbons, which could then be utilized in fuel synthesis and supply, including gasoline and diesel.
The use of raw materials can reduce the proportion of fossil energy to further control CO2 emissions,
ultimately achieving carbon neutrality or even net negative carbon emissions [5].

Recently, carbon engineering has developed a series of capture technologies that remove carbon
dioxide directly from the air. Carbon dioxide can be removed from the atmosphere using biological,
chemical, or physical processes [6]. These methods have certain limitations, however. For example,
biological processes are very economical, but they are usually very slow and ineffective. As for
chemical processes, the waste of carbon resources and volatilization of organic solvents during these
actions lead to further environmental pollution, equipment corrosion, and complex post-treatment
issues. The traditional technique for separating carbon dioxide is solvent washing, such as the use of
an alcohol amine solution [7–10]. Although this conventional method can reduce the concentration of
carbon dioxide in the air, it is extremely expensive, the solvent is difficult to regenerate, the operation
is complicated, and it consumes a great deal of energy [11]. In fact, the energy consumption of solvent
washing is 3 to 4 times that of CO2 captured from exhaust gas [12]. Given these drawbacks, there
is an urgent need to find a more efficient, convenient, and energy-saving technique to replace the
traditional carbon dioxide capture method. Adsorption separation is a potential technique. It is
not only inexpensive, but also simple in terms of operation and equipment, and relatively low in
energy consumption when the adsorbent is regenerated (the regeneration process of adsorbents is
to desorb the adsorbed substances). Conventional adsorbents, however, including activated carbon,
zeolite, silica gel, and metal oxides have poor scavenging effects on carbon dioxide in the air due to
inferior separation selectivity and regeneration difficulty. For example, silica gel, which has amorphous
properties, does not have a continuous uniform porous structure and exhibits unfavorable diffusion
properties [11]. Therefore, the development of a new type of adsorbent is imperative. In recent years,
studies have shown that the use of metal-organic frameworks (MOFs) to adsorb and separate carbon
dioxide can not only make up for the shortcomings of the above adsorbents, but also feature the
advantages of high selectivity and being non-polluting. The MOF is an organic–inorganic hybrid
material with intramolecular pores formed by the self-assembly of organic ligands and inorganic metal
ions or clusters by coordination bonds [13]. Compared with common adsorbents, MOFs exhibit many
advantages such as various structures and properties, large specific surface area, high porosity, and
structural control. Therefore, they are widely used in gas adsorption [11] and separation [14–19],
as well as general materials in processes including storage [20], optics [21], catalysis [22–25], and
drug delivery [26,27]. To date, thousands of MOFs have been synthesized, some of which have
been utilized in the attempt to capture CO2 from the air. Peng et al. [28] designed and synthesized
2 incorporated MOFs to study their stability and ability to capture CO2 from the air. Liu et al. [11]
used an amine-functionalized MOF and an ultra-microporous MOF to capture CO2 directly from
the air, and further investigated the performance of CO2 capture and the reproducibility of MOFs
under humid conditions. Osama et al. [29] synthesized an isomorphic MOF SIFSIX-3-Cu with uniform
adsorption sites for capturing CO2 from the air. Since CO2 capture from the air has a very high
selectivity of MOF, when the traditional approach is used to screen MOFs for the best-performing
candidates, it not only consumes a great deal of manpower and material resources, but also has an
extended study period and causes pollution to a certain extent. With the continuous advancement and
development of computers, molecular simulation is playing an increasingly important role in the field
of materials science [30]. Some studies have used high-throughput molecular simulation calculation
methods to screen large numbers of MOFs in a database, thereby successfully screening MOFs with
high selectivity and high working capacity based on different target performance requirements. For
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example, Wilmer et al. adsorbed pure carbon dioxide, nitrogen, and methane using more than 130,000
hypothetical MOFs, and proposed a relationship between structural properties (pore size, volume, and
surface area) and chemical functions, as well as evaluation criteria for the separation of carbon dioxide
from adsorbents [31]. In the presence of nickel dilution, Watanabe et al. combined pore size analysis
with classical simulation to screen 1163 MOFs as membrane materials for CO2/N2 separation [32].
Lin et al. screened hundreds of thousands of theoretically predicted zeolites and zeolite MOFs and
identified a number of potential materials for capturing carbon dioxide [33]. Based on 105 MOFs, Wu
et al. proposed the relationship of CO2/N2 adsorption selectivity with porosity and the isosteric heat of
adsorption [34]. Fernandez et al. [35] used advanced machine-learning (ML) algorithms to quickly
identify 292,050 hypothetical high-performance MOFs for pure CO2 adsorption (0.15 bar and 1 bar).
These screening studies, however, were aimed at capturing high concentrations of CO2. Given that the
concentration of CO2 in the atmosphere is comparatively low relative to the concentrations of natural
gas and other components, it is undoubtedly a challenge to discover efficient MOF materials that can
directly capture CO2 from the air.

To date, given that there have been 6013 MOFs reported, finding the appropriate MOFs for a
specific system in such a large database is undoubtedly a daunting task. This study focused on the
aforementioned MOF simulation of the adsorption and diffusion performances of CO2, N2, and O2

in infinite dilutions in order to identify materials with excellent performance in terms of both static
adsorption and kinetic adsorption. The influencing factors affecting the adsorption and diffusion
of CO2 were obtained by univariate analysis. Next, multivariate analyses, namely 4 ML algorithms
(back propagation neural network (BPNN), decision tree (DT), random forest (RF), and support
vector machine (SVM)), were explored in depth. Finally, we adopted the optimal algorithm model.
The parameters affecting CO2 selectivity were predicted, and 14 types of MOFs with the same diffusion
selectivity and adsorption selectivity were selected.

2. Materials and Methods

2.1. Molecular Model

In this work, we used molecular simulation to screen the capability of 6013 computation-ready,
experimental MOFs (CORE-MOFs version 2) [36] to capture CO2 from the air. Their crystal structures
were derived from the Cambridge Crystallographic Data Centre (CCDC), and their parameters were
compiled and verified by Chung et al. [37]. We removed all solvent and ligand molecules prior to
running the simulation. Each MOF used 5 structural parameters, namely, volumetric surface area
(VSA), largest cavity diameter (LCD), pore-limiting diameter (PLD), porosity φ, density ρ, and an
energy parameter: heat of adsorption. Both LCD and PLD were calculated using the Zeo++ software
package [38]. The VSA and φ were calculated using the N2 of 3.64 Å and He of 2.58 Å as probes in
the RASPA software package [39]. If VSA is close to or equal to 0, this indicates that the MOF cannot
accommodate N2 molecules [40]. We used NVT-Monte Carlo (NVT-MC) simulation, where N is the
number of particles, V is the volume of the system, and T is the temperature of the system. The Qst of
each gas was calculated in an infinite dilution state.

The force field parameters for the 3 gas components CO2/N2/O2 were from the transferable
potentials for phase equilibria (TraPPE) force field [41] and are listed in Table S2 The CO2 molecule has
a C-O bond length of 1.16 Å and a bond angle ∠OCO of 180◦. N2 is considered as a 3-point model,
and the bond length of N-N is 1.10 Å. Oxygen is also a 3-point atom, and the O-O bond length is 1.21 Å.
The models of 3 gases are shown in Figure S1, The atomic charge of MOF was estimated using the MOF
electrostatic-potential-optimized charge scheme (MEPO-Qeq) method [42], which accurately evaluated
electrostatic interactions. Due to the advantages of the MEPO-Qeq method with fast and accurate,
it is widely used in various systems of adsorption-MOF [43–45]. The Lennard–Jones (LJ) electrostatic
parameters were obtained from the universal force field (UFF) [46] and are listed in Table S1 Data from
previous studies had shown that the UFF–TraPPE force field combination could accurately predict
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the adsorption and diffusion behaviors of these 3 gases in MOFs [40,47,48]. The Lorentz–Berthelot
combination rule was used to calculate the cross-LJ parameters.

2.2. Screening Methods

In MOFs, the values of Henry’s constant K and the diffusion coefficient D of CO2, N2, and O2

were estimated using Monte Carlo (MC) and molecular dynamics (MD) simulations with the same
set, respectively. In principle, a single gas molecule should be added to an MOF to simulate infinite
dilution, while in reality, we added 30 gas molecular models to each MOF, ignoring the force between
the gas models, thus being equivalent to the independent simulation of each gas molecule. Ultimately,
the simulation results of the 30 independent molecules were statistically averaged. Throughout the
simulation, the MOF frame was assumed to be rigid and the simulation elements were extended
to at least 24 Å along the three-dimensional periodic boundary conditions. A 12 Å spherical cutoff
with long-range correction was used to calculate the LJ interaction, while the Ewald sum was used to
calculate the electrostatic interaction. In each MOF, the MC simulation ran 100,000 cycles, with the
first 50,000 used for balancing and the last 50,000 used for overall averaging. Each cycle consisted of n
trials (n: number of adsorbed molecules), including translation, rotation, regeneration, and exchange
(exchange movement, including insertion and deletion). In the MD simulation, the 30 gas molecules
had an MD duration of 10 ns at each MOF, and 5 ns was ultimately selected for statistical averaging.
After the sampling analysis of dozens of MOFs, it was found that further increases of cycle time and
MD duration had little effect on the simulation results. All MCs and MDs were simulated using the
RASPA software package [39].

3. Results and Discussion

3.1. Univariate Analysis

In order to investigate the relationship of CO2 adsorption and diffusion properties in N2+O2 with
the MOF structure during static adsorption and kinetic adsorption, we first analyzed the relationship
among adsorption selectivity Sads, diffusion selective Sdiff, and the LCD of CO2/N2+O2, as shown
in Figure 1. Obviously, most MOFs with large adsorption selectivity and diffusion selectivity have
relatively small LCDs. Figure 1a indicates that when the LCD is 2.8–6.5 Å, the adsorption selectivity
of CO2/N2+O2 decreases, and when the LCD is >15 Å, the adsorption selectivity gradually becomes
stable, tending to 5, as depicted by the red line in Figure 1 This is because CO2 has a strong quadrupole
moment, and even in infinitely large pores it is preferentially adsorbed compared to N2 and O2.
The trend of gas separation is consistent with the trends of previous reports [49,50]. Figure 1b presents
the relationship between Sdiff and LCD. Similar to Sads, the larger diffusion selectivity (Sdiff >1) only
occurs in the LCDs ranging from 2.4–5 Å, since the kinetic diameter of CO2 is less than the kinetic
diameters of O2 and N2 (the kinetic diameters of CO2, O2, and N2 are 3.3, 3.46, and 3.64 Å, respectively).
When the LCD of an MOF is small, the CO2 molecules with smaller diameters diffuse faster, so the
diffusion selectivity Sdiff (CO2/N2+O2) is larger. As the LCD increases, the diffusion selectivity gradually
decreases. When the LCD is >15 Å, the diffusion selectivity tends to be stable and fluctuates at around
0.36. Comparison of Figure 1a,b reveals that the adsorption selectivity is generally >1, while it is rare
for the diffusion selectivity to be >1. Because CO2 has a strong quadrupole distance, it has a strong
interaction force with MOF molecules, thus hindering the diffusion of CO2 and resulting in a slower
diffusion rate, which may be even smaller than the diffusion rates of N2 and O2.

Figure 1c,d show the relationships of Sads and Sdiff to the PLD, respectively. Comparing the panels
in Figure 1 reveals that the PLD and LCD display the same trend in their relationships to the Sads and
Sdiff of CO2/N2+O2. Larger Sads and Sdiff values appear when the LCD and PLD are small, and Sads

and Sdiff both decrease with increasing PLD or LCD, eventually tending toward stability. Therefore,
there is a greater possibility of finding MOFs with simultaneously high Sads and Sdiff among MOFs
with small PLDs and LCDs.
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Figure 1. The relationships of (a) Sads (CO2/N2+O2) and (b) Sdiff (CO2/N2+O2) with (c) largest cavity diameter
(LCD) and (d) pore-limiting diameter (PLD).

Figure 2a shows that Sads (CO2/N2+O2) increases monotonically with increasing Qst, indicating that
Qst may be the main parameter during the adsorption process. Since the concentration of CO2 in the
atmosphere is low, it is close to the infinite dilution state. Hence, the selectivity is strongly dependent
on the isosteric heat of adsorption of CO2 in the infinite dilution state. The larger Sdiff (CO2/N2+O2) in
Figure 2b occurs when the VSA is close to zero. As the VSA continues to increase, Sdiff (CO2/N2+O2)

gradually decreases, and eventually stabilizes. This is because when the VSA is close to zero, the MOF
molecule either cannot pass any or only passes a small amount of CO2 molecules. When the VSA is
large, all the gas molecules can pass through the MOF molecule. Therefore, the separation of CO2

cannot be achieved, i.e., the diffusion selectivity is substantially unchanged. Figure S11b,c indicate the
relationship of adsorption selectivity with porosity and VSA, respectively. It can be observed that both
of these parameters exert weak influences on adsorption selectivity.

  

Figure 2. The relationships between (a) Sads (CO2/N2+O2) and Qst, (b) Sdiff (CO2/N2+O2) and volumetric
surface area (VSA).
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In addition to adsorption and diffusion selectivity, the Henry coefficient of CO2 reflects the
adsorption performance of CO2 in the infinite dilution state, helping to explain the capture performance
of MOFs for air with very low CO2 concentration. Figure 3a clearly shows the tendency of KN2 to
change with enthalpy. When the porosity φ is small, the MOF has no space due to the limited pore
volume, and only a small amount of N2 can be adsorbed; therefore, KN2 is small. When φ is in the
range of 0–0.29, KN2 increases significantly with increasing φ. When φ > 0.29, KN2 slows down and
gradually stabilizes with increasing φ. Figure 3b compares the Henry coefficients of the 3 gases. It can
be seen that the trends of the Henry coefficients of N2 and O2 are almost the same; however, CO2

is different. First, in most MOFs, the Henry coefficient values of CO2 are basically larger than the
Henry coefficient values of N2 and O2. Second, when LCD >20 Å, the KCO2 value tends to be level,
and eventually stabilizes. The Henry coefficient of CO2 is still higher than the coefficients of N2 and
O2, which also leads to MOF selectivity >1 when the LCD is infinite, as seen in Figure 1a Finally, it can
be observed that only a few MOFs can be identified for which the CO2 Henry coefficient can be >10−1

mmol/g/Pa. Observing these MOF structures reveals that most have smaller or open metal sites. The
above univariate analysis can only determine the relationship between individual parameters and
performance. Qst, PLD and LCD are considered to have dramatic impacts on adsorption selectivity and
diffusion selectivity, but their variable influences cannot be analyzed quantitatively. We will further
utilize 4 types of ML algorithms to obtain additional information about structure-performance.

φ   

Figure 3. Henry coefficient KN2 versus (a) φ and (b) LCD.

3.2. Machine Learning

Currently, machine learning has been used to predict the performance of materials and to filter
high-performance materials from large databases [51]. Aiming to discover a better machine prediction
method suitable for this system, we individually compared the simulations of the 4 ML algorithms
commonly used in big data analysis, i.e., the BPNN, DT, RF, and SVM. Among them, BPNN is a kind
of forward signal propagation with error back propagation in which the gradient descent algorithm
continuously adjusts the weight and threshold until the error is less than a set threshold. Some
parameters of BPNN were set: the training function is Levenberg–Marquardt, the transfer function
is a hyperbolic tangent sigmoid transfer function, and the performance evaluation function is the
mean square error (MSE). The number of hidden layer neurons was 18, the maximum number of
training was 1000, the training required an accuracy of 0.001, and the learning rate was 0.01. DT is a
traditional method for data classification and screening. Under the condition that the probability of
occurrence takes place in various situations, probability analysis is employed to analyze data with the
dendritic model to obtain the expected values. The random forest algorithm is composed of multiple
decision trees. The setting parameters of DT were: standard CART (classification and regression
tree) used to select the best split predictor at each node. The criteria of splitting and pruning are the
MSE function. After optimizing and pruning, the minimum number of branch node observations
was 10, the minimum number of leaf node observations was 4, and the maximal number of decision
splits was 1. RF uses the method of randomly selecting split attribute sets to construct a decision tree.
The parameters for RF were set as: number of trees 200, minimum leaf size 10. The number of variables
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randomly selected in the variable subset of the node split in each tree was 2. SVM is an algorithm for
binary classification of data through supervised learning, and employs mathematical transformation
methods to divide data with a certain centralized structure into rules. We chose the support vector
machine regression model of Statistics and Machine Learning Toolbox in MATLAB 2016b to predict,
where the kernel function is radial basis function (Gaussian), the kernel scale parameter is set as “auto”,
and the loss function is epsilon-insensitive. The box constraint (also called the penalty coefficient, C)
was 0.0567, and the half width of epsilon-insensitive band (ε) was set as 0.0057. In the radial basis
kernel function, Gamma = 1/(2σ2), where σ is the parameter of the kernel function, which can affect the
complexity of the SVM regression algorithm. In our study, the value of gamma was 7.125. The solver of
convex quadratic programming is sequential minimal optimization (SMO). Before training and testing,
we first processed the data set out-of-order, and then randomly divide it into training and testing
sets based on a ratio of 7:3. More detailed descriptions of ML algorithms are listed in the supporting
information, and the corresponding diagrams of each algorithm are shown in Figures S2–S5.

We used BPNN, RF, DT, and SVM to predict the adsorption selectivity, and took the logarithm of
the adsorption selectivity in order to reduce the differences associated with the varying magnitudes
of the data. The 4 ML for predicting the correlation coefficient R value of the adsorption selectivity
are listed in Table 1 The results of the testing and training are shown in Figure 4 and Figure S12.
The distribution trends of the points in Figure 4a–d are all straight lines inclined upward. The different
colors from top to bottom in the figure represent an increase in the number of points, and most of
the points are concentrated on the diagonal, indicating that the prediction results are good. Figure 4
reveals that RF has the highest correlation coefficient value (0.982), while the support vector machine
algorithm has the lowest (0.886). Thus, the prediction accuracy obtained by the RF algorithm is
the highest. Therefore, among the 4 ML algorithms, the structure-performance relationship of RF
on adsorption selectivity obtains more information, and the prediction results are the best. RF has
good generalization ability and strong model learning ability, and this type of ML is suitable for the
system. To verify the accuracy of four ML algorithms, we performed 5 repeated predictions, listed in
Table S3. The repeated prediction results do not vary significantly, confirming that the RF algorithm is
a suitable model. Because RF introduces two kinds of randomness (sampling randomness and feature
randomness), it has strong generalization ability. In previous studies, random forest algorithms also
exhibited the best prediction results [52,53]. Whether the overfitting of the model is an important
issue. We used combinations of different descriptors and 5 times 5-fold cross-validation to verify
the RF model. The results showed that the selected model was not overfitting. During the material
screening process, the relative importance of parameters may affect the ultimate screening results.
We selected the best RF algorithm to predict the relative importance of each descriptor. The relative
importance percentages are shown in Figure 5 and Table S7. We used mean squared error (MSE) to
evaluate the relative importance of the 6 descriptors; the greater the percentage of relative importance
of the resulting descriptors, the higher the relative contribution of the specific descriptor. According to
the results presented in Figure 5, the percentage of Qst is the largest, thus indicating that Qst exerts the
greatest impact on the adsorption selectivity. The relative importance of the MOF descriptors to the
adsorption selectivity is Qst > ρ > LCD > VSA ≥ φ > PLD. The importances of VSA and φ are very
close, indicating that the effects of two descriptors on adsorption selectivity are roughly equal. From a
material science point of view, the larger the φ, the larger the VSA. This may be the reason why the
effects of these parameters are essentially the same.

Table 1. The 4 ML algorithms for predicting the correlation coefficient R value of the adsorption selectivity.

ML Algorithms
R Value

Train Test

BPNN 0.982 0.979
RF 0.994 0.981
DT 0.985 0.969

SVM 0.915 0.886
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Figure 4. The test results of four machine-learning (ML) algorithms predicted versus simulated
Sads(CO2/N2+O2) using ρ, φ, VSA, LCD, PLD and heat of adsorption. (a) back propagation neural
network (BPNN), (b) random forest (RF), (c) decision tree (DT), (d) support vector machine (SVM).
The color of point represents the number of metal-organic frameworks (MOFs), and the unit of number
is a base-10 logarithm of MOF numbers.

φ ρ Q

 

Figure 5. Predicted by the Random Forest, the relative importance of the six descriptors for
adsorption selectivity.
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4. Best Metal-Organic Frameworks (MOFs)

We selected 5 limiting conditions for Sads (CO2/N2+O2) and Sdiff (CO2/N2+O2), and chose 14 optimal
MOFs from the 6013 MOFs, as listed in Table 2 of the 14 materials, HIQPEE exhibited the largest
Sdiff, which was as much as 62.27 Å. NORGOS displayed the largest Sads, which also corresponded
to its maximum heat of adsorption. In comparison, the optimal MOF selected by this study is also
more selective at higher Qst (4712.33) under the same conditions than that predicted by Wu et al.
(433) [30] at Qst = 47.8 kJ/mol and Ravichandar Babarao et al. (500) [54]. It was discovered that diffusion
selectivity is generally lower than adsorption selectivity. The diffusion of CO2 is the key property in
determining the performance of MOFs for low concentrations of CO2 during the kinetic adsorption
process. For these 14 MOFs, the LCD, φ, and PLD ranges of the six descriptors also corresponded to
those in the previous univariate analysis. Especially for PLDs, the optimal range of 2.66–3.64 Å only
spans 1 Å, which is also very close to the kinetic diameter of the 3 gases. In such strictly restricted
channels, only CO2 molecules can enter and be adsorbed, greatly increasing the probability of CO2

being captured at low concentrations. Therefore, the analysis of the optimal MOF revealed that a PLD
with a kinetic diameter close to CO2 is a key condition for good CO2 diffusion performance, further
resulting in the excellent performance of the MOF in capturing CO2 from the air, and thus providing
effective guidance for the design and synthesis of new MOFs.

Table 2. Best computation-ready, experimental metal-organic frameworks (CoRE-MOFs).

No
CSD

Code a LCD b φ
VSA c

(m2/cm3)
PLD d

(Å)

P
(kg/m3)

Qst_CO2

(kJ/mol)
SdiffCO2/(N2+O2) SadsCO2/(N2+O2)

1 REYCEF 3.75 0.08 0 2.83 1646.40 26.02 8.21 6.25
2 JAHNEM 3.50 0.05 0 2.66 1714.62 27.01 6.18 6.77
3 HOJLEY 3.63 0.14 0 2.83 1410.99 32.65 5.00 7.45
4 KASPOL 4.04 0.19 16.26 2.93 1665.95 34.05 36.55 7.68
5 XUNJOG 3.25 0.07 0 2.67 1737.75 26.41 5.31 11.12
6 HIQPII 3.87 0.15 9.46 3.12 1472.40 35.20 55.67 11.24
7 YUBFUX 4.58 0.16 98.56 3.64 1786.84 30.52 5.79 11.51
8 HIQPEE 3.84 0.15 7.68 3.12 1440.14 35.31 62.27 12.39
9 FEJKEM 3.46 0.09 0.33 3.09 2132.02 30.00 15.01 15.72
10 FALQIU 5.08 0.12 82.58 3.14 1977.64 34.40 5.38 22.97
11 FALQOA 6.06 0.12 83.34 3.07 2004.41 35.03 6.76 24.10
12 TOXNAX 3.80 0.28 4.42 2.83 1346.52 42.65 5.02 25.15
13 OFIWIK 4.20 0.05 5.99 3.14 1866.86 39.64 27.42 25.66
14 NORGOS 4.95 0.13 45.40 3.43 1728.90 51.67 12.92 4712.33

a CSD Code is the code of MOFs in the Cambridge Structure Database; b LCD: largest cavity diameter; c VSA:
volumetric surface area; d PLD: pore-limiting diameter.

5. Conclusions

Firstly, we simulated the adsorption and diffusion properties of CO2, N2, and O2 in 6013
CoRE-MOFs using high-throughput MC+MD. Then, we investigated the correlation among adsorption
selectivity and diffusion selectivity for CO2 and MOF descriptors by the univariate analysis. The Qst

and PLD were considered to be the most important for Sads (CO2/N2+O2) and Sdiff (CO2/N2+O2), respectively.
In conjunction with multivariate analysis, a comparison of 4 ML algorithms revealed that the RF had
the best prediction results for adsorption selectivity, with an R value of 0.982. This indicated that
the RF method was the most suitable for the predictions of the capture of low CO2 concentrations in
MOF. The relative importance analysis of the RF algorithm quantitatively indicated that the relative
importance of the MOF descriptors on adsorption selectivity is Qst > ρ > LCD > VSA ≥ φ > PLD.
It was also confirmed that Qst is the most important parameter, while the VSA and φ are relatively
less important. Through this high-throughput screening, 14 types of MOFs with optimal adsorption
selectivity and diffusion selectivity were obtained. After comparison, it was found that their adsorption
selectivity was generally higher than their diffusion selectivity. The diffusion separation performance of
CO2 is the key property in determining the performance of MOFs on low concentrations of CO2 during
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the kinetic adsorption process. This study provides experimental guidance for the determination
of MOFs that effectively capture CO2 from the air, and indicates that advanced ML algorithms can
accelerate the research and development of new materials.
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Featured Application: Kinetic parameters for the development of CaCO3/CaO reactor systems for

carbon capture and storage and thermochemical energy storage.

Abstract: The calcium carbonate looping cycle is an important reaction system for processes such
as thermochemical energy storage and carbon capture technologies, which can be used to lower
greenhouse gas emissions associated with the energy industry. Kinetic analysis of the reactions
involved (calcination and carbonation) can be used to determine kinetic parameters (activation energy,
pre-exponential factor, and the reaction model), which is useful to translate laboratory-scale studies to
large-scale reactor conditions. A variety of methods are available and there is a lack of consensus on
the kinetic parameters in published literature. In this paper, the calcination of synthesized CaCO3 is
modeled using model-fitting methods under two different experimental atmospheres, including 100%
CO2, which realistically reflects reactor conditions and is relatively unstudied kinetically. Results are
compared with similar studies and model-free methods using a detailed, comparative methodology
that has not been carried out previously. Under N2, an activation energy of 204 kJ mol−1 is obtained
with the R2 (contracting area) geometric model, which is consistent with various model-fitting and
isoconversional analyses. For experiments under CO2, much higher activation energies (up to 1220 kJ
mol−1 with a first-order reaction model) are obtained, which has also been observed previously. The
carbonation of synthesized CaO is modeled using an intrinsic chemical reaction rate model and an
apparent model. Activation energies of 17.45 kJ mol−1 and 59.95 kJ mol−1 are obtained for the kinetic
and diffusion control regions, respectively, which are on the lower bounds of literature results. The
experimental conditions, material properties, and the kinetic method are found to strongly influence
the kinetic parameters, and recommendations are provided for the analysis of both reactions.

Keywords: kinetics; solid–gas reactions; carbonate looping; calcium looping; thermochemical energy
storage; carbon capture and storage

1. Introduction

The calcium looping cycle is an important process which can reduce greenhouse gases emissions
into the atmosphere through a variety of applications. Research into the use of calcium looping (CaL)
has found the system to be highly suitable for processes such as thermochemical energy storage
(TCES) [1–4] and carbon capture and storage (CCS) [1,5–9].

The CaL cycle consists of two reactions, which are theoretically reversible. In the endothermic
decomposition (calcination) reaction, calcium carbonate (CaCO3) absorbs energy to produce a metal
oxide (CaO or lime) and CO2. The exothermic carbonation reaction occurs at a lower temperature
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and/or higher CO2 partial pressure and releases thermal energy, which can be used to drive a power
cycle [1,10]. The reactions are described by the following expression:

CaCO3 (s)� CaO (s) + CO2 (g) (1)

where the reaction enthalpy at standard conditions is −178.4 kJ mol−1.
The study of reaction kinetics is highly applicable to the practical implementation of the CaL

cycle for use in energy storage or carbon capture. Reaction kinetics are needed for the design of
reactors for CaL, for which several system configurations exist. A typical configuration consists of two
interconnected circulating fluidized bed reactors, a calciner and carbonator [11–14]. Kinetic reaction
models suitable for the conditions of interest in CaL have been specifically studied [12,15–19] and have
helped in the design of reactors [11,13,14,20–22].

There are two key challenges associated with performing a kinetic analysis of CaL systems,
although the reactions have been extensively studied (i.e., [23–27]). The first is the disparity in the
activation energies suggested for both calcination and carbonation [28], and the second is the lack of
consensus on the reaction mechanisms [29,30].

The calcination of CaCO3 has been studied using a variety of kinetic analysis methods, including
the Coats–Redfern method, the Agarwal and Sivasubramanium method, the Friedman (isoconversional)
method, and generalized methods such as pore models and grain models [30]. Calcination activation
energies varying between 164 and 225 kJ mol−1 have been obtained for various forms of limestone and
synthetic CaCO3 under inert atmospheres [30], while studies carried out under CO2 have produced
values of activation energy (Ea, kJ mol−1) which are as high as 2105 kJ mol−1 [31]. A consensus on
the reaction mechanism has not been established. The intrinsic chemical reaction is considered to be
the rate-limiting step by most authors [30]. However, some consider the initial diffusion of CO2 as a
rate-limiting step [32] and some studies indicate that mass transport is significant [33–35].

Numerous studies suggest that the carbonation reaction takes place in two stages: An initial rapid
conversion (kinetic control region) followed by a slower plateau (diffusion control region) [29,30]. The
most commonly applied reaction models which are used to determine kinetic parameters include the
so-call generalized methods, which include shrinking core models, pore models, grain models, and
apparent (semi-empirical) models [28,30,36,37]. Modeling of the carbonation reaction considers several
mechanisms, such as nucleation and growth, impeded CO2 diffusion, or geometrical constraints related
to the shape of the particles and pore size distribution of the powder [26].

For the initial kinetic control region of carbonation, typical values of Ea are 19–29 kJ mol−1 in
synthetic CaO or natural lime [30], although slightly larger values (i.e., 39–46 [38,39] and 72 kJ mol−1 [37])
have been reported. In the kinetic control region, Ea has been reported to be independent of material
properties and morphology (although variation in kinetic parameters for synthetic CaO and natural
lime may suggest otherwise [30]), while morphological effects have a greater influence in the diffusion
control region, leading to a greater disparity in diffusion activation energies [28]. The diffusion region
control region takes place after a compact layer of the product CaCO3 develops on the outer region of
the CaO particle at the product–reactant interface [40]. There is a lack of consensus on the diffusion
mechanism (gas or solid state diffusion), as well as the diffusing species (CO2 gas molecules, CO3

2−
ions, or O2− ions) [29]. It is suggested that the diffusion mechanism may change depending on whether
the sample is porous or non-porous [29] and values of Ea vary between 100 and 270 kJ mol−1 in
synthetic CaO or natural lime [30].

The effect of experimental conditions on kinetic parameters is also an important consideration
to address. Thermogravimetric experiments in the literature are typically performed using an inert
atmosphere for calcination and a mixed inert/CO2 atmosphere for carbonation [30]. However, this may
not replicate reactor conditions for CCS and TCES applications. The coupling of concentrating solar
power with CaL using a closed CO2 cycle has been proposed for its high thermoelectric efficiencies [1,23].
This system conducts both calcination and carbonation under pure CO2 and has been tested in a small
number of studies [23,24,41].
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This paper presents a kinetic analysis of synthesized CaCO3 and CaO using several methods:
Coats–Redfern method, master plots, and generalized methods. Synthetic materials have been used
to eliminate the effects of impurities. Experiments were carried out using two types of experiments:
calcination under inert atmosphere and carbonation under mixed/inert atmosphere; and calcination
and carbonation under 100% CO2. The kinetic analysis of calcination and carbonation under 100%
CO2 is particularly relevant in some reactor configurations and is rarely carried out [24]. In order to
complete the calcination reaction within a short residence time, pilot plants for CO2 capture currently
employ high CO2 partial pressures in the calciner (70–90%) and high temperatures (>900 ◦C) [42,43],
which are chosen to ensure a practical calcination rate [44]. However, most laboratory-scale tests are
performed under inert gas atmospheres or with low concentrations of CO2, as opposed to under high
CO2 volume concentrations, which accelerates material sintering [23]. This study is unique in that it
uses realistic reactor conditions using a sintering-resistant material.

As a means of validation, the kinetic parameters obtained with different methods were compared
against each other and with published literature. There are no prior studies which directly compare
model-fitting methods such as Coats–Redfern and master plot methods to isoconversional and
generalized methods (to the best of the authors’ knowledge). The objectives were therefore to: First,
compare kinetic parameters and mechanisms obtained by different methods of kinetic analysis, and
second, to compare kinetic parameters and mechanisms obtained by different experimental conditions
(reaction atmospheres) in order to find the best description of the reaction mechanisms.

2. Materials and Methods

2.1. Material Synthesis

Pechini-synthesized CaO (denoted as P-CaO or P-CaCO3 in its carbonate form) was prepared
following the steps described by Jana, de la Peña O’Shea [45], which is also detailed in the experimental
procedure of Fedunik-Hofman et al. [24]. First, 48 g of citric acid (CA; C6H8O7; Sigma-Aldrich, 99.5%
purity; 0.25 mol) was added to 100 mL of distilled water (Milli-Q >18.2 MΩ cm). The mixture was
stirred at 70 ◦C until totally dissolved. Then, 11.8 g of the metal precursor Ca(NO3)2 (Sigma-Aldrich;
99.0% purity; 0.05 mol) was then added to the solution with a precursor to CA molar ratio of 1:5.
The solution was stirred for 3 hours before the temperature was increased to 90 ◦C. Next, 9.23 mL
of ethylene glycol (EG; HOCH2CH2OH; Sigma-Aldrich; 99.8% purity; 0.033 mol) was added with a
molar ratio of CA to EG of 3:2. The resulting solution was further stirred at the same temperature
to remove the excess solvent until the solution became a viscous resin. This resin was subsequently
dried in an oven at 180 ◦C for 5 hours. The sample was then ground with an agate mortar and pestle
to achieve fine particles and then calcined in a tube furnace. The furnace was programmed to heat
from ambient temperature to 400 ◦C (10 ◦C min−1 heating rate), where it was held for 2 hours, before
heating to 900 ◦C and held for 4 hours. After calcination, the sample was ground again to ensure very
fine particles were obtained. The experimental procedure is described in the schematic in Figure 1.
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Figure 1. Materials synthesis procedure using Pechini synthesis.

2.2. Cycling Analysis

The extent of conversion with cycling was monitored by thermogravimetric analysis (TGA)
using a SETSYS Evolution 1750 TGA-DSC from Setaram. Two different experimental conditions were
performed in order to carry out the different kinetic analysis methods.

To carry out a kinetic analysis using the Coats–Redfern method, non-isothermal calcination and
carbonation was performed under two atmospheric conditions: Calcination under inert atmosphere
(100% N2; maximum temperature 850 ◦C) followed by carbonation under a mixed atmosphere (25%
v/v CO2); and calcination and carbonation under 100% CO2 (maximum temperature 1000 ◦C). A total
gas flow of 20 mL min−1 was used for both conditions. Experimental conditions are detailed in Table 1.
For each experiment, ~18 mg of P-CaO (powder sample) was placed into a 100 μL alumina crucible and
subjected to a temperature ramp from ambient to the maximum temperature, followed by subsequent
cooling to ambient temperature. The experiment was repeated for four different heating rates (2.5, 5,
10, and 15 ◦C min−1).

To implement generalized methods of kinetic analysis (i.e., intrinsic chemical reaction rate model
and apparent model), it was necessary to carry out carbonation under isothermal conditions. For this
case, P-CaO was heated to the set temperature (see Table 1) under 100% N2 and held isothermally
for 20 minutes. After this time, the gaseous atmosphere was adjusted to introduce 25% v/v CO2 and
held isothermally for 40 minutes to allow for carbonation. The sample was then cooled to ambient
temperature. The heating and cooling rates were 10 ◦C min−1 and a constant gas flow of 20 mL min−1

was maintained.
For all experiments, a blank was performed under the same conditions and subtracted from each

experiment to correct weight signal drifts. For the decomposition reaction of P-CaCO3 to P-CaO, the
extent of reaction, α, was determined using the fractional weight loss:

α =
mi −m(t)
mi −m f

(2)

where mi is the initial mass of the sample in grams, m(t) is the mass of the sample in grams after t
minutes and mf is the final mass of the sample in grams (after calcination). The carbonation conversion
of P-CaO to P-CaCO3 was calculated as follows:

X(t) =
(

m(t) −mi

mX=1

)
×
(

MCaCO3

MCaCO3 −MCaO

)
(3)
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where m(t) is the mass of the sample in grams after t minutes under the carbonation atmosphere, mi is
the initial mass of the sample in grams (before carbonation), mX = 1 is the theoretical mass of the sample
in grams after 100% carbonation conversion (43.97% mass gain), and M is the molar mass in g mol−1.

This expression differs slightly from the means of calculating carbonation conversion usually
utilized in literature [46]. The rationale is that prior to calcination in the thermogravimetric analyzer,
P-CaO may still include CaCO3 phases due to incomplete calcination in the furnace and adsorption of
atmospheric CO2. As a result, m(t) must be measured with reference to the theoretical mass after 100%
carbonation conversion (which would occur during the first temperature ramp), as opposed to the
initial mass of P-CaO.

Table 1. Experimental conditions for kinetic analyses.

Calcination Carbonation

Experiment
Temp.
(◦C)

Atmosphere
Isotherm

(min)
Temp.
(◦C)

Atmosphere
Isotherm

(min)

Non-isothermal
(mixed N2/CO2)

850 N2 0 – 75 v/v% N2
25 v/v% CO2

0

Non-isothermal
(100% CO2)

1000 CO2 0 – CO2 0

Isothermal 650/700/750 N2 20 650/700/750 75 v/v% N2
25 v/v% CO2

40

3. Kinetic Analysis Methodology

Methods for solid–gas reactions are either differential, based on the differential form of the reaction
model, f(α), or integral, based on the integral form g(α) [47].The expression for g(α) is the general
expression of the integral form:

g(α) =
∫ α

0

dα
f (α)

= A
∫ t

0
exp
(−Ea

RT

)
h(P)dt (4)

where A is the pre-exponential factor (min−1), R is the universal gas constant (kJ mol−1 K−1), T is
the temperature (K), and h(P) is the pressure dependence term (dimensionless). Non-isothermal
experiments employ a heating rate (β in K min−1) which is constant with time, leading to Equations (5)
and (6) [48].

dα
dT

=
A
β

exp
(−Ea

RT

)
h(P) f (α) (5)

g(α) =
A
β

∫ T

0
exp
(−Ea

RT

)
h(P)dT (6)

Equation (5) is the starting point for differential methods of kinetic analysis, such as the Friedman
(isoconversional) method. This method calculates Ea independently of a reaction model and requires
multiple data sets [49]. It is referred to as a model-free technique as it avoids assumptions about
a reaction mechanism and can identify multi-step reactions. This method is explained in detailed
elsewhere [24,30].

Equation (6) is the starting equation for many integral methods of evaluating non-isothermal
kinetic parameters with constant β. One example is the Coats–Redfern integral approximation method,
referred to as a model-fitting method of kinetic analysis.

Model-fitting methods aim to determine the kinetic parameters of the reaction model integral
by fitting obtained data to various known solid-state kinetic models and generally omit the pressure
dependence term h(P) [47]. Kinetic models for reaction mechanisms can be categorized using different
algebraic functions for f (α) and g(α), which can be found in Fedunik-Hofman et al. [30]. The general
principle of model-fitting methods is to minimize the difference between the experimentally measured
and calculated data for the given reaction rate expression [47].
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3.1. Coats–Redfern Integral Approximation Method

Integral approximation methods replace the integral in Equation (6) with an integral approximation
function, Q(x), where x is equal to Ea/RT. The integral can therefore be expressed by the following
expression (complete derivations can be obtained in previously published works [30]):

g(α) =
AR
Eaβ

T2exp
(−Ea

RT

)
Q(x) (7)

Many approximations for Q(x) exist and the Coats–Redfern approach is a commonly-used example:

Q(x) =
(x− 2)

x
(8)

Q(x) changes slowly with values of x and is close to unity [47]. Plots of ln
[
g(α)/T2

]
versus 1/T

(Arrhenius plots) will result in a straight line for which the slope and intercept are Ea and A [50]:

ln
[

g(α)
T2

]
= −
(Ea

R

)( 1
T

)
+ ln
[

AR
Eaβ

](
1− 2RTav

Ea

)
(9)

where Tav is the average temperature over the course of the reaction [51].
In order to find the kinetic parameters, Arrhenius plots for each g(α) mechanism can be produced.

One pair of Ea and A for each mechanism can be obtained by linear data-fitting and the mechanism is
chosen from the data fit with the best linear correlation coefficient (R2) [47].

Coats–Redfern cannot be applied to simultaneous multi-step reactions, although it can adequately
represent a multi-step process with a single rate-limiting step [47]. For reactions with consecutive steps,
the reaction can be split into multiple steps and model-fitting can be carried out for each step [47].

3.2. Master Plots

Master plots are characteristic curves independent of the condition of measurement which are
obtained from experimental data [52]. In this paper, master plots were used to validate the reaction
mechanism suggested by the Coats–Redfern method. One type of master plot is the Z(α) method,
which is derived from a combination of the differential and integral forms of the reaction mechanism.
Z(α) is defined as follows:

Z(α) = f (α)g(α) (10)

An alternative integral approximation for g(α) to the Coats–Redfern approximation in Equation (9)

is π(x)x , where π(x) is a polynomial function of x, for which several approximations exist [53,54]; i.e.:

π(x) =
x3 + 18x2 + 88x + 96

x4 + 20x3 + 120x2 + 240x + 120
(11)

Experimental values of Z(α) can be obtained with the following equation, which is derived in
previously published works [30]:

Z(α) =
dα
dt

T2
[
π(x)
βT

]
(12)

For each of the reaction mechanisms, theoretical master plot curves can be plotted with Equation (10)
(using the approximate algebraic functions f (α) described elsewhere [30]) and experimental values
with Equation (12). The experimental values will provide a good fit for the theoretical curve with the
same mechanism. As the experimental points have not been transformed into functions of the kinetic
models, no prior assumptions are made for the kinetic mechanism [30].
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3.3. Compensation Effect

Isoconversional methods, such as the Friedman method, do not explicitly suggest a reaction
model. However, if the reaction model can be reasonably approximated with single-step reaction
kinetics (if Ea does not vary significantly with α), the reaction mechanism can be determined using the
compensation effect, which is described in detail elsewhere [24,30]. In this method, the isoconversional
analysis of CaCO3 calcination in Fedunik-Hofman et al. [24] is used to determine the average kinetic
parameters (Eo and Ao), which are used to reconstruct the reaction model; i.e.:

g(α) =
A0

β

∫ Tα

0
exp
(−E0

RT

)
dT (13)

Equation (13) is then plotted against the theoretical reaction models (see Section 3.1). In this way,
experimental and theoretical curves can be compared to suggest a reaction mechanism.

3.4. Generalized Models for Kinetic Analysis of CaO Carbonation

In CaL, the calcination reaction commonly follows a thermal decomposition process that can
be approximated by model-fitting and model-free methods. However, the carbonation reaction is
more complex and is believed to be controlled by several mechanisms such as nucleation and growth,
impeded CO2 diffusion, or geometrical constraints related to the shape of the particles and pore
size distribution of the powder [26]. Therefore, instead of using a purely kinetics-based approach
for analysis of carbonation, functional forms of f (α) have been proposed to reflect these diverse
mechanisms. This approach is referred to by Pijolat et al. as a generalized approach [55] and leads
to a rate equation with both thermodynamic variables (e.g., temperature and partial pressures) and
morphological variables [55].

Numerous studies suggest that the carbonation reaction takes place in two stages: An initial rapid
conversion (kinetic control region) followed by a slower plateau (diffusion control region) [29]. These
stages are generally analyzed separately using different models, and this approach is taken to perform
a kinetic analysis for the carbonation reaction. Interested readers are directed to a previously published
review paper for an extended discussion of generalized methods [30].

3.4.1. Chemical Reaction Control Region: Intrinsic Reaction Rate Model

The kinetic control region of the carbonation reaction is generally considered to be limited by
heterogeneous surface chemical reaction kinetics, with the driving force for the reaction being the
difference between bulk CO2 pressure and equilibrium CO2 pressure [56]. This region is typically
described by the kinetic reaction rate constant ks (m4 mol−1 s−1), which is considered to be an intrinsic
property of the material [7].

In this paper, the carbonation of P-CaO is modeled using the grain model used by Sun et al. to
determine the intrinsic rate constants of the CaO–CO2 reaction [56]. Under kinetic control, the reaction
rate, R (min−1), is described by:

R =
dX

dt(1−X(t))2/3
= 3r (14)

where r is the grain model reaction rate (min−1), which is assumed to be constant over the kinetic
control region. In integral form the reaction rate can be expressed as:

[
1− (1−X(t))1/3

]
= r× t (15)
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Plotting 1–(1–X(t))
1
3 versus t will produce a straight line plot due to the constant reaction rate.

Values of r can be determined for each isothermal experiment and are taken to represent the true
reaction rate at the zero conversion point [56], i.e.:

r0 = r (16)

The specific reaction rate can also be expressed in power law form as:

R = 3r(1−X(t))−1/3 = 56ks
(
PCO2 − PCO2,eq

)n
S (17)

where ks is the intrinsic chemical reaction rate constant (mol m−2 s−1 kPa−n), PCO2 − PCO2,eq is the
difference between the equilibrium and partial pressure of CO2, n is the reaction order, and S is the
specific surface area (m2 g−1). Sun et al. determined that at CO2 partial pressures greater than 10 kPa,
the reaction order n is zero-order [56]. At time 0, the following relationships are therefore established:

ks = k0exp
(−Ea

RT

)
(18)

where k0 is the pre-exponential factor (mol. m2 s−1). An Arrhenius plot of slope lnr0 vs 1/T can therefore
be produced to determine the kinetic parameters Ea and k0:

lnr0 = ln
(

56k0S0

3

)
− Ea

RT
(19)

The intrinsic chemical reaction rate constant ks (calculated using Equation (18)) can be converted
to the rate constant k (min−1) by means of:

k = ksSMCaO (20)

3.4.2. Diffusion Control Region: Apparent Model

Following the kinetic control region, the reaction slows and becomes diffusion-limited [40].
A simplified generalized model (referred to as an apparent model) has been developed for the
carbonation of CaO by Lee [37]. This model does not involve the use of morphological parameters and
is described by the following equations:

X(t) = Xu

[
1− exp

(
− k

Xu
t
)]

(21)

X(t) =
Xut

(Xu/k) + t
(22)

where Xu is the ultimate conversion of CaO to CaCO3 and k is the reaction rate (min−1). A constant b is
introduced to represent the time taken to attain half the ultimate conversion: X = Xu/2 at t = b. Xu can
then be expressed as:

Xu = kb (23)

Substituting Equation (23) into Equation (22) leads to:

X(t) =
kbt

b + t
(24)

To determine the constants k and b using the least squares method, the equation is written in
linear form:

1
X(t)

=
1
k

(1
t

)
+

1
kb

(25)
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An Arrhenius plot can then be produced using the following relationship [57]:

ln(k) = −Ea

R

( 1
T

)
+ lnA (26)

The kinetic parameters Ea (kJ mol−1) and A (min−1) can therefore be obtained, as well as the
diffusion rate constant k (min−1).

4. Results of Kinetic Modeling

4.1. Calcination Kinetics Comparative Analysis

Calcination kinetics were modeled using Coats–Redfern, master plots, and isoconversional
methods with compensation effects for two different atmospheres, as explained previously (see
Section 3.1). The Coats–Redfern analysis under 100% N2 will be discussed first. Figure 2a displays
the Coats–Redfern Arrhenius plots for all of the theoretical reaction models (see Section 3.1), while
Figure 2b shows selected reaction models with the highest correlation coefficients, which are also
presented in Table 2.

Figure 2. Coats–Redfern Arrhenius plots for P-CaCO3 (10 K min−1) under 100% N2: (a) All models;
(b) selected models with highest R2 values.

Table 2. Kinetic parameters for calcination obtained from P-CaCO3 (100% N2 atmosphere) (average over
four heating rates) compared with literature results (CaCO3 decomposition under inert atmosphere).

Kinetic Model Ea (kJ mol−1) A (min−1)
Correlation

Coefficient (R2)
Material and

Reference

A2 108.73 3.5 × 104 0.9924 P-CaCO3
This work

A3 67.11 1.7 × 102 0.9913 This work
A4 46.30 1.1 × 101 0.9900 This work
R2 203.57 2.1 × 109 0.9995 This work
R3 213.12 5.0 × 109 0.9982 This work
F1 233.59 2.3 × 1011 0.9933 This work
D1 371.14 1.0 × 1018 0.9985 This work
R2 180.12 1.2 × 107 - CaCO3 [50]
F1 190.46 3.4 × 107 - CaCO3 [58]
R3 187.1 - - CaCO3 [54]
D1 224.21 3.0 ×· 104 - CaCO3 [59]

The kinetic models are classified as follows. A2–4 are the Avrami–Erofeyev nucleation models, where 2–4 refer to
the exponential in the algebraic function. R2–3 are the geometric contraction models, where R2 uses a contracting
area model and R3 uses a contracting volume model. F1 refers to a first-order reaction model and D1 to a first-order
diffusion model.
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Correlation coefficients are seen to be very high for all reaction mechanisms, while calculated
activation energies vary between 47 and 370 kJ mol−1. By a small margin, the highest correlation
coefficient is produced by the R2 geometric model, which determined an Ea of 204 kJ mol−1. These
kinetic parameters are typical for the calcination of CaCO3 under an inert atmosphere. Literature
results generally produce values of Ea between 180 and 224 kJ mol−1 [30], showing a lack of consensus
on the calcination reaction model (see Table 2). Physical descriptions of the reaction models referenced
in Table 2 are provided in a review of kinetics applied to CaL [30].

As for the experiment under N2, Coats–Redfern Arrhenius plots (Figure 3) and kinetic parameters
for selected reaction models (Table 3) are presented for an experiment under 100% CO2. Under this
atmosphere, calculated activation energies are much higher, ranging from 300 to 600 kJ mol−1 when
modeled by the nucleation models to 1200 kJ mol−1 when fitted with a first-order model. This is due
to the high gradients in the Arrhenius plots under 100% CO2, which mathematically leads to high
activation energies. High values of Ea are also obtained in the few literature studies carried out under
100% CO2 [31,60]. Caldwell et al. attribute this to the fact that the temperature range of decomposition
becomes higher and narrower as the percentage of CO2 increases, resulting in a higher apparent
activation energy [31].

Figure 3. Coats–Redfern Arrhenius plots for P-CaCO3 (10 K min−1) under 100% CO2: (a) All models;
(b) selected models with highest R2 values.

Table 3. Kinetic parameters for calcination obtained from P-CaO material (100% CO2 atmosphere;
average over four heating rates) compared with literature results.

Kinetic Model Ea (kJ mol−1) A (min−1)
Correlation

Coefficient (R2)
Material and

Reference

A2 599.6 3.4 × 1027 0.9788 P-CaCO3
This work

A3 419.9 4.5 × 1019 0.9781 This work
A4 309.9 6.2 × 1014 0.9774 This work
F1 1219.2 2.9 × 1054 0.9795 This work
R3 1037.6 3.9 × 1040 - CaCO3 [60]

2nd order 2104.6 1090 - CaCO3 [31]

Examining the correlation coefficients suggests that the reaction mechanism of P-CaCO3

decomposition under CO2 can be modeled by a first-order reaction or Avrami nucleation A2 and A3
(see Table 3). Correlation coefficients are seen to be lower than the models under N2 (see Table 2).
As for the inert atmosphere, there is no consensus on the reaction model in published literature.

Intraparticle and transport resistances may affect reaction rates and reaction mechanisms and
have been suggested as the cause of large values of Ea for CaCO3 calcination [60]. In a decomposition
mechanism where the reaction advances inwards from the outside of the particle, smaller particles will
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decompose more quickly [30,61]. If particle sizes are too large, it has been suggested that the reaction
may become limited by mass transport, as opposed to the chemical reaction. However, the influence
of particle sizes has been found to be small at high CO2 partial pressures [33], so intraparticle mass
transport effects on the kinetic parameters can be ruled out as the cause of the overestimated kinetic
parameters for the experiments under 100% CO2. [7].

From the comparison of experiments under different atmospheres, it is evident that calculated
activation energies can be highly variable. Although there is believed to be a single, intrinsic activation
energy for the calcination reaction, values determined experimentally with model-fitting methods have
been described as “effective” activation energies [48]. For the experiment under 100% CO2, in particular,
the large disparity in activation energies determined by different reaction models (310–1220 kJ mol−1)
and the lower correlation coefficients suggest that model-fitting methods may be unsuitable for
calcination under 100% CO2. An alternative is the use of model-free methods to determine kinetic
parameters, as in the previous study of Fedunik-Hofman et al., which used the isoconversional
Friedman method to obtain kinetic parameters which vary over the course of the reaction [24].

For both experimental atmospheres, rate constants could not be evaluated using model-fitting
methods, as the Coats–Redfern method produced unreasonably large values of k(T). This is because
both k(T) and f(α) vary simultaneously under non-isothermal conditions. This causes the Arrhenius
parameters for non-isothermal experiments to be highly variable and exhibit a strong dependence on
the reaction model (see Table 3) [62]. It has been established that the rate constant cannot be viably
predicted by model-fitting methods due to the ambiguity of the kinetic triplet [62]. As suggested
previously, isoconversional methods are an alternative means of determining rate constants [24].

As a means of comparison and to aid in a selection of a reaction mechanism, a master plot
was produced using the experimental data (non-isothermal experiments carried out under both
experimental atmospheres).

Examining the Z(α) master plot in Figure 4a for calcination under N2, there is good correlation
between the experimental data points and the R3 geometric model, which is most pronounced for the
experiments performed at 10 and 15 K min−1. The lower heating rates experiments show a poorer fit,
which could be the result of heat transfer effects. This result correlates with the mechanism suggested
by the Coats–Redfern method, which produces high correlation coefficients for both geometric models
R2 and R3, as well as literature results (see Table 2).

Figure 4. Master plot for P-CaCO3 calcination: (a) Under 100% N2; (b) under 100% CO2.

For calcination under CO2 (Figure 4b), a good correlation exists for the experimental data points
and the Avrami curves A2 and A3, as well as the first-order chemical reaction model F1. Different
experimental heating rates are seen to suggest different mechanisms. For example, the 2.5 K min−1

heating rate suggests the mechanism is A3, while 5 K min−1 suggests A2 and 10 K min−1 suggests
F1. It is important to note that F1 is a special case of Avrami nucleation [63], as can be seen by the
identical shape of the curves, which only differ in magnitude due to the different coefficient n in g(α).
Differences in the magnitude of the curves for different heating rates could be the result of heat transfer
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effects. Therefore, it can be concluded that the calcination reaction under CO2 is a nucleation process.
The reaction mechanism suggested by the master plot generally reflects those in the literature carried
out using generalized (non-model-fitting) methods, which are summarized elsewhere [30]. Studies
typically suggest that the decomposition reaction can be modeled by either Avrami nucleation [26] or
first-order chemical reaction F1 [32,58], which is logical when taking into account that F1 is a special
case of nucleation.

As a further means of comparison, the model-fitting results presented previously were compared
with published results which employed the isoconversional Friedman method, carried out by the
authors using the same experimental data [24]. The results of the analysis are summarized in Table 4,
which also presents average values of Ea over the course of the reaction (Eo). A detailed explanation of
the assumption of single-step reaction kinetics is presented elsewhere [30]. The equilibrium pressure,
P0 (kPa), of the gaseous product is seen to have a significant influence on dα/dt and, hence, the
activation energies under the 100% CO2 atmosphere [24] (see Table 4).

Table 4. Kinetic parameters for calcination obtained from P-CaO material using the Friedman
method [24].

Experimental Atmosphere CO2 N2

Ea (kJ mol−1) 430–171 171–147
Eo (kJ mol−1) 307 164

Aα (min−1) 3.8 × 1034–2.9 × 105 1.5 × 107–3.7 × 104

Ao (min−1) – 3.13· 106

Max k (min−1) 0.023 0.012

The compensation effect was used as an alternative means of determining a reaction mechanism
for calcination. This method was only applied for calcination under N2, due to the large variation in
kinetic parameters under CO2 [24] (see Section 3.3). Figure 5 shows a comparison of the experimental
and theoretical reaction models, which are compared to suggest a reaction mechanism. The plot
shows that the best fitting reaction mechanism is the R2 (contracting area) geometric reaction model,
which produces a correlation coefficient of 0.9919. This model also produced a high correlation
coefficient in the Coats–Redfern analysis (R2 > 0.999; see Table 2). The activation energy determined
with Coats–Redfern is 30% higher than the average Friedman value (213 compared to 164 kJ mol−1),
although the values are still within the range obtained in the literature for CaCO3 calcination [30].
In conclusion, the R2 model (contracting area) is the mechanism which most accurately models the
calcination of CaCO3 under pure N2, in agreement with the literature [50], which has been verified
using both Coats–Redfern and compensation effect methods.

Figure 5. Comparison of theoretical reaction models and experimental model-fitting curve
(compensation effect) for calcination under N2.
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It is important to note that the nucleation models and the R2 reaction model are proposed as
the mechanisms most consistent with kinetic data for calcination of CaCO3 under 100% CO2 and
N2, respectively. As set out by Vyazovkin and Wight in their discussion of the solid state reactions
and the extraction of Arrhenius parameters from thermal analysis, one of the fundamental tenets
of chemical kinetics is that no reaction mechanism can ever be proved on the basis of kinetic data
alone [64]. Despite not allowing for complete isolation of the experimental reaction without influence
from physical processes (i.e., diffusion, adsorption, desorption), the suggested reaction models are
useful for drawing reasonable mechanistic conclusions.

4.2. Carbonation Kinetics Comparative Analysis

In order to implement generalized kinetic models, isothermal experiments were carried out, as
detailed in Section 2.2. The chemical reaction control region was modeled using an intrinsic reaction
rate model, while the diffusion control region was modeled using an apparent model.

4.2.1. Chemical Reaction Control Region (Intrinsic Reaction Rate Model)

Using the methodology in Section 3.4.1, plots of the carbonation conversion were produced
for three isothermal experiments (see Figures 6 and 7). Specific reaction rates for each isothermal
experiment are presented in Table 5. The kinetic parameters were obtained by performing data fitting
on the Arrhenius plot (Figure 7b). The correlation coefficients produced by linear data fitting are high
for all experimental temperatures (R2 > 0.99; see Table 5), which confirms that the chemical reaction
region is well-modeled by the intrinsic reaction rate model. An activation energy of 17.45 kJ mol−1 was
obtained for this region.

Table 5. Carbonation reaction: Intrinsic reaction rate model parameters.

T (◦C) ro (s−1 × 10−4) R2 k0 (mol m−2 s−1 × 10−5) k (min−1)

650 6.41 0.9950 2.88 0.137
700 7.33 0.9927 3.23 0.173
750 8.00 0.9999 3.59 0.213

Figure 6. Intrinsic reaction rate model: (a) X(t) versus time; (b) application of model to carbonation:
r0 versus time.
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a)

Figure 7. Intrinsic reaction rate model: (a) Data fitting with model; (b) Arrhenius plot.

4.2.2. Diffusion Control Region (Apparent Model)

Using the methodology described in Section 3.4.2, an apparent model was used to determine the
kinetic parameters of the diffusion control region. Data fitting plots are shown in Figures 8 and 9 and
apparent model parameters are recorded in Table 6.

Figure 8. Apparent model: (a) 1/X(t) versus time; (b) data fitting for diffusion control region.

Figure 9. Apparent model: (a) Arrhenius plot for diffusion region; (b) conversion predicted using
apparent model compared to original data.
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Table 6. Carbonation reaction: Apparent model parameters.

T (◦C) k (min−1) b (min) Xu

650 0.098 8.80 0.863
700 0.158 5.54 0.875
750 0.210 4.16 0.872

In order to validate the model, the obtained values of Xu and k were used to calculate X(t)
(Equation (23)) and plotted against the isothermal data for the diffusion region. Figure 9b shows a
good agreement between experimental data and the model. The kinetic parameters were obtained by
performing data fitting on the Arrhenius plot (Figure 9a). An activation energy of 59.95 kJ mol−1 was
calculated for this region.

Kinetic parameters for both the kinetic and diffusion control regions are presented in Table 7 and
compared with selected literature results. Lee states that k can be regarded as the intrinsic chemical
reaction rate constant ks [37], as well as the diffusion constant D, although the different units mean
that it cannot be directly compared with reaction rate constants for studies such as those using pore
models [17].

Table 7. Carbonation reaction: Kinetic parameters. ks and D are averages over the temperature range
650, 700, and 750 ◦C. S is provided in as-synthesized state or after one cycle.

Kinetic Control Region

Reference This Work Sun et al. [56]
Lee [37]

Data: Bhatia and
Perlmutter [25]

Lee [37]
Data: Gupta
and Fan [39]

Grasa et al.
[17]

Material P-CaO Strassburg
limestone Calcined limestone

Calcined
precipitated

CaCO3

Katowice
limestone

Method
Intrinsic reaction rate

model

Intrinsic
reaction rate

model
Apparent model Apparent

model Pore model

T (◦C) k (min−1)
650 0.24 0.97 0.925 * 0.858 –
700 0.27 0.81 – – –
750 0.30 0.67 – – –

S (m2 g−1) 13.8 29 15.6 12.8 12.9 **
Ea (kJ mol−1) 17.45 24.0 72.2 72.7 19.2

ks (m4 kmol−1 s−1) 3.34 × 10−6 4.68 × 10−6 6.0 × 10−7 – 5.29 × 10−6

Diffusion control region

Method Apparent model – Apparent model Apparent
model Pore model

T (◦C) k (min−1)
650 0.098 – 0.344 * 0.357 –
700 0.158 – – – –
750 0.210 – – – –

Ea (kJ mol−1) 59.95 – 189.3 102.5 163
D (m2 s−1) – – – 4.32 × 10−6 –

* Calculated at 655 ◦C [37]; ** calculated from specific surface area (m2 m−3) assuming ρ (non-porous CaCO3) of
2710 kg m−3.

For both the chemical reaction and diffusion control regions, the reaction rates and values of Xu

(see Table 6) tend to increase with increasing temperature, which is consistent with reaction kinetics
increasing with higher temperatures (as described by Arrhenius relationships; i.e., Equation (4)). The
reaction rates for P-CaO are seen to be slightly slower than those in the literature. The activation
energies of P-CaO are also slightly lower than expected for both the kinetic control region (literature
values typically fall between 20 and 32 kJ mol−1) and the diffusion region (literature values are typically
between 80 and 200 kJ mol−1 ) [30].

The variation in the activation energies has been attributed to the differences in morphology and
texture of the CO2 sorbent [46,56]. While it has been suggested that morphology of CaO does not
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greatly influence kinetics in the kinetic control region [28], outlying values have been attributed to
diffusion limitations in the material [37]. Lee postulated that lower activation energies are associated
with microporous materials that are susceptible to pore plugging, which would limit diffusion of CO2,
and is also associated with low carbonation conversion [37]. A study by Grasa et al. determined a
much higher diffusion Ea of 163 kJ mol−1 for mesoporous limestone [17], which has been associated
with resistance to pore plugging [39]. In the case of P-CaO, however, BET analysis showed that the
material was largely nonporous, with the majority of pore volume in the macroporous region [24].
Nevertheless, the lower diffusion activation energy could be the result of incomplete carbonation
conversion (see Table 6).

Cycling experiments with P-CaO performed elsewhere [24] show good performance with cycling,
which suggests that the reaction rates, although initially slower than other materials, will be retained
with subsequent cycles. Future analysis could involve calculation of kinetic parameters after multiple
isothermal cycles. Carrying out a kinetic analysis with another generalized method is also recommended,
as the apparent method uses only a small number of data points to produce an Arrhenius equation.

5. Conclusions

This paper has presented a comparative kinetic analysis of the reactions for CaL, using both
inert atmospheres/low CO2 concentrations, as is typically performed in the literature, and the more
rarely-used 100% CO2 atmosphere. Additionally, it has discussed the validity of model-fitting methods
in direct comparison with isoconversional and generalized methods, which has not been carried out
previously. The experimental conditions, material properties, and the kinetic method have been found
to strongly influence the kinetic parameters for both calcination and carbonation reactions. The main
conclusions of the study are summarized as follows:

For the calcination of synthesized CaCO3 under N2, an Ea of 204 and 233.6 kJ mol−1 was obtained
by model-fitting using the R2 geometric model and F1 model, respectively, which is consistent with the
literature results. Calcination of the same material determined an average Ea of 164 kJ mol−1 using an
isoconversional method. The compensation effect also suggested that the best reaction model was R2.
For calcination under CO2, much higher values of Ea were obtained, i.e., 310 kJ mol−1 with A4 (Avrami
nucleation) and 1220 kJ mol−1 with the F1 model, while isoconversional results ranged between 170
and 530 kJ mol−1, which was attributed to the major morphological changes in the material under
CO2 [24].

From this study, we can conclude that a multiple heating-rate isoconversional method, such
as Friedman, should first be carried out to arrive at non-mechanistic parameters. It will also show
whether the kinetic parameters vary over the course of the reaction. Then, if the activation energy
does not vary significantly under the experimental atmosphere (as is the case for calcination of CaCO3

under inert gas), the compensation effect can be used to suggest a reaction model. As a means of
comparison, a model-fitting method such as Coats–Redfern can be applied over the whole reaction to
determine kinetic parameters based on several reaction models. This can be corroborated with master
plots. Where applicable, the reaction model with the highest correlation coefficient can be compared
with the results of the isoconversional analysis. If the same kinetic parameters are obtained, greater
confidence can be placed in the results of the analysis.

If the activation energy does vary significantly under the experimental atmosphere (as is the
case for calcination of CaCO3 under CO2), the Coats–Redfern method is not recommended, as the
discrete values of kinetic parameters will not capture the variation in reaction kinetics. Additionally,
the compensation effect cannot be applied, as it requires single values of kinetic parameters. In this
case, an isoconversional analysis is the best option for obtaining kinetic parameters.

The carbonation of synthesized CaO was modeled using an intrinsic chemical reaction rate
model (for the kinetic control region) and apparent model (for the diffusion region), and subsequently
compared with the literature. An activation energy of 17.45 kJ mol−1 was obtained for the kinetic control
region, and 59.95 kJ mol−1 for the diffusion region. Lower values of Ea compared to the literature could
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be attributed to the incomplete carbonation conversion. For this synthesized material, the generalized
models proved to model the two carbonation regions with high accuracy. For further studies, material
characterization (i.e., scanning/transmission electron microscopy, physisorption characterization,
and/or porosimetry) is recommended prior to selecting a generalized kinetic analysis method.
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Abstract: The interaction between CO2 and rock during the process of CO2 capture and storage was
investigated via reactions of CO2, formation water, and synthetic sandstone cores in a stainless-steel
reactor under high pressure and temperature. Numerical modelling was also undertaken, with
results consistent with experimental outcomes. Both methods indicate that carbonates such as
calcite and dolomite readily dissolve, whereas silicates such as quartz, K-feldspar, and albite do
not. Core porosity did not change significantly after CO2 injection. No new minerals associated
with CO2 injection were observed experimentally, although some quartz and kaolinite precipitated
in the numerical modelling. Mineral dissolution is the dominant reaction at the beginning of CO2

injection. Results of experiments have verified the numerical outcomes, with experimentally derived
kinetic parameters making the numerical modelling more reliable. The combination of experimental
simulations and numerical modelling provides new insights into CO2 dissolution mechanisms
in high-pressure/temperature reservoirs and improves understanding of geochemical reactions in
CO2-brine-rock systems, with particular relevance to CO2 entry of the reservoir.

Keywords: CO2 sequestration; physical simulation; Numerical modelling; dissolution; precipitation

1. Introduction

Carbon dioxide emissions from fossil-fuel combustion are projected to increase from 13 Gt yr−1 in
2010 to 20–24 Gt yr−1 in 2050 [1]. CO2 capture and storage (CCS) technologies beneficially affect the
lifecycle of greenhouse gases emitted from fossil-fuel power plants [2,3], with CCS expected to account
for up to 19% of global CO2 emission reductions by 2050, making it the most significant technology
worldwide in this area [4]. Suitable geological formations for CCS include depleted oil and gas
reservoirs, un-mineable coal seams, salt caverns, and deep saline aquifers [5,6]. After CO2 injection, the
initial physico-chemical equilibrium between saline formation fluid and reservoir rocks can be disturbed
by the triggering of reactions between CO2, fluid (brine), and reservoir rock [2]. Such interactions could
lead to the dissolution of carbonates, feldspars, and clay cement in the aquifers [7,8]. In the absence of
dynamic forces, such mineral dissolution could increase porosity and permeability by etching new
pore spaces or widening narrow pore channels, temporarily increasing injectivity [9,10]. However,
while sequestration of CO2 in carbonate minerals can contribute to long-term storage security [11],
rapid mineral dissolution, especially of carbonates, could corrode caprocks, wellbores, and fault seals,
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potentially leading to migration of CO2 into overlying formations. Study of CO2-fluid-rock interactions
is thus crucial for us to understand the physico-chemical processes involved.

Laboratory experiments can reveal the mineralogical and chemical changes resulting from
CO2-brine-rock interactions, how they impact the lithological porosity and permeability of the
geological sequence, and the effects on CCS potential [12–15]. However, experiments are limited
to short-term effects of CO2 injection, whereas CCS is a long-term geochemical issue. Numerical
modelling or simulation is useful for longer-tern studies. Several reactive geochemical transport
models have been developed to simulate CCS, including NUFT [16], PFLOTRAN [17], CMG-GEM [18],
STOMP [19], and TOUGHREACT [20,21]. The TOUGHREACT program has been widely used in
studying geological CO2 sequestration [22–26]. However, simulations are less reliable without the
availability of parameters derived from laboratory studies, so a combination of physical experiments
and numerical simulation is the optimal choice for investigating the geochemical effects following
CO2 injection.

In this study, both laboratory experiments (physical simulation) and numerical modelling were
used to study geochemical interactions between CO2-induced fluids and reservoir rock during CCS.
In the physical simulation, synthetic cores with composition consistent with geological samples were
used to avoid interference from other geological factors such as sedimentary processes and diagenesis.
The numerical simulation involved the same conditions of sample compositions, temperature, pressure,
and fluid composition, with the two simulation types being mutually authenticating. Both numerical
and physical simulations were used to document the process of short-term geochemical interactions
after CO2 injection. A consistency of results would indicate the reliability of the simulations, with
outcomes expected to be similar to those pertaining to actual geological conditions.

2. Samples and Methods

2.1. Sample Descriptions

Six synthetic sandstones were prepared for the physical simulation, with mineralogical
compositions similar to sandstones of the Cretaceous Bashijiqike Formation (K1bs) of the Kuqa
Depression, Tarim Basin, and western China. In order to identify mineralogical compositions of K1bs
sandstones, the sandstone samples were prepared in thin sections and examined petrographically
by point counting 300 to 400 points per section. In addition, these sandstones were also measured
using quantitative X-ray diffraction analysis (D/max2500, Rigaku, Tokyo, Japan), which can provide
quantitative mineralogical results within ±0.1 weight percentage (wt. %). The detail analysis processes
can be found in Yu et al. (2012) [15]. The analytical results indicated that K1bs sandstones are fine- to
medium-grained lithic sandstones with particle sizes of 0.25~0.5 mm, comprising mainly quartz (average
~37.5 wt. %), plagioclase (~20.8 wt. %), K-feldspar (~23.3 wt. %), calcite (~9.5 wt. %), dolomite (~7.4 wt. %),
and kaolinite (~1.5 wt. %) (Table 1). According to Yu et al. (2015) [27], the K1bs reservoir sandstones
were at the stage of mesogenetic diagenetic phase. Then we used the fine- to medium-grained mineral
powders (particle size of 0.25~0.5 mm), having the above-mentioned mineralogical compositions,
to reconstruct the six synthetic cores under the condition of mesogenetic diagenesis.

Table 1. The mineral composition of synthetic core samples.

Mineral Types Quartz K-Feldspar Albite Calcite Kaolinite Dolomite

Content (wt. %) 37.5 23.3 20.8 9.5 1.5 7.4

2.2. Physical Experimental Conditions

The experimental condition is outlined as the following: (1) 48.45 MPa back-pressure (pore
fluid pressure), (2) 60 MPa confining pressure, (3) 150 ◦C reaction autoclave temperature (formation
temperature). The injection solutions were prepared by dissolving NaCl in deionized water saturated
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with CO2 at 150 ◦C and 48.45 MPa, similar to actual K1bs conditions. The injection solutions had a
salinity of 14,182 mg L−1, approximating K1bs formation water. Here we only used the NaCl solution
as the injection fluids and did not employ the imitate reservoir brines, because an amount of divalent
cations, such as Ca2+ and Fe2+, were present in the reservoir bines. After CO2 induced fluid injection
into the autoclaves, some carbonates will precipitate and affect experimental results. Thus, pure NaCl
solution, having a similar salinity with K1bs formation water, would be the most appropriate.

Under the experimental condition (P = 48.45 MPa and T = 150 ◦C), the injection solution was
saturated with CO2. For the solution with a salinity of 14,000 mg L−1, the solubility of CO−2 was
1.5451 mol/Kg, according to the CO−2 solubility in bine of Duan and Sun (2003) [28]. During the
experiment, the injected Vbrine (brine volume), and the volume of CO2 injected into the cylinder was
VCO2 . Based on the equation of sate (EOS ) for gas, PV = ZnRT, where Z is the compressibility, n is
the mole number of CO2 (nCO2 ) in the injection solution, R is gas constant, and T is temperature, we
can obtain the volume of CO2 (VCO2soluble) dissolved in the injection solutions under the experimental
condition (P = 48.45 MPa and T = 150 ◦C). Thus we can calculate the volume of the CO2 gas cap
(VCO2gc) in the intermediate container. The derivation is as follows:

VCO2gc = VCO2 − VCO2soluble (1)

VCO2 =1030 − Vkerosene − Vbrine (2)

VCO2soluble = ZnCO2 RT/P (3)

Based on the above, it is possible to calculate the volume of CO2 in the gas cap of the intermediate
container, which was ca.190.56 mL. Therefore the brine was CO2 saturated throughout the experiments.

2.3. Experimental Apparatus

The physical simulation experiment was conducted at the Key Laboratory of Basin Structure and
Hydrocarbon Accumulation of the China National Petroleum Corporation, Beijing, China. A reservoir
diagenesis modelling system with six identical reaction autoclaves was employed (Figure 1). The system
includes six modules: heating furnace, pressure system, fluid-injection system, sampling system,
control panel, and auxiliary system. In addition, a corrosion-resistant HP/HT CFR-50-100 cylinder
(1030 mL) from TEMC, USA was used as an intermediate container for storing the CO2-bearing
experimental solution. The six reaction autoclaves (Huaxing Company, Nan tong, Jiangxi Province,
China) have a working pressure of 165 MPa and temperature of 300 ◦C. The pressure and fluid injection
systems are controlled by the injection syringe pump and a back-pressure regulator. The 100DX syringe
pump (Teledyne ISCO, Lincoln NE, USA) was used to control the fluid injection system, which consists
of two separate systems (A and B), each of which has a capacity of 103 mL (Figure 1). It is capable
of injecting at rates of 0.001~60 mL/min, with a precision of 0.5% of set point. The pump can handle
pressure from 0.1 to 68.97 MPa. The advantage of this pump is its capability of continuous injection of
any fluids including supercritical CO2. The pore-fluid pressure was controlled by the back-pressure
regulator (DBRP-005, Honeywell, USA), which has a high precision and operating pressure range
up to 51.72 MPa. All experimental parameters including the injection pressure, pore fluid pressure,
and temperature were monitored.

205



Appl. Sci. 2019, 9, 3354

 

Figure 1. Schematic diagram of CO2-formation water-rock physical experiment.

2.4. Physical Simulation Workflow and Analysis

The experiment was undertaken in two steps: preparation of the synthetic core, and geochemical
reaction between the core and CO2 fluids. During the first step, the selected mineral powder (particle
size 0.25~0.5 mm) was blended with distilled water and placed in six columnar autoclaves (diameter
3.0 cm, length 11 cm, volume 77.7 cm3). The six core samples (# 1 to # 6) were used in the experiment
over 5 days under P/T conditions equivalent to mesogenetic diagenesis (Figure 2). The syringe-pump
injection system injected synthetic formation water saturated with CO2 into the six synthetic core
pores at 150 ◦C and 48.45 MPa, after which temperature and pressure were kept constant for 4 d (# 1),
7 d (# 3), 10 d (# 4), 13 d (# 5), and 16 d (# 6), while # 2 was used as a blank.

During the experiment, the temperature and pressure of each autoclave were monitored
automatically by the control system. After reaction, core and fluid samples were analyzed for
ion contents, mineralogical changes, and porosity. The producing fluid was measured for its pH
values using an Orion4 STAR acidity meter from Thermo within 6 h of each sampling. The ionic
compositions of the water were analyzed after being spiked with 1 mol/L HCl in order to avoid
carbonates precipitation, and measured using an OPTIMA 7300DX ICP-OES (Inductively Coupled
Plasma–Optical Emission Spectrometry) with an analytical precision of 10−3~10−9. Mineralogical
changes were examined using a JSM6700F scanning electron microscope from JEOL with EDS (Energy
Dispersive Spectrometer) from INCA software (Oxford Company, Oxford, England). The porosity
changes were analyzed using visual porosity estimation, which is an image analysis technique. Firstly,
core samples were impregnated with blue epoxy and then polished and made into casting thin sections.
Then, combined high-resolution images of these thin sections were taken under the optical petrographic
microscope; the image analysis software can delineate different types of porosity and calculate the
percentages of these porosities in the thin sections with an accuracy of up to 0.01%.
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Figure 2. Synthetic core samples made by the physical experiment.

2.5. Numerical Simulation

The program TOUGHREACT was used in the numerical simulations. This program is a
non-isothermal, multiphase reactive transport simulation code that was used here to simulate fluid-rock
interactions [21]. The kinetic data used during the simulation are shown in Table 2.

Table 2. List of minerals considered and parameters for calculating the kinetic rate constants.

Mineral A/(cm2/g)
Geochemical Kinetic Rate Constants

K25/(mol/(m2·s)) Ea/(kJ/mol) n H+

Quartz 9.8
Kaolinite 151.6 4.9 × 10−12 65.9 0.8

Illite 151.6 1.0 × 10−11 23.6 0.3
K-feldspar 9.8 8.7 × 10−11 51.7 0.5

albite 9.8 6.9 × 10−11 65.0 0.5
Chlorite 9.8 7.8 × 10−12 88.0 0.5
Calcite 9.8 5.0 × 10−1 14.4 1.0

Dolomite 9.8 6.5 × 10−4 36.1 0.5
Siderite 9.8 6.5 × 10−4 36.1 0.5
Ankerite 9.8 1.6 × 10−4 36.1 0.5

Dawsonite 9.8 1.6 × 10−4 36.1 0.5
Magnesite 9.8 4.2 × 10−7 14.4 1.0

Pyrite 12.9 3.0 × 10−8 56.9 −0.5

Note that: (1) All rate constants are listed for dissolution; (2) A is specific surface area, k25 is kinetic constant at
25 ◦C, Ea is activation energy, and n is the power term (Equation (A1) in Appendix A); (3) The power terms n for
acid mechanisms are with respect to H+. Data from Palandri and Kharaka (2004) [29].

According to the columnar autoclaves employed by the physical simulation, three identical cubic
grids with volumes of 77.7 cm3 were used to construct the model (Figure 3). The upper and lower
grids were used as boundary cells, while the middle grid was the objective model grid for simulating
the processes of injection and sampling. The numerical model simulated six autoclave reactions,
corresponding to the laboratory experiment, with the same mineralogical cores, temperature, pressure,
and pore fluids. We used the simulation duration to mimic the six numbered autoclaves. The entire
simulation ran for 16 days with intermittent sampling on day 0, 4, 7, 10, 13, and 16, corresponding
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to the physical simulation. At the start of simulation (Day zero), the numerical model had an initial
mineralogical composition and visual porosity, which corresponded to Autoclave # 2. In the same way,
Day 4 corresponded to Autoclave # 1, Day 7 corresponded to Autoclave # 3, Day 10 corresponded
to Autoclave # 4, Day 13 corresponded to Autoclave # 5, and Day 16 corresponded to Autoclave # 6.
Accordingly, these results of different simulation duration from the numerical models can be used for
comparison with the results from the physical simulations. The boundary cell here is an “inactive”
element, whose thermodynamic conditions do not change at all from fluid or heat exchange with
finite-size blocks (numerical model cell) in the flow domain. The boundary cell can confine geochemical
interactions that only occur in the numerical model, which makes the results more reasonable.

 

Figure 3. Schematic diagram of CO2-formation water-rock numerical simulation.

3. Results

3.1. Changes in Fluid Chemistry

Results of physical and numerical analyses of reaction products are summarized in Table 3.
Significant changes in solution chemistry were observed in both sets of experiments (Figure 4). In the
physical simulation, the pH continued to increase during the 16 d of the experiment, from 5.86 to 6.44
(Figure 4). In the numerical simulation, the pH first decreased to ~2.8 within 12 d, then increased to 4.6
over the next 4 d (Figure 4).

Fluid Si and K contents show similar changes in both simulations (Figure 4), with concentrations
continuing to increase with reaction time (Figure 4). Fluid Ca and Mg concentrations increased with
reaction time in the physical simulation, but were more constant in the numerical simulation (Figure 4).
The Al content exhibited a distinct trend (Figure 4), reaching maximum values after 7 d and 10 d for
the physical and numerical simulations, respectively, and then decreasing during further reaction.
Absolute value of ion concentration differed between the simulations, with the numerical simulation
set generally being higher, not including pH and Al (Figure 4).

Table 3. Chemical composition of outlet solutions.

Physical
Simulation

Reaction Time (d) pH
K Si Ca Mg Al

mol/L mol/L mol/L mol/L mol/L

0 5.86 0.000000 0.000000 0.000000 0.000000 0.000000
4 5.97 0.000046 0.001000 0.001360 0.000554 0.000148
7 5.94 0.000810 0.001004 0.002500 0.000879 0.000667

10 6.01 0.000854 0.001832 0.003125 0.001079 0.000852
13 6.27 0.001987 0.002943 0.006825 0.002396 0.000500
16 6.44 0.002000 0.004500 0.009575 0.004583 0.000200
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Table 3. Cont.

Numerical
simulation

Reaction Time (d) pH
K Si Ca Mg Al

mol/L mol/L mol/L mol/L mol/L

0 4.01 0.000000 0.000000 0.000000 0.000000 0.000000
3 3.93 0.000252 0.000625 0.000631 0.000298 0.000182
4 3.09 0.000616 0.001471 0.001344 0.000648 0.000450
5 2.94 0.000964 0.002277 0.002119 0.000985 0.000664
6 2.87 0.001226 0.002881 0.002733 0.001238 0.000795
7 2.84 0.001417 0.003323 0.003178 0.001423 0.000825
9 2.85 0.001678 0.003922 0.003846 0.001676 0.000675

10 2.85 0.001749 0.004083 0.004035 0.001744 0.000656
11 2.88 0.001818 0.004243 0.004192 0.001812 0.000518
12 3.41 0.002036 0.004758 0.004568 0.002029 0.000435
13 4.08 0.002144 0.005024 0.004732 0.002137 0.000321
14 4.40 0.002201 0.005174 0.004819 0.002196 0.000211
15 4.57 0.002245 0.005295 0.004891 0.002242 0.000194
16 4.68 0.002282 0.005395 0.004953 0.002281 0.000100

Figure 4. Changes of pH and typical ion concentrations over the physical and numerical simulations.
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3.2. Changes in Mineral Morphology during the Physical Simulation

Scanning electron microscope (SEM) analyses of core samples before and after physical simulations
showed that minerals such as quartz, K-feldspar, albite, and dolomite dissolved after CO2 injection,
with feldspar and dolomite showing pronounced dissolution and quartz weak dissolution. Before
the experiment, mineral surfaces of quartz grains were generally smooth with terraced growth
patterns (Figure 5A), with dissolution effects and corrosion pits being evident afterwards (Figure 5B).
Initially, the albite surface was relatively flat and exhibited no obvious dissolution, but dissolution
pits and fissures along cleavage surfaces were evident after the experiment (Figure 5C,D). K-feldspar
was partially dissolved after the experiment, with the formation of corrosion pits (Figure 5E,F).
The dissolution of K-feldspar was stronger than that of quartz and weaker than that of albite.
Carbonates exhibited stronger dissolution than silicates, with entire dolomite particles being dissolved
into a cloud-like phase and showing a paste-like flow structure (Figure 5G,H). Calcite was not observed
after the experiment, indicating that it was completely dissolved.
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Figure 5. Scanning electron photomicrographs of pre-and post-experimental cores. (A) Quartz before
the experiment; (B) Quartz after the experiment; (C) detrital albite before the experiment; (D). detrital
albite after the experiment; (E) K-feldspar before the experiment; (F) K-feldspar after the experiment;
(G) dolomite before the experiment; (H) dolomite after the experiment. Q—quartz; Ab—detrital albite;
Kf—K-feldspar; Do—dolomite.
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3.3. Changes in Porosity

Surface porosity of the synthetic cores remained relatively constant at 12.64% during the physical
simulation, with no variation being observed (perhaps limited by the analytical method). Similarly,
porosity changes were not evident in the numerical simulation (Figure 6), with porosity being constant
up to 8 d of reaction, then increasing with carbonate dissolution to only 12.646% over the next 8 d
(Figure 6).

Figure 6. Porosity changes over time in the numerical simulation.

4. Discussion

4.1. Mineral Dissolution and Precipitation

Feldspars and carbonates are known to be easily corroded by acidic fluids during CO2 injection [2,30,31],
as confirmed by numerical simulations [32–34], in situ, real-time field monitoring [35,36], and natural
analogies [37,38]. Changes in fluid ion contents and SEM core observations in the physical simulation
confirm that feldspar and carbonate were altered by CO2 injection. This is consistent with the numerical
simulation, which also indicated dissolution of feldspars and carbonates (Figure 7). Both simulations
indicate that Si and K, and Ca and Mg exhibit similar trends with ongoing reaction (Figure 4). Statistical
analysis of Si, K, Ca, and Mg data using SPSS (Statistical Program for Social Sciences) software indicates
correlation coefficients >0.5 (Table 4). Ion contents are thus likely controlled by a common reaction
mechanism, as follows.

Table 4. Correlation coefficient matrix of the outlet solution ions.

Correlation Matrix K Ca Mg Si Fe Al

K 1.000
Ca 0.943 1.000
Mg 0.989 0.979 1.000
Si 0.921 0.932 0.955 1.000
Fe 0.877 0.978 0.938 0.931 1.000
Al −0.035 −0.143 −0.126 −0.301 −0.330 1.000
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The main mechanism controlling these reactions involves the formation of H2CO3 from dissolved
CO2, causing the formation water to become acidic (Equation (4)), with reducing pH. Reactions between
the acidic fluid and core minerals, especially carbonates and feldspars (Equations (5)–(8), below),
buffer formation-water pH, causing an increase in pH of fluid produced during the experiments [39].
This process is described by the following equations:

CO2 + H2O→ H+ + HCO3
− (4)

CaCO3 (calcite) + H+→ Ca2+ + HCO3
− (5)

CaMg (CO3)2 (dolomite) + 2H+→ Ca2+ +Mg2+ + 2HCO3
− (6)

2KAlSi3O8 (K-feldspar) + 2H+ + 9H2O→ Al2Si2O5(OH)4 (kaolinite) + 2K+ + 4H4SiO4(aq) (7)

ΔG0 = 18 KJ mol−1, ΔS0 = 73J mol−1

NaAlSi3O8 (albite) + CO2 + H2O→ NaAlCO3 (OH) 2 (dasownite) + 3SiO2 (chalcedony) (8)

ΔG0 = −132 KJ mol−1, ΔS0 = −101J mol−1

where ΔG0 is the Gibbs free-energy change and ΔS0 is the entropy change.

Figure 7. Mineral changes over time in the numerical simulation.
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The degree of dissolution of albite is significantly greater (by a factor of ~2) than that of K-feldspar
(Figure 7), possibly due to differences in their ΔG0 and ΔS0 values. Albite ΔG0 and ΔS0 values are
both negative, with albite therefore needing little energy to dissolve, whereas K-feldspar values are
positive, with more energy input needed for dissolution. The numerical simulation indicated that
some kaolinite (up to 0.25 mol m−3) and quartz (up to 19.8 × 10−6 mol m−3) precipitated after 4 d
of reaction (Figure 7), although quartz precipitation can obviously be ignored. Equations (7) and (8)
indicate that kaolinite precipitation restrains the reactions, leading to reduced K-feldspar dissolution.
This is consistent with the results of other studies [15,40].

The precipitation of carbonate minerals is common during CO2-induced reactions [41], and our
physical and numerical results indicate that the concentrations of carbonate minerals, calcite,
and dolomite all decreased significantly during reaction. In particular, dolomite was almost completely
dissolved, with no carbonate minerals remaining after the experiments. This is consistent with
previous experimental findings [36,37,42]. However, the numerical simulations indicate that calcite
and dolomite have similar dissolution tendencies (Figure 8), whereas calcite was completely dissolved
in the physical simulations. We infer that under actual geological conditions, CO2 fluids react first with
the most reactive minerals until they are exhausted before reacting with other minerals. In contrast, in
the numerical simulations the reactions followed normal geochemical dynamic processes associated
with the different minerals. Carbonate minerals did not precipitate during reaction (but produced
minor amounts of kaolinite and quartz) because under the experimental conditions the reaction
liquid was unsaturated with carbonates (Figure 8). Similarly, results akin to the above-mentioned
calculations have also been presented by Ketzer et al. (2009) [43] and Tutolo et al. (2015) [44].
Quartz dissolution began after 5 d, and it precipitated later (Figure 8), but this reaction was very
weak and is ignored here. Kaolinite was the predominant precipitated mineral (Figures 7 and 8),
consistent with the results of Yu et al. (2012) [15]. However, carbonate precipitation is usually observed
in CO2-formation-water–rock autoclave experiments conducted in closed systems over extended
periods. For example, in an experiment using Triassic Sherwood Sandstone and sea water, Pearce et al.
(1996) [37] observed calcite precipitation on the sample surface in an autoclave reaction under reservoir
P/T conditions after almost eight months.

Figure 8. Saturation indices of carbonate minerals vs. reaction time in the numerical simulation.

Equations (4)–(6) indicate that calcite is the main reaction product, with some dolomite dissolving
rapidly in the CO2-saturated formation water at the beginning of the experiments. However, the silicate
minerals (mainly detrital albite and K-feldspar) also gradually become unstable and start dissolving.
Precipitation of clay minerals such as kaolinite occurs under acidic conditions during the reaction
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process. Details of the reaction process are indicated by Equations (7) and (8). These reactions lead to a
rapid increase in pH of liquid produced during the initial stage, but with pH gradually reaching a
stable equilibrium value, as also observed by Bowker and Shuler (1991) [35].

4.2. Porosity Changes

No obvious porosity changes were observed in the synthetic core after the physical simulation,
with plane porosity being constant (within measurement uncertainty) at 12.64%. This was also
observed in the numerical simulation (Figure 6) where porosity only increased from 12.64% to 12.646%
(Figure 6). Minor changes in mineral contents after CO2 injection lead to minor changes in core
porosity, as confirmed by changes in ion content in the physical simulation and other mineral changes
in the numerical simulation (Figures 4 and 7). However, there were variations in porosity in the
numerical simulations, where after six days of reaction the dissolution of minerals was very weak and
porosity did not change noticeably, but over the following four days mineral dissolution increased
with marked changes in porosity (Figures 4 and 7). Especially, a notable changes happened in porosity
(Figure 6). This is due to the remarkable changes in the mineral dissolution (Figure 7). After nine
days, the dissolution of feldspars and carbonates reached their peaks, indicating that the dissolution
volume induced by the CO2-fluid injection increased to its maximum. A large number of newly added
pore spaces lead to the porosity increase. By Day 10, minerals such as kaolinite and quartz began to
precipitate, with porosity becoming less variable (Figures 4, 6 and 7). Overall, porosity varied little,
indicating limited dissolution and precipitation during short-term CO2 injection.

The lack of reduction in porosity is common in CO2-induced reactions in sandstone [7,14,40,45],
with a reduction of permeability being the dominant result of short-term CO2 injection. The precipitation
of kaolinite, solid-phase materials, and clay particles released by the dissolution of carbonate cement
may account for the non-reduction of porosity and the reduction of permeability. Shiraki and Dunn
(2000) [40] considered that the precipitation of kaolinite crystals in pores is the main reason for the
reduction of permeability after CO2 displacement reactions, while Luquot et al. (2012) [14] considered
that newly formed minerals of amorphous carbon cause the reduction in permeability. Our results
also indicate that precipitation of new minerals is related to the non-reduction of porosity. In both the
physical and numerical simulations, the concentration of Al increased over the first six days before
decreasing over the following 10 days. In the numerical simulation, the precipitation of kaolinite
occurred after six days of reaction, with this requiring large amounts of Al (Equation (7)). While minor
kaolinite was precipitated during the reaction, core porosity remained almost unchanged, for two
possible reasons: (1) the dissolution of minerals was very weak in short-term CO2-induced reactions,
with few changes occurring in feldspars and carbonates after CO2 injection (<1% mol m−3 variation);
and (2) the precipitation of minerals was limited. Kaolinite content varied by a few percent, while
changes in quartz content were negligible, with porosity being unchanged during such weak reactions.

The physical simulation was an autoclave experiment with the inlet connected to an injection
pump (an open system), and with the outlet being a closed system opened only during sampling at the
end of the experiment. The reaction system was therefore a semi-closed system. Under conditions of
deep burial in semi-closed space, dissolution of carbonates rarely occurs or is very weak [46]. Regarding
the volumes of water required to increase porosity through calcite or dolomite dissolution, the problem
is essentially the inverse of the effect on porosity loss in limestones of calcite cementation caused by
dissolved calcium carbonate from external sources [47–50]. For example, to increase the porosity of a
100 m thick limestone bed by 1%, 1 m3 of calcite must be dissolved for each m2 of bedding surface.
For pore water that is undersaturated by 100 ppm, ~27,000 volumes of water are required to dissolve
one volume of calcite. Increasing the porosity by 1% in 100 m thick limestone thus requires 27,000 m3 of
water per square meter of surface. Even if the limestone was underlain by 5 km of sediments in which an
average porosity loss of 10% of total rock volume occurred, the pore water released from the underlying
sediments would not exceed 500 m3 m−2 [46], which, in an actual geological reservoir, would not be
sufficient to dissolve the carbonates. In our experiment, the autoclave volume was 77.7 cm3, and it was
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impossible to provide sufficient water for carbonate dissolution. However, it is certain that dissolution
and precipitation are very weak at the beginning of CO2 fluid-rock interactions, with our physical
and numerical simulations confirming that only limited geochemical reactions, including dissolution
and precipitation, occur during short-term CO2 injections, with no sharp variations in core porosity or
permeability. Similar results were also found by Tutolo et al. (2015), which confirmed that only very
weak geochemical reactions could happen during the reaction of CO2 and feldspar-rich sandstone [51].
For long-term CO2 injections, however, dissolution and precipitation are the dominant geochemical
processes occurring between CO2-induced fluids and sandstones [51–53]. Our study of short-term
geochemical interactions in a semi-closed system therefore showed no remarkable changes in the
porosity of cores.

5. Conclusions

(1) No significant short-term CO2-rock-formation-water geochemical reactions are induced by
CO2 injection.

(2) Neither physical nor numerical simulation found significant core porosity variations after
CO2 injection.

(3) Minor amounts of kaolinite and quartz were precipitated during the numerical modelling but
were not observed in the physical simulation.

(4) Physical and numerical simulations conducted in tandem can be used to verify each other and
improve their reliability.
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Appendix A. Kinetic Rate Law for Mineral Dissolution and Precipitation

The general rate expression used in TOUGHREACT is taken from Lasaga et al. (1994) [54]:

rn = ±knAn

∣∣∣∣∣∣∣1−
(

Qn

Kn

)θ∣∣∣∣∣∣∣
η
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where n denotes the kinetic mineral index, positive values of rn indicate dissolution, while negative
values indicate precipitation; kn is the rate constant (moles per unit mineral surface area and unit time)
and is temperature dependent; An is the specific reactive surface area per kg H2O; Kn is the equilibrium
constant for the mineral-water reaction for the destruction of one mole of mineral n; and Qn is the
reaction quotient. The parameters θ and ηmust be determined from experiments. However, they are
usually, but not always, set to 1.

For many minerals, the kinetic rate constant k can be summed from three mechanisms (Palandri
and Kharaka, 2004) [29]:
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where superscripts or subscripts nu, H, and OH indicate neutral, acidic, and alkaline mechanisms,
respectively; Ea is the activation energy; k25 is the rate constant at 25 ◦C; R is gas constant; T is the
absolute temperature; a is the activity of the species; and n is an exponent (constant).
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Abstract: Microporous nanocarbon spheres were prepared by using a microwave assisted
solvothermal method. To improve the carbon dioxide adsorption properties, potassium oxalate
monohydrate and ethylene diamine (EDA) were employed, and the influence of carbonization
temperature on adsorption properties was investigated. For nanocarbon spheres containing not only
activator, but also EDA, an increase in the carbonization temperature from 600 ◦C to 800 ◦C resulted
in an increase of the specific surface area of nearly 300% (from 439 to 1614 m2/g) and an increase of
the CO2 adsorption at 0 ◦C and 1 bar (from 3.51 to 6.21 mmol/g).
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1. Introduction

The global economy requires a great amount of energy, which is produced primarily by the
combustion of fossil fuels. Carbon dioxide emissions are a significant negative side-effect of this activity.
Transportation also requires a great amount of petroleum and is responsible for significant emissions
of greenhouse gases [1,2]. The cumulative emission of CO2 strongly contributes to climate change and
is the greatest single contributor to the greenhouse effect [3,4]. The average concentration of CO2 in the
earth’s atmosphere in 2018 was 407 ppm, which is about 40% higher than in the preindustrial age [5].
The effort to develop technologies that will reduce CO2 emissions is very important for both the global
economy and the environment.

Recently, methods of CO2 capture from flue gas have been based on absorption into liquids
(e.g., amines [6] or methanol [7]). These technologies are energy intensive and not environmentally
sound. Solid sorbents offer an alternative solution. There are a number of criteria that must be met
for a successful sorbent material, namely: high selectivity and adsorption capacity for CO2, fast
adsorption/desorption kinetics, efficient regeneration of sorbents, and low cost [8].

In recent years, a number of materials have been investigated as solid state adsorbents for CO2,
such as: zeolites [9], silica [10], porous polymer materials [11], metal organic frameworks [12], and
carbon materials [13–16]. The most efficient for CO2 adsorption are carbon materials, which exhibit
a high surface area, large porous volume, chemical stability, affinity for carbon dioxide, low cost,
and the possibility of modification with heteroatoms [17]. The weak side of carbon sorbents is their
poor selectivity.

The application of carbon materials for CO2 uptake has been widely investigated. There are
many sources of carbon that can be used for the production of activated carbon: polymers, biomass,
or resins. Some examples are shown in Table 1. Potassium compounds, namely potassium hydroxide
or potassium oxalate, are most often used as chemical activators. Special attention should be paid
to resins. Gradual growth of the polymer chain allows incorporating modificators into the carbon
matrix. Homogeneously distributed activator can improve not only the surface area of the material
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(impregnation), but its whole volume. A resorcinol–formaldehyde resin mixture could be a suitable
carbon source for CO2 adsorption.

Table 1. Comparison of CO2 uptakes on various carbon adsorbents.

Carbon Source Activator
CO2 Adsorption 0 ◦C

[mmol/g] 1 bar
CO2 Adsorption 25 ◦C

[mmol/g] 1 bar
Reference

Resorcinol–formaldehyde resin K2C2O4 7.67 4.95 [18]
Resorcinol–formaldehyde resin K2C2O4 6.6 - [19]
Resorcinol–formaldehyde resin KOH 7.34 4.83 [20]

Resorcinol–formaldehyde
resin/EDA EDA; CO2 6.2 4.1 [21]

Furfuryl alcohol KOH 5.8 3.3 [22]
Polyacrylonitryle KOH - 2.74 [23]

Waste wool KOH 3.73 2.81 [24]
Starch KOH 6.6 4.3 [25]

According to the results presented in Table 1, resins are very promising as a carbon source to
produce solid sorbents for carbon dioxide capture.

Among nanocarbon materials, spherical structures have been widely studied. The most popular
method to obtain porous nanocarbon spheres is the method of Stöber, using resins as a carbon source.
The application of this method to produce carbon spheres was described in the work of Liu et al. [26],
where the source of carbon was a resorcinol–formaldehyde resin. Thanks to the development of the
Stöber method, researchers discovered a simple method to produce polymer beads. The product was
in the form of spherical regular particles. Since then, the phenol derivatives were widely used as a
carbon source [27,28]. In work by Zhao and co-workers [28], using 3-aminophenol as a precursor,
highly monodisperse material were obtained. They also proved that changing different parameters
allowed for tuning spherical size in a very broad range.

To enhance the surface area and porous volume, various processes of activation are employed,
with two primary methods to activate carbon materials. First, physical activation carried out through
carbonization in the presence of proper gases [29]. Second, chemical activation is induced by the
addition of a strong base, i.e., potassium oxalate [19], potassium hydroxide [20,30,31], and potassium
carbonate [32]. In the work of Choma et al. [18], chemical activation with potassium oxalate resulted
in a large increase in the surface area of carbon materials (from 680 m2/g to 1490 m2/g) and an
increase of CO2 uptake from 3.03 mmol/g to 7.67 mmol/g in 0 ◦C at 1 atm. This example showed
how modification with potassium oxalate can significantly enhance specific surface area and CO2

adsorption of carbon spheres.
In order to improve synthesis conditions of carbon nanospheres, microwave assisted solvothermal

reactor has been used [33,34]. Performing the reaction in a common autoclave takes a significant
amount of time, often several hours, while the reaction in microwave assisted solvothermal reactor is
very fast, about 15 min. The temperature gradient using a microwave in the reactor volume is very low
and can be negligible. The microwave’s influence on the behavior of polar solvents in the reaction is
significant, and volume nucleation points are created rapidly.

In this work, the influence of the concentration of activator, potassium oxalate, carbonization
temperature, and influence of ethylene diamine (EDA) on the physical properties and adsorption of
carbon dioxide were investigated.

Ludwinowicz and Jaroniec [19] performed a simple one-pot synthesis of carbon spheres and
obtained very good CO2 adsorption values. In this work, simple autoclave was replaced by microwave
assisted solvothermal reactor. The use of such a reactor enabled a significantly shortened reaction time.
Heating with microwaves avoids a variance in the temperature profile in the reactor volume, no local
overheating, and the products obtained are of very good quality, with uniform shape and size of the
produced particles.

222



Appl. Sci. 2019, 9, 3349

Previous research obtained in this research community has been promising [33,34]. In the present
work, we describe more in depth research on the influence of modificator and carbonization temperature
on surface area, porosity, and carbon dioxide adsorption.

2. Experimental

2.1. Sample Preparation

The samples were synthesized as follows: First, an aqueous–alcohol solution consisting of 60 mL
distilled water and 24 mL ethanol was prepared by mixing at an ambient temperature. Subsequently,
0.60 g of resorcinol and 0.30 mL of ammonium hydroxide (25 wt.%) was added to the mixture under
continuous stirring for 10 min. After dissolving of the resorcinol, the proper amount of potassium
oxalate was added and the mixture was stirred for 30 min. The weight ratio potassium: carbon was
7:1 and 9:1. For samples modified with EDA, 0.3 mL of EDA was added. Next, 0.9 mL of 37 wt.%
formaldehyde was dropped into the solution and kept under magnetic stirring for 24 h. Afterwards,
the solution was treated in a solvothermal microwave reactor ERTEC MAGNUM II (pressure 2 MPa,
time—15 min). The resulting materials were dried at 80 ◦C for 48 h. The carbonization of the carbon
nanospheres was performed in argon atmosphere at 350 ◦C for 2 h with a heating rate of 1 ◦C/min, then
the temperature was raised to 600 ◦C, 700 ◦C, or 800 ◦C with the same heating rate and also for 2 h. The
materials obtained were washed two times with 200 mL of distilled water and dried at 80 ◦C for 48 h.

2.2. Characterization

The morphology of the produced samples was determined using a Hitachi SU8020 Ultra-High
Resolution Field Emission Scanning Electron Microscope (FE-SEM).

The density of the materials was determined using a helium pycnometer Micro-Ultrapyc 1200e.
The chemical composition of the samples’ surface was studied by X-ray Photoelectron Spectroscopy

(XPS). The measurements were conducted using Mg Ka (hν = 1253.6 eV) radiation in a Prevac (Poland)
system equipped with a Scienta (Sweden) SES 2002 electron energy analyzer operating with constant
transmission energy (Ep = 50 eV). The analysis chamber was evacuated to a pressure below 1·10−9 mbar.
A powdered sample of the material was placed on a stainless steel sample holder.

Thermal stability of the produced materials was investigated using Thermal Gravimetric Analysis
(TGA). The thermogravimetric measurements were carried out with the use of STA 449 C thermobalance
(Netzsch Company, Germany). Approximately 10 mg of the sample was heated at 10 ◦C/min to 950 ◦C
under air atmosphere.

To determine textural properties of the carbon spheres, the low temperature physical adsorption
of nitrogen was carried out at −196 ◦C using the Quadrasorb volumetric apparatus (Quantachrome
Instruments). Carbon dioxide uptake was gathered at temperature 0 ◦C and 25 ◦C using the
same apparatus.

3. Results and Discussion

3.1. Samples’ Morphology

The morphology of the carbon spheres was studied using Scanning Electron Microscopy (SEM).
The SEM images of the samples carbonized in 700 ◦C are shown in Figure 1. For the material without
modification (Figure 1a), small, monodisperse spheres were obtained. The average diameter of the
carbon spheres was determined by SEM to be about 400 nm. For the material prepared by the addition
of the activator (potassium oxalate, Figure 1b), two classes of spheres were observed: smaller spheres,
about 500 nm in diameter, and larger, about 2–3 μm. The large difference in the diameter of the
spheres was the result of the addition of potassium oxalate. The resorcinol–formaldehyde spheres were
influenced by the oxalate moieties, and thus larger spheres were formed. However, there was a fraction
of the smaller spheres, where oxalate moieties were likely less present. The higher concentration of
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potassium oxalate (Figure 1c) resulted in higher saturation of the solution. The spheres containing
more potassium oxalate were larger. Nonetheless, there was a large amount of small spheres, which
did not contain oxalate moieties. Thus, a large amount of carbon material was not modified.

 
(a) RF 700 

  
(b) RF 7/1 700 (c) RF 9/1 700 

  
(d) RF EDA 700 (e) RF 7/1 EDA 700 

Figure 1. Scanning Electron Microscopy (SEM) images of the spheres: (a) without modification; (b) with
activator concentration 7/1; (c) with activator concentration 9/1; (d) with ethylene diamine (EDA)
modification; (e) with activator concentration 7/1 and EDA modification.

For the material modified with EDA only (Figure 1d), the monodispersity of the spheres was
kept, however larger spheres (diameter ca. 800 nm) were formed. The larger diameter and the
monodispersity of the spheres are evidence that EDA was well dispersed in the whole volume, and so,
all carbon spheres contained EDA. In the case of the material modified with both EDA and potassium
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oxalate (Figure 1e), the influence of both modifiers can be noticed. The average diameter of the spheres
was larger and the spheres were more uniform. EDA provided better dispersion of potassium oxalate
in the reaction volume, thus potassium ions were present in a higher amount of the spheres. In the
end, a much bigger specific surface area value was reached.

The size distribution of the produced particles was evaluated from the SEM images using the
ImageJ software tool and is illustrated in Figure 2a–e. The quantity of spheres taken into account was
50 for every kind of the sample.

The results for the reference sample are given in Figure 2a. RF 700 exhibited the highest
monodispersity among all the samples. The diameter of the spheres was about 600 nm.
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Figure 2. (a) Size distribution of the reference sample. (b) Size distributions of the samples with lower
activator content (7/1). (c) Size distribution of the samples with higher content of the activator (9/1).
(d) Size distribution of the samples modified with EDA only. (e) Size distribution of the samples
modified with EDA and activator.

The modification of carbon materials with the lower content of potassium oxalate resulted in higher
variation in the spheres’ size distribution. A considerable amount of produced spheres had a diameter
from 300 to 1000 nm, as shown in Figure 2b. With the increase of the carbonization temperature, the
formation of larger spheres (about 2000 nm) was observed. For the material carbonized at 600 ◦C, the
majority of spheres were about 500 nm, whereas on the other hand for the sample carbonized at 800 ◦C,
this value shifted to about 700 nm.

Comparing the samples with different amounts of activator, the strong influence of the activator
concentration on the spheres’ size was noticed. Higher activator content in the samples resulted in the
widest size distribution (Figure 2c). Moreover, the large spheres of diameter over 2000 nm were formed.

The size distribution of the samples modified with EDA only is presented in Figure 2d. Compared
to the samples modified with potassium oxalate, the highest monodispersity of the spheres was gained.
Nonetheless, increasing the carbonization temperature caused the distribution to be broader.

As can be seen in Figure 2e, the application of both the modificators limited the production of
the large spheres (over 2000 nm). Unlike previous distributions, by increasing the carbonization
temperature, the shift of distribution towards smaller spheres was noticed.

3.2. Surface Chemistry

The surface composition of materials was analyzed by X-ray Photoelectron Spectroscopy (XPS).
The survey spectra acquired for all analyzed samples are shown in Figure 3. The evaluation of the
elemental composition of the surface of all samples is presented in Table 2. In all samples, carbon and
oxygen was present, and potassium was observed in samples prepared with potassium oxalate.
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Figure 3. X-ray Photoelectron Spectroscopy (XPS) survey spectra.

Table 2. Elemental composition of the surface of the samples.

Sample
C O N K

at. %

RF_700 96 3 ~1 -

RF_7_1_600 88 11 <1 ~1

RF_7_1_800 92 7 <1 ~1

RF_7_1_EDA600 87 8 3 ~2

RF_7_1_EDA800 88 9 <1 ~3

RF_9_1_600 76 18 ~2 ~4

RF_9_1_800 85 11 <1 ~3

RF_EDA600 92 4 ~4 -

RF_EDA800 93 3 ~4 -

The highest carbon content was observed for the pure carbon material (RF_700); oxygen constitutes
only 3% of the surface atoms. The surface of the samples prepared with EDA only also contained a
relatively small number of oxygen atoms (approximately 4%), however those surfaces also contained
about 4% of nitrogen atoms. The presence of potassium in the internal structure of the material is
associated with an increased concentration of oxygen atoms. The more potassium observed in the
material, the higher the concentration of oxygen observed, as residual potassium atoms were bound
with oxygen. In general, when the carbonization temperature was increased to 800 ◦C, this resulted in
a lower oxygen concentration than that observed for samples carbonized at 600 ◦C. There is noticeably
more potassium retained on the surface of the samples modified by both potassium oxalate and EDA
in comparison to materials modified by potassium oxalate only. A possible explanation for this is that
a reaction of potassium with amine groups occurred.
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The analysis of high-resolution XPS data brings a more detailed view of the chemistry of the
surface of the studied materials. In Figure 4, the spectral region of binding energy between 280 eV
and 300 eV is displayed for two samples of carbon spheres obtained with the weight ratio potassium:
carbon of 9:1 (RF_9_1_600 and RF_9_1_800). This region contains the spectrum components originating
from C 1s and K 2p electrons. The peak maximum of K 2p3/2 is located at 293 eV and it is accompanied
with a K 2p1/2 spin-orbit component at 295 eV. The peak maximum of XPS C 1s spectrum is located at
284.4 eV. This energy is characteristic for highly graphitized carbon materials. However, a distinctive
shoulder at about 288 eV is present in the spectrum for both samples, though more prominent on the
sample carbonized at 600 ◦C. This position is usually ascribed to the general group of carbon moieties
containing O–C=O bindings. The intensity of the spectra is normalized in respect to the intensity of
the main peak of carbon. It can be pointed out that the relative intensity of lines corresponding with
potassium atoms as well as carbon atoms in O–C=O bindings decreases in comparison to C–C bonds,
reflected by XPS C 1s peak at 284.4 eV. This shows that increased carbonization temperature results in
a partial depletion of potassium atoms from the surface as well as a decomposition of a part of C–O
bonds. This corresponds well with the quantitative analysis described above. Similar observations are
also valid for samples with a lower potassium:carbon ratio.

300 296 292 288 284

 RF 9/1 600
 RF 9/1 800

XPS C 1s

Figure 4. X-ray photoelectron spectrum of C 1s and K 2p regions for samples prepared with potassium
oxalate with a potassium:carbon ratio of 9:1.

Slightly different behaviour of the surface species is observed for samples prepared with EDA.
In Figure 5, the spectral region of the binding energy between 280 eV and 300 eV is displayed for two
samples of carbon spheres obtained with the weight ratio potassium:carbon of 7:1 with the addition of
EDA (RF_7_1_EDA600 and RF_7_1_EDA800). The position of the K 2p peaks is identical to samples
without EDA admixture, indicating that the chemical state of potassium atoms is not changed by
EDA presence during the preparation stage. However, the peak maximum of the C 1s line for sample
RF_7_1_EDA600 is located at 284.6 eV, which is characteristic for C–C bonding in aliphatic sp3 bonds or
non-graphitic amorphous carbon. For the sample carbonized at 800 ◦C, the respective peak maximum
of C 1s line is shifted to 284.4 eV. Similar to the samples prepared without EDA, this peak position is
assigned to C–C bonds in graphitized carbon material. It is worth noting that the relative intensity of K
2p lines for 600 ◦C and 800 ◦C of carbonization is only slightly changed.
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Figure 5. X-ray photoelectron spectrum of C 1s and K 2p regions for samples prepared with potassium
oxalate with a potassium:carbon ratio of 7:1 with the addition of EDA.

3.3. Thermogravimetric Analysis

In order to investigate the thermal stability of the samples, thermogravimetric measurements were
performed. The results of the TGA studies are shown in Figure 6 and Table 3. The reference sample
began to lose mass at about 364 ◦C. This can be explained by the decomposition of the functional
groups. Further, the decomposition of the carbon matrix occurred.
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Figure 6. Results of thermogravimetric studies (heating in air).

Compared with the non-modified sample RF 700, the addition of the EDA alone did not affect the
thermal stability of the sample. On the contrary, the addition of potassium oxalate led to a significant
decrease of the thermal stability. All samples containing potassium oxalate were characterized by a
lower decomposition temperature. Potassium ions are attracted to polar water molecules, thus the
addition of potassium to the carbon matrix resulted in higher hydrophilicity of the material. The mass
loss began at 100–150 ◦C because of the removal of water molecules. Due to mobile energized potassium
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ions, the depleted carbon matrix is less resistant to thermal decomposition (start of decomposition was
detected at about 180 ◦C).

The thermal stability of the sample with the addition of both modificators was similar to that
modified with potassium oxalate only.

Table 3. Results of the thermogravimetric studies.

Sample
Start of Mass Loss

(◦C)
Max of Mass Loss

(◦C)
End of Mass Loss

(◦C)
Residue (%)

RF 700 364 600 712 7.03
RF 7/1 600 181 420 547 16.71
RF 7/1 700 181 420 547 20
RF 7/1 800 181 432 573 14.53

RF + EDA 700 364 589 728 8.6
RF 7/1 + EDA 700 149 391 519 21

3.4. Adsorption Studies

According to the low-temperature nitrogen adsorption–desorption studies, for samples modified
with oxalate only, the increase of carbonization temperature resulted in a higher volume of adsorbed
nitrogen. The opposite effect was observed for samples modified with EDA only. The addition of both
modificators gave a similar result to the use of oxalate only.

Some examples of low-temperature nitrogen adsorption isotherms are shown in Figure 7.
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Figure 7. Low-temperature nitrogen adsorption isotherms of carbon spheres modified with potassium
oxalate and/or with EDA.

The isotherms are of type Ia [35], characteristic for microporous materials, however a slight increase
of adsorbed nitrogen volume at the highest P/P0 can be attributed to the presence of macropores
(type II). Spheres, modified with EDA only, adsorbed the lowest nitrogen volume. Modification with
potassium oxalate resulted in higher nitrogen adsorption, slightly increasing with dopant concentration.
The highest amount of nitrogen was adsorbed in the sample modified with both potassium oxalate
and EDA.

Physico-chemical properties of the samples were measured, and the results are shown in Table 4.
In almost all cases, except samples modified with EDA only, an increase in carbonization temperature
resulted in an increase of the samples’ density, specific surface area, total pore volume, and CO2

231



Appl. Sci. 2019, 9, 3349

adsorption. An unusual increase in density, simultaneously with an increase in surface area and
porosity can be explained by the decomposition of modificators and removal of gaseous decomposition
products. The same phenomenon was reported for activated carbon produced from palm shell and
modified with potassium carbonate [36] or phosphoric acid [37].

An extremely high increase in specific surface area and CO2 adsorption was observed for the
samples modified with both potassium oxalate and EDA. In contrast, samples without potassium
oxalate carbonized at higher temperatures did not exhibit larger surface area, and a lower amount
of CO2 was adsorbed (because of a lower microporosity). However, a higher concentration of the
activator did not improve the specific surface area. Due to the higher saturation of the mixture, bigger
spheres were formed, but oxalate moieties were not well dispersed within the volume of the sample
(as shown before in SEM images).

Table 4. Physico-chemical properties of the obtained samples.

Sample
Density
(g/cm3)

SBET

(m2/g)
Total Pore Volume

(cm3/g)
CO2 Adsorption at 0

◦C (mmol/g)
CO2 Adsorption at

25 ◦C (mmol/g)

RF 700 1.79 444 0.25 3.25 2.43
RF 7/1 600 1.68 599 0.34 3.73 3.41
RF 7/1 700 1.97 645 0.43 5.15 3.67
RF 7/1 800 2.26 1331 0.74 5.52 3.96
RF 9/1 600 1.75 530 0.29 3.79 3.20
RF 9/1 700 1.80 843 0.46 4.43 3.74
RF 9/1 800 1.95 1252 0.68 5.56 3.87

RF EDA 600 1.59 396 0.24 2.66 1.94
RF EDA 700 1.67 369 0.20 2.57 2.01
RF EDA 800 1.72 341 0.19 3.01 2.28

RF 7/1 EDA 600 1.62 439 0.27 3.50 2.51
RF 7/1 EDA 700 1.74 1114 0.64 5.89 4.60
RF 7/1 EDA 800 1.99 1614 0.93 6.21 4.02

For adsorption of carbon dioxide, the presence of the micropores below 1 nm is considered to be
most important, and the pore size distribution in this area was calculated from CO2 adsorption at 0 ◦C
and is shown in Figure 8.
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Figure 8. PSD (Pore Size Distribution) calculated from CO2 adsorption at 0 ◦C for the samples modified
with EDA only.
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In the research paper [21], doping of the carbon spheres with EDA was described. Increasing the
EDA ratio (from 0.2 mL to 0.8 mL for 0.4 g of resorcinol) led to an improvement of specific surface
area and CO2 uptake at 25 ◦C. The work of Sibera et al. [34] also reported a positive effect of a higher
concentration of EDA as a modificator, improving the CO2 uptake. In the present paper, more detailed
studies on the influence of carbonization temperature on samples modified with EDA were performed.

The samples modified with EDA showed much lower surface areas and CO2 adsorption than the
reference sample RF 700. A higher carbonization temperature resulted in lower surface area (Table 4)
and lower total pore volume, but an increase of the CO2 uptake was observed. This observation
can be explained by higher micropore volume, below 0.4 nm for the sample RF EDA 800 (Figure 8).
At elevated temperatures, carbon spheres have a tendency to aggregate, thus the effective surface area
decreased. Density measurements proved the increase of density (from 1.59 g/cm3 for RF EDA 600 to
1.72 g/cm3 for RF EDA 800). In contrast, an increase in the carbonization temperature increased the
volume of the pores below 0.4 nm (Figure 8) and consequently the CO2 adsorption capacity.

Significant differences were noticed for the samples modified with potassium oxalate. In the
paper [19], Ludwinowicz and Jaroniec applied three potassium oxalate concentrations, with a K:C ratio
of 3:1, 5:1, and 7:1. The growth in surface area (460 m2/g for pure material and 2130 m2/g for the highest
concentration potassium oxalate) and CO2 adsorption (2.8 mmol/g for pure material and 6.6 mmol/g
for the highest concentration potassium oxalate) was observed. In order to investigate the influence of
the activator concentration on the physico-chemical properties of the spheres, we employed a higher
concentration of potassium oxalate monohydrate (weight ratio K:C = 9:1). The specific surface area
values were similar to the values for samples with a lower activator concentration. A significant
difference in CO2 uptake at 0 ◦C and 25 ◦C was observed for sample RF 9/1 carbonized at 800 ◦C.

The microporosity of these samples carbonized in 700 ◦C is given in Figure 9. The sample RF 700,
compared to the samples modified with potassium oxalate, had the lowest specific surface area. This
was caused by a lack of energized potassium ions to interact with the carbon matrix and a lack of carbon
dioxide released in the result of decomposition of potassium oxalate, creating porosity. For the sample
RF 7/1 700, modified with the lower amount of activator, a significant increase of the microporosity
in the range of width from 0.3 to 0.7 nm was observed. Application of the higher concentration of
the activator in the sample RF 9/1 700 improved the specific surface area, but the lower amount of
adsorbed CO2 was noticed, which was in agreement with the lower volume of pores below 0.7 nm,
as shown in Figure 9. The highest values of the specific surface area and CO2 adsorption were obtained
for the samples modified with potassium oxalate and EDA simultaneously. Energized potassium
ions penetrated the nanocarbon material, but on the other hand, EDA improved the basicity of the
material and distribution of the oxalate moieties throughout the nanocarbon sphere. For the sample
RF 7/1 + EDA 700, the value of the specific surface area was twice as high as the sample modified
with potassium oxalate only, but the CO2 adsorption was only slightly higher. The microporosities
of both samples with a diameter of 0.7 nm were comparable. The sample RF 7/1 + EDA 700 had a
higher volume of pores from 0.7 to 0.9 nm, however this feature did not improve the CO2 adsorption
significantly. Despite the higher value of the specific surface area of the sample carbonized in 800 ◦C
(500 m2), the CO2 uptake at 0 ◦C was only slightly better, however at 25 ◦C, a decrease of the adsorbed
value for the sample RF 7/1 + EDA 700 was observed.

The adsorption capacity values of all samples are presented in Figure 10. The samples carbonized
in 600 ◦C were more resistant to a decrease in CO2 adsorption at the higher adsorption temperature.
Mostly, the increase of carbonization temperature led to higher surface area and CO2 adsorption, but a
significant decrease of the adsorbed values of CO2 at 25 ◦C compared to 0 ◦C was observed.
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Figure 9. PSD calculated from CO2 adsorption at 0 ◦C for the samples carbonized at 700 ◦C.
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Figure 10. CO2 adsorption values of the tested samples.

4. Discussion

The modificators played a double role in this reaction system: first creating more porosity and
second, giving a basic chemical character to the produced material.

In our previous paper [33], chemical activation of carbon spheres using a similar amount of
potassium oxalate monohydrate was achieved. In the case of the materials prepared with potassium
oxalate monohydrate, two activation mechanisms can be distinguished. First, potassium ions penetrate
the carbon material and a high porosity material was formed [38]. The effect of a higher carbonization
temperature resulted in more energetic potassium ions migrating into the nanocarbon spheres. Second,
decomposition of potassium oxalate monohydrate at about 570 ◦C resulted in the release of CO2,
which would help remove pyrolyzed volatile products from the carbon matrix and could also prevent
an aggressive pore widening process, leading to better microporosity [39,40]. Potassium oxalate
decomposes to release carbon dioxide and to form potassium carbonate. The latter decomposed above
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700 ◦C, also with the release of carbon dioxide, and then, an increase of carbonization temperature from
700 to 800 ◦C resulted in an increase in specific surface area by over 100%, from 645 to 1331 m2/g (Table 4).
Nonetheless, the CO2 adsorption values were only slightly enhanced (from 5.15 to 5.52 mmol/g at 0 ◦C).

EDA also decomposes at elevated temperatures, with the release of ammonia, carbon dioxide,
carbon monoxide, nitrogen oxides, and/or volatile amines. However, the release of the gaseous
decomposition products did not result in an increase of the porosity of the material. Thus, the use of
EDA alone did not change the physical properties of the material.

The best results were obtained when both activators were applied. We posit that EDA reacted with
potassium oxalate, forming the chelates, which improved the homogeneous distribution of potassium
within the sample volume. This can be explained by the trapping of migrating potassium ions by
amine groups. The ability of EDA to form chelates with metals (“amino acid metals”) is well known.
Half of EDA produced by the Dow Chemical Company [41] is used as a chelating agent, forming
complexes with certain metal ions to prevent the ions from interfering with processing or to promote
buffering, concentration, separation, or transport.

Carbonization at high temperatures caused decomposition of both modificators and of the formed
chelates, nevertheless some potassium remained in the samples and had a positive effect on the
adsorption properties towards carbon dioxide, increasing surface basicity.

Potassium can form carbides with carbon. According to the literature [42], there is a possibility of
the formation of the following potassium carbides: KC8, KC16, KC24, KC32, KC48, and KC60. These
carbides have graphite-like lattices in which the metal atoms are situated between the layers of carbon
atoms. The metal atoms are located at the centers of the carbon hexagons.

Relevance of the presence of pores below 1 nm in the matter of CO2 adsorption has been
widely documented [43,44]. Presser and coworkers [45] claimed that under atmospheric pressure,
the contribution of the pores below 0.8 nm to the CO2 adsorption was the most significant. Pore
size distributions of the modified samples showed that use of chemical activator was necessary, i.e.,
potassium oxalate monohydrate was responsible for the creation of micropores beneath 0.4 nm.

Activation with potassium led to the creation of irregularities on the surface of carbon materials [46].
Gadkaree and Jaroniec [47] investigated pore structure development in carbon materials produced

from resins. They fabricated two types of carbon honeycomb structures: standard type A, which
involved phenolic resin as the liquid precursor, and type B, which involved the same phenolic resin but
containing cobalt acetate dissolved at 1 wt.%. Both kinds of samples were carbonized in nitrogen at a
high temperature and then activated in CO2. For samples of type A, only micropores (no mesopores
at all) were formed and their volume increased as a result of the deepening of pores formed during
carbonization. No pore broadening was observed for these samples. The introduction of a metallic
catalyst (cobalt) in the precursor resin changed the pore structure dramatically (samples B). The pore
structure on carbonization remained the same as that of the carbon without the catalyst (samples A).
The difference between type A and B appeared upon activation. A bimodal pore size distribution
was observed for samples B. Despite micropores of the same size range as in samples A, large meso
and macropores were formed in samples B. In both kinds of samples, A and B, the micropore volume
increase took place because of pore deepening, rather than pore broadening.

According to Casso et al. [48], the adsorption in pores depended on the applied pressure. With an
increase of adsorption pressure, bigger and bigger pores govern the adsorption, nonetheless researchers
state that at the atmospheric pressure, adsorption is contributed to by the narrow micropores (below
0.6 nm) with high adsorption potential. To use the whole adsorption potential of bigger micropores,
higher fugacity of adsorbent is required. Hence, the higher pressure must be applied.

Investigation of Chen et al. [49] showed that the adsorption of CO2 molecules in the 0.3 nm slit
pores, due to the similar size of CO2 molecules, was very poor. In contrast, the highest CO2 adsorption
was noticed in the 0.4 nm pores. Furthermore, strong decrease of the stabilization energy of CO2

molecules in pores larger than 0.4 nm was noticed. With an increase of pore size, the interactions
between CO2 molecules and carbon pores were more and more weak.
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To summarize, the presence of micropores below 0.7 nm is one of the essential traits for a good
CO2 adsorbent. Comparing the samples modified with potassium oxalate, the 7:1 weight ratio is an
optimum one value, and there is no benefit to employ more.

According to the analysis of the obtained results, the adsorption properties of nanocarbon
materials towards carbon dioxide increased with both increasing specific surface area and porosity
(Figures 11 and 12).
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Figure 11. Relation between specific surface area and CO2 uptake at 0 ◦C.
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Figure 12. Relation between the total pore volume of the samples and CO2 uptake at 0 ◦C.

The presence of potassium on the surface of the samples had a positive effect on the CO2 adsorption
(Figure 13), however the presence of surface oxygen had no apparent effect on adsorption. Surprisingly,
the presence of surface nitrogen decreased the ability to adsorb carbon dioxide (Figure 14).
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Figure 13. Relation between the surface concentration of potassium and CO2 uptake at 0 ◦C.
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Figure 14. Relation between the surface concentration of nitrogen and CO2 uptake at 0 ◦C.

5. Conclusions

Highly porous nanocarbon materials for CO2 adsorption were produced through a novel synthesis
method using a microwave assisted solvothermal reactor and varying the concentration of key reactants
and modifactors. Replacement of an autoclave by a microwave assisted solvothermal reactor resulted
in a significant shortening of reaction time (from several hours to minutes) and very good quality of
the obtained product (uniform shape and narrow size distribution).

Using potassium oxalate monohydrate as an activator agent resulted in a high volume of
micropores in the material, which are responsible for CO2 adsorption at atmospheric pressure. EDA
by itself did not improve the physicochemical properties of the carbon material, as shown in CO2

uptake. However, use of both modificators led to the formation of a highly microporous material
exhibiting both large specific surface areas and high CO2 uptake. It is thus concluded that surface
morphology (microporosity) and surface chemistry, especially an amine promotor, lead to the best CO2
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adsorption profile. Further, the differences between low temperature CO2 adsorption (0 ◦C), where
physisorption dominates, and higher temperature adsorption, where chemisorption is more dominant,
highlights the importance of surface chemical engineering of nanocarbon materials and, additionally,
the importance of surface analysis in process development and optimization using both carbonization
and modificators.
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Abstract: The agricultural sector has become an important emitter of greenhouse gases in China.
The CO2 emissions in the western undeveloped region have attracted less attention than those in
the eastern developed region in China. In this paper, the change in carbon footprint (CF) caused by
agrochemical and agricultural energy inputs, the contributions of various inputs to the total carbon
footprint (TCF), and the different changing trends between carbon intensity in output value (CV) and
carbon intensity in area (CA) in Qinghai province were studied based on the data for agrochemical
and energy inputs over 1995–2016. The change in TCF had a roughly stable period over 1995–1999, a
slowly decreasing period over 2000–2007, and a rapidly increasing period over 2008–2016, which
generally synchronize with the periods of before the Grain for Green Policy (GFGP), during the GFGP,
and after the GFGP, respectively. The chemical nitrogen fertilizer and energy inputs were the principal
factors influencing the TCF. The N fertilizer was the highest contributor to the TCF and contributed
more to the relatively lower TCF during the GFGP in the study area. The relative CF caused by
plastic film and diesel input in the study area increased faster than that in the whole country. The CV
declined, with a mean of 0.022 kg carbon equivalent (CE)/Chinese Yuan (CNY), which was 55.59%
of the mean CV in China over 1995–2016; inversely, the CA obviously rose after 2007, with a mean
of 5.11 kg CE/ha, which was only 1.94% of the mean CA in China from 1995 to 2016. Compared
with the whole country, Qinghai province generally had a higher rate of increase of carbon efficiency
accompanied by a higher rate of increase of CA. The improvements of local agricultural activities
should aim to keep a balance between higher carbon efficiency and lower CA in the study area.

Keywords: carbon emissions; emission coefficient; agricultural land; agricultural inputs; agricultural
policies; Qinghai province

1. Introduction

CO2 emissions have kept increasing due to large-scale use of fossil fuels and have attracted
global attention [1]; and recent human-induced emissions of greenhouse gases are reaching the highest
levels in history [2]. Increasing human-induced CO2 emissions may affect climate change and limit
the sustainable development of human society and economy [3]. In order to study the trend and
affecting factors of CO2 emissions in different production sectors and to promote the green economic
development, many researchers have used the evaluation methods of carbon footprint (CF) in different
research fields [4–6].

China is a country with a long history of agricultural civilization. Because of the population
increase, economic development, improvement of living standards, and limitation of agricultural land
resources, the modern agricultural production mainly depends on agrochemicals and fossil fuels both
in the economically developed and underdeveloped regions in China [7]. In order to combat serious
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ecological degradation in its economically underdeveloped regions, China has launched a few key
ecological and agricultural policies or projects. Large-scale policies or projects have strongly affected
the agrochemical and energy inputs. Previous studies have paid more attention to human-induced CO2

emissions for agricultural production, their potential risks to the environment, and ways of reducing
agricultural carbon emission by using CF evaluation in economically developed regions [8–11]; yet,
relatively few studies have focused on the change in CF for agricultural production in its ecologically
vulnerable and economically underdeveloped regions, which have also been strongly affected by the
rapid development of the economy in China.

Human-induced CO2 emissions for agricultural production and their potential risks to the
environment are closely related to the area and location of agricultural land and the agrochemical and
energy inputs. As a type of highly intensive agricultural land, cropland sometimes decreases due to
the change of cropland into construction land for regional economic development and the change of
low quality cropland to forest or grassland for ecological security, but sometimes it increases because
of the change of grassland or forest to cropland for food security in the ecologically vulnerable regions
in China [12–14]. The Chinese government always tries to keep a balance between decreasing the
ecological degradation and increasing the agricultural efficiency. In order to reduce the adverse effects
of ecological and agricultural policies on agricultural production and to support and benefit farmers,
the Chinese government has launched some preferential agricultural policies after the Grain for Green
Policy (GFGP) [15]. For example, focusing on “agriculture, rural areas, and farmers”, 12 consecutive
“Central First Documents” were released from 2004 to 2015 [16]. The implementation of the mentioned
agricultural policies has effectively changed the agricultural land use structure and input structure
in China, especially in the GFGP implementation area since the early 1990s. Thus, it is necessary to
study the total carbon footprint (TCF) trend and its potential risks to the environment in its ecologically
vulnerable and economically underdeveloped regions.

The above-mentioned ecologically vulnerable and economically underdeveloped regions are
mainly located in western China, with physical geographical characteristics of the obvious change in
altitude, more mountain and plateau landscapes, great daily or seasonal range of temperature, and
frequently occurring droughts, floods, and strong storms [17]. The GFGP has mainly launched in
western China, which mainly covers five topographic regions. Some studies have paid attention to the
CO2 emissions for agricultural production and their potential risks to the environment in northwest
China [18], Loess Plateau [19], Sichuan Basin [20], and Yunnan–Guizhou Plateau [21]. In fact, the CO2

emissions for agricultural production and their potential risks to the environment on the fragile Tibetan
Plateau should be paid more attention, because the Tibetan Plateau is always regarded as a driver and
amplifier of the global climate change and the birthplace of China’s major rivers.

Taking Qinghai province on the Tibetan Plateau as a study area, and using carbon footprint
analysis as the evaluation method, the authors have the following study goals: (1) To estimate the
changing trend in TCF of the agricultural sector in Qinghai province associated with the GFGP
implementation periods; (2) to recognize the main factors affecting CO2 emissions associated with
the structure of agricultural inputs; and (3) to assess the different changing trends between carbon
intensity in output value and carbon intensity in area in order to hold a balance between higher carbon
efficiency and lower carbon intensity in area (CA) in the study area.

2. Data Sources and Research Methodology

2.1. Study Area

Located in the northeast region of the Tibetan Plateau, Qinghai province has a geographical
position of north latitude 31◦39′–39◦19′, east longitude 89◦35′–103◦04′. It covers an area of 7.18 ×
105 km2, ranking fourth in China (Figure 1). It has an annual average temperature between −5.6 and
8.6 ◦C and an annual precipitation ranging from 17.6 to 764.4 mm. The average elevation is over
3000 m, with a peak of 6860 m and a low point of 1650 m. As the birthplace of China’s major rivers, it
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has a terrain higher in the southern and western region and lower in the eastern and middle region. Its
sunshine is long and the solar radiation is strong. The annual sunshine reaches 2300–3600 h and the
total radiation quantity in the province is 585.20–739.86 KJ cm−2, second only to the Tibet autonomous
region in China [22].

Figure 1. Division of western China and location of Qinghai province, China (The division of western
China was based on Wang and Shen [17]).

Agricultural land use types in Qinghai province mainly included cropland, orchard, grassland, and
forest land, with proportions of 0.76%, 0.01%, 56.25%, and 3.69%, respectively in 2006 [22]. Agricultural
output value increased over 1995–2016, especially after 2007 (Figure 2). The output value from planting
and stock raising contributed about 96% of the total agricultural output value. The output value from
planting was basically equivalent to that from stock raising, although the latter was slightly higher
than the former after the GFGP.

Figure 2. Agricultural output value in Qinghai province over 1995–2016.

2.2. Data Sources

The data for cropland, orchard, grassland, and forest land areas were based on the published
data [22,23] and the Third Pole Environment Database [24] .The input data for chemical fertilizers,
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pesticides, and plastic film were obtained from the National Data for the period 1995–2016 [25]. The
agricultural output value for the initial year of the study period and the annual increasing index of
agricultural output value for Qinghai province over 1995–2016 were also obtained from the National
Data for the period 1995–2016 [25]. The consumption data for raw coal, gasoline, diesel, and electricity
were obtained from the energy consumption in the agricultural sector in Qinghai province from 1995
to 2016 [26].

2.3. Research Methodology

By considering each section of emissions of greenhouse gases in carbon equivalent (CE), the
TCF in the agricultural sector was estimated over 1995–2016, which was caused by 10 main inputs
of chemical fertilizers, pesticides, plastic film, raw coal, gasoline, diesel, and electricity. The TCF for
agricultural production mainly consists of two parts, i.e., (1) indirect emissions of greenhouse gases
from the manufacture of chemical fertilizers, pesticides, and plastic film and (2) direct emissions of
greenhouse gases from the raw coal, gasoline, diesel, and electricity used by agricultural activities.
Based on the published data [27], the annual emission coefficient for electricity use was estimated,
which ranged from 0.23 to 0.18 kg C/kWh over 1995–2016. The coefficient for N2O emissions from
chemical fertilizer-N application in Qinghai province was based on the regional mean value of 0.0056
kg N2O–N/kg N fertilizer in northwestern China [28], which was lower than the mean of the whole
country [29]. The direct N2O emissions from chemical fertilizer-N application in agricultural lands
should be taken into account, because it was one of the major contributors to the TCF [8].

The CF of individual emission source input for agricultural production was estimated based on
Equation (1):

CF = ES × EC, (1)

where CF is the carbon footprint in carbon equivalent (CE) for CO2 emissions caused by individual
emission source input; ES is the amount of individual emission source input; and EC is the individual
emission coefficient. Table 1 lists the individual emission source and coefficient in the agricultural
sector in Qinghai province.

Table 1. Main emission sources and emission coefficients in the agricultural sector in Qinghai province.

Emission Source Emission Coefficient (kg C/kg) Reference

Nitrogen 1.74 [30]
Phosphorus 0.20 [10]

Agrochemicals Potassium 0.15 [10]
Pesticides 6.00 [10]

Plastic film 2.58 [9]

Raw coal 0.52 [29,31]
Energy Gasoline 0.80 [29,31]

Diesel 0.84 [29,31]

The CF for N2O emissions caused by chemical N fertilizer use was estimated based on Equation (2):

CF = 127.21 × 0.0056N, (2)

where CF is the carbon footprint in carbon equivalent for N2O emissions caused by N fertilizer use; N
is the amount of N fertilizer used; 0.0056 is the emission coefficient for N2O emissions caused by N
fertilizer application in the study area; and 127.21 is the conversion coefficient [8,32].

The TCF caused by agrochemical and energy inputs was calculated based on Equation (3):

TCF =
10∑

i=1

ESiECi, (3)
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where TCF is the total carbon footprint, ESi is the input amount of the emission source i; ECi is the
emission coefficient of emission source i; and i means the main type of emission source, which ranges
between 1 and 10.

Two types of carbon intensities were selected to describe the economic benefits and related
environmental issues caused by CO2 emissions for agricultural production [10]. Carbon intensity in
output value (CV) means the total carbon footprint per unit of agricultural output value. Carbon
efficiency can be used to directly reflect the benefit of agricultural production at the expense of
agricultural CO2 emissions, which is the reciprocal of CV. Carbon intensity in area (CA) means the
total carbon footprint per unit of agricultural land area, which can be used to reflect the potential
environmental problems.

In order to reflect the relative carbon efficiency and potential environmental problems in Qinghai
province, comparative analysis of the changing trends of TCF, CV, and CA was used between the study
area and the whole country.

3. Results and Analysis

3.1. Change in TCF for Agricultural Production

The TCF induced by 10 main types of agrochemical and energy inputs rose from 194.30 to 309.89
Kt CE (1 Kt = 103 t) over 1995–2016. It had a mean value of 222.22 Kt CE and a yearly rate of increase
of 2.83% over the study period (Figure 3 and Table 2). Three time periods could be found for the
TCF changing trend over 1995–2016, i.e., a five-year period over 1995–1999, an eight-year period
over 2000–2007, and a nine-year period over 2008–2016 (Figure 3). The TCF was roughly stable over
1995–1999, with a lower yearly rate of increase of 1.57%; slowly declined over 2000–2007, with a yearly
decreasing rate of 1.02%; and rapidly rose over 2008–2016, with a higher yearly increasing rate of 4.85%.
The mean value of TCF decreased from the first period to the second period; yet, it increased from the
second period to the third period. Distinct change in TCF occurred from 2007 to 2008. Indicated by
Figure 3, the relative TCF was lower during the GFGP in the study area, which was obviously different
from that in the whole country [3].

Figure 3. Changing trends of carbon footprints induce by agrochemical and agricultural energy inputs
in Qinghai province over 1995–2016. TCF—total carbon footprint.
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Table 2. Mean TCF and mean agricultural output values for four periods.

Year
Mean TCF

(Kt CE)
TCF Growth

Rate (%)
Mean AV
(BCNY *)

AV Growth
Rate (%)

Relative
Contribution

by N (%)

Relative
Contribution
by Energy (%)

1995–1999 196.92 1.57 5.89 2.61 49.57 42.36
2000–2007 184.19 −1.02 7.82 11.94 51.89 37.78
2008–2016 270.08 4.85 24.30 20.70 44.98 43.16
1995–2016 222.22 2.83 14.12 24.32 48.54 41.02

* Note: 1 BCNY = 109 CNY (Chinese Yuan); 1 Kt = 103 t.

3.2. Relative Contributions of Agricultural Inputs to the TCF

The relative contributions of carbon footprints induced by 10 main agricultural inputs to the
TCF for four periods are displayed in Figure 4. Based on the values of relative contributions for
various agricultural inputs from 1995 to 2016, the contributors could be divided into three groups, i.e.,
higher contributors, including nitrogen (48.54%), electricity (13.65%), and diesel (12.36%); moderate
contributors, including raw coal (9.23%), gasoline (5.78%) and pesticides (4.99%); and lower contributors,
including plastic film (2.56%), phosphorus (2.09%), and potassium (0.80%). The relative contributions
indicated that 92.46% of the TCF was contributed by chemical fertilizers and energy consumption;
while only 7.54% of the total CF was contributed by pesticides and plastic film use (Figure 4). The CF
caused by nitrogen input induced N2O was even greater than that caused by electricity use. The CF
caused by energy consumption was 41.02% of the TCF. Particularly, the relative contribution of CF
caused by electricity use roughly decreased from 1995 to 2011; however, it rapidly increased after 2011.

Figure 4. Relative carbon footprint (CF) contributions of 10 emission sources to the TCF.

The CF caused by plastic film was only 2.56% of the TCF; yet, it had a higher rate of increase than
those caused by other agrochemical inputs over 1995–2016. The relative CF caused by plastic film in
the study area increased even faster than that in China. The CF caused by diesel was 12.36% of the
TCF, lower than that by electricity; yet, it had a higher rate of increase than those caused by other
agricultural energy inputs over 1995–2016. The relative CF caused by diesel in the study area also
increased faster than that in China (Figure 5).
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Figure 5. Changes in the relative CFs of plastic film and diesel in Qinghai province and China.

The relative CF contributions of 10 emission sources to the TCF for four time periods are shown in
Table 2 and Figure 4. The changing trend of TCF was mainly controlled by that of carbon footprints
induced by N fertilizer and energy inputs. The relative mean CF contribution of N fertilizer to the
TCF increased from 49.57% during the period 1995–1999 to 51.89% during the period 2000–2007,
then dropped to 44.98% during the period 2008–2016 (Table 2). The changing trend for relative
mean CF contribution of agricultural energy to TCF was contrary to that of N fertilizer to the TCF.
Therefore, higher proportion of N fertilizer input over 2000–2007 during GFGP and higher proportion
of agricultural energy consumption over 2008–2016 after GFGP could be found in the study area.
Compared with the whole country [3], the study area had a lower proportion of N fertilizer input and
a higher proportion of agricultural energy consumption.

3.3. Changing Trends of Carbon Intensity in Output Value and Carbon Intensity in Area

The agricultural output value rapidly increased from 2007 to 2016, with an annual rate of increase
of 24.32% over 1995–2016, which was about three times that for China. The CV declined from 0.035
to 0.009 kg CE/Chinese Yuan (CNY) over 1995–2016 (Figure 6). The changing trend of CV indicated
that the carbon efficiency was improved, partly because both agricultural land use structure and
agricultural input structure were gradually optimized according to the market demands. The average
CV was 0.022 kg CE/CNY, which was only 55.59% of the average CV in China over 1995–2016 [3,33].
Based on the ratio of CV in the studied years to that in the initial year of the study period, the relative
CV in Qinghai province was higher than that in China over 1995–2002; however, it was lower than that
in China over 2003–2016 (Figure 7). The ratio of CV in Qinghai province to that in China was roughly
decreased from 0.65 in 1995 to 0.33 in 2016 (Figure 8). Thus, the CV in Qinghai province was lower
than that in China; however, the rate of increase of carbon efficiency in Qinghai province was higher
than that in China.

A roughly increasing trend of CA could be found over 1995–2016; however, the CA was lower
over 2000–2007 during the GFGP (Figure 6). The mean CA was 5.11 kg CE/ha, which was only 1.94%
of the mean CA in China over 1995–2016. Based on the ratio of CA in the studied years to that in the
initial year of the study period, the relative CA in Qinghai province was generally lower than that
in China over 1995–2012; however, it was higher than that in China over 2014–2016 (Figure 7). The
ratio of CA in Qinghai province to that in China was roughly decreased from 0.021 in 1995 to 0.014
in 2007; however, it was roughly increased from 0.014 in 2007 to 0.024 in 2016 (Figure 8). Thus, the
CA in Qinghai province was much lower than that in China; however, the rate of increase of CA in
Qinghai province accelerated after 2007, and became higher than that in China after 2013. It is clear
that the increase in carbon efficiency was accompanied by an increase in CA, especially after 2007 in
the study area.
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Figure 6. Change in carbon intensity in Qinghai province over 1995–2016.

Figure 7. Change in relative carbon intensity in Qinghai province and China over 1995–2016.

Figure 8. Change in ratio of carbon intensity in Qinghai province to that in China over 1995–2016.

4. Discussion

4.1. Related Agricultural Policies Affect the TCF

The changing trend of TCF was affected by the related national and local agricultural policies.
The TCF had experienced roughly stable, slowly decreasing, and rapidly increasing periods, which
were related to the periods 1995–1999 before the GFGP, 2000–2007 during the GFGP, and 2008–2016
after the GFGP. From 1995 to 1999, the TCF was roughly stable, because the food security should
have been guaranteed by intensifying agricultural land use or expanding cropland area [25,26]. From
2000 to 2005, the TCF decreased, because the ecological security should have been guaranteed mainly
by reducing cropland at high risk of degradation, and the agricultural inputs were relatively lower
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over 2000–2005 of the initial implementation period of GFGP in the study area, which was obviously
different from other GFGP implementation areas in western China [34].

The TCF slightly increased between 2006 and 2007, probably because some contingency policies
were implemented to keep the balance between the food security and ecological security in the late
implementation period of the GFGP period [35]. In order to control the increasing TCF and to maintain
the agricultural production, China adopted many specific low-carbon agricultural techniques [36];
however, the overall agricultural energy efficiency was low, especially in undeveloped western
China [37]. In addition, the environmental pollution induced by higher agrochemical inputs has not
attracted wide public attention because this type of concealed and dispersed pollution is difficult to
detect [38]. The TCF in the study area rapidly increased between 2008 and 2016, and the CF proportion
by energy input during that period was relatively higher. This was because that the cropland and
orchard area had slightly increased and all agricultural inputs had generally increased after the
implementation period of GFGP. The changes in agricultural policies and associated agricultural
land use structure and input structure strongly affected the changing trend of TCF for agricultural
production in the study area, which were also evident in China [3], Jordan [39], the Indo-Gangetic
Plains [40], and the South American Chaco [41].

As a part of driver and amplifier of the global climate change, Qinghai province should control
its relatively lower but increasing TCF. Based on the changing trends for CV and CA in Qinghai
province over 1995–2016 (Figure 6), the input structure and intensity of agrochemical and energy
during 2005–2007 may be comparatively reasonable to hold a balance between higher carbon efficiency
and lower CA in the study area under certain natural and economic conditions. In order to limit the
increasing TCF, it is necessary to control the application amount and use efficiency of N fertilizer, diesel,
and plastic film.

4.2. Agricultural Carbon Efficiency and the Associated Environmental Problems

The decreasing trend of carbon intensity in output value and increasing trend of agricultural
carbon efficiency in Qinghai province were mainly determined by the increasing proportion of the
agricultural products with higher economic output value and the change in agricultural input structure
over the study period. However, the population growth, increase in food and income demands,
implementation of series of ecological and supporting agricultural policies, (especially the GFGP
during 2000–2007), and the unique fragile plateau environment not only result in the increasing trend
of carbon intensity in area but also cause other associated environmental problems.

The rural population in Qinghai province rose from 3.23 million to 3.96 million between 1995 and
2016, with an annual increment of 37.60 thousand. Meantime, the grain crop production increased
from 1.42 million tons to 1.46 million tons over 1995–2016, with an annual increment of 3.52 thousand
tons; while the cash crop production increased from 0.55 million tons to 2.00 million tons over the study
period, with an annual increment of 77.98 thousand tons. Practically, the cash crop production exceeded
the grain crop production in Qinghai province after 2009. Therefore, the increasing agricultural carbon
efficiency mainly depended on the increasing cash crop production. Based on National Survey Data,
compared with major grain production, vegetable production requires 2.1 times input of chemical
fertilizers, 5.5 times input of pesticides, and 61.9 times input of plastic film in China, respectively [42].
Thus, more agrochemical inputs have to be used to increase the production of high-valued cash crops.

Therefore, the N fertilizer application had increased from 64.42 to 80.99 kg/ha between 1995 and
2016, with a mean of 73.54 kg/ha in Qinghai province, which was 33.91% of the mean in the whole
country; while the P fertilizer application had increased from 30.51 to 45.02 kg/ha between 1995 and
2016, with a mean of 38.87 kg/ha in Qinghai province, which was 39.91% of the mean in the whole
country. Based on the National Data [25], China has exceeded its safe N input limit of 170 kg/ha
since 1995, and safe P2O5 input limit of 80 kg/ha since 2001 [43,44]. Although the chemical fertilizer
applications were under the general safe environmental limits for N and P2O5 in Qinghai province, the
indisputable fact is that all agrochemical inputs increased after 2007. Thus, the agrochemical input
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intensity during 2005–2007, which may be comparatively reasonable to hold a balance between higher
carbon efficiency and lower CA, and the unique safe environmental limits of agrochemicals and energy
on the plateau need further studying.

Currently, it is necessary to efficiently use high-quality agrochemicals and energy, and to develop
more biological and eco-friendly agricultural additions on the fragile plateau in order to increase
agricultural carbon efficiency and to control the associated environmental problems [45]. In addition,
as the birthplace of China’s major rivers, Qinghai province should impose heavy environment taxes on
agrochemicals and energy and waive value-added taxes on biological and eco-friendly agricultural
additions [46], which will be useful for the improvement of the local and downstream environmental
conditions. New technologies and methods for carbon capture, storage and rational use (e.g., CO2

injection enhanced oil recovery), and manufacture of high-quality and low-pollution agrochemicals
and energy should be experimentally used to protect the fragile plateau [47–51].

4.3. Uncertainty of Evaluation of the TCF and the Related CV and CA

The TCF caused by 10 main types of agricultural inputs for agricultural production and the related
CV and CA in Qinghai province on the Tibetan Plateau over 1995–2016 were evaluated. However, the
authors should list some sources of uncertainty for evaluation of the TCF. Due to lack of relevant data,
the construction, maintenance, and enhancement of agriculture infrastructure were not regarded as
emission sources, which affected the evaluation of annual absolute TCF in the study area. Furthermore,
the regional difference of emission coefficients for 10 main types of agrochemicals and agricultural
energy also affected the TCF evaluation. Uncertainty of evaluation of CA could be unavoidable,
because the 10 main types of agrochemicals and agricultural energy were mainly used in cropland
and orchard. Thus, the TCF per unit of agricultural land area could not reflect the detailed CA in
cropland, orchard, forest, and grassland. Uncertainty of evaluation of CV could also be unavoidable,
because some new agricultural varieties were sometimes used, which affected the index for agricultural
output value. However, the mentioned sources of uncertainty could not interfere with the general
changing trend of CF caused by each main agricultural input in Qinghai province over 1995–2016.
Referring to the study by Li et al. [52], more emission sources and detailed emission coefficients with
regional characteristics should be taken into consideration to study the carbon footprint in future
works. Located in the eastern agricultural area of Qinghai province, the Hehuang valley should be
taken as a key study area to further study the carbon footprint of agricultural sector and its affecting
factors. The valley has a land area accounting for about 26.3% of the total area of Qinghai province but
a cropland area accounting for 60.8% of the province’s total cropland area [53].

5. Conclusions

The socioeconomic development and implementation of a series of ecological and supporting
agricultural policies since 1995 affected the changing trends of total carbon footprint, carbon
intensity in output value, and carbon intensity in area for agricultural production over 1995–2016 in
Qinghai province.

The changing trend of TCF for agricultural production could be divided into the three time periods
of a roughly stable period 1995–1999, a slowly declining period 2000–2007, and a rapidly increasing
period 2008–2016 in Qinghai province, which generally synchronized with the periods of before the
GFGP, during the GFGP, and after the GFGP, respectively.

The chemical nitrogen fertilizer and energy inputs were the principal influencing factors in the
change of the TCF. N fertilizer was the biggest contributor to the TCF and contributed more to the
relatively lower TCF over 2000–2007 during the GFGP in the study area. In addition, the relative CF
caused by plastic film and diesel in the study area increased faster than that in the whole country.
Thus, the potential environmental risks caused by N fertilizer, diesel, and plastic film inputs should
be monitored.
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The decreasing CV generally synchronized with the increasing CA in Qinghai province. The CV
declined, with a mean of 0.022 kg CE/CNY, which was 55.59% of the mean CV in China over 1995–2016;
inversely, the CA obviously rose after 2007, with a mean of 5.11 kg CE/ha, which was only 1.94% of
the mean CA in China from 1995 to 2016. The agrochemical input intensity during 2005–2007 may be
comparatively reasonable to hold a balance between higher carbon efficiency and lower CA. Both CV
and CA in the study area were lower than those in China; however, both the carbon efficiency and
CA in the study area generally had a higher rate of increase than that in China, which might lead to
increasing potential environmental risks in local or downstream regions.
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Abstract: This paper presents the results of laboratory tests on photocatalytic pavement blocks from
a bicycle lane in Poland after seven years of service. Air purification performance was tested on
dusty and clean samples using different light sources and setups, with non-laminar gas circulation.
Secondary Electrons Secondary Ions (SESI) and InLens detectors combined with SEM–EDS and X-ray
analyses were applied to confirm the presence of TiO2 in the studied blocks. The obtained results
show that TiO2 was present in the form of agglomerates with a diameter of 0.25–5 μm and was bonded
to the cement matrix components. The tested samples still maintained nitric oxide (NO) removal
capability with a NO reduction rate of 4–45%, depending on light source and surface cleanliness.

Keywords: photocatalytic concrete pavement; NO reduction; SEM analysis

1. Introduction

The problem of deteriorating air quality in urban areas has become one of the major challenges of
recent times. With the rapid growth of metropolises, the problem of airborne pollution increases [1].
Considerable attention is therefore given to solutions that may reduce the concentration of harmful
compounds, such as nitrogen oxides (NOx), in the air. Short-term exposure to nitrogen dioxide (NO2)

leads to irritation of the upper respiratory tract, and long-term exposure to NO2 leads to chronic
diseases. Nitric oxide (NO) is significantly less harmful to human health, however, in contact with air
it oxidizes to form NO2.

The use of photocatalytic concrete in urban areas can contribute to a reduction in the concentration
of NOx in the air. Concrete is the most common construction material in use, hence its adoption to
reduce the concentration of NOx is a very promising solution.

The implementation of photocatalytic cement-based materials has been the subject of a number
of research projects and applications across Europe and North America [2–6]. The photocatalytic
properties of these materials are provided by the use of TiO2 nanoparticles in cement, or in surface
suspension. The mechanism of the photocatalytic reaction of TiO2 has been described by Fujishima
and Honda [7]. When TiO2 (semiconductor) is illuminated with high-energy photons, whose energy is
equal to or greater than semiconductor band–gap energy, electrons transfer from the valence band to
the conduction band. This starts a series of oxidation–reduction reactions with substances adsorbed on
the semiconductor surface, which leads to the creation of hydroxyl radicals (OH) (Figure 1).
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Figure 1. Photocatalyticprocess scheme [8].

The following process of NOx reduction can be illustrated with the following equations:

NO + OH
hV, TiO2−−−−−−−→ NO2 + H+ (1)

NO2 + OH
hV, TiO2−−−−−−−→ NO−3 + H+ (2)

On a concrete surface, NO3
− is created, which reacts with the cementitious compounds of concrete.

Products of this reaction (nitric soils) are removed by rainwater from the concrete surface. As a result
of this reaction, the concentration of nitric oxides in the vicinity of the surface is reduced, and the effect
of air purification is observed.

The photocatalytic properties of concrete with the addition of TiO2 have been proved in a number
of laboratory studies [9–14]. The results of a research described by Beeldens [15] indicated that the
major factors affecting the reaction are UV light intensity, surface exposure to UV light, pollutant
concentration, ambient temperature, and air flow rate. As the research showed, the best results were
obtained at high UV intensity, with a temperature above 25◦C, with low relative humidity and low
air flow.

Another important aspect is the durability of the air purifying capacity over time, especially in
the case of pavement materials exposed to abrasion and soil. A case study of a street in Bergamo [16]
indicated that paving blocks may still show a satisfactory air purification performance after two years
of service. The same study also indicated that the effectiveness of the blocks was strongly dependent
on surface cleanliness. Research showed that the reduction of NOx was significantly higher on days
when the paving blocks were cleaned.

Unfortunately, the number of studies on air purification performance over time is very limited,
particularly in relation to the effectiveness of the blocks after long-term usage in a moderate climate,
where pavement materials are exposed not only to abrasion and soil, but also to cyclic freezing and
thawing through the presence of deicing salt.

This paper presents the results of laboratory tests on pavement blocks collected from a bicycle
lane in Zielona Gora (Poland). The aim of the study was to verify the air purification performance of
photocatalytic concrete paving blocks after long-term service (seven years) in a moderate climate.

2. Experimental Procedure

Laboratory tests were conducted on two 330 × 150 × 80 mm exposed aggregate pavement blocks
(Figure 2) collected after seven years of service from a bicycle lane that runs along one of the main
roads in the city. The pavements blocks were collected from the 2m2 area of the bicycle lane. The top
layer (5 mm thick) of each sample was made of concrete containing CEM II/A–S 42.5 R (EN 197-1)
with nano-TiO2. The pavement blocks were produced in accordance with the EN 1339:2005 standard.
The characteristic bending strength declared by the producer was 5.0 MPa (each single bending test
resulted in no less than 4.0 MPa according to EN 1339:2005), and the declared water absorbability was
less than 6%.
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Figure 2. Photocatalytic concrete pavement block.

Samples were tested to determine photocatalytic activity with a special test setup. First, the
reduction of NO was measured in controlled conditions. The concrete blocks were then examined with
a Scanning Electron Microscope (SEM) using Energy Dispersive X-ray Spectroscopy (EDS) and SEM
elemental mapping. The main objective of the research was to verify the photocatalytic properties after
seven years of service.

2.1. Test for AirPurification Performance

To determine the efficiency of photocatalytic materials in air purification, a number of different
test procedures have been developed. The most often applied methods are ISO 22197-1:2016 [17],
UNI–11247:2010 [18], and JIS TR Z 0018 [19]. Test methods assume laminar flow of the gas, as the
distance between the sample and the glass window is very narrow (about 5 mm). Although such a
set–up provides ideal conditions for measuring the reduction of NOx concentration at a constant gas
flow, in real conditions the reaction of NOx reduction does not have the laminar character of a gas flow.
Therefore, a novel setup (Figure 3) was developed to measure the air purification performance of the
collected sample.

 

Figure 3. Test for air purification performance of photocatalytic concrete pavement blocks.

The developed setup provided gas circulation analogous to the conditions in the real project.
The applied gas was a mixture of synthetic air (20% oxygen, 80% nitrogen) and NO in concentration of
100 ppb. The evaluation of the measurement was analogous to the procedure described by Husken
et al. [10]. The NO abatement was defined as the ratio of the average NO concentration after turning
the UV light on to the NO concentration before turning the UV light on. The flow rate in the research
was 120 L/hour. The concentration of NO was measured with an API Model 200A NOx Monitor
with an accuracy of ±5%. To provide UV light, two types of light source were applied: 70 W and
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300 W. The reduction efficiency depends on the intensity of UV light, with a wave length in the range
of 300–400 nm. The spectra obtained from each light source were therefore measured, including a
measure of light spectra after passing the glass (Figure 4).

  
(a) (b) 

  
(c) (d) 

Figure 4. Spectraobtained by applying two UV light sources. (a) Original spectra of 70 W bulb,
(b) original spectra of 300 W bulb, (c) spectra after passing the desiccator glass, 70 W bulb, and (d)
spectra after passing the desiccator glass, 300 W bulb.

The tested concrete samples had to be cut to fit to the desiccators and had a diameter of
180 × 150 mm (270 cm2). The test procedure assumed achieving a maximum constant gas concentration
of approximately 95 ppb in the desiccator, then the UV light was turned on for at least 20 min, and
the reduction of NO was measured until a constant gas concentration was achieved. The average
temperature of the measurement was 25◦C with an average relative humidity of 50%.

2.2. SEM Analysis

For the SEM analysis, the Sigma VP (Zeiss), equipped with two EDS XFlash 6/10 (Bruker) detectors,
was applied. As a standard, a voltage-accelerating electron beam of 15 kV was used. In the study of
chemical composition with the EDS method, a 120 μm aperture was used, while for the high-resolution
imaging, a 30 μm aperture was applied. The studied samples were collected from the concrete block
surface. In order to ensure the discharge of electric charges on the surface of the test sample, the samples
were sprayed with carbon and secured with a special strip of electrical charge. SEM tests were carried
out in high-vacuum conditions (pressure < 1 × 10−5 Pa).

3. Results

The samples were tested according to the procedure and setup described. Therefore, the results
cannot be compared to the results of standard tests.

3.1. NO Reduction

At the beginning, the samples were tested with a 70 W light source without any treatment
(the samples were dusty). Then, the samples were cleaned with pure water, dried, placed again into the

258



Appl. Sci. 2019, 9, 1735

glass desiccator, and tested with two different light sources. The results are presented in Figures 5–7
and Table 1.
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Figure 5. Concentration of nitrogen oxides (NOx) over time (dusty samples, 70 W light source).
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Figure 6. Concentration of NOx over time (cleaned samples, 70 W light source).

Table 1. Air purification performance test results.

Light Source 70 W 70 W 300 W

Surface Cleanliness Dusty Cleaned Cleaned

ΔNO * −4 ppb ± 1.3 −5 ppb ± 0.3 −43 ppb ± 1.0

ΔNO2 * +3 ppb ± 0.6 +2 ppb ± 0.5 +9 ppb ± 3.1

ΔNOx *
(ΔNO + ΔNO2) −1 ppb −4 ppb −34 ppb

NO reduction *
% 4% 5% 45%

* mean results (±standard deviation) calculated from the maximum observed values during experiments for samples
A and B.
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Figure 7. Concentration of NOx over time (cleaned sample, 300 W light source).

The obtained results indicate that after seven years of service the tested paving blocks were still
able to reduce NO content in the air (Table 1). The effectiveness of this phenomenon strongly depended
on UV light intensity. The percentage of NO abatement was significantly higher when a 300 W light
source was used. The surface cleanliness had a minor influence on NO abatement when the 70 W light
source was used.

During the experiments, an increase of NO2 content was observed. This phenomenon occurred,
because of the complex characteristics of the photocatalytic process. Before NO finally oxidizes to NO−3
or HNO4, the formation of HNO3 and NO2 occurs. NO2 is about 5 to 25 times more toxic than NO [20].
This indicates that in some cases, the air quality may be degraded rather than improved. Therefore,
when studying the air purification performance of photocatalytic materials, both NO removal and
NO2 formation must be considered [21]. The maximum average increase of NO2 content was 8 ppb
compared with a 43 ppb average reduction in NO content. Only in the case of weak light and a dusty
sample was the |ΔNO2|equal to |ΔNO|.

3.2. SEM Analysis

SEM analysis allows for a precise examination of a sample surface. However, in the case of concrete
with TiO2 nanoparticles, such analysis is difficult. In the study, a Secondary Electrons Secondary Ions
Detector (SESI) and an InLens detector were applied. An InLens detector was used to map the surface
of the sample, and the SESI detector was used for images with fine detail. Using these detectors, it was
possible to make morphological studies of particles and agglomerates, although the chemistry of these
particle had to be confirmed by EDS analysis. EDS mapping was therefore performed first to indicate
areas with a higher and lower content of titanium. Morphological studies of both types of area were
then carried out using secondary electrons techniques. This approach enabled an investigation of the
content of titanium dioxide and the morphology of its particles. Results are presented in Figures 8–10.
The obtained images confirmed the presence of TiO2 particles in the studied sample. Titanium dioxide
was present in the form of agglomerates with a diameter of 0.25–5 μm. Titanium dioxide agglomerates
were bonded to the compounds of the cement matrix.
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(a) (b) 

Figure 8. SEMimage of the sample surface (SESI detector at ETH = 2.00 kV). (a) General view,
(b) magnification of the selected area. Red arrows indicate TiO2 agglomerates on the observed surface.

 
(a) (b) 

Figure 9. SEM image of the sample surface (InLens detector at ETH = 2.00 kV). (a) Morphology, (b) EDS
maps of titanium in the presented region.

 
 

(a) (b) 

Figure 10. (a) SEM image with indicated region of the X-ray analysis, (b) X-ray analysis of the
indicated region.
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For further analysis, scanning electron microscopy coupled with energy-dispersive spectrometry
(SEM–EDS) was used to conduct quantitative X-ray analyses of the sample. To determine the places
of X-ray analysis, an accurate sample EDS mapping of titanium was performed. The results of this
analysis are presented in Figure 10. The obtained images and results indicate a steady distribution of
TiO2 agglomerates.

4. Conclusions

Laboratory tests confirmed the air purification performance of pavement blocks after seven years
of service in a moderate climate. In accordance with the findings of Boonen and Beeldens [3], the ability
to reduce the concentration of NOx in the air strongly depended on the UV light source. The results of
the tests on samples with different levels of surface cleanliness did not differ significantly. This was
due to a UV light source which was not efficient (70 W). After cleaning the sample and applying a more
intense UV light source (300 W), with better UV spectra, pronounced abatement of NO was observed.

During the tests, an increase of NO2 content was observed. Only in the case of the 70 W light
source and a dusty sample was |ΔNO2|(3 ppb) similar to |ΔNO|(4 ppb), which indicated that weak
lighting with a combination of dirt on the photocatalytic material surface and low nitrate selectivity
may contribute to the degradation of air quality.

Images and mapping of SEM analysis confirmed the presence of TiO2 in the form of agglomerates
with a steady distribution in the tested sample. A chemical characterization of the sample with X-ray
analysis also confirmed the presence of titanium dioxide.

Photocatalytic cementitious materials are a promising solution for the problem of deteriorating air
quality, but taking into account the long service life of this type of elements (often much longer than the
seven years of the tested samples), the efficiency of air purification should also be tested after longer
intervals so as to confirm the usability of the technology throughout the period of use. The efficiency
of this solution should also be verified on larger scale projects and in-situ studies, especially in the case
of countries with a low UV index during most of the year.
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Abstract: Soil-gas concentrations and flux were measured during 20 separate measurement
campaigns at the TOTAL Lacq-Rousse carbon capture and storage (CCS) pilot site, southern France,
where 51,000 tons of CO2 were injected in a depleted natural gas field. Baseline data
(September 2008 to December 2009) are compared to monitoring data from the injection
(March 2010 to March 2013) and post-injection (February 2014 to December 2015) periods. CO2 soil-gas
concentrations varied from atmospheric concentrations to more than 16% vol. with 1.4% as
median value. Summer data showed high CO2 concentrations in the soil that remained quite high
during winter. Median CO2 flux at the soil/atmosphere interface was close to 4.4 cm3·min−1·m−2.
Carbon-isotope ratios measured on CO2 in soil gas had a mean value of −23.5 ± 3.1‰, some deviation
being due to atmospheric CO2. Comparison between different gas species and the influence of
temperature, pressure and soil-water content suggest that gases in near-surface environments are
produced locally and naturally, and are unrelated to CO2 ascending from the storage reservoir.
Monitoring of CO2 injection and the use of threshold levels is discussed as part of a practical
approach considering specific regulations for the Lacq-Rousse CCS pilot experiment and constraints
for the site operator.

Keywords: CO2 storage; depleted gas field; soil-gas monitoring; baseline; injection; post-injection

1. Introduction

Mitigation of CO2 emissions in the atmosphere has been a great challenge since the end of the
20th century. One of the options is to store CO2 below ground at depths where confinement can be
reached with a sufficient level of confidence, a process commonly known as CO2 Capture and Storage
(CCS). In Europe, CCS has received additional attention since adoption of the European Directive
2009/31/EC on the geological storage of carbon dioxide that established a legal framework for CCS.

Much research was done before this pivotal date [1,2] in order to gain confidence in CCS activities
and related monitoring, mitigation and verification (MMV) approaches for an environmentally safe
storage of CO2 [3,4]. Pioneering work was done to evaluate the storage potential in various geological
settings, including deep saline aquifers [5–8] depleted oil/gas reservoirs [8–10] and unminable coal
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seams [11,12], although storage in oceans as an ultimate sink was envisaged as well [13,14]. The first
commercial injection of CO2 in deep formations took place in 1996 in the Sleipner oil and gas field,
where CO2—a by-product of hydrocarbon exploitation—is captured, compressed and injected into the
Utsira sandstone strata 1000 m below the seabed [15]. Since then, tens of projects have been launched
all over the world (an exhaustive overview is found in the IEAGHG database [16]), either dealing with
capture or storage aspects, or with both [17]. In the meantime, regulation and monitoring work has
progressed as well [18].

Many storage, pilot or research projects use CO2 injection in deep saline aquifers, such as at
Compostilla [19], Gorgon [20], Ketzin [21], Sleipner [6] and Snøhvit [22], or in depleted reservoirs
such as In Salah [22], K12-B [21], Lacq-Rousse [23] and Otway [24], without a direct aim of enhancing
hydrocarbon production. Other projects deal with the direct injection of CO2 in quiescent hydrocarbon
reservoirs in order to enhance oil/gas production, as in Weyburn [25] and many US projects [26].
Finally, many smaller-scale projects focus on shallow monitoring [18,27].

Among operations that inject CO2 into depleted hydrocarbon fields, our study focuses on the
Lacq-Rousse CCS project. For this pilot project, the CO2 is produced from gas burned at the Lacq
plant through an oxyfuel combustion process, then compressed, transported by existing pipeline and
injected into the depleted Rousse field, thus having complete control over the entire CO2 capture,
transport and storage process [28]. The project was thought of and designed in 2006. At that time,
the EU Directive 2009/31/EC did not yet exist and the regulatory aspects were implemented under the
French Mining Code for the subsurface aspects [29] and the Environmental Protection Code regarding
the surface installation aspects [30,31].

From mid-2008 to the end of 2009, baseline data acquisitions concerned geophysical and
geochemical aspects [32], from the surface down to 4,200 m, the depth of the depleted Rousse reservoir.
The permit for injecting CO2 was obtained in May 2009, allowing the injection of 120,000 tons of
CO2 over two years [31]. This work started in January 2010. An extension of the injection period
was obtained in late 2011, together with a reduction to 90,000 tons of the CO2 quantity that could be
stored [31]. At the stop of injection in mid-March 2013, a total of 51,000 tons of CO2 had been injected
into the reservoir, leading to an over-pressurization of the reservoir from 30 to 80 bars, the initial
pressure before natural-gas exploitation being 480 bars [33,34]. According to regulatory requirements,
post-injection monitoring was then carried out from March 2013 to March 2016 as the site was shifted
to a post-injection surveillance phase. The site is now closed.

The present study reviews some aspects of the geochemical monitoring on the surface.
Pre-injection characterization was described in a previous paper [35], and here we focus on soil-gas
concentrations and soil-gas flux measured at the soil/atmosphere interface during nearly 8 years of
monitoring. One objective is to report the variation ranges of soil-gas concentrations and fluxes to
highlight the site dependency [36,37]. A second objective is to discuss the way the data were included
in the operating program, which is designed under a regulatory framework. Emphasis is put on the
use of threshold levels, a framework rarely used for CCS pilots [18]. Another objective is to consider
the monitoring work under cost/benefit considerations, which is mandatory for reaching the economic
feasibility of a project.

2. Monitoring Protocols and Methods

2.1. Defining the Monitoring Area

The Lacq-Rousse pilot was part of a MMV program, established by the site operator to
satisfy regulatory requirements developed for this experimental project in accordance with French
government requirements. Monitoring was designed according to a preliminary risk analysis and
the specific configuration of the storage site (deep reservoir; thick caprock; small amount of CO2

injected; final pressure far below initial reservoir pressure; only one well intersecting the reservoir).
The monitoring should provide information on site integrity, well injectivity and storage performance,
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as required by the French administration, and was designed to cover ten “parameters”: (1) continuous
monitoring of the injected CO2 stream, (2) pressure and (3) temperature monitoring along the injection
well, (4) microseismic monitoring in six dedicated geophysical monitoring boreholes (Figure 1—points
1 to 6), (5) periodical monitoring of surface water and (6) groundwater quality, as well as (7) of
biodiversity of the ecosystems [31]. Monitoring of (8) soil-gas concentrations and (9) soil flux is part of
site-integrity verification, aimed at addressing leakage detection, adverse effects on the environment,
and assessment of the safety and integrity of the storage complex in the short term. The surveillance
network set up and used during the 2008–2015 period was intended to monitor the natural geochemical
background and to act as a warner in case the thresholds of natural CO2-flux concentration levels and
their variability were exceeded. Last, (10) particular attention was paid to social aspects, as the area is
urbanized and sensitive to environmental aspects since the start of natural gas exploitation from the
Lacq reservoir in the 1960 s [28,38]. The importance of considerations on social acceptance is now well
established as being one of the key parts of CCS projects [39].

Figure 1. (A) Locations of the 36 monitoring points (35 different locations) plotted onto a geological
map. The hexagon shape links the six geophysical observation boreholes for passive seismic monitoring
down to 2 km-depth. Point 16-A is close to the location of the injection well (RSE-1). (B) Monitoring
points plotted on Google Earth satellite view using shaded relief (afternoon view).

When the project was designed, monitoring with remote technology of a large geographical
area—several square kilometres—was not really feasible with sufficient confidence and at a reasonable
economic cost. It was thus decided to focus the geochemical surface characterization on selected
locations that could be regularly monitored. The surface projection of the Rousse reservoir (close to 4
km2) is included in the hexagon figure around the geophysical monitoring boreholes (1 to 6, Figure 1).
The CO2 was injected at the RSE-1 borehole near monitoring point 16A (Figure 1). A much larger
area was used for surface measurements, including 35 monitoring locations (36 measurement points;
Figure 1) selected by the site operator in accordance with the authorities. These 35 locations lie on
a 7 × 5-km grid southwest of Pau City and mostly in the Jurançon hills, which have a steep topography
so that the points range in height from 180 to 350 m a.s.l. (mean elevation of 270 m).
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The locations remained the same throughout the entire project period, and were chosen to be
representative of the local geological context as known from previous geological and geophysical
work, and to largely exceed the surface projection of the storage reservoir. The monitoring points were
also selected in locations that could remain the same throughout the monitoring period, as the region
contains many vineyards and other agricultural plots (corn fields and pastures). Additional information
and discussion on the representativeness of such a geographical coverage is given in [35].

The number of monitoring points results from a compromise between the operator’s point of
view, oriented towards a best fit between costs and benefits to ensure storage integrity, and the
scientific point of view that might have required a larger number of monitoring locations to establish
a more statistically reliable database. A third aspect to be considered was public acceptance of the
Lacq-Rousse pilot at the time the project was launched, as some opposition existed to the project [31].
The site operator insisted that surveillance should occur at well-defined locations, the access to
which is managed through specific agreements with each landowner. No other monitoring points
could be created. Consequently, the 35 sites pre-selected in spring 2008 were first surveyed in
September 2008 to define the exact location of measurement points, and then surveyed during
subsequent data acquisitions.

The monitoring points cover six different geological units. Most measurements were made
in the Jurançon hills ‘puddingstone’ (7 points; m2a-l on Figure 1), Pontian to Tortonian clays
(9 points; m3-2b) and alluvial deposits (10 points; Fz). Other measurements were located over Eocene
limestone and sandstone (5 points; e4), Pliocene clays (3 points; p) and colluvial deposits (2 points; E).
These 35 locations were monitored as part of an evolutionary scheme:

• Six baseline measurement campaigns, from September 2008 to December 2009, were done
quarterly as required by the MMV plan, including the September 2008 campaign that was initially
designed to select the monitoring locations and thus is only partially included in the database
used for defining baseline values.

• Measurements during the CO2 injection period (January 2010 to March 2013) were set by the
site operator at two sessions per year, one at the end of fall and the other at the end of winter.
Seven campaigns, referred to as “low season” campaigns, were carried out during this phase.
In order to complete the dataset, other data acquisitions—not required by French law—maintained
the quarterly frequency of data acquisitions. Funding for these two additional campaigns was
obtained from a related research project, leading to four additional “high season” campaigns in
spring and summer.

• Finally, post-injection monitoring (March 2013 to December 2015) was restricted to “low season”
data acquisitions performed three times as required by French law.

Site measurements thus took place from September 2008 to December 2015, resulting in a dataset
of 20 different campaigns available for the duration of the entire project.

2.2. Choices of the Methods: What has Been Done and What has Not

The monitoring methods considered in this paper are based on surface geochemical
characterization of gas species. The way the monitoring was designed must be viewed from the
perspective of what was technically and economically realistic in the mid-2000 s (overall budget
of the pilot site was 60 M€ plus 3 M€ for additional research; [31]), rather than from today’s
viewpoint based on then non-existing monitoring techniques and protocols [18]. Most of the surface
geochemical monitoring then relied on robust methods based on spot measurements of soil-gas
concentrations at 1m-depth and of soil-gas flux at the soil/atmosphere interface at regular intervals [35].
Gas flux measurements concerned CO2 and CH4 emissions on the soil surface. Soil-gas concentration
measurements covered CO2, O2 and CH4. Regulatory requirements only concerned CO2 monitoring
(soil concentration and flux). Other gas species which may have been surveyed (e.g., 4He; [35]) are
not considered. Biases that may be inherent in these monitoring methods will affect the entire dataset,
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whose interpretation thus is unaffected by internal inconsistencies linked to changes of the monitoring
equipment. Given the limited number of monitoring points, it is clear that no spatial integration of the
data is possible. Data interpolation for locating leakage points with a high confidence level requires
many more monitoring locations [40] and less than 100–200 m interspace between points for statistical
soundness. With this spatial density of sampling, only small areas can be surveyed at limited scale;
to date, examples rely on induced CO2 leakage in near-surface environments [27,41,42], or on the spots
of natural CO2 seeps [40,41].

This monitoring scheme can be criticized especially if it is considered through the prism of
knowledge today, e.g., considering the use of long-term monitoring methods or the use of methods of
larger geographical coverage. Some of these methods were nevertheless used at the Lacq-Rousse pilot,
being part of research applications because the feedbacks on their uses were often too limited to allow
uses under regulated applications. These uses concerned:

• The monitoring of temperature, pressure and radon activity time changes (and not CO2) at
one location (Point 24, Figure 1). Nowadays, under a cost/benefit approach, the use of such
continuous monitoring systems is more developed [42] but these systems were only in use by the
research groups who developed them in 2007/2008 [43].

• The monitoring of the atmosphere was done at one location (point 16A; Figure 1) by the
eddy-covariance technique or by passive-infrared remote sensing [31,44,45]. Although the
eddy-covariance technique was robust in the 2000s, the radius of the monitored area (1 to 2 km
with a 10 m height pole) would have implied deploying numerous devices in order to monitor the
entire 35 km2. A single eddy-covariance system cannot detect leakage in an area it does not cover,
or where the wind direction is not oriented toward the detection system. The use of such systems
to locate leaks within a pre-defined surveillance area is of more recent application, relying on data
from risk assessment of the plausible location of leaks [46]. The passive-infrared remote sensing
system showed that the CO2 gas concentration in the atmosphere close to the RSE-1 pad was
influenced mostly by photosynthetic processes and by particular wind dynamics.

2.3. Soil-Gas Concentrations

Soil-gas concentrations were measured at 1m-depth after drilling a small hole in the soil with
a battery-powered drill (1m-depth, 1 cm diameter) and inserting a sampling probe (copper tube,
1 m long and 1 cm diameter). Due to land-use constraints, it was not possible to keep the sampling
probe in place between each monitoring campaign, which would have been the best option. The holes
were surface-capped with locally present soil. For each new measurement, probes were re-inserted
after a new hole was drilled. Soil-gas concentrations were directly monitored using with an LFG20
Infra-Red Gas Analyser (IRGA—ADC Gas Analysis Ltd., UK) using low-rate pumping (200 mL·min−1)
to avoid disturbing the soil atmosphere. After purging of the tubes and pipes, stable readings were
reached within tens of seconds. The stability of the readings, during measurement and gas-sample
collection, was regularly checked and, if necessary, the site was resampled. The analytical precision
for CO2 and CH4 was ±0.5% (of the reading) at low concentrations (0.01–10% vol.) and ±3% (of the
reading) at higher ranges (10–50% vol.). Oxygen precision for was ±0.4% (of the reading) in the
range 0–25%. About 27% of the field measurements were cross-checked by gas-chromatography
analyses at laboratory allowed determining that the overall error (sampling error induced by
re-drilling + instrumental error + error on replicates) is less than 10% for CO2 concentrations greater
than 8% and less than 5% for CO2 concentrations lesser than 6%.

2.4. Soil-Gas Flux

Soil-gas flux was measured using a direct method: the accumulation-chamber method with external
recirculation [47], a protocol that is intermediate between the static and the dynamic methods. A 0.25 m2

chamber hermetically encloses the soil surface after which gases emitted by the soil surface accumulate
in the chamber. During the measurement period (typically 3 minutes), gas accumulation is characterized
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by a roughly linear increase of the gas concentration inside the chamber [48]. Afterwards, the flux is
calculated using the slope of the concentration versus the time regression line. The gas fluxes are expressed
in cm3·min−1·m−2 STP (standard conditions for temperature and pressure). Conversion factors are for CO2:
1 cm3·min−1·m−2 STP = 0.033 mg·s−1·m−2; for CH4: 1 cm3·min−1·m−2 STP = 0.012 mg·s−1·m−2.

CO2 is detected with a Licor Li800 infrared device (detection limit of 1 ppm), which can be used
for the monitoring of very low fluxes around 0.1 cm3·min−1·m−2 to very high gas emissions around
4000 cm3·min−1·m−2 with a detection limit of 0.03 to 0.5 cm3·min−1·m−2 [40].

CH4 flux was measured with the same accumulation chamber, associated with a Gazomat
Inspectra infrared laser detector (detection limit of 0.5 ppm). This system permits detecting an
extremely low CH4 emission level of around 0.01 cm3·min−1·m−2.

2.5. Other Field Measurements

The field measurements were completed by measuring local temperature and pressure in the
atmosphere using a Kestrel handheld monitor, by measuring soil temperature at 15 cm-depth with
a Pt100 thermocouple (Ecoscan, EUTECH) and by evaluating the soil-water content at the same depth.
This water content is expressed as the ratio of the mass of wet soil to that of dry soil. Drying was done
at 65 ◦C, below the normalized temperature (105 ◦C) required by the gravimetric method, but the
water loss was regularly checked over a much longer period (minimum 3 days vs. 24 hours for the
gravimetric method) and the soil was sieved so that confidence was good for this evaluation of the
water content.

Atmospheric parameters allow normalization of the measured gas flux. Comparison of the soil
and atmospheric temperatures gives information on the thermal influence prevailing at the time of
sampling. Coupled with knowledge on water content in the upper soil horizons, it provides insights
into the influences of external parameters on gas emission from soil [49] and thus on gas flux from soil
to atmosphere.

Finally, a Barasol probe (Algade, France) was used to get temperature and pressure data on an
hourly basis (precision: ±0.1 ◦C and ±1 mbar respectively). These data are used to provide local
control on temperature and pressure changes and as a basis of comparison with meteorological data
obtained from Pau-Uzein airport (about 10 km away). The probe was set at 60 cm-depth in the soil at
monitoring point 24. The probe was installed after drilling a hole with a hand auger, and was laterally
protected by a PVC pipe; it was installed so that its end was in contact with bare soil at the hole bottom.
On surface, the PVC pipe was protected by a GoreTex®membrane and then covered by a thin layer
of soil.

2.6. Laboratory Analyses

Carbon-isotope ratios of the CO2 soil-gas were determined on the same glass bulbs.
After purifying the CO2, the gas is analysed through a thermostated chromatographic column
connected to the inlet of a mass spectrometer (Gas Bench system associated with a Delta + XP mass
spectrometer). The δ13CCO2 isotopic ratio is expressed with reference to the “Vienna Pee Dee Belemnite”
standard (‰ VPDB). Analytical precision is better than 0.2‰.

2.7. Regulatory Aspects

The Lacq-Rousse CCS pilot was implemented under a well-constrained monitoring scheme
referring to threshold values, authorized by the French administration [23,31]. Surface monitoring of
soil-gas concentrations and flux is only one aspect of the 10 parameters described in the monitoring
programme agreed by the French administration (Decree FR 2011-1411 and transcription of EC
Directive 2009/31/CE). Like other aspects, it serves to establish that the storage at depth confines the
injected CO2 and that no gas migrates upward.

As mentioned above, there is a clear distinction between the baseline data acquisitions operated
over four seasons (2008 and 2009) for establishing the environmental background, the monitoring
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during the injection process (January 2010 to March 2013), and the post-injection monitoring
(March 2013 to December 2015). The regulatory obligations of the three project phases are described in
more detail hereafter.

2.7.1. Regulations Governing Baseline Monitoring

A set of gas species (CO2, O2, CH4, 4He and 222Rn for soil concentrations, CO2 and CH4 for
soil flux) was regularly monitored at the 36 monitoring points. These data were used as input for
defining seasonal changes in the soils overlying the detrital rock formations that originated from the
dismantling of the Pyrenees forefront.

2.7.2. Regulations Governing Injection Monitoring

The baseline data were then used—in accordance with French Administration guidelines—to
define threshold levels for a subset of gas species (CO2 soil-gas concentration and CO2 soil flux).
The baseline data were compared with literature data in soils under a temperate climate [50–56].
This analysis—by the site operator—allowed for defining concentration and flux levels that can be
considered as normal or anomalous ones (threshold levels); French regulations mention that the
operator shall determine how information is processed. In particular, the operator determines the
threshold values that enable detecting an anomaly in the environment that may be caused by a leak
from the reservoir. The operator then decides if further investigations are necessary, or even if the
injection process must be modified.

The thresholds were defined based on simple statistical considerations as there were little data
available for defining universal threshold values that could be applied univocally to the Lacq-Rousse
site. For example, in 2009, the potential leakage reported at the Kerr Farm, Weyburn oilfield, was not
known [57,58], so that the criticality of threshold definition was not as clear. Nonetheless, it was
agreed with the French authorities that these thresholds could be debated later and that they probably
needed adaptation during the pilot experiment. The selected approach thus defined a “vigilance”
mode as the mean value (M) plus twice the standard deviation (σ) of the baseline dataset (“vigilance”
mode = M + 2σ), and an “anomaly” mode as the mean value plus three times the standard deviation
of the dataset (“anomaly” mode = M + 3σ). The first attempts at defining the thresholds used the
September 2008 to September 2009 dataset, as the December 2009 data were then thought to postdate
the start of injection. The result was a set of high “vigilance” and “anomaly” levels (respectively 8.3%
vol. and 11.2% vol. for CO2 concentration and 16.6 cm3·min−1·m−2 and 21.5 cm3·min−1·m−2 for CO2

flux). The operator then refined these levels by only considering the data acquired during “low season”,
but this meant that the redefined threshold levels were only valid for the “low season” monitoring.
This was approved by the administration. The question of what would happen if leakage was reported
during the “high season” was not specifically addressed; further work would have been necessary,
such as required when a threshold is exceeded during “low season”. Fortunately, soil-gas investigations
and the use of a process-based method (defined as such by Romanak et al. [59], but used before) would
certainly have provided sufficient evidence of the origin of the gas to reject any allegations of leakage.
From analysis of the “low season” baseline data, the following cases were defined and used for data
acquired during the injection monitoring period:

• “Vigilance” mode (M + 2σ): This mode is activated if 5 different locations of the 35 show
CO2-gas concentrations >5.4% vol. and CO2 fluxes >7.4 cm3·min−1·m−2. When this happens,
the measurements are repeated to check if the threshold levels are permanently exceeded or
not. The regulations did not provide for repeating the measurements, and repeat measurements
were scheduled to be done during a different part of the day than the first one. If a vigilance
situation occurred in the morning, the measurement was repeated during the afternoon or the
day after if necessary, and if it happened during the afternoon, the repeat took place the day after.
As concentration and flux are likely to vary throughout the day, measuring at different times may
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show whether the CO2 contribution is variable over time—probably indicating a near-surface
origin—or not, and thus potentially indicating another contributing endmember.

• “Anomaly” mode (M + 3σ): This mode is activated if 5 different locations of the 35 show CO2 gas
concentrations >7.3% vol. and CO2 fluxes >9.5 cm3·min−1·m−2. Another configuration that may
indicate massive leakage, is if 1 location shows a CO2 concentration >50% vol. or if the CO2 flux is
>100 cm3·min−1·m−2. Regardless of how the “anomaly” mode is reached, the measurements are
repeated, to check the durability of the gas signals. A soil-gas sample is also taken for laboratory
measurement of the δ13C isotope ratio of the CO2. A target value of −33.6‰ was calculated as
a reference, corresponding to the mean value between the mean δ13C isotope ratio measured in
the soil in 2008 and 2009, and the δ13C isotope ratio of the CH4 produced by the Lacq natural gas
field. This carbon-13 isotope ratio has no regulatory significance and as the δ13C isotope ratio is
measured in the laboratory, there may be a delay in knowing that the threshold was exceeded.
If the values are confirmed, more measurements are made at neighbouring monitoring points to
determine if the CO2-level increase is confined to a small area (where the anomaly is defined),
or if the increase occurs at a wider geographic scale suggesting a leak from the reservoir.

• “Normal” mode: None of the above defined threshold levels is reached.

2.7.3. Regulations Governing Post-Injection Monitoring

The threshold levels were redefined in relation with third-party expert assessment of the
injection-period data. This third-party expertise concerned the whole project and not only the soil-gas
measurements, and was requested by the French authorities when injection stopped. As mentioned
before, such adaptations of the monitoring protocol were foreseen from the beginning of the project,
at the request of the French authorities or at the request of the site operator. The third-party expert
used the soil gas concentration and flux data to calculate new thresholds. These new threshold levels
were only valid for “low season” monitoring the frequency of which was reduced to one campaign per
year, ideally in December. These new levels applied only to the post-injection monitoring data.

The authorities approved a new scheme. Monitoring is restricted to 35 monitoring points:
the third-party expert recommended one point to be discarded as it is too frequently water-saturated
and thus no monitoring of the soil-gas concentrations is possible (point 23-B, Figure 1). There, of the
10 “low season” surveys between December 2008 and March 2013, no soil-gas concentrations could
be measured 5 times because of flooding, and a further 3 campaigns gave CO2 concentrations at
atmospheric level. Only 2 campaigns allowed measuring a concentration well below the “vigilance”
threshold (max. concentration of 1.9% vol.). Removal of this point thus had very little influence on the
overall dataset.

The set of monitored gas species was reduced to the sole monitoring of CO2 and CH4 (both soil-gas
concentration and flux). In addition, the acquisition of O2 soil-gas concentrations continued as the
IRGA provides the opportunity to obtain this information at no extra cost.

The “vigilance” mode was redefined and is now activated if 3 different locations of the 35 show
CO2 gas concentrations >3.6% vol. and CO2 fluxes >5.9 cm3·min−1·m−2. The third-party expert
assessment—referring to the methodology initially used—helped calculating the new threshold level,
which now corresponds to the mean value plus twice the standard deviation of the CO2 concentration
and the CO2 flux measured in December 2008, 2009, 2010 and 2011 (M + 2σ). If repeated measurements
show exceeding of the “vigilance” mode, a sample is taken for measuring the δ13C isotope ratio of
CO2 gas in the soil.

The “anomaly” mode was also redefined and is now activated if, at a single location, CO2 gas
concentration is >4.7% vol. and CO2 flux is >7.3 cm3·min−1·m−2. The thresholds were calculated from
the mean value plus three times the standard deviation of the December data (M + 3σ).

An “isotopic” mode was introduced. It implies determination of the δ13C isotope ratio of the CO2

gas phase in soil for 7 monitoring points. One of these points (Point 28-C, Figure 1) was surveyed
during 11 campaigns out of 13 and a good estimate of its isotope signature is available together with its
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variability (-23.7 ± 1.3‰). Some of the other points showed—since the start of measurements—more
depleted isotope ratios together with gas concentrations over 2% vol. Therefore, for each CO2 soil-gas
concentration >2% vol., a sample must be taken for laboratory measurement of this isotope ratio.
The third expertise evaluated indicative levels based on the δ13C isotope ratio in the injected CO2

(−39.6‰). These suggested levels are −26‰ (“vigilance”) and −28.4‰ (“anomaly”), respectively.
The site operator set its own levels at −29‰ and −31‰, respectively, but none of these levels is part
of the regulatory scheme so that the values are only given as indicative.

The changes induced by this modification of the threshold levels will be discussed hereafter.
As the measurements were made above a depleted natural-gas field, CH4 concentrations and flux
levels were specifically checked in the soil gas and on surface. This was done to ensure that CO2

injection would not induce migration of residual CH4 from the depleted natural-gas reservoir.

3. Results

3.1. Influences of Meteorological Parameters (Temperature, Atmospheric Pressure, Rainfall)

For such long-term monitoring periods, getting a representative view of the evolution of external
parameters is important. In a temperate climate, soil properties—specifically water content and
temperature—can have an influence on soil-gas dynamics, especially considering the geology of
surface formations (mainly detrital rocks with high clay content). Estimating the relative influence of
one parameter to the other on the soil gas concentration and/or the flux and their evolutions through
time, is not straightforward using the existing database. Some characteristics can nevertheless be
highlighted using the dataset.

Figure 2 presents the temperature, pressure and soil water content evolutions during the 8 years of
monitoring as monitored at each point during field acquisitions. The right insert details the atmospheric
temperature data from Pau-Uzein airport, the data from the Barasol probe and the temperatures
measured during sampling in the soil. As the thermal state of the atmosphere influences soil
temperature, especially in the present case where soil temperatures were measured at shallow depth,
the soil temperatures should be lower during winter than during summer, as shown by the whisker
data. “Low season” soil temperatures mainly fall in a narrow range from 8.3 to 9.4 ◦C mean value.
However, colder climatic conditions during the field surveys can cause strong temperature decreases in
soil, as in March 2010 (mean value 4.3 ◦C); “Indian summer” conditions, on the contrary, can lead to soil
temperatures over 10 ◦C, as in December 2012 (mean value 10.7 ◦C) and in December 2014 (mean value
10.3 ◦C). Annual climatic variations linked to the local conditions (temperate climate with oceanic
influence), are thus reflected in the database, with statistically lower temperatures during winter,
but these long-term trends can be overlapped by variations of higher frequency. These variations are
partly linked to the geographical location of each monitoring point (e.g., hill slope oriented north and
covered by trees vs. southwest oriented glade) and the time the measurements are performed.

During the 2008 to 2015 period, the mean atmospheric pressure was very close to 1015 hPa
(calculated value: 1017 ± 8 hPa). The variability is higher during winter as a result of more frequent
low-pressure events. Information from the pressure sensor of the Barasol probe is similar to that
measured in the atmosphere (mean value close to 1021 ± 8 hPa).
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Figure 2. Air temperature, soil water content and atmospheric pressure measured during each field
session at each monitoring location. Data are shown as box plots presenting median value, quartiles and
outliers. The inset on the right details the evolution of soil temperature measured at each point and
measured at Point 24 using a Barasol probe (in black), and the mean air temperature measured at
Pau-Uzein airport (in blue; http://french.wunderground.com/).

Rainfall amounts and their derivate the soil-water contents were variable one year to the other
(Figure 2). Generally, strong events occur in November (2009,2010,2013) with monthly amounts greater
than 200 mm, but thunderstorms may lead to even larger amounts at other times, such as >250 mm in
May 2013. The rainfall regime is variable because of the location of the study area, near the Pyrenees
Mountains to the south and not far from the sea in the west. The result is that the general rule of
winter being wetter than summer is not always true here. If “low season” monitoring pointed to
water contents varying between 30 and 40%, similar values were measured in June 2009 or June 2011.
However, soil-water content was generally low after summer and below 20% in September.

3.2. Soil Gas Concentrations—Spot Data

The distribution of data (CO2, O2 in soil gas) follows neither a normal nor a lognormal distribution.
The use of Kolmogorov–Smirnov or Khi2 statistical tests always gives p-values <0.0001. The only
exception to this rule is for CO2 fluxes that are likely to have a lognormal distribution (p-value of
0.271 with the Kolmogorov–Smirnov test and a p-value of 0.157 with the Khi2 test). Therefore, the use
of arithmetic mean or median values, used here although not ideal, is preferred as soil-gas studies
usually refer to the use of such averaging methods.

CO2 concentration changes with time are shown on Figure 3. O2-concentration variations will
be discussed later in the Discussion section, together with CO2-concentration variations. A total of
710 single measurements is available for the entire monitoring period. CO2 concentrations varied
from near atmospheric levels (0.03 to 0.04%) up to 16.7% (Point 24-A, September 2008). Mean value is
2.1 ± 2.2% for the whole dataset and the median value is close to 1.4%. Oxygen soil-gas concentrations
ranged from 1 to 21% with a mean value of 17.8 ± 3.5% and a median value of 19%.
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Figure 3. From top to bottom: soil CO2 concentration, soil-gas flux at the soil/atmosphere interface,
δ13C isotope ratios of the CO2 in soil gas (all data), and δ13C isotope ratios of CO2 in soil gas
(excluding CO2 <0.2%). Data are shown as box plots presenting median value, quartiles and outliers.
Mean values indicated by the red line correspond to the mean values calculated for each pilot phase
(pre-injection, injection and post-injection).
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There are some differences between “low season” and “high season” measurements.
During summer, CO2 concentrations tended to be higher (mean value 2.7 ± 2.7%; median value
1.7%; 252 data) as a result of biological and microbial activity in soils. This statement has to be balanced
by reference to the temperatures and especially the soil-water contents (Figure 2). In September 2009
and 2010, soil-water contents were at their lowest levels (<30%). Soil dryness has adverse effects on soil
organisms and reduces their activity. This may have led to a decrease of CO2 production in soil so that
soil CO2 concentrations had low mean and median values, mimicking those measured during winter.
The highest mean and median CO2 concentrations were measured when soils were warm and humid,
which was mainly encountered during June acquisitions. On the contrary, winter-time acquisitions do
not necessarily imply a strong decrease in CO2 soil-gas concentrations. The mean value calculated for
the whole dataset is lower (1.8 ± 1.9%; 468 data), but the median value (1.3%) is relatively close to
that calculated for summer months (only a 0.4% decrease in the median value). This suggests that soil
biological activity decreases during winter, but that there is still enough activity to produce significant
CO2 gas concentrations in soil. The influence of soil humidity on soil CO2 production was less obvious
as no water stress was found during winter months. Soil temperature influenced the measurements;
when they dropped below 10 ◦C (e.g., December 2009, March 2010 and December 2012), the soil CO2

concentrations were at very low median levels, well below 1% in volume. However, when monitoring
during more clement climatic conditions, such as in December 2014 and 2015, the CO2 concentrations
mimicked those of “high season” conditions (median values >2%).

Another potential variability is much more short-term: the distinction between morning and
afternoon sampling is far from obvious. During one monitoring session, the routes between points
were randomly chosen so there was no additional bias linked to preferential occupation of locations
during the day. There certainly is a daily variation of the soil CO2 concentrations but these changes
cannot be assessed with the present dataset.

The statement suggesting that the best period for site monitoring is when the biological activity is
low in soils cannot be verified in the present case. Although winter is generally referred to as the best
period for highlighting the presence of gas with a deep origin [55], in our study CO2 concentrations
were not always at their lowest levels during winter. For example, another survey in southeast France
showed lower CO2 mean concentrations during spring or summer [60]. It is thus of crucial importance
to have other markers (monitoring of other gas species and/or isotope data) in order to correctly
attribute gas concentrations to surface processes or to other origins.

Monitoring of methane using IRGA was not informative (no deviation of the reading) but the
cross-checking measurements done at the lab by gas-chromatography allowed us to detect very low
amounts on some samples (66 of 195 samples). Minimum and maximum concentrations were 2 ppm
(instrumental detection limit) and 13 ppm, respectively, compared to the 1.8 ppm concentration of the
atmosphere. Mean and median values were 3 ± 5 ppm and 2 ppm, respectively. CH4 detection in soil
was rather infrequent for most points. Of the 36 monitoring points, 10 points never showed detectable
CH4 concentrations, including point 16-A close to the injection borehole RSE-1, and for eight further
points CH4 was only monitored once, including point 17-D close to the other borehole reaching the
former CH4 reservoir. However, CH4 was measured 10 times at points 1-C and 28-C, and 8 times at
point 24-A; for these three points, there was no apparent relation with time, i.e., no increase of CH4

concentration that could to be related to the CO2-injection process. The hypothetical origin of this CH4

will be discussed in Section 4.

3.3. CH4 and CO2 Gas Flux

CH4 flux was searched for in parallel with all CO2-flux measurements, but none exceeded the
instrumental detection limit (0.01 cm3·min−1·m−2). This agrees with similar measurements in normally
drained European soils [51]. CH4 flux was thus considered as insignificant.

CO2 flux changes over time are shown on Figure 3. A total of 717 single measurements are
available for the whole monitoring period. CO2 flux varied from 0 up to 26.4 cm3·min−1·m−2 (Point 4-B,
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June 2011). Mean and median values for the whole dataset were 5.8 ± 4.2 cm3·min−1·m−2 and
4.4 cm3.min−1.m−2, respectively. These values are in the upper range of bibliographic values for
biological flux in the European temperate climate zone, outside any known geochemical anomaly and
on a normally drained soil (flux less than 4 cm3.min−1.m−2 [51]; flux up to 14 cm3·min−1·m−2 [61]).

However, the recent analysis of the biogenic CO2 and CH4 emissions data in France (24 various
natural sites, more than 2600 measurements) shows that the most probable CO2 flux ranges are
respectively from 0 to 6 cm3·min−1·m−2 in winter and 3 to 20 cm3·min−1·m−2 in summer. The average
values are respectively 2.7 cm3·min−1·m−2 in winter, and 9.3 cm3·min−1·m−2 in summer and
5.8 cm3·min−1·m−2 for all seasons’ data [62].

CO2 gas flux measured between 2008 and 2015 on the surface of the Rousse site are mostly in the
high range of this all reference flux, because they were measured on very fertile land in the oceanic
climate of SW France that is characterized by hot and wet summers and mild winters.

Regardless of the measurement period, the ratio between highest and lowest measured values is
always highly significant. Here it was 4 to 60, without considering zero-flux measurements, but the
same observation is made on reference sites and is due to the heterogeneity of biological activity and
to the permeability of soil to gas.

Quarterly measurements from September 2008 until March 2012 highlighted a clear seasonal
variation of the gas flux between summer and winter conditions (Figure 3). Mean CO2 flux values
in June or September (6 to 11.8 cm3·min−1·m−2) were always higher than those in December or
March (1.4 to 5.9 cm3·min−1·m−2). The same trend was observed for maximum and minimum values,
except in one case: zero-flux and values close to zero occurred only in winter, when soil biological
activity is low, or rain can saturate soil porosity with meteoric water, causing reduced permeability.
The observed seasonal variation of the gas flux is well-known when measuring CO2 flux from biological
origin; it is due to natural changes throughout the year of bacterial and root activity in the soil.

No significant difference of gas flux was observed between the baseline study from September 2008
to December 2010, and the injection period from January 2010 to March 2013. During these
two periods, CO2 flux followed the expected seasonal pattern, without any significant deviation.
The mean values measured during the baseline-study and the injection periods were almost the same,
about 6 cm3·min−1·m−2. During the post-injection period, three field campaigns took place in winter;
the mean value was about 4 cm3·min−1·m−2, which was very similar to the flux measured in winter
during the baseline and the injection periods.

3.4. Carbon-Isotope Ratios of Soil-Gas CO2 (δ13CCO2)

A set of 260 carbon-13 isotope ratios was determined from September 2008 to December 2015
(Figure 3). One location (point 28) was monitored each time in order to evaluate the temporal changes
that may affect isotope ratios. δ13CCO2 isotope ratios ranged between −11‰ and −28.5‰ VPDB,
with a mean value of −23.5 ± 3.1‰ and a median value of −24.2‰. These mean and median
values fall well within the field of carbon-isotope ratios originating from soil biological activity
in a temperate climate. These ratios are more depleted than those reported for the sole baseline
acquisitions. An average ratio of −20.6‰ was at that time calculated for five campaigns between
December 2008 and December 2009, thus excluding the first campaign in September 2008 [35]. As the
sampling strategy during injection and post-injection monitoring was oriented to the sampling of
points with a significant CO2 concentration in the gas phase, biases linked to the dilution of soil air
with low CO2 concentration by atmospheric CO2 were therefore reduced, as will be discussed later.

4. Discussion

4.1. Relations between Parameters

The results presented in the previous sections indicate that the variability of soil-gas concentrations
or CO2 soil flux is mainly related to annual seasonal changes. The whole dataset can thus be considered
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in terms of time-related changes, suggesting that such changes are unrelated to the CO2-injection
process. This agrees with the baseline data [35]. Figure 4 shows some of the relationships between gas
phases and external parameters.

Figure 4. Correlation matrix; inset shows the relation between air temperature and CO2 flux taken as
mean values during each campaign.

4.1.1. Influences of Temperature, Pressure and Soil Water Content

Plots representing soil temperature as a function of CO2 and O2 have the same shape. Two groups
exist, one corresponding to “low season” data acquisitions, with soil temperature around 10 ◦C and less,
and the other corresponding to “high season” data with a higher temperature (over 15 ◦C). When the
data are considered as a whole, the relation between soil-gas concentrations and the soil temperature
is masked: e.g., CO2 concentrations around 10% were monitored during both winter and summer.
This is not contradictory with previous statements (see Section 3.2) that have established the mean CO2

concentrations were lower during the “low season”. This is only the result of considering the entire
dataset in which local effects (topography, soil temperature, soil water content) are hidden. When the
data are considered more in detail, the influence of temperature can be highlighted, e.g., for CO2-flux
measurements that show a tendency to be higher when the temperature is higher (inset in Figure 4).
Flux equal to zero is often measured during winter, when the soil temperature is only a few degrees
Celsius and the air temperature hovers around 0 ◦C. Depending on the soil biological activity, gas flux
is generally higher during “high season” but high flux, over 10 cm3·min−1·m−2, may be measured
locally during the “low season”. This illustrates the effect of thermal draw on gas exchanges between
soil and surface.

At the opposite, the relationships with pressure or with soil water content (Figure 4) are
non-informative in the present case study.
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4.1.2. Relationships between Gas Species

As part of a “process-based approach” [60], the relationship linking CO2 and O2 soil-gas
concentrations (Figure 5) is the most frequently used. There is a strongly inverse correlation between
CO2 and O2 (O2 = 20.7 − 1.32 x CO2; R2 = 0.724), a rise in CO2 being balanced by a depletion
in O2, though the slope of the regression line is not equal to −1. The ratio of −1 would suggest
that each appearance of 1 CO2 mole induces the disappearance of 1 O2 mole (pure respiration
process: CH2O + O2 = CO2 + H2O; in green on Figure 5A). The regression line calculated for summer
acquisitions (“high season”) points to a slope close to –1 and thus points to a dominant influence of the
respiration process in soil to account for the CO2/O2 relationship. The CO2/O2 relationship during
winter (“low season”) has a different slope of −1.6 (Figure 5A), closer to that of the CH4 oxidation line
(CH4 + 2O2 = CO2 + 2H2O; in black, Figure 5A).

Figure 5. (A) Relationship between CO2 and O2 in soil gas and comparison to source attribution
protocol defined by [59]; (B) Relationship between CO2 and N2/O2 in soil gas. Data fits are compared
with control lines corresponding to CH4 oxidation and respiration processes.

Some “high season” data have CO2 concentrations >2% vol. and plot above the respiration
line (i.e., slope less than 1), in an area where the CO2 concentration in gas rises with only minor
depletion in O2 (CO2/O2 ratio <1). Such behaviour may correspond to the influence of exogenous
CO2. The presence of CO2 from mantle/crustal origin is unlikely; such seeps from depth are not
reported locally – mineral waters circulating at depth are N2-rich and depleted in CO2. The presence
of naturally occurring CO2 from the Lacq reservoir, or of CO2 resulting from the injection process,
is not compatible with carbon-13 isotope data. The origin of data falling above the respiration line thus
remains unclear, but may be due to specific processes occurring in soil in late summer, when soils are
under hydric stress.

Some data, especially during the “low season”, may show some link with the CH4 oxidation
line, or with processes such as pyrite oxidation [63] that deplete the O2 with a CO2/O2 concentration
changes ratio >1. Nevertheless, pyrite oxidation was discarded during the baseline acquisitions [35],
as this mineral is uncommon within the detrital sedimentary formations. Information from the N2/O2

ratio vs. CO2 concentrations plot [59] given on Figure 5B also suggests CH4 oxidation may have some
contribution for some measurements, albeit the main driver of CO2/O2 concentration changes in soil
remains respiration processes.

As mentioned before, no CH4 flux was measured but some soil gas measurements did point to
the presence of a few ppm of CH4. The presence of CH4 at concentrations over the atmospheric
concentration is not common, as most soils in a temperate climate show CH4 oxidation in the
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soil column [64,65]. Natural leakage from the former CH4 reservoir may thus be the culprit,
even though no isotope ratios were measured (δ13CCH4 and δDCH4) to clearly attribute a CH4

origin. Methane concentrations of a few tens of ppm are likely to be found in faulted areas (vertical
migration of CH4; [66]) but deep-rooted faults are not known to affect the thick sedimentary pile
of molasse formations [31,67]. Methane emission to the atmosphere can also occur as a purely
diffuse mechanism [68] to form the so-called CH4 micro-seepage, defined as the slow and continual
loss and upward flux of CH4 and light alkanes from depths of 2–5 km in sedimentary basins [69].
Methanotrophic oxidation processes in soil consume CH4 and lead to non-existent or negative CH4

flux at the soil/atmosphere interface – this is congruent with our observations (no CH4 flux).
The occurrence of such seepage is yet unproven and seems hypothetical in view of other

information. Reactional processes can consume methane, but this is unlikely for helium.
The Lacq-Rousse reservoir is 4He-rich (65 ppm; [67]), and if micro-seepage occurs then 4He will
also diffuse and, as a chemically very stable gas, should be detected in the soil. No 4He enrichment is
reported in soil gas (unpublished data) neither in a local aquifer sampled near injection well RSE-1 [31].
This aquifer has also very low concentrations in dissolved CH4 (10−8 mol·L−1 when measurable;
unpublished data) and the supply of CH4 by the aquifer is highly unlikely. Natural micro-seepage
from the reservoir is thus not certain and it must be assumed that the presence of CH4 is rather
linked to surface biological processes in non-anthropogenic soils. The fact is that soil CO2 seems to
be dependent from production through CH4 oxidation in winter during periods of lower biological
activity in soil. This effect vanishes—or is non-existent—during period of higher CO2 production from
biological processes in soil during summer.

The relation between CO2 as soil gas and CO2 as soil flux is presented in Figure 4. Baseline data
did not highlight a relation between concentration and flux, only a slight positive tendency for
“high season” acquisitions [35]. The situation did not change during injection and post-injection
monitoring. “Low season” measurements are strictly uncorrelated (R2 = 0.006; 458 data) and
“high season” ones are barely correlated (R2 = 0.018; 252 data), but this may be only related to
the number of data that is smaller for summer acquisitions. There is no correlation between CO2 flux
and CO2 soil-gas concentrations, suggesting a near-surface origin of the CO2 gas (no CO2 flux from
the storage reservoir and only CO2 production in the soil). In addition, this highlights the poor vertical
connectivity of the soil, probably due to high clay-mineral content.

4.1.3. Carbon Isotope Ratios (δ13CCO2)

Another way to infer the origin of the CO2 gas phase is to refer to carbon-13 isotope-ratio
determinations (Figure 6). As shown during the baseline site characterization, carbon-isotope ratios
mainly fall within a range of −19 to −28‰ VPDB. A larger range was established by Garcia [70]
(−15 to −25‰). The −19 to −28‰ range is the result of CO2 isotope equilibration with that
of biological organisms in the soil under steady-state conditions [71] and more specifically the
equilibration with vegetation whose photosynthetic cycle produces molecules with three carbon
atoms (Calvin cycle). Molecules produced under the Calvin cycle have carbon-isotope ratios ranging
from −21 to −33‰ [72] with a mean value of −27‰ VPDB. The CO2 produced from these molecules
is enriched by a factor close to +4.4‰ [73], leading to δ13CCO2 ranging from –17 to −29‰, the most
common values in a temperate climate being near −22 to −25‰ [74] with possible extension to more
depleted ratios (down to −28‰; [75]) or to more enriched ratios (up to –13‰; [76]). Applied to our
dataset, this suggests that the presence of CO2 in soil over the Lacq-Rousse storage site is essentially
the result of natural biological processes occurring in soil.
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Figure 6. Carbon-isotope ratios (δ13CCO2) as a function of the inverse of CO2 concentration in soil gas
(semi-logarithmic scale). (A) three atmospheric-biological mixing lines are calculated, using 0.04% CO2

and −8.4‰ Vienna Pee Dee Belemnite (VPDB) standard for the atmospheric end-member, and 10%
CO2 and −15 to −28‰ VPDB for the biological end-member. Variation ranges of literature data are
reported on the Y-axis. (B) mixing curves between two biological end-members (−15 and −28‰) and
hypothetical deep CO2 end-member (taken at −40‰).

If the CO2 were produced from the remaining CH4 in the storage reservoir, it should have a lower
δ13CCO2, as equilibration with CH4 having a lower δ13CCH4 (δ13CCH4 of the Lacq-Rousse field: −41 to
−43‰ VPDB; [67]) will produce depleted δ13CCO2 [75]. Similarly, the injected CO2, produced by CH4

oxy-combustion, has a δ13CCO2 of −40‰ [67]. Although some re-equilibration and/or dissolution
processes in water may occur in a 4500-m-thick sedimentary pile, it is very unlikely that the monitored
carbon-isotope ratios of the CO2 originate from the storage reservoir. A difference larger than 10‰
between injected CO2 and baseline CO2 is recognized as representing favorable conditions for the use
of carbon isotope ratios as a tracer [77]. The hypothesis of CO2 originated from the reservoir is tested
in Figure 6B for the five samples having ratios lower than −28‰. The isotope composition of the CO2

that may originate from the storage is taken at −40‰ and mixing with soil gas is calculated (using the
−15‰ and −28‰ endmembers). Three samples are outside binary mixing relations – to plot under
such relations, the soil gas component should have a ratio more depleted than −28‰—founding such
a depleted ratio in soil is very unlikely. Only two samples may plot on a binary relation between
CO2 from the storage and CO2 from the soil (at −23‰) but this is not in agreement with other
data. Analyses of noble gases in soil gas highlight the presence of atmospheric endmembers (neither
4He nor 84Kr enrichment), whereas the gas phase from the reservoir has a very different noble-gas
signature [70].

Nevertheless, some δ13CCO2 ranging from −18‰ to −11‰ VPDB are not explained—or are
partly explained—by the previous statements; they are less depleted in the heavy isotope (13C) than the
majority of the data. Such deviations may be attributed to contamination by atmospheric CO2 (δ13CCO2

of −8.4‰; [78]) at least for data that plot close to the dilution lines reported in Figure 6A and that have
low CO2 concentrations (<0.2% vol. i.e., 1/CO2 >5). Under 0.2% of CO2, the atmospheric endmember
has a contribution that may become significant as may be deduced from the relative contribution of
soil CO2 and atmospheric CO2 reported on Figure 6A. Such contamination was mainly stated during
winter acquisitions (2/3 of the data) and may result from sampling bias linked to defective sealing
of the sampling probe or the presence of water in soil that hampers the correct pumping of soil gas
(half of the anomalies are from the December 2009 campaign). Hypothetical mantle or the lower crust
CO2 degassing (δ13CCO2 ranging from −4 to −8‰ VPDB; [79]) is not supported by 4He measured
values. Finally, CO2 produced by the dissolution of carbonate rocks or soil carbonates will have
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a δ13CCO2 around 0‰ VPDB and a contribution of carbonate dissolution may also explain part of the
low depleted data but this hypothesis cannot be tested using our data.

Scattering of the δ13CCO2 data is strongly reduced when low CO2 data are filtered from the
measurements (Figure 3). There was only little variability throughout the monitoring period: the mean
baseline value is −23.9‰, the mean injection value is −24.3‰ and the mean post-injection value
is −24.6‰. The apparently progressive decrease of ratios that is observed when using the whole
δ13CCO2 dataset is thus the result of more frequent atmospheric contamination of the samples during
the first sampling sessions, as no selection based on CO2 concentration was made. The selectivity used
afterwards, especially during post-injection acquisitions (CO2 >2%), strongly limits this risk.

In conclusion, the data provided by carbon-isotope ratio measurements point to a near-surface
biological origin for CO2 gas in the soil, and thus to CO2 flux at the soil/atmosphere interface.

4.2. General Discussion

4.2.1. Monitoring Strategy—The Aims

Geochemistry, including surface and near-surface investigations, is one of the many tools
available for CCS site monitoring [37,80] and was extensively used at the Lacq-Rousse CCS pilot [23].
Among these investigations, soil-gas monitoring–concentration and soil flux measurements—was
implemented under a scheme approved by the French administration. Soil-gas monitoring is a major
geochemical tool for detecting gas micro-seepage from geologic sequestration [81] and should be
included in MMV protocols [18]. A key parameter about the impact of leakage from deep storage
formations, commonly discussed in recent years, was highlighted by Jones et al. [82]: “The impacts
from many lower level fault—or well—related leakage scenarios are likely to be limited spatially and
temporarily and recovery may be rapid”. However, Beaubien et al. [83] stated that “leakage detection
can be complicated by the natural background of near-surface gas geochemistry and by its variability
as a consequence of temporal, seasonal, geological, biological . . . changes”.

Consequently, each near-surface strategy for gas monitoring is site specific and must be thoroughly
evaluated in order to provide reliable information during the injection and post-injection periods.
The definition of baseline monitoring is important [37]. Once injection takes place, no reverse process
exists for determining background levels of soil gas. Even if no leakage occurs, detractors may argue
that the storage formation could have experienced some changes after which it has become difficult to
prove site integrity. The controversy about the Weyburn field and the allegations of leakage after gas
injection illustrate the importance of correct baseline measurements, even though in this case seepage
allegations were dropped in the light of data and methods that were not specifically considered during
baseline, if any, data acquisitions [57,84].

The soil-gas monitoring of the Lacq-Rousse field relies on these facts. The initial ideas in 2006
for this work focused on studying the feasibility of the pilot itself, but the importance of a correct
design of the baseline monitoring and its strategy became rapidly clear and was adopted in early 2007
when the European Directive 2009/31/EC was not yet operative. This matched French regulatory
requirements as well as requirements of the site operator. Compared to, for instance, the Weyburn
area [84], the Lacq-Rousse site has a hilly relief (slopes of 15% are common), even though hilltops
culminate at only +360 m above sea level. This had a direct effect on monitoring: valleys are more
accessible and have a thinner sedimentary succession than hills. A third of the monitoring points were
thus located in valleys as they may be earlier affected by CO2 leakage.

The monitoring locations covered the whole surface projection of the storage reservoir and
were equally distributed around the CO2 injection well. Their number is higher near the surface
projection of the reservoir and includes locations on topographic highs. Six wells (locations 1 to 6,
Figure 1) were drilled for seismic monitoring. As they might represent potential leakage pathways [82],
some monitoring points were located close to these geophysical boreholes. Similarly, the injection
well (point 16) and a former CH4 exploitation borehole (point 17) were surveyed as well. In order to
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consider the geological structure of the Pyrenees forefront, some points covered different geological
units, such as to the south of the reservoir. Although their number is low, these points are near outcrops
of deep-rooted geological units whose internal discontinuities may affect horizons lying 2000 to 3000 m
above the storage reservoir at a depth of 4500 m.

Finally, the baseline characterization was done at high frequency albeit not continuous [82].
It is established that leakage is easier to detect during winter, when biological activity is low [55].
In summer, potential CO2 leaks may be hidden by high CO2 production in soil by biological processes.
Nevertheless, summer baseline data allow an evaluation of the natural variability of soil-gas signals,
which can be large [37,82,84].

4.2.2. Monitoring Strategy—Ways of Improvement

The surface monitoring of the Lacq-Rousse pilot site does not pretend to be exhaustive. It is
part of a larger-scale project that was entirely funded by the operator, which is not so common [17].
It should be mentioned again that the French Administration approved all operations at the time the
actions were planned, when these operations were considered to provide sufficient information to
ensure storage safety and conformance. However, since those days progress has been made in several
fields of knowledge that merit further discussion.

The first field concerns the use of monitoring mostly restricted to characterization of the CO2

phase in the near-surface environment, using a spot-sampling approach. Gas-source attribution
techniques [85,86] rely on complementary gas phases to account for the specificities of the CO2-gas
phase (non-uniqueness of the source, ability to interact with water, etc.). Similarly, the use of methods
with a wider geographical coverage and/or allowing continuous monitoring is commonly included in
compliance monitoring [18].

The second field concerns the restricted number of monitoring locations. Site selection was based
on several technical factors, but also on the cost of the monitoring actions, using the ratio ‘number of
locations’ to ‘information collected’ as an economic parameter. The will to deploy several monitoring
points per monitoring site, which enhances scientific relevance, did not match this economic constraint.
Today, conformance monitoring would certainly refer more to the use of continuous monitoring and
the use of systems surveying the atmosphere [37].

Other fields of potential improvement concern the lack of monitoring deep aquifers, if present
close to the injection site, or the absence of monitoring of mineral-water sites at a larger geographical
scale. Some local mineral waters that are of sulphide type, such as Eaux Chaudes or Eaux Bonnes [87].
CO2 intrusion in water has a direct effect on pH and delayed effects on water mineralization,
especially in the case of mineral waters that naturally have low CO2 content.

A final field in which progress has been made concerns the planning of monitoring sessions,
particularly the focus on “low season” (winter) monitoring, recommended by Klusman [55] and others,
leakage certainly being independent from climatic conditions. The way baseline data were used for
computing initial threshold levels and the way data from the injection period were used for defining
new threshold levels are also questionable. This last point is discussed in the next section.

4.2.3. Are Baseline Acquisitions Important?

Soil-gas and soil-flux monitoring during summer and winter times showed that major changes can
occur from one year to the next at the study site [35]. Changes of mean CO2 concentration and mean
CO2 flux between winter and summer were from 200% to 280% (Figure 7). This situation continued
during the injection period with changes ranging from 160% to 240%. At the opposite, the mean values
during the same season (winter/summer) were less variable: e.g., winter CO2 concentrations and
fluxes only varied between 15% and 30% from baseline to injection periods. The fluxes remained
at similar mean values during the post-injection monitoring albeit the soil CO2 concentrations were
higher. An evaluation of the dispersal of soil-gas concentrations and fluxes is then important for
obtaining sound threshold values, but the validity of the latter over long periods should be questioned.
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Biological activity varies throughout the year and from year to year, because of variable rainfall,
variable climatic conditions, or changes in land use. This is well illustrated for soil CO2 flux and soil
temperature (Figure 7B). In the present study, data acquisitions before the injection period extended
over 18 months, which is in line with hydrogeological methods that consider a similar period for
defining the natural variability of water resources.

Figure 7. (A) CO2 concentrations as a function of time: winter and summer data are treated separately
as a function of the period of site activity (baseline, injection, post-injection). Mean values for each
period are indicated (blue and red lines respectively) with error bar corresponding to the standard
deviation. Threshold levels in use during injection and post-injection periods are reported for
comparison. (B) similar plot for CO2-fluxes; green points correspond to mean soil temperature at the
time of the sampling session.

The resulting dataset showed strong variability over this initial monitoring period, but the data
were nonetheless used by the site operator for defining the geochemical thresholds as approved
by the French authorities. This dataset provided a good description of the soil-gas behaviour over
several seasons, as it showed that soil-gas and soil-flux variability may be high from one point to
the next and between campaigns. Such evaluations of the natural variability are important, if only
for demonstrating that each CCS site has its own characteristics and its own degree of variability.
Comparison with data from the Weyburn site [83] shows that the amplitude of CO2 concentrations,
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or flux, is only similar to that of Lacq-Rousse during summer, and that monitoring in September or
October gives much lower values as a whole.

It is thus very important to evaluate the amplitude of natural changes that can occur in a future
storage site, and this not only for future checking of site conformance, but also for public acceptance as
people may be opposed to CCS [88,89]. The presence of a surface monitoring network that is used at
regular intervals or, even better, for continuous monitoring, is intrinsically reassuring for people living
in the area of interest [37]. Its geographical coverage may not be sufficient to detect leaks, but since it
exists it gives precious information on gas emissions at the surface. It will also provide control data
for future use in case of deviations noted by third parties, by simply showing how the ecosystem
constantly evolves.

The ultimate questions are the obligation of getting baseline data and the pertinence of surface
geochemical monitoring. The Weyburn example shows that leakage allegations can be disproved even
if baseline data are lacking or insufficient [58], but feedback from the US shale-gas industry shows that
consensus and public confidence on results from monitoring studies can be hard to obtain if baseline
data are missing. Their comparison with operating-phase data remains the easiest way for people to
understand expert conclusions.

Surface geochemical monitoring at Lacq-Rousse is thus certainly a valid option, but the way it has
been done is perfectible, with e.g., more emphasis on specific locations such as near boreholes or faults.
The monitoring scheme as devised for Lacq-Rousse helped, proving that, compared to baseline data,
no major changes occurred during injection and post-injection. A baseline dataset, whose internal
scattering is mostly linked to densely vegetated surface formations and correlative strong biological
activity in soil, thus adds value to an MMV program.

4.2.4. Are Threshold Levels Required?

At reservoir scale, the Lacq-Rousse CCS pilot has proven its integrity throughout the injection
period [90]. Data from surface monitoring also suggest site integrity is preserved: any thresholds
that were exceeded were attributed to surface processes referring to gas source attribution
techniques [59,85,86]. At least, no leak event is reported as having occurred near monitoring locations.

The threshold values were defined after completing the baseline acquisitions, and were the only
references that were used throughout storage activity. It must be stressed that the definition of the
thresholds was not under the responsibility of the scientific team performing the site acquisitions.
Therefore, other ways to compute thresholds, such as calculating one threshold for each geological
formation, were beyond the scope of the monitoring actions. The thresholds were then redefined for
the closure and post-closure phases. The option chosen by the site operator was to define warning
levels using the whole baseline database and to interpret it using statistical mean value and standard
deviation. This procedure was approved by the French administration, and “vigilance” and “anomaly”
thresholds were defined and referred to throughout the “low season” injection periods. Feedback from
local authorities and inhabitants suggests that the literal sense of the word ‘threshold‘ may induce
unnecessary fears. A better way would have been to refer only to the sole mathematical definition.
From that perspective, the use of “statistical difference from baseline values” and “significant or notable
difference from baseline values” for levels 1 and 2, respectively, would have been more suitable.

The question of the sole use of wintertime monitoring data is also open to debate.
From March 2010 to March 2013, “low season” data acquisitions used the first definition of threshold
levels, and CO2 concentrations and CO2 flux were considered separately (Figure 7). This led to few
occurrences of level exceeded for concentrations. The situation was different for soil flux, with high
soil degassing in March 2012 and March 2013, the hottest “low season” months of the entire dataset
(Figure 2). In addition, the confrontation between relatively high air temperatures and biological
processes in soils that have just begun to reactivate after winter causes normal CO2 concentrations and
high CO2 flux. From December 2013 to December 2015, “low season” data were acquired using the
redefined threshold levels. The change in CO2-flux threshold levels had almost no impact on threshold
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exceeding, but the situation was greatly different for CO2 concentrations in soil. Numerous cases
of threshold exceeding were noted during the field work, covering both “vigilance” and “anomaly”
levels, which would not have occurred when using only baseline levels. Fortunately, the coupling of
soil-gas and flux data did not lead to the exceeding of warning levels, but this could have occurred as
well. A consequence of these observations is that the redefinition of threshold levels during the activity
on a site may lead to an exceeding of warning levels, thus requiring additional measurements to ensure
that no adverse event affects the storage. However, such a change of threshold values may also be
seen as a proactive approach to gain more benefit from earlier acquired data. As a CCS site generally is
scheduled to operate over decades, any opportunity to adapt the monitoring scheme during the life of
the site will be meaningful for considering the potential effects of climate change [85].

The downside is that such a modification of threshold values can have a financial impact on
the project budget, because additional measurements may be needed. Such a change in monitoring
activity is likely to be questioned so as to avoid triggering warning levels whose origin is only related
to surface- or near-surface processes.

Further comments can be made on the above-defined thresholds whose use is restricted to winter
times. Figure 7 well illustrates that CO2-flux threshold levels cannot be used during the ‘high season’
as most of the data would be anomalous or at least exceeding the “vigilance” level. In that case,
if thresholds were to be used during summer times, then they should have been adapted to this time
period (to a value at least two times greater). This is less true for CO2 concentrations because these
data had, during baseline acquisitions, a larger range of variation thus inducing a larger standard
deviation (typically of the order of the mean value whereas flux data had only a SD of half of the mean
value). This points out another drawback based on the univocal definition of thresholds considering
the whole dataset: when the data are less related to phenomenological parameters such as temperature
then the threshold definition may induce the calculation of levels that are too high.

Such bias has been taken into account when the levels were re-evaluated at the end of the
injection period (Figure 7). The thresholds for the flux had minor decrease (minus 25–30%) whereas the
thresholds for the gas concentrations were more drastically reduced (minus 50–55%). As the CO2 fluxes
remained at low levels during winter acquisitions, the change of thresholds had limited influence
onto level exceeding (1 or 2 exceeds with new “vigilance” threshold vs. 0 to 1 exceed with the former
threshold). At the opposite, the CO2 concentrations were high and thresholds were often exceeded
(7 to 11 exceeds with new “vigilance” threshold vs. 4 exceeds with the former threshold). Without the
help of other data (O2 or C-isotopes) the attribution of so many exceeding thresholds would have been
more complicated.

In conclusion, it appears important to define threshold levels in connection with seasonal,
meteorological and biological conditions, ensuring that the statistical definition of threshold levels
covers as many parameters as possible. With our dataset, the influence of local geological
conditions appears to be of secondary importance especially when considering CO2 concentrations.
Concentrations greater than 5% were indeed measured on half of the locations (18 points over 36)
and these points were located over all the geological formations reported in the area and were
indifferently set in valleys or top hill. Such a definition linked to other parameters will avoid a future
occurrence of false positives that only result from normal climate-driven changes in near-surface
formations. Nevertheless, the question of the validity of threshold levels for the entire period of
activity of the storage remains open, as climate change and its potential long-term impact on soil-gas
concentrations and soil flux cannot be controlled. Two options can thus be envisaged, either separately
or complementarily.

The first is to complement the data on soil-gas concentration and/or flux with the monitoring of
other tracers. However, though such process-based methods are of great use, a conclusive detection
of seepage may remain problematic [91]. The use of additional monitoring, such as of carbon-13
isotope ratios, is important as such ratios are not likely to change rapidly because of climate change,
except if the consequence of climate change is a quick shift from photosynthetic C3 cycle to C4 cycle.
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Nevertheless Ehleringer et al. [92] reported that millions of years were necessary for CO2 levels to
decline to concentrations that were sufficiently low (from a few thousand to a few hundred ppm) to give
an advantage to C4 photosynthesis over C3 photosynthesis. The reverse process (slight increase of the
CO2 concentrations) may thus have limited impact over short time scales. As a consequence, a change
of carbon-13 isotope ratios will be rather linked to changes of the CO2 sources (surface processes vs.
deeper origin) which may have specific carbon isotope signature [75,78]. Other co-injected tracers
or intrinsic tracers [91] may also be monitored in order to strengthen the conclusions drawn from
monitoring of the δ13CCO2. Noble gases originating from the CO2-production process and injected
along with CO2 at the Lacq-Rousse pilot represent one of these types of tracers that are important to
monitor [67].

The second option is to adopt another strategy for defining threshold levels, if necessary.
Such levels are not systematically required for ensuring the viability of storage containment [59,86],
but are often desired by the authorities. The interpretation of soil-gas and soil-flux data obtained in
geothermal and volcanic areas is commonly based on the use of graphical statistical analysis (GSA) and
of log probability plots [93], or on the use of more complex conditional sequential Gaussian simulations
(sGs; [94]). These methods can be adapted in case the dataset is skewed and does not fall under normal
or lognormal distribution, which is the case for our soil-gas data.

Figure 8 presents some insights using the GSA approach. The calculation refers to winter and
summer data acquired during the baseline period and to winter data acquired during the injection
period. This corresponds to the time periods used as references to define the different threshold
levels during the pilot activity. As a consequence of high soil CO2 concentrations in the Lacq-Rousse
area, the thresholds that maybe defined using the GSA approach have little scatter (4.5 to 5.2%).
The situation is different with CO2-fluxes because of great variations between summer and winter
times. The GSA-defined CO2 thresholds are also in good agreement with the “vigilance” threshold
used at Lacq-Rousse suggesting that even basic statistics may have some soundness. The CO2-flux
threshold that may be postulated from injection data—or from the mean of the summer and winter
baseline data—is less in agreement with the “vigilance” threshold that was used because it includes
larger variability related to meteorological forcing. Another threshold can be defined for isotope data;
it ranges in the lower part of the biological pool (−25 to −27‰; see Figure 6). As it is mainly defined
by referring to carbon isotope data of CO2 that existed prior to any CO2 injection in the reservoir,
it highlights that the first threshold that was suggested to be used during the post-injection phase
(−26‰) does not represent an anomalous value by itself and only a biological end-member.
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Figure 8. Log-probability plots for CO2 concentrations, CO2-fluxes and δ13CCO2 isotope ratios.
(A) winter baseline data; (B) summer baseline data; (C) winter injection data. Mean value and standard
deviation of the dataset are indicated in each plot. The threshold definition that was used during pilot
activity is indicated for comparison.

5. Conclusions

Measurements of soil-gas concentration and soil flux are reported for the TOTAL Lacq-Rousse
CO2 CCS pilot site. Baseline data, collected from September 2008 to December 2009, are compared with
the data obtained during the injection (March 2010 to March 2013) and post-injection (February 2014 to
December 2015) periods. Twenty separate monitoring sessions are available for the 8-year duration
of the pilot project. Although not continuous, these methods did allow a correct evaluation of the
integrity of the site while adequately attributing the origin of the gas signals. The French administration
approved the planned strategy of monitoring (spot measurements strategy, number of sampling
locations, frequency of monitoring and changes of this frequency).

The main source of variations over time in soil-gas concentrations or CO2 fluxes was found to be
related to yearly seasonal changes. CO2 soil-gas concentrations are roughly the same on an annual
basis, but tend to be higher during summer and lower during winter. CO2 flux is high compared to
other sites, because of strong biological activity in humid and fertile soils under a temperate climate.
Fluxes tend to be higher when the temperature is higher, well illustrating the thermal draw effect on
local gas exchanges between shallow soil and the atmosphere.

CO2 and O2 soil-gas concentrations are strongly reversely correlated and are greatly influenced
by respiration processes in soil, especially during summer and for CO2 concentrations >2%.
The occurrence of few ppm of CH4 in the soil by diffuse degassing from the former methane
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reservoir is yet unproven. The comparison between CO2 concentration in soil and CO2 flux shows
no interdependence, advocating for a near-surface origin of the CO2 gas and highlighting the poor
vertical connectivity of the soils. Carbon-isotope ratios in CO2 soil gas point also to a biological origin
for this gas.

Geochemical threshold values were used for defining “vigilance” and “anomaly” modes that were
only valid for data acquisition during winter, as approved by the French authorities. This reference
to winter times may question the validity of leakage detection during summer, and the ways of
confirming or discarding the occurrence of possible leakage. Changes of the threshold levels when the
site shifted to post-injection monitoring did not answer this point, but more information comes from
the inclusion of carbon-13 isotope-ratio measurements. Threshold redefinition is a way to account for
background variability over longer time scales but gas source attribution techniques may be better
suited. The comparison of baseline and new thresholds reveals that the occurrence of threshold
exceeding is more common for the new ones, even though no significant change occurred in the
environmental parameters. From an operating viewpoint, this may indicate the need for additional
measurements, to ensure that site integrity is preserved.

This points out the difficulty of constructing monitoring scenarios and how to define the limits
within which parameters can vary. It also points out the need for having complementary data, in this
case carbon-isotope ratios of CO2. From the viewpoint of a CCS site operator, the monitoring of gas
phases that are not directly linked to CO2, or to products injected with the CO2, may seem to be of
little interest because of cost/benefit considerations. Moreover, the baseline data acquisitions essential
for this type of work imply uncompressible costs that may further reduce its attractiveness. In that
case, other methods, such as isotope measurements, may be better suited.
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