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A B S T R A C T

Accurate and reliable prediction of exhaust emissions is crucial for combustion optimization control and environ-
mental protection. This study proposes a novel ensemble deep learning model for exhaust emissions (NOx and
CO2) prediction. In this ensemble learning model, the stacked denoising autoencoder is established to extract the
deep features of flame images. Four forecasting engines include artificial neural network, extreme learning ma-
chine, support vector machine and least squares support vector machine are employed for preliminary prediction
of NOx and CO2 emissions based on the extracted image deep features. After that, these preliminary predictions
are combined by Gaussian process regression in a nonlinear manner to achieve a final prediction of the emis-
sions. The effectiveness of the proposed ensemble deep learning model is evaluated through 4.2 MW heavy oil-
fired boiler flame images. Experimental results suggest that the predictions are achieved from the four forecast-
ing engines are inconsistent, however, an accurate prediction accuracy has been achieved through the proposed
model. The proposed ensemble deep learning model not only provides accurate point prediction but also gener-
ates satisfactory confidence interval.

Nomenclature

Abbreviations

AE autoencoder
ANN artificial neural network
ARD automatic correlation determination
CDAE convolutional denoising autoencoder
DAE denoising autoencoder
EF empirical formula
ELM extreme learning machine
FL fuel load
GPR Gaussian process regression
LSSVM least square support vector machine
MAE mean absolute error
MSE mean square error
PCA principal component analysis
RMSE root mean square error
SAE stacked autoencoder
SDAE stacked denoising autoencoder
SVM support vector machine

Symbols

the th original image
the th noisy image
the th reconstructed image
deep feature of the th flame image
the label of the th flame image

c filter size
d decoder
e encoder
q filter number
s filter stride
f activation function

the labeled image dataset
M the number of labeled images

determination coefficient
mean square error loss function

Greek letters

latent function
Gaussian process function
corruption ratio
positive slack variable
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Fig. 1. The architecture for the emission prediction model.

the number of testing samples
hidden neuron
forecasting engine
regularized constant
width parameter
length scale
signal variance

1. Introduction

Heavy oil is widely utilized as fuel for industrial boilers and marine
engines due to its low cost, high energy density and abundant availabil-
ity. However, during its combustion process, several pollutant emis-
sions such as nitrogen oxide (NOx) and carbon dioxide (CO2) are pro-
duced and exhausted. These pollutant emissions cause ozonosphere de-

struction and global warming, seriously endangering human health and
the ecological environment [1]. Therefore, reducing or even eliminat-
ing pollutant emissions has become a critical and urgent matter. Many
technologies are making efforts to reduce pollutants emissions and
greenhouse gas, such as combustion optimization and flue gas treat-
ment. However, regardless of applying emission reduction strategies,
accurate and reliable measuring of the emission concentration of pollu-
tants is an indispensable prerequisite.

Various methods have been proposed for emission monitoring,
which can be categorized into instrument, simulation and data-driven
methods. The instrument method, such as the continuous emission
monitoring system (CEMS), is widely used in the boiler system [2]. Nev-
ertheless, the CEMS is difficult to ensure economic and continuous mea-
surement due to high-cost maintenance and frequent offline calibra-
tion. The simulation method can offer a clear explanation of the NOx
and CO2 formation process, and the computational fluid dynamics
(CFD) analysis is commonly utilized to achieve emission prediction [3,

2



UN
CO

RR
EC

TE
D

PR
OO

F

Z. Han et al. Fuel xxx (xxxx) 121975

Fig. 2. The architecture of the AE.

4]. For instance, Kang et al. [5] and Park et al. [6] employed the CFD
simulations on the combustion process of the heavy oil-fired boiler and
achieved the accurate prediction of NOx concentration. However, due
to complicated simulation analysis and high computation cost, the sim-
ulation method is hard to implement online measurement.

In contrast, the data-driven method is more convenient without ex-
act equations, which may perform better than the standard model [7].
Currently, many artificial intelligence algorithms have been success-
fully utilized in emission prediction, including artificial neural network
(ANN), support vector machine (SVM) and their variations. For exam-
ple, Krzywanski et al. [8] established an ANN to predict the circulating
fluid bed (CFB) boiler emissions using 8 operational variables, includ-
ing the Ca:S molar ratio, the excess oxygen, flue gas recycle ratio, aver-

age riser temperature, average gas velocity in the riser, mean diameter
of the coal particles, global O2 concentration and inlet gas pressure.
Zhou et al. [9] utilized the SVM to construct the nonlinear relationship
between NOx emissions and 21 operational variables (such as primary
air velocities, secondary air velocities, operation load and coal quality,
etc.) on a 300 MW coal-fired boiler. Where the SVM provides a better
prediction performance than traditional back-propagation and general-
ized regression neural networks. Tan et al. [10] introduced an extreme
learning machine (ELM) to predict NOx emissions of a 660 MW coal-
fired boiler using 31 operational variables, i.e., steam pressure, steam
flow, steam temperature, rate of primary air and primary airflow rate.
Yuan et al. [11] explored a stacked generalization ensemble method for
NOx emissions prediction on a 600 MW subcritical variable pressure
boiler based on 31 operational variables, i.e., unit load, airflow rate,
pulverized coal feeder flow rate and overfire air damper opening per-
centage. Nevertheless, a major obstacle faced by these data-driven
methods is the selection of input variables. As the core of any data-
based modeling technique, reasonable input variables directly deter-
mine the prediction performance. A thorough review of the relevant lit-
erature discovered that the inputs of the prediction model are various,
includes 29 types [12], 42 types [13], and even 96 types [14]. It is diffi-
cult to determine which operation variables are optimal, and blind se-
lection can easily bring the risk of data redundancy to the prediction
model.

As a consequence, selecting the appropriate input variables is very
important for the performance of the emission prediction model. Re-
cently, flame imaging-based model has been gradually attracted more
attention and applied in exhaust emission prediction [15,16]. For in-
stance, Li et al. [17] established a least square support vector machine
(LSSVM) to analyze the features of flame radical image for NOx emis-
sion prediction. Disappointingly, the radical image acquisition carries

Fig. 3. The architecture of the DAE.

Fig. 4. Diagram of the convolution operation. f( ) represents activation function.
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Table 1
The hyper-parameter setting of the SDAE.
Layer Type Upsampling Convolution Activation Pooling Output dimension

Input layer / / / / 256 × 256 × 3
Noisy layer / / / / 256 × 256 × 3
Encoder1 e1 / q = 32; c = 3; s = 1 ReLU c = 2; s = 2 128 × 128 × 32

e2 / q = 16; c = 3; s = 1 ReLU c = 2; s = 2 64 × 64 × 16
e3 / q = 8; c = 3; s = 1 ReLU c = 2; s = 2 32 × 32 × 8

Encode vector1 h1 / / / / 32 × 32 × 8
Decoder1 d1 c = 64 q = 16; c = 3; s = 1 ReLU / 64 × 64 × 16

d2 c = 128 q = 32; c = 3; s = 1 ReLU / 128 × 128 × 32
d3 c = 256 q = 3; c = 3; s = 1 Sigmoid / 256 × 256 × 3

Output layer / / / / 256 × 256 × 3
Encoder2 e4 / q = 4; c = 3; s = 1 ReLU c = 2; s = 2 16 × 16 × 4

e5 / q = 2; c = 3; s = 1 ReLU c = 2; s = 2 8 × 8 × 2
e6 / q = 1; c = 3; s = 1 ReLU c = 2; s = 2 4 × 4 × 1

Encode vector2 h2 / / / / 4 × 4 × 1
Decoder2 d4 c = 8 q = 2; c = 3; s = 1 ReLU / 8 × 8 × 2

d5 c = 16 q = 4; c = 3; s = 1 ReLU / 16 × 16 × 4
d6 c = 32 q = 8; c = 3; s = 1 ReLU / 32 × 32 × 8

considerable limitations, requiring an expensive electron multiplying
charge coupled device (EMCCD) camera and specific fuel calibration.
Comparatively, the red-greenblue (RGB) image is preferred because of
its simple color camera and no fuel calibration. Remarkable achieve-
ments have been made in emission prediction based on the RGB image.
For example, Wang et al. [18] extracted three statistical image features
(average temperature, temperature distribution and ignition distance)
of the RGB flame image to estimate the NOx emission in the pulverized
coal boiler. However, some issues remain to be further considered:

(1) Image feature extraction, i.e., derives significant information from
the flame image. Flames under different combustion operation
conditions would generate delicate differences, i.e., size, shape,
luminosity, etc. These differences should be precisely extracted
from flame images for subsequent analysis. But existing feature
extraction methods focus on hand-crafted features designed by
unique empirical formulas, which may lose the key information.
Besides, the tedious formula calculation will seriously cause the
response lag of the prediction model. The deep learning methods,
such as deep belief network (DBN) [19] and autoencoder (AE)
[20], provide a good solution, which can directly mine intrinsic
information of the original data through multi-layer nonlinear
transformation. For instance, Liu et al. [21] proposed a DBN to
extract deep features of flame images for predicting the oxygen
(O2) content of heavy oil combustion. This study demonstrated
that the multi-layer DBN-based model learns more representative
flame features, and the prediction performance is better than the
classical principal component analysis (PCA)-based model.
However, the DBN often encounters a thorny problem, that is,
high-dimensional color images cause training difficulties [22]. In

comparison to the DBN, the AE is a purely unsupervised feature
learning model, which can be trained more effectively and easily
[23]. Li et al. [24] designed an image feature extractor based on a
deep denoising autoencoder to predict NOx emissions in the
biomass combustion process. The results suggested that the deep
learning-based prediction model outperforms the prediction
models based on the hand-crafted feature extraction and basic
learning algorithms. However, as the number of the hidden layers,
this fully connected deep denoising autoencoder brings an
unpredictable growth of the network parameters, resulting in a
huge computational burden and inefficient prediction. Thus, an
effective image feature extraction method based on the deep
learning method still needs to be further explored.

(2) Confidence interval estimation, i.e., quantifying the uncertainty of
the prediction result. Most prediction models only offer point
prediction values but lack uncertainty information associated with
point prediction. It is risky to formulate combustion management
strategies purely based on the point prediction results. This
requirement can be satisfied by the Gaussian process regression
(GPR). Unlike point prediction models, the GPR is a probabilistic
model that can provide a probability distribution for each
predicted value [25]. However, an issue that cannot be ignored is
that the computational complexity and the time-consuming of the
GPR will increase the dimension of input variables dramatically.
This severely restricts its application in solving the problem of
high-dimensional input data.

Aiming at the shortcomings of existing methods, this study proposes
an ensemble deep learning model for exhaust emissions prediction. A
stacked denoising autoencoder (SDAE) is established to extract robust

Fig. 5. Combination strategy design of the ensemble learning model.
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Fig. 6. Schematic diagram of the experimental apparatus.

Table 2
Ultimate analysis of the heavy oil.
Sample w(C)% w(H)% w(N)% w(S)% Calorific value (kJ/g)

Reference value 82.00 ∼ 84.50 12.00 ∼ 14.00 0.10 ∼ 0.50 0.10 ∼ 0.40 44.00 ∼ 47.00
Measured value 83.64 13.94 0.35 0.22 45.21

features of the flame image. The extracted image features are then fed
into four forecasting engines, i.e., ANN, ELM, SVM, and LSSVM, to
achieve an initial prediction of the emissions. Afterwards, the GPR com-
bines the initial prediction in a nonlinear way to achieve the final point
prediction and the confidence interval estimation. The principal contri-
butions of this work can be summarized as follows: (1) attempted to in-
tegrate the flame imaging, deep neural network and probabilistic pre-
diction model for NOx and CO2 emissions prediction; (2) established
SDAE model to extract representative features from the flame image au-
tomatically. In particular, the denoising coding technique can improve
the ability of feature learning; (3) deterministic forecasts made by the
ANN, ELM, SVM and LSSVM are transformed into inputs and then com-
bined by the GPR to obtain a probabilistic prediction. Therefore, the en-
semble deep learning model fills the gaps in existing linear or simple
weighting methods, providing better prediction performance; (4) the
proposed prediction method also provides a valuable confidence inter-
val that reflects the possible fluctuation range of the predicted value.
The point prediction value is regarded as the mean of the confidence in-
terval distribution.

The remainder of this article is organized as follows. Section 2 de-
tails the technical strategy of the emissions prediction based on the en-
semble learning model. In Section 3, the experiment is carried out on a
heavy oil-fired boiler to construct the flame image dataset. Section 4 in-
vestigates the advantages of the ensemble learning model and deter-
mines its vital hyper-parameter. The prediction performance of the en-
semble learning model is presented in Section 5. Finally, the conclusion
and future work from this study are given in Section 6.

2. Methodology

In this study, an ensemble deep learning model based on the flame
image for emissions prediction is established. The ensemble learning
model [26] can be regarded as a strong learner, which uses multiple
weak learners to solve the same problem, and then takes special strate-
gies to make the final decision combined with the opinions of all the
weak learners. Fig. 1 presents the overall framework of the proposed
emission prediction model, in which the SDAE is used for deep feature
extraction of flame images, four forecasting engines include ANN, ELM,
SVM and LSSVM are used as the weak learner, and the GPR is taken as
the combination strategy model. The implementation process of the en-

semble deep learning method is mainly divided into four stages and
specified as follows:

Stage Ⅰ: Pre-processing
A portable image acquisition system is constructed to capture flame

images (denoted as , , …, in Fig. 1) under different operation
conditions of a heavy oil-fired boiler furnace. After that, all flame im-
ages are resized to 256 (H) × 256 (V) and normalized into an interval
of 0 to 1.

Stage Ⅱ: Deep feature extraction
A feature learning network (i.e., SDAE) is established and its para-

meters are randomly initialized. The SDAE is composed of a two-level
network that can be trained only using unlabeled flame images. Once
the unsupervised training is completed, it can be directly used to extract
the representative feature of the flame image.

Stage III: Modeling process
Four forecasting engines (i.e., ANN, ELM, SVM and LSSVM) are es-

tablished using the extracted deep features and label information of the
flame images. Afterwards, the outputs of these four forecasting engines
are combined with the label information to train the GPR.

Stage Ⅳ: Emission prediction
In this stage, the newly captured flame images without labeling are

pre-processed and their representative features are extracted by the
trained SDAE and then successively fed into the four forecasting en-
gines to achieve initial emissions prediction. The initial emissions pre-
dictions are then subsequently fed into the GPR for final emissions pre-
diction. Especially, the final prediction results consist of point value
(i.e., mean NOx & CO2 predictions) and confidence interval (upper
boundary and lower boundary), where the upper boundary represents
the maximum NOx & CO2 predictions, and the lower boundary repre-
sents the minimum NOx & CO2 predictions.

2.1. Deep feature extraction

For any supervised learning network, the network performance de-
pends heavily on the scale and quality of label data. However, it is diffi-
cult to prepare a massive high-quality label dataset, requiring precise
experimental equipment and significant human effort. An appropriate
solution is to apply the unsupervised learning network, which only re-
quires unlabeled data. In this section, a novel unsupervised network
SDAE is proposed and its basic components are described below:
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Table 3
Overview of the flame image dataset.
Conditions FL (%) PA (%) SA (%) Total images

C1 20 10 25 1000
C2 20 25
C3 30 25
C4 20 20
C5 20 30

C6 40 5 35 1000
C7 10 35
C8 20 35
C9 30 35
C10 20 50

C11 60 10 50 1000
C12 20 50
C13 30 50
C14 20 35
C15 20 65

Table 4
Descriptive statistics of the NOx concentration.
Emission FL (%) Min. (mg/m3) Max. (mg/m3) Mean (mg/m3) St. dev.

NOx 20 274.42 299.76 288.69 7.56
40 316.25 353.01 334.34 11.98
60 358.53 374.76 356.39 5.14

2.1.1. Autoencoder
The AE is a typical unsupervised network consisting of three fully

connected layers, i.e., input layer, hidden layer and output layer. As de-
picted in Fig. 2, the data processing of the AE is performed by the en-
coder and decoder. Suppose an unlabeled dataset with samples

, the encoder transforms each -dimensional input sample
into a -dimensional encode vector , typically . Then, the decoder
reconstructs the to the -dimensional output sample .

2.1.2. Denoising autoencoder and convolutional operation
To extract the high-level features of the input sample, the AE usually

uses multiple hidden layers. Unfortunately, as the number of hidden
layers increases, the fully connected AE suffers from some weaknesses,
such as the risk of over-fitting during the training process, and difficulty
in training with numerous network parameters. To solve these draw-
backs, two improvement strategies are utilized:

(1) Denoising coding technique is introduced into the AE to form the
denoising autoencoder (DAE). As shown in Fig. 3, the input
samples of the DAE are corrupted by random noises, and then the
noise-free samples are reconstructed after encoding and decoding.
Different from the AE, the DAE constructs a nonlinear mapping
relationship between the reconstructed sample and the noisy
sample, rather than the input sample. Because of this, the DAE is
constrained during the training process, thus avoiding the simple
replication of input information.

In Fig. 3, represents stochastic mapping, and represents the
noisy sample with the dimension of , calculated by:

(1)

where is the corruption ratio; is a normal random distribution
within a range of −2.576 to 2.576 with 99% probability. The DAE train-
ing is performed by minimizing the reconstruction error (known as loss
function) between and . The mean square error (MSE) is often used
as the loss function, defined as:

(2)

(2) Fully connected operation is replaced by convolutional operation.
Convolution operation has the characteristics of sparse
connectivity and weight sharing, effectively reducing the number
of network parameters [27]. As illustrated in Fig. 4, the
convolutional operation is composed of a convolutional layer,
activation function and a pooling layer. In the convolution layer,
the feature map is generated by sliding a specific filter over the
entire input data. Then, the generated feature map is activated by
the activation function to improve its nonlinear expression ability.
The purpose of the pooling layer is to reduce data dimensionality
and enhance translation invariance.

2.1.3. Stacked denoising autoencoder
For any deep neural network, the initialization of the weight para-

meters must be very cautious, otherwise, phenomena such as gradient
disappearance or gradient explosion will be easily encountered during
the training process. To solve this problem, a pre-train strategy [28] is
widely adopted that can splits a multi-hidden layer network into several
single-hidden layer networks. In this way, the training failure can be
avoided because the weight parameters of each layer will be assigned a
specific value instead of random initialization. However, due to the
simplicity of single-hidden layer structure and the difficulty of global
parameter optimization, this type of network often faces the problems
of low training efficiency and poor generalization ability. Hence, this
study adopts a compromise scheme and proposes a novel feature extrac-
tion network SDAE. It is composed of a two-level network, and each
network contains five hidden layers. The overall architecture of the
SDAE is presented in Fig. 1(Stage Ⅱ), and the specific hyper-parameter
setting is listed in Table 1.

In Table 1: e: encoder operation; d: decoder operation; q: filter num-
ber; c: filter size; s: filter stride.

In the first-level network, the noisy image is created by adding
Gaussian noise to the input flame image . Then, the is processed by
the convolution operation of the encoder e1, which has 32 filters and
each filter with a size of 3 × 3 and a stride of 1. The convolution filter
with a size of 3 × 3 and a stride of 1 provides prominent performance
of the model as described in [29,30]. Compared with other filter sizes
(such as 5 × 5 and 7 × 7), the 3 × 3 convolution kernel used to obtain
a feature map with the same dimension has the advantages of deeper
network depth and fewer network parameters. The generated convolu-
tion feature is activated through the rectified linear unit (ReLU) func-
tion [ , represents hidden neuron]. The ReLU func-
tion is widely utilized in deep neural networks due to its advantages of
reducing the over-fitting risk. Notably, the ReLU function is replaced by
the Sigmoid function [ ] in the d3 (3th decoder) to
ensure that the output range is 0 to 1. The max-pooling [31] is a widely
used filter that provides the maximum value of the input data for di-
mensionality reduction. The pooling filter with a size of 2 × 2 and a
strider of 2 can effectively obtain the key information of input data
[32].

After the encoder e1, the flame image with the dimension of
256 × 256 × 3 is mapped to the feature data with the dimension of
128 × 128 × 32. Through a series of similar encoder operations, the
flame image is finally condensed into the encoder vector with the di-
mension of 32 × 32 × 8.

In the decoder d1, the encoder vector is dimensionally extended
by the upsampling operation, and then processed successively by the
convolution and activation. After that, the feature map with the dimen-
sion of 64 × 64 × 16 is obtained. Through a series of decoders, the
flame image with the dimension of 256 × 256 × 3 is reconstructed.

6
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Table 5
Descriptive statistics of the CO2 concentration.
Emission FL (%) Min. (%) Max. (%) Mean (%) St. dev.

CO2 20 6.62 7.52 7.18 0.27
40 11.51 12.04 11.76 0.16
60 12.04 13.24 12.54 0.41

In the second-level network, the encoder vector is transformed
into the input variable. After similar encoder operations, the encoder
vector with the dimension of 4 × 4 × 1 is finally learned. To reduce
the data dimension of the flame image, the number of convolution fil-
ters in the two-level encoder is gradually decreased, such as 32, 16, 8, 4,
2 and 1. These specific numbers are determined based on the Refs. [20,
27].

2.2. Forecasting engine

Emission prediction is a highly nonlinear regression task. Therefore,
various regression models have been applied in this field [11,25]. In

this study, four forecasting engines such as ANN, ELM, SVM and LSSVM
are selected due to their high fitting accuracy, fast learning speed,
strong learning ability and outstanding generalization ability.

2.2.1. Artificial neural network
ANN [33] is a multi-layer network, composed of an input layer, one

or more hidden layers, and an output layer. The ANN with a single hid-
den layer structure has been proved to be sufficient to approximate
complicated nonlinear functions [34], so the number of hidden layers is
set to 1. Based on this, a three-layer ANN is considered for emissions
prediction. The 16-dimensional image feature is fed into the input
layer, so the number of input neurons is set to 16. The number of neu-
rons in the hidden layer is set to 8, which is determined via cross-
validation in comparison to other values (varies from 1 to 16). The
emission (NOx or CO2) concentration is taken as the output target, so
the number of output neurons is set to 1. The ANN consists of two learn-
ing processes, i.e., transforming the input image features forward to the
output emission concentration and back-propagating the prediction er-
ror to tune the weight parameters. These two learning processes oper-
ate in an alternating pattern until the prediction error converges.

Fig. 7. Example of flame images with NOx concentration (mg/m3) and CO2 concentration (%).
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Fig. 8. Labeled images under three different fuel loads: 20%, 40% and 60%.

2.2.2. Extreme learning machine
ELM [35] is a feed-forward network with the advantages of fast

learning speed. Similar to the ANN, the ELM is also designed as a single
hidden layer structure, which consists of an input layer, a single hidden
layer, and an output layer. Suppose a training dataset with labeled
images , where represents the image feature
with the dimension of ( 6); represents the corresponding label
information (i.e., NOx or CO2 concentration) with the dimension of
( ). The number of neurons in the hidden layer is set to 8, deter-
mined via cross-validation compared to other values (varies from 1 to
16). Then, the ELM with ( ) hidden neurons performs a zero-
error approximation on all training samples, expressed as:

(3)

where is the output weights from the hidden neuron to the
output neuron; is the activation function; is the input weights
from the input input neuron and the hidden neuron; is the bias
of the hidden layer. The input weights and biases of the ELM are as-
signed arbitrarily instead of tuned carefully, while only output weights
are determined analytically through generalized inverse operation
[36].

2.2.3. Support vector machine
SVM [37] is a statistical learning algorithm based on the principle of

structural risk minimization. It performs well for dealing with small
samples, high dimensions and local minimum points. Assuming a train-
ing dataset with M labeled images, , . The
main idea of the SVM is to map the input data into a higher dimensional
feature space and perform linear regression. In the feature space, the
linear regression function can be defined as:

(4)

where is weight vector; is a bias; represents the nonlinear
function mapping input data from the low-dimensional original space
to the high-dimensional feature space. Based on the principle of struc-
tural risk minimization, the learning process of the SVM can be ex-
pressed as seeking a constrained minimum value, defined as:

(5)

subject to:

(6)

where is the L-2 norm; is regularized constant; is the para-
meter of the -intensive loss function; and are positive slack vari-
ables, measuring the deviation outside the region. By introduc-
ing the Lagrange equation and the Karush–Kuhn–Tucker (KKT) condi-
tion [38], Eq. (4) can be transformed into:

(7)

where and are Lagrange multipliers, satisfying
( , ); is the kernel function.

Gaussian radial basis functions (RBF) [39] can produce complex deci-
sion boundaries with only one unknown parameter, so it is chosen as
the kernel function and defined as:

(8)

8
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Fig. 9. Training progress of the SDAE under different iterations.

where is the width parameter of the Gaussian kernel. To construct
the SVM with superior performance, the proper values of the model co-
efficients , and are necessary. In this study, the grid search, and
cross-validation methods [11] are implemented to determine the opti-
mal coefficients, resulting in , , and .

2.2.4. Least square support vector machine
LSSVM [40] is a modified version of the SVM, which converts in-

equality constraints into equality constraints. Compared with the SVM,
the LSSVM has advantages in good generalization and low computation
complexity. For the given training dataset , the
LSSVM approximates the expected output through the following multi-
variate function:

(9)

where denotes nonlinear mapping function; coefficients and
are estimated by solving the following optimization problem:

(10)

subject to:

(11)

where is the structural risk; is the error variable. Like
the SVM, the RBF function is also used as the kernel function of the
LSSVM model. For the construction of the LSSVM model with promi-
nent performance, the appropriate regularized constant and RBF ker-
nel parameter should be selected. These two hyper-parameters are fi-
nally set to 20 and 0.38 by the trial-and-error.

2.3. Combination strategy by Gaussian process regression

Since the single forecasting engine is limited by its architecture, hy-
per-parameters, and training data quality, it is difficult to achieve satis-
factory prediction accuracy [11]. Alternatively, the ensemble learning
model incorporates the advantages of each forecasting engine by adopt-
ing a special combination strategy, thus significantly improving the pre-
diction performance [41]. The combination strategy design of the en-
semble learning model is shown in Fig. 5.

In Fig. 5, represent forecasting engine (also known as
base model); represents inputs, i.e., image feature; represents
the output of the forecasting engine; represents the combination
strategy model (also known as meta-model); represents the output,
i.e., NOx or CO2 concentration. Generally, the combination strategy can
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Fig. 10. Prediction performance of the ensemble learning model under differ-
ent corruption ratios. The top subplot shows the prediction accuracy of NOx
emission, and the bottom subplot shows the prediction accuracy of CO2 emis-
sion.

Fig. 11. Prediction performance under different feature extraction networks
and iterations.

be divided into voting, weighted averaging and stacked generalization.
The voting strategy is often used in classification tasks to determine the
target category of inputs by counting the maximum number of votes for
all labels. Different from the linear strategy (i.e., based on weighted av-
eraging), the nonlinear strategy (i.e., based on a stacked generalization)
can effectively eliminate the correlation between individual forecasting
engines and thus improve the prediction accuracy. Because of this, the
stacked generalization strategy is selected to construct the ensemble

Fig. 12. Performance of the NOx and CO2 emissions prediction under different
feature analysis models.

learning model, and the GPR is used as a strategy model due to its
unique ability to quantify prediction uncertainty.

A brief overview of the GPR algorithm is as follows. The GPR [42] is
a non-parametric probability model based on Bayesian theory, which is
suitable for dealing with small sample learning problems. Based on the
training dataset , the nonlinear relationship between the input
and output established by the GPR can be defined as:

(12)

where is the latent function, let ; is
Gaussian noise with a mean value of zero and a variance of . For the
input dataset , the Gaussian process function is expressed as a
collection of the latent functions that obey a multivariate Gaussian dis-
tribution, given by:

(13)

where ; is the mean function, usually
taken to zero; is kernel function matrix. The GPR performance
is highly dependent on , indicating that careful consideration
should be taken to select the kernel function. A variety of kernel func-
tions are available for the GPR and they are categorized into: isotropic
(ISO) and automatic correlation determination (ARD) [43]. In practice,
the traditional ISO function often suffers dimensional failures for high-
dimensional inputs [44]. Whereas, the ARD function not only maps the
high-dimensional inputs but also distinguishes the importance of differ-
ent inputs and thereby deletes irrelevant input information. Above
these reasons, the ARD function is selected as the kernel function of
GPR in this study, specified as:

(14)

where and are any two samples in the dataset ; denotes the
signal variance; stands for the length scale.

10
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Table 6
Performance evaluation of the ensemble learning model for NOx emission
prediction.
Dataset Model RMSE

(mg/m3)
MAE
(mg/m3)

Calculation time
(ms/f)

Validation
dataset

ANN 7.88 5.08 0.94 38.63
ELM 7.71 6.06 0.94 38.58
SVM 7.58 5.82 0.95 38.61
LSSVM 7.17 5.49 0.95 38.59
GPR 7.09 5.43 0.95 44.04
Ensemble 6.79 5.07 0.96 38.78

Testing dataset ANN 7.31 5.41 0.94 38.63
ELM 7.10 5.61 0.95 38.58
SVM 6.71 5.05 0.95 38.61
LSSVM 6.28 4.83 0.96 38.59
GPR 6.13 4.74 0.96 44.04
Ensemble 5.96 4.71 0.97 38.78

The best values are shown in bold.

3. Experiments on a 4.2 MW heavy oil-fired boiler

3.1. Experimental setup

Experimental investigations were conducted on a 4.2 MW heavy oil-
fired boiler. The main structure of the boiler furnace and the implemen-
tation of the image acquisition system are presented in Fig. 6. The fur-
nace has a height of 6 m and a cross-section of 1.8 m × 1.8 m. During
the boiler system operation, the heavy oil is accelerated by the high-
speed rotating cup and then collided with the reverse primary air to re-
alize rapid atomization. The secondary air and tertiary air provide suffi-
cient oxidizers to guarantee combustion completion. Note that the qual-
ity of the heavy oil remains stable throughout the experiments, and its
ultimate properties are summarized in Table 2.

The flame images are captured by a CCD camera (HIKVISION Ltd,
MV-CA003-50GC) with a pixel size of 640(H) × 480(V). The camera is
mounted on the end of the optical probe, protected by an air–water
cooling jacket. A 90° objective lens is assembled at the front of the opti-
cal probe that can fully observe the flame root area. A gas analyzer
(Testo Ltd, testo330-1 LL) is installed at the outlet of the furnace to con-
tinuously measure the NOx and CO2 concentrations in the untreated
flue gas.

3.2. Data collection and preparation

In the experiments, the heavy oil-fired boiler operates under three
different fuel loads (FLs) of 20%, 40% and 60%. Under each FL, five
combustion conditions are created according to different primary air
(PA) and secondary air (SA). In all experiments, the tertiary air is al-
ways kept at a 20% opening. Table 3 depicts the flame image dataset
obtained from 15 different combustion conditions. For each combus-
tion condition, 1000 RGB flame images are collected.

The descriptive statistics of NOx and CO2 concentrations are illus-
trated in Tables 4 and 5. It can be observed that the emission concentra-
tions varied significantly with the change of the FL. All acquired flame
images and the measured emission concentrations are recorded on the
computer. The sampling frequency of the camera is 4f/s (frame per sec-
ond), while the sampling interval of the gas analyzer is 1 s. That means
every four flame images correspond to one concentration value. Fig. 7
displays typical flame images from 15 different combustion conditions
and their corresponding emission concentrations.

To eliminate the influence of different image sizes and accelerate
the convergence of the prediction model, all flame images are resized to
256(H) × 256(V) and normalized to 0 to 1 using the min–max scale
[32]. For the full dataset listed in Table 3, 3000 images (i.e., 200 im-
ages/condition) are randomly selected and manually labeled, while the

remaining 12,000 images remain unlabeled. These unlabeled images
are used for unsupervised training of the feature extraction network
SDAE. The labeled images are further divided into three datasets, which
are employed for training (60%), validation (20%) and testing (20%)
the emission prediction model. The structure of the labeled dataset is
shown in Fig. 8, where the NOx concentration and CO2 concentration
are non-stationarity (fluctuate sharply).

Note that, all the calculations are implemented in Anaconda soft-
ware with Python programming language, and run in a computing sys-
tem with Intel i7-8700 K CPU, 64 GB RAM and GeForce GTX 1080 Ti
GPU.

3.3. Performance evaluation

To evaluate the performance of the prediction model, three evalua-
tion metrics include root mean square error (RMSE), mean absolute er-
ror (MAE) and determination coefficient ( ) are utilized. These met-
rics measure the deviation between the observed value and the pre-
dicted value, described as:

(15)

(16)

(17)

where represents the number of testing samples; is the ob-
served value; is the predicted value; is the average of all measure-
ments in the testing dataset. RMSE reflects the overall deviation be-
tween the measured and predicted values. MAE reveals the similarity
between the measured and predicted values. considers the related
degree between the observed and predicted values. A lower value of
RMSE and MAE demonstrates better prediction performance, and a
higher value of indicates higher accuracy of the prediction.

4. Model establishment

4.1. Model training

The proposed ensemble deep learning model consists of two inde-
pendent training processes, i.e., unsupervised training of the feature ex-
traction model and supervised training of the feature analysis model.
During the SDAE training, all weight parameters are initialized by
Gaussian distribution and then updated iteratively by the stochastic
gradient descent algorithm [31]. To further improve the robustness of
the SDAE, Gaussian noise with a corruption ratio of 0.2 ( ) is
added into the training dataset (i.e., 12,000 unlabeled images). This
corruption ratio is determined by cross-validation with other ratios
(e.g., 0.1, 0.3, 0.4, and 0.5), which helps to maximize the feature learn-
ing ability [refer to Fig. 10]. Fig. 9 records the training and validation
progress of the SDAE with a learning rate of 0.01.

It can be seen that the training time of the two-level network in-
creases linearly with the number of iterations, and 300 iterations con-
sume 172.5 min (the first-level network) and 15.6 min (the second-
level network), respectively. In the first-level network, the training loss
and validation loss decrease rapidly in the first 120 iterations and reach
the minimum value at the 150th iteration. With the further increase of
iteration, these losses show a slight upward trend. Similar training ex-
perience also appears in the second-level network, that is, training loss
and validation loss converge rapidly at first, but increase slightly after
the 150th iteration. This indicates that the two-level network has expe-
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Table 7
Performance evaluation of the ensemble learning model for CO2 emission pre-
diction.
Dataset Model RMSE

(%)
MAE
(%)

Calculation time
(ms/f)

Validation
dataset

ANN 0.59 0.45 0.93 38.62
ELM 0.58 0.45 0.94 38.57
SVM 0.57 0.44 0.94 38.61
LSSVM 0.55 0.38 0.95 38.59
GPR 0.53 0.36 0.95 44.04
Ensemble 0.51 0.34 0.96 38.76

Testing dataset ANN 0.55 0.42 0.93 38.62
ELM 0.54 0.41 0.94 38.57
SVM 0.53 0.40 0.94 38.61
LSSVM 0.49 0.34 0.95 38.59
GPR 0.46 0.35 0.95 44.04
Ensemble 0.45 0.33 0.96 38.76

The best values are shown in bold.

rienced under-fitting and over-fitting states in the training process,
which causes network performance degradation. Therefore, too little or
too much training is not the best choice. Considering the computation
cost and preventing the occurrence of over-fitting, the optimal iteration
of the two-level network is set to 150.

The trained SDAE can be directly used to extract deep features of the
original flame image. After that, based on the deep features and label
information of the training dataset (1800 labeled images), four fore-
casting engines (ANN, ELM, SVM and LSSVM) are trained, respectively.
Finally, the forecasts of the four forecasting engines are combined with
the label information to train the GPR. After the ensemble learning
model training, the dataset outside of the training dataset (such as the
validation dataset and testing dataset) is used to verify its feasibility in
practical application.

4.2. Performance analysis

To optimize the performance of the ensemble learning model, a se-
ries of comparative studies are carried out involving corruption ratios,
feature extraction networks and feature analysis models. The detailed
description of each evaluation is illustrated in the following sections.

4.2.1. Effect of different corruption ratios
In general, the prediction model with good robustness is more pre-

ferred, which is conducive to the application in a harsh environment. In
this study, Gaussian noise with different corruption ratios is added to
the training image to improve the robustness of the SDAE and make it
capable of obtaining essential feature information from the noisy im-
ages. Because of this, Gaussian noise with a special corruption ratio
[determined through Eq. (1)] is added to the training dataset. There-
fore, it is of great significance to study the influence of different corrup-
tion ratios on the accuracy of the emission prediction. Six different cor-
ruption ratios from 0 to 0.5 with a step size of 0.1 are considered, and
the obtained prediction results are shown in Fig. 10.

It is evident that the prediction accuracy ( ) of the ensemble learn-
ing model presents a trend of first increasing and then decreasing with
the increase of the corruption ratio. The maximum prediction accura-
cies are achieved when , that is, 0.96 (validation dataset) and
0.97 (testing dataset) for NOx prediction accuracy, 0.96 (validation
dataset) and 0.96 (testing dataset) for CO2 prediction accuracy. The
above results suggest that a proper corruption ratio can effectively im-
prove the feature learning ability of the SDAE, while excessive noise in-
terference will seriously reduce the data quality, eventually resulting in
poor prediction performance. As a consequence, to ensure the high-
precision performance and strong robustness of the ensemble learning
model, the corruption ratio is set to 0.2.

4.2.2. Performance of different feature extraction networks
To demonstrate the superiority of the SDAE, a comprehensive com-

parison is carried out with other typical feature extraction networks, in-
cluding PCA, empirical formula (EF), stacked autoencoder (SAE) and
convolutional denoising autoencoder (CDAE). The PCA [45] is a linear
data dimension reduction method that can linearly map the sample
data from high-dimensional space to low-dimensional space, and elimi-
nate redundant information. The EF is a statistical feature extraction
method based on pre-defined formulas or empirical parameters, requir-
ing prior expert knowledge. Here, sixteen statistical features were con-
sidered, referring to geometric parameters and brightness parameters
[46]. The structure of the SAE is similar to the SDAE, except that the de-
noising coding technique is not considered [i.e., , refer to Eq. (1)].
The structure of the CDAE is the combination of the two-level network
of the SDAE, including ten hidden layers. Fig. 11 illustrates the predic-
tion accuracy of the ensemble learning model based on different feature
extraction networks under different iterations.

Among these feature extraction networks, PCA and EF are two kinds
of non-learning methods, so their testing accuracies always remain a
fixed value. It can be seen that the prediction accuracy is worst for the
PCA feature and R2 values are 0.92 and 0.91 for NOx and CO2 emissions
prediction, respectively. This indicates that the shallow PCA method
cannot mine the intrinsic information in the flame image effectively.
Following the PCA, the performance of the EF-based model is also dis-
appointing, with the NOx prediction accuracy of 0.95 and the CO2 pre-
diction accuracy of 0.65. In contrast, the performance of the learning
method is better. The testing accuracy of the CDAE-based model is rela-
tively higher than that of the SAE-based model, although requiring
more training cost (i.e., 210th iteration). As expected, the model based
on SDAE features provides the best prediction performance and reaches
its maximum at the 150th iteration. Two important conclusions can be
drawn based on the above results; (1) the SDAE is better than the SAE,
confirming that the introduced denoising coding technique is beneficial
for the feature learning ability; (2) the SDAE is better than the CDAE,
suggesting that the newly designed two-level structure network is eas-
ier to be trained. In addition, the computational burden is reduced, that
is, the SDAE training requires 94.13 min (i.e., 150th iteration) and the
CDAE training requires 122.65 min (i.e., 210th iteration) to achieve
better performance. In addition, it is also noticed that for both NOx and
CO2 emissions, the prediction accuracy of the SDAE first increases and
then decreases with the increase of iterations. This phenomenon is con-
sistent with the result in Fig. 9, that is, the SDAE has experienced two
states of under-fitting and over-fitting successively, which have a cer-
tain impact on the prediction effect.

4.2.3. Performance of different feature analysis models
After the feature extraction network is determined, the feature

analysis model still needs to be carefully selected. It is well known that
a suitable feature analysis model is promising to maximize prediction
accuracy. In this study, four forecasting engines and the ensemble
learning model are compared. All feature analysis models are estab-
lished based on the same SDAE features, and the obtained prediction re-
sults are summarized in Fig. 12.

It can be observed that in all cases, the prediction accuracy of the
ensemble learning model (represented by the green line in the figure) is
always in the highest position, which is higher than that of other fore-
casting engines. In addition, with the increase of iterations, the predic-
tion accuracy of all feature analysis models first increases and then de-
creases gradually, and reaches the maximum at the 150th iteration. In
fact, this trend mainly depends on the accuracy of the SDAE features,
which further confirms that representative features play a decisive role
in prediction performance.
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Fig. 13. NOx and CO2 emissions prediction based on ensemble learning model.

5. Model evaluation and discussion

5.1. Point prediction

In the application process, the deep feature of the new flame image
is extracted by the SDAE and then sent into four forecasting engines and
the GPR for the NOx and CO2 emissions estimation. Here, the validation
dataset (20%) and testing dataset (20%) are used for presenting the per-
formance of the emission prediction model. The accuracy of NOx and
CO2 prediction of the individual forecasting engine and the ensemble
learning model based on the SDAE feature are listed in Tables 6 and 7,
respectively. It can be seen, the ensemble learning model based on the
SDAE feature has achieved better performance. This demonstrates that
the ensemble learning model based on the SDAE feature has strong gen-
eralization ability, and thus the extracted image features can be applied
to different emissions predictions.

In contrast to the individual forecasting engine, the ensemble learn-
ing model provides better prediction accuracy with the lowest RMSE
and MAE and the highest . For the NOx emission prediction (as
shown in Table 6), it can be seen that: (1) for the validation dataset,
RMSE, MAE and achieved 6.79 mg/m3, 5.07 mg/m3 and 0.96, re-
spectively; (2) for the testing dataset, RMSE, MAE and achieved
5.96 mg/m3, 4.71 mg/m3 and 0.97, respectively. For the CO2 emission
prediction (as shown in Table 7), it can be seen that: (1) for the valida-
tion dataset, RMSE, MAE and achieved 0.51%, 0.34% and 0.96, re-
spectively; (2) for the testing dataset, RMSE, MAE and achieved

0.45%, 0.33% and 0.96, respectively. Therefore, it is suggested that the
ensemble learning model improves the prediction performance by inte-
grating the four forecasting engines.

Along with this, due to the slightly complicated structure of the en-
semble learning model, more calculation time is required: 38.78 ms/f
(milliseconds per frame) for the NOx prediction and 38.76 ms/f for the
CO2 prediction. Even so, all flame images collected by the CCD camera
with a frame rate of 4f/s can be processed in time. This means the en-
semble learning model can meet the requirements of real-time emission
prediction. Moreover, it can be found that the forecasting engine ELM
has the shortest calculation time, which indicates that the ELM has a
faster response speed due to its unique structure. Relatively, the calcu-
lation time of the forecasting engine GPR is the longest, even surpassing
the ensemble learning model. This proves that the computational com-
plexity of the GPR is seriously affected by the dimension of input data,
that is, higher-dimensional input will require more computation costs.

5.2. Confidence interval prediction

Rather than merely point prediction, the ensemble learning model
can also provide confidence interval information. Fig. 13 depicts the
point prediction and corresponding 95% confidence interval estimation
through the ensemble learning model. This demonstrated that although
there are few negligible outliers, most of the predicted values can well
fit the actual observed values. These outliers may be attributed to the
fluctuation of the combustion flame or the disturbance of the image ac-
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quisition system, which can be ignored. In addition, it is also noted that
nearly all actual observations are within the confidence interval, which
indicates that the prediction result has high credibility.

6. Conclusions

In this study, a novel ensemble deep learning model is proposed for
combustion emission prediction by integrating SDAE, ANN, ELM, SVM,
LSSVM and GPR models. The effectiveness of the model is evaluated
through the flame images captured under different combustion condi-
tions on a 4.2 MW heavy oil-fired boiler. The main conclusions are as
follows:

(1) The established SDAE can accurately extract the representative
features of the flame image, and its training efficiency and
prediction accuracy have made significant progress, outperforms
other networks such as PCA, EF, SAE and CDAE.

(2) By comparing different forecasting engines, the ensemble learning
model provides the lowest RMSE and MAE while the highest
regardless of NOx or CO2 emissions prediction. Among them, the
prediction accuracy of NOx and CO2 emissions reach to
and , respectively.

(3) The prediction time of the ensemble learning model for the NOx
and CO2 emissions is 38.78 ms/f and 38.76 ms/f, respectively.
Although the prediction time consumed by the ensemble learning
model is slightly higher than that of the single forecasting engine,
it can still meet the requirements of real-time monitoring;

(4) In addition to point prediction, the ensemble learning model can
also generate the confidence interval and quantitatively
characterize the prediction uncertainty. In practical testing, the
actual observed values are covered in the confidence interval,
confirming the reliability of the prediction model.

The proposed prediction method provides a promising monitoring
tool for NOx and CO2 emissions during the combustion process. Future
work will strengthen the practical applications of the prediction model,
such as coal combustion and biomass co-firing combustion.
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