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Abstract: Machine learning (ML) has been slowly entering every aspect of our lives and its positive
impact has been astonishing. To accelerate embedding ML in more applications and incorporating it
in real-world scenarios, automated machine learning (AutoML) is emerging. The main purpose of
AutoML is to provide seamless integration of ML in various industries, which will facilitate better
outcomes in everyday tasks. In healthcare, AutoML has been already applied to easier settings
with structured data such as tabular lab data. However, there is still a need for applying AutoML
for interpreting medical text, which is being generated at a tremendous rate. For this to happen,
a promising method is AutoML for clinical notes analysis, which is an unexplored research area
representing a gap in ML research. The main objective of this paper is to fill this gap and provide
a comprehensive survey and analytical study towards AutoML for clinical notes. To that end,
we first introduce the AutoML technology and review its various tools and techniques. We then
survey the literature of AutoML in the healthcare industry and discuss the developments specific to
clinical settings, as well as those using general AutoML tools for healthcare applications. With this
background, we then discuss challenges of working with clinical notes and highlight the benefits of
developing AutoML for medical notes processing. Next, we survey relevant ML research for clinical
notes and analyze the literature and the field of AutoML in the healthcare industry. Furthermore, we
propose future research directions and shed light on the challenges and opportunities this emerging
field holds. With this, we aim to assist the community with the implementation of an AutoML
platform for medical notes, which if realized can revolutionize patient outcomes.

Keywords: AutoML; machine learning; natural language processing; clinical coding; clinical notes

1. Introduction

Health and well-being is, undoubtedly, one of the most fundamental concerns of
human beings. This is demonstrated by the sheer size and the fast growth of global
healthcare industries, which is projected to reach over 10 trillion dollars by 2022 [1]. One
of the most promising technologies to advance this fast-growing industry is artificial
intelligence (AI) [2] and its implementation with machine learning (ML). With the recent
advances in ML technology comes an opportunity to improve healthcare and enhance
patient outcomes.

ML has been extensively used in a variety of healthcare and medical applications
including but not limited to cardiovascular risk and heart diseases identification [3,4],
oral disease diagnosis and prediction [5], and discovering cancer tumors from radiology
images [6]. Recently, AutoML [7–9] has been proposed to expand the application domain
of ML algorithms and facilitate its deployment in many areas including healthcare [10,11].
Although still an emerging technology, AutoML has been already used in medical imag-
ing [12], bioinformatics, translational medicine, diabetes diagnosis [13], Alzheimer diagno-
sis [14], and electronic health record (EHR) analysis. However, its use in processing clinical
notes, which are a main category of EHR, has not been widely explored. In particular, most
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of the previous works [15–18] on clinical notes have used standard ML to process them,
e.g., for diagnosis [19,20]. These studies have deployed ML algorithms in combination
with other techniques such as natural language processing (NLP) [21], concept extraction
solutions [22], and optimization [23].

The main motivation of this paper is to fill the identified gap of the lack of comprehen-
sive research in the area of AutoML applications for healthcare and in particular for clinical
notes analysis. To that end, the scope of this paper is confined to surveying and analyzing
the following study categories, which help in systematically covering the core motivation
of this paper, i.e., AutoML for healthcare applications and clinical notes analysis.

• AutoML platforms: The papers in this category cover generic AutoML libraries and
platforms, such as Google AutoML platform [24], and Auto-Sklearn [7].

• AutoML tools in the healthcare industry: The papers in this category cover AutoML
tools that were built specifically for healthcare industry, such as JADBIO [13], and
AutoPrognosis [25]. We also cover research papers that use existing general-purpose
AutoML tools for medical purposes.

• Towards AutoML for clinical notes analysis: The papers in this category cover ML
research to extract diagnoses from clinical notes. We discuss how previous ML
methods used for medical notes analysis can be used towards AutoML for clinical
notes diagnoses.

Figure 1 illustrates the organization of our paper. Section 1 provides the background
and motivation of this paper. Section 2 covers the fundamental concept of AutoML and in-
troduces its available tools and techniques. Section 3 surveys the use of AutoML technology
in the healthcare industry. Section 4 provides details on different machine learning stages
that are required to extract diagnoses from clinical notes. This Section surveys research
on preprocessing, feature extraction and selection, algorithm selection and optimization,
and evaluation stages of an AutoML platform for clinical notes. In this section, we also
provide insight into future research directions for developing AutoML for clinical notes
and discuss the challenges and opportunities this may bring. Finally, Section 5 provides
concluding remarks of our paper.
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Figure 1. The structure of this paper at a glance.

2. Automated Machine Learning (AutoML)

Although ML algorithms do not require human interference while learning, preparing
data that is going to be consumed by these algorithms, finding the right algorithm, and
tweaking it to get the best results require skilled data scientists. Data scientists try different
techniques for preprocessing and multiple ML algorithms to come up with the combination
that is the most efficient. These processes are human dependent and require special skills
in computer science, programming, mathematics, and statistics, in addition to business
knowledge in the area of the processed data. Not all data scientists have these skills.
The ones who may have all these skills are called “data science unicorns” as they are
rare, therefore, many organizations recruit multiple data scientists, and data analysts to
perform the complete ML processes. One of the ways to resolve this issue is by introducing
AutoML, a process that is completely automated and reduces human interference to a
minimum [8,26].
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AutoML automates the main processes of ML as shown in Figure 2. The first step in
these processes is data preparation, which includes data integration, data transformation,
data cleaning, and data reduction. Data preparation is a lengthy process and takes most
of a data engineer’s time [27]. Feature extraction and selection is the next step, which
selects a subset of dataset features that preserve the information in the dataset, while
improving the learning generalization [28]. Algorithm selection is the next phase, in which
a method is used to select the best algorithm that provides the most accurate results.
Tweaking the algorithms’ settings to enhance results further is called hyperparameter
optimization [29]. AutoML systems use different methods and optimization techniques
to achieve the desired accuracy and performance. Bayesian optimization is a technique
that optimizes hyperparameters for ML algorithms based on a well-known theory in
probabilities called Bayes’ theorem [7,30,31]. Other simpler techniques are also used such
as grid search and random search. Meta-Learning is another method for hyperparameter
optimization, where the AutoML system learns from its own experience of applying
machine learning; this is also called learning to learn [7–9].

Data Prep.
Feature

Extraction 
& 

Selection

Algorithm
Selection

Hyperparam 
OptimisatioinInput Output

Automated Machine Learning Model

Evaluation

Figure 2. AutoML model main processes.

There are many AutoML platforms available. Some of these platforms are open-source
while others are commercial. Table 1 shows a comparison among some of the most popular
AutoML platforms, in terms of coding requirements, processing location, accepted input
data, and cost. We have also included two popular platforms specifically developed for
medical domain, which will be discussed in the next section.

One of the most popular open-source AutoML libraries is called Auto-Sklearn, which is
short for automated science kit learn, a free open-source Python library that was developed
by researchers from the University of Freiburg in Germany on top of the Sklearn library [7].
This library automates algorithm selection and hyperparameter optimization through
using Bayesian optimization techniques and meta-learning. Another open-source platform
is Auto-WEKA [31,32], which is short for automated Waikato environment for knowledge
analysis and was developed at the University of British Columbia. It is similar to Auto-
Sklearn but was built on top of Java’s weka library, which was developed at the University
of Waikato in New Zealand. Auto-WEKA uses Bayesian optimization for hyperparameter
optimization. Both AutoML platforms use statistical algorithms and can only process
structured data such as stock market prices, students’ grades, hotels occupancy, etc.
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Table 1. AutoML platforms comparison.

AutoML Platform Cost Coding Location Dataset Domain

Google AutoML Chargeable No coding Cloud
Images

Text
Tabular

Generic

Apple Create ML Free Coding needed Local
Images

Text
Tabular

Generic

Amazon AutoML Chargeable No coding Cloud
Images

Text
Tabular

Generic

Microsoft AutoML Chargeable No coding Cloud
Images

Text
Tabular

Generic

Auto-Sklearn Free Coding needed Local Tabular Generic

Auto-WEKA Free Coding needed Local Tabular Generic

Auto-Keras Free Coding needed Local Tabular Generic

TPOT Free Coding needed Local Tabular Generic

JADBIO Chargeable No coding Cloud Tabular Medical

AutoPrognosis Free Coding needed Local Tabular Medical

A commercial AutoML platform example is RapidMiner [33], a form of guided Au-
toML where the whole machine learning process is automated from data preparation
through to algorithm and hyperparameter selection. It is based on a pipeline that guides
the process and decides which methods and algorithms to use, along with data analysis,
visualization, and text mining. Google has its own cloud AutoML platform as well. The
Google AutoML platform [24] is divided into different models based on the type of the
input datasets. AutoML Table is used for structured data; AutoML Natural Language
is used for text classification and entities identification; AutoML Translation is used for
translations; AutoML Vision is for image classification and object detection; and finally
AutoML Video Intelligence is dedicated to video classification and object tracking.

All these systems automate the machine learning process yet each one of them works
differently, and targets different datasets, platforms, algorithms or users, while having
unique advantages and disadvantages. For instance, Auto-Sklearn library can be embedded
within a Python application but it only works for structured data and on Linux. Auto-
WEKA has a graphical user interface (GUI) and can be used as a Java command, but it
is limited to statistical algorithms. RapidMiner has data analysis capability but requires
human guidance. Google AutoML covers many types of datasets, yet it is only cloud-based
and charges for the data processing [7,8,24,31–33].

3. AutoML in Healthcare Industry

Although AutoML has been used in a variety of applications such as fraud detec-
tion [34] and disease diagnoses [12], there are many more applications that still use tradi-
tional ML processes rather than AutoML. This is due to the nature of these applications
that require processes such as data cleaning and feature selection that are not supported by
most AutoML platforms.

In healthcare industry, there have been a few studies focused on implementing Au-
toML systems that are specialized for health services. Considering the lack of funds for
clinical coding [35] and high data scientist salaries [36], it is essential to find a cost-saving
method that allows health organizations to benefit from machine learning capabilities
without huge costs. More importantly, such a method may improve patient outcomes,
which is of paramount importance in developing any healthcare tool. As an emerging
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technology, AutoML can help achieve these goals for health organizations, especially for
extracting diagnoses from clinical notes, which is the focus of this paper. This will not only
save health workers’ time, but it will also improve patient outcomes by accelerating patient
treatment planning and improving the accuracy of diagnoses.

Overall, we found two general approaches that have been studied to use AutoML
in the healthcare industry. The first approach is to build new AutoML tools for medical
datasets, while the second approach is to use already existing AutoML libraries and
platforms to perform predictive modeling or classification on a clinical dataset. Below, we
discuss these approaches in more details.

3.1. Building AutoML for Clinical Datasets

In this approach, an AutoML tool that is specialized in analyzing clinical data, for
instance for proposing care management plan and predicting patient’s clinical costs [37],
or classifying medical records and images [12], is built. The datasets dealt with are either
structured or unstructured. In a structured dataset the data is represented in the form of
rows and columns and can be easily processed by computers. These datasets reside in
databases, spread sheets, and other platforms that support tabular data format. An example
of structured datasets is lab results, which consist of patient’s information such as name, age,
gender, and test results such as Hemoglobin, and Cholesterol level [38–40]. Unstructured
datasets, on the other hand, are unformatted data. This includes text, images, videos, and
documents that are not in a tabular format. Most of ML algorithms such as linear regression
or support vector machine (SVM) need a transition process that converts unstructured data
into a structured format. Around 90% of the available data is unstructured, and 90% of this
unstructured data has not been used yet. Examples of unstructured datasets are clinical
notes and medical images [41].

Tsamardinos et al. [13] have built an AutoML system that is specialized in bioinfor-
matic applications and translational medicine. Their platform, named just add data bio
(JADBIO), also has built-in predictive and diagnostic clinical models. JADBIO works by
using biosignatures of dataset features and can interpret and visualize results. It can work
with a dataset including only small number of records, as few as 25, while being also
capable of processing high-dimensional datasets of hundreds to thousands of features.
Feature engineering, algorithm selection, and hyperparameter options and scopes are iden-
tified by algorithm and the hyperparameter space (AHPS) method. AHPS uses parameters
such as dataset size, feature dimensionality, and targeted value type to identify a list of
relevant algorithms, and to identify a list of methodologies for feature selection and data
preprocessing, as well as to define hyperparameter scope.

AHPS’s output is fed to a configuration generator (CG) to generate a list of pipelines
with available hyperparameters. Then, configuration evaluation protocol (CEP) uses k-fold
cross validation to determine the best data preprocessing methods, feature engineering
algorithms, and hyperparameters, and to assess the model’s performance. CEP selection is
then applied to the original dataset and predictive models are built. Figure 3 shows how
JADBIO AutoML model works.

Tsamardinos et al. have used multiple ML algorithms for building JADBIO. These
include linear ridge regression, SVM, decision tree (DT), random forests (RF), and Gaus-
sian kernel SVMs. JADBIO has been also compared to Auto-Sklearn system using 748
datasets. Auto-Sklearn failed to process around 39.44% of the datasets due to timeout and
internal errors, yet JADBIO’s performance was close to Auto-Sklearn’s performance for the
remaining datasets.
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Dataset AHPS CG CEP
Meta Feature 

Feature
Selection

Methodologies
List

Algorithms List

Hyperparameters
Scope

Pipelines with
Hyperparameters

Pred.
Model Results

JADBIO

Figure 3. JADBIO AutoML [13]: Dataset meta features are fed into the algorithm and hyperparame-
ters space (AHPS), which feeds the configuration generator (CG) with a list of feature selection and
data preprocessing methodologies, relevant algorithms list, and hyperparameters scope, then config-
uration evaluation protocol (CEP) finds the best machine learning model with the best performance.

Luo et al. [37], proposed methods as part of an under-development AutoML system
that can help healthcare experts perform predictions and classifications on big clinical
data without data scientist involvement. They identified three hurdles that affect the
AutoML process. The first is feature and algorithm selection, as well as hyperparameters
optimization. Feature selection methods and models of selecting algorithms, and iden-
tifying optimum hyperparameters can lead to thousands of routes to try every possible
combination. The second hurdle is grouping and accumulating data, which require data
scientists. This issue is part of data preparation and feature-extraction processes. The
third hurdle is generalizing machine learning models. Each medical dataset has its own
characteristics and needs a different ML model to get good accuracy. One model cannot fit
all datasets; therefore, a data scientist is needed to redesign a new model.

Luo et al. identified a few goals they plan to achieve in their project. The first goal is
to craft a method to automate feature, algorithm, and hyperparameters selection. Another
goal is to build a method for data accumulation. They also plan to validate their proposed
model on nine modeling problems, and to estimate the significance of using their proposed
AutoML in the USA, through simulation. They have studied features and algorithms
selection, and hyperparameter optimization methods that were presented in [42]. They
found that the methods surveyed in [42], i.e., combined algorithm selection and hyper-
parameter optimization (CASH), and sequential model-based algorithm configuration
(SMAC), are not efficient for big data. Therefore, they created a new method that uses
Bayesian optimization.

Other research on building an AutoML system for healthcare have also used Bayesian
optimization, such as AutoPrognosis model [25] that automates clinical prognostic mod-
eling, and FLASH model [43], which uses double layers of Bayesian optimization to
effectively select algorithms and optimize hyperparameters.

Kim et al. [44] used an AutoML method called neural architecture search (NAS) to
optimize neural network models for high resolution 3D medical images, which require lots
of resources, computational power and large memory. The architecture was built based
on U-Net, which is a convolutional neural network that is used to segment biomedical
images [45]. Their method relied on alternating encoders and decoders and working with
both discrete and continuous parameters using Gumbel SoftMax sampling and stochastic
sampling algorithms, which were developed to reduce the number of used resources.
Similarly, Weng et al. [46] used NAS to build their model called NAS-Unet for optimiz-
ing convolutional neural networks for 2D medical image segmentation based on U-Net
architecture. They used mean intersection over union (MIOU) evaluation which is com-
mon for semantic image segmentation, and the results of NAS-Unet were better than
U-Net architecture.
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3.2. Using Existing AutoML Tools for Clinical Datasets

Existing AutoML tools can be used for a variety of applications, including medical
data analysis. Below, we review several recent works that used existing AutoML methods
to address a clinical problem.

Borkowski et al. [12] have used and compared two AutoML platforms, i.e., Google’s
AutoML, and Apple’s Create ML. They experimented on six small lung and colon cancer
balanced image datasets. The size of these datasets was between 250 and 750 images. The
prediction results were close, but Apple’s Create ML had best recall results in four out of
six datasets. Both Google and Apple tools have limitations in terms of the platform they
work on. The Google AutoML tool incurs a cost to the medical users to process datasets
and classify medical images. In addition, if higher computational resources are required,
which is usually the case for large-scale medical data analysis, it creates additional costs.
Furthermore, Google’s model must store medical images and data on its cloud platform,
which is undesired for sensitive patient data. Apple’s model, on the other hand, is free of
charge and can store data locally. On the downside, it is only available to iOS users.

In another study of using and evaluating available AutoML platforms, Ooms et al. [11]
compared different AutoML libraries including TPOT [47], Auto-Keras [48], Auto-Sklearn [7],
Auto-WEKA [31], AutoPrognosis [25], Flash [43], AlphaD3M [49], AutoNet [50], ATM [51],
Hyperout-Sklearn [52], ML-Plan [53], PoSH Auto-Sklearn [54], RECIPE [55], Layered
TPOT [56], and Autostacker [57]. They used these AutoML libraries to classify four binary
datasets for breast cancer, diabetes diagnosis, and sick patient identification. As a result of
their evaluation, they selected TPOT to perform the classification in the backend of their
solution to support medical researchers.

Instead of using general AutoML platforms, some researchers have used the AutoML
systems specifically built for medical data. For instance, Karaglani et al. [14] used JADBIO
to diagnose Alzheimer disease using blood-based diagnostic biosignatures. Their datasets
consisted of low-sample omics data with high-dimensional features. They tested seven
datasets with different biosignatures: two metabolomic datasets, one proteomic dataset,
and four transcriptomic datasets. Sample numbers were between 30 and 589, while the
number of features was between 25 to 38,327 features. They used area under the curve
(AUC) to evaluate predicted results and got AUC accuracy between 0.489 and 0.975, with
an average AUC of 0.759.

Although a few significant works such as JADBIO have been dedicated to developing
AutoML tools for medical datasets, most of the research found have used out-of-the-box
AutoML tools for medical data. Examples include medical prediction and classification
studies that used TPOT [58–60], Google AutoML vision [61–65], or Auto-WEKA [66].
Table 2 lists several previous works that have used different AutoML platforms for various
medical applications. The table categorizes the surveyed research into two general groups
based on the dataset type, which can be structured, i.e., tabular, or unstructured, which in
this case are audio or images.
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Table 2. Some of the AutoML platforms used in the healthcare domain research.

Dataset
Format

Dataset
Type

Disease/
Speciality Research

AutoML Platform

Commercial Open
Source

Health-
Related

Unstructured

Audio Hearing Aid [67] X 5 5

Images

Cancer [12] X 5 5

[61] X 5 5

Covid-19 [62] X 5 5

Generic

[44] 5 5 X

[46] 5 5 X

[63] X 5 5

Liver Injury [64] X 5 5

Pachychoroid [65] X 5 5

Structured Tabular

Alzheimer [14] 5 5 X

BioSignature [13] 5 X X

Brain Age [58] 5 X 5

Brain Tumor [59] 5 X 5

Cardiac [25] 5 X X

Diabetes [66] 5 X 5

Generic
[37] 5 X X

[11] 5 X X

Metabolic [60] 5 X 5

As the table shows, most of the unstructured data is processed using commercial
AutoML tools, while structured data can be usually processed using open-source tools and
medical AutoML platforms. The main reason for this is that dealing with structured data
is easier due to their process-ready nature. Much research is available on these AutoML
platforms as most were built by academic institutions such as the University of British
Columbia that developed Auto-WEKA, University of Freiburg that designed Auto-Sklearn,
and the University of Pennsylvania that created TPOT [68]. It seems that due to the
complex nature of the unstructured data, they cannot be readily handled by the limited
open-source tools. On the other hand, commercial companies that achieve financial benefits
by providing AutoML platforms have developed more advanced tools that can process
images and text. Examples include Google’s AutoML, Microsoft’s AutoML, Apple’s Create
ML, and Amazon’s Rekognition. These companies invested heavily on AutoML platform
developments. Therefore, their tools became very easy to use with almost no coding
required for most of their products [63].

From a clinical practitioner’s perspective, these AutoML tools can be very useful
as they do not require any machine learning or coding experience. Therefore, medical
professionals can use one or more of these tools to identify different diseases based on
available datasets of imaging, lab results, symptoms, medical history, etc. Most of AutoML
platforms are disease agnostic, which means they can work on any diseases provided in
the training dataset. A general AutoML tool recommendation for clinical practitioners
based on their different clinical situations and data is as follows:

• Google AutoML Vision would be the easiest tool to work with medical images. It
does not require tool installation or coding. Clinical practitioner can upload image
datasets to train their model and then use it for diagnoses. Previous examples include
cancer [12] and pneumonia [63] detection based on X-ray images.



Computers 2021, 10, 24 9 of 31

• For a small number of records in high-dimensional datasets, JADBIO would be the
recommended tool to use to identify diseases. For instance, it was used to identify
Alzheimer [14] and Parkinson [69] diseases.

• For assessing patients risks using biometrics and patient’s medical history, AutoProg-
nosis can be used. Use case examples include prognosis of cardiovascular disease [25].

4. Towards AutoML for Clinical Notes

As shown in Table 2, previous research on developing AutoML in the healthcare
domain are mainly for medical imaging (unstructured data), or for tabular structured
datasets. However, while there is an abundance of research applying conventional ML
models on clinical notes for classification and diagnoses, prior research that implements
AutoML on clinical notes, i.e., unstructured medical text, is very limited. This is mainly
due to the challenging nature of clinical notes. Below, we first explain the challenges
faced when working with clinical notes, and then review machine learning research to
process clinical notes in a stage-wise manner. We also provide motivations and insight for
developing AutoML for clinical notes and challenges and opportunities at each stage of an
AutoML platform.

4.1. Challenges in Working with Clinical Notes

Clinical notes are a form of unstructured data with useful information hidden in the
clinical text. In general, the linguistics of these notes need special analyses, as they contain
a level of ambiguity that requires the use of different NLP methodologies to clarify. In
particular, clinical text contains many of medical terminologies and non-clinical words that
can confuse computers about how to classify them. For example, the word “BAD” can
mean bad, i.e., the opposite of good, or it can mean bipolar affective disorder [70].

Furthermore, it is a challenging problem to decide which NLP techniques to use for
the data preparation stage of ML or AutoML. Therefore, it requires a data scientist. After
the data is prepared, many features from clinical text can be generated. This large number
can affect model’s performance significantly. In addition, considering that AutoML models
apply multiple algorithms and methodologies to the features set, it greatly affects the
processing time of the AutoML model.

Medical abbreviation is another challenge, as it is commonly used in clinical notes but
get filtered out by stop words (which will be discussed later) removal algorithms, because
the abbreviations can be similar to stop words. Examples of these stop works include
“AND” which means allowing natural death, and “IS” which means incentive spirometry.

Typos in the medical reports can be another challenge as spelling a word wrong
could indicate another disease or diagnoses. Examples include “clot” and “blot”, “ADHD”
which means attention deficit hyperactivity disorder and “ADHF” which means acute
decompensated heart failure. Also, the large number of targeted codes, which for example
count around 70,000 codes for international classification of diseases version 10 Australian
modification (ICD10AM), affects model accuracy.

4.2. Benefits of Developing AutoML for Clinical Notes

If the aforementioned difficulties are addressed, remarkable benefits for patients and
the medical system will be achieved. This will happen by minimizing the need for skilled
clinical coders, which will significantly help with the lack of funds for clinical coding in the
medical system [35]. More importantly, significant improvement in patient outcomes can
be achieved by faster and more accurate diagnoses and prognoses.

Although each healthcare organization has different structure and size of clinical notes,
a potential AutoML tool will find the best algorithm and settings that provide best accuracy
without the need for human interference, which will save funds by reducing the number of
clinical coders in the hospitals.

In addition, such tool will assist medical practitioners to better manage their patients
and use their valuable time to deliver better outcomes for patients’ health. It can also
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contribute to improved medical resource management and reduce the burden on national
and international medical systems. Moreover, it will help hospitals increase clinical coding
team efficiency, reduce coding errors, improve coding quantity and quality, and assist
clinical coders through significantly cutting the time needed for processing notes. This
means improving the quality and quantity of coded reports since the AutoML model can
process thousands of records per hour.

Furthermore, clinical coding AutoML helps junior clinical coders with undeveloped
skills or non-medical workers to better identify illnesses without the need to understand
medical terms. Moreover, it saves the time needed by machine learning experts to prepare
datasets manually and to wait for the training process of one algorithm to finish to try
another one. In addition, such AutoML tool can help build more AutoML platforms for
medical language processing research in the future.

4.3. Machine Learning for Clinical Notes Analysis

To achieve the aforementioned benefits, an effective AutoML system for clinical notes
must be developed. In such a system, the required stages in a typical AutoML platform
should be carefully designed and integrated. In the following subsections, we survey
how previous works addressed various stages of AutoML for clinical text, but not in an
AutoML setting. At the end of each subsection, we discuss the stages from the perspective
of developing AutoML for clinical notes, raise some research questions, and propose future
directions in developing AutoML for clinical notes analysis.

4.3.1. Preprocessing

Machine learning algorithms run on computers, which cannot understand human
languages and can only process structured data. Therefore, it is necessary to transform
unstructured clinical notes into structured data so the machine learning algorithm can
process it. This transformation process requires applying NLP techniques to quantify
clinical notes words and terminologies, which are the features of the medical notes dataset.

To achieve such transformation, clinical notes first need to be cleaned up and prepared
in a step that is called preprocessing. Preprocessing is essential in any machine learning
processes, but is of great importance when working with text and especially medical text. It
removes unnecessary words and group those with the same roots before feature extraction.
Removing and grouping these words reduce the number of extracted features in later
stages and helps in improving the model’s performance and accuracy.

The techniques used for preprocessing text can vary based on the industry, text format,
targeted results, and many other factors. To the best of our knowledge, there is no previous
work that has implemented preprocessing of clinical notes in an AutoML setting. Therefore,
here we survey common techniques that can be integrated in a future AutoML tool for
clinical notes.

One of the basic text preparation techniques is word tokenization which splits text
into separate words where each word becomes a token. This method allows similar words
to be counted instead of processing each word separately. For example, in the sentence
“patient reported nausea, vomiting and headaches” each word is a token by itself “patient”,
“reported”, “nausea”, “vomiting”, “and”, and “headaches” [21,71].

Another technique is stop-word removal. A corpus is normally congested with many
words that can affect a model’s performance and accuracy negatively such as “the”, “at”,
“on”, “you”, etc. In medical texts, there are more generic words that are repetitive such as
“disease”, “disorder”, “chronic” [72]. Therefore, removing these words from clinical notes
can improve performance and accuracy.

Word stemming and lemmatization techniques are converting words into their roots
by removing suffixes and returning the words into their dictionary forms. An example is
words such as “following”, “follower” and “followed” which all become “follow” after
stemming. This helps in reducing the number of distinct tokens and improve model
performance and accuracy. There exist available libraries that identify stop words and do
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the tokenization, stemming and lemmatization such as the natural language toolkit (NLTK)
library in Python, and spaCy library for Python and Cython programming languages. For
the health sector, some other methods are used to identify words and prepare medical text.

One of the popular methods is regular expressions (Regex), which is a search pattern
technique that finds words that match certain expression. For example, in this technique,
the token “ing$” means all words that end with “ing”, and “go+gle” means all words that
contain gogle, google, gooogle, etc. should be grouped together [73]. In addition, regular
expression techniques are used to identify and tokenize words such as “diabet[a-z]*”. This
expression can identify words that are similar to diabetes, such as diabetic and diabetically.
Once these words are identified, they can be grouped within the same root, so diabetic and
diabetically should count under diabetes. Regex is implemented in many programming
languages such as Java, C#, and Python [74,75] and has been used in various research. For
example, it was used in [76] to extract information from radiology and other EHR text,
where Regex (?<=\|)\d*/\d*/\d* was used to find report dates.

Another method to prepare medical texts is developing rule-based algorithms. These
algorithms implement specific rules that do not involve computer learning. Examples
include stop words removal rules, such as removing the stop-word “and”

: if word = “and” then remove word, (1)

tokenizing word rules, such as grouping “Sz” under the general “seizure” word group,

: if word = “Sz” then “seizure”, (2)

or word correction rules, such as exchanging English spelling with American one,

: if word = “localised” then “localized”. (3)

Other rule-based algorithms can also be developed for identifying term rules, expand-
ing a term to its complete definition rules, word correction rules, etc. [75]. An example
is [77], where specific rule-based text processing algorithms such as symbolic approach lin-
guistic rule, to find the relation between medical terminologies, was developed to retrieve
information from biomedical ontology texts.

In addition to the above deterministic algorithmic techniques, machine learning
has proven to be efficient in text preparation. Processes such as removing stop words,
tokenization, and expanding a term to its complete definition, can be performed using
machine learning algorithms. For instance, SVM has been used to clean clinical notes
from all unnecessary words while improving preparation process performance [75]. Some
previous works have developed ML-based libraries to assist in the text preparation process.
Examples include the snowball stemmer method that is built-in scikit-learn and weka
libraries [78].

Both rule-based techniques and machine learning techniques can be combined to
prepare clinical texts [75]. For instance, Pakhomov et al. [79] have used the combined
technique. First, they used a rule-based method to identify diagnoses in the clinical notes
under processing. This method accurately classified 86% of the notes. The rest, which
were unsuccessfully classified, were labeled unknown. Next, they used a neural network
algorithm and Naive Bayes on the unknown labeled records. These algorithms classified
the unknown records with 91.61% accuracy. This made their proposed hybrid model’s
accuracy 98.78%.

Preprocessing in AutoML for Clinical Notes

Clinical note preparation is the first step in the AutoML process. By applying the
above-mentioned preparation methods, a dataset becomes ready for next steps. Tokenizing,
removing stop words, stemming and lemmatizing clinical text are all processes that are
applied to clinical text one after the other. The order of this application may change, some
steps may not be used, or even some new steps could be added. The techniques used in



Computers 2021, 10, 24 12 of 31

each process can also vary. For example, lemmatization can be a rule-based or a machine
learning method, or a hybrid one using both rules and ML as in [79]. The choice of which
stop-word dictionary is used can vary too. Automating the chosen processes and the order
at which these techniques are applied to clinical notes will be the initial step in building an
AutoML for diagnoses classification in clinical notes.

In a previous work, Estevez-Velarde et al. [80] have split this stage into six steps. The
steps start with removing punctuation symbols and accents and continues with tokeniza-
tion, combining single words, adding dependency features, stemming and stopwords
removal. Even though all these steps are implemented in [80], there was flexibility in
removing some of these steps such as removing stopwords and stemming.

Implementing preprocessing in AutoML also depends on the nature of dataset and
targeted results. In addition, other factors can affect the steps and techniques to be chosen
for this stage. For instance, in [80] some techniques were implemented for working with
Spanish language, such as removing the accents. This suggests that the preprocessing is
very challenging to be automated due to the variety of techniques, libraries, dictionaries,
and even languages.

In Auto-Sklearn, the approach Feurer et al. [81] used was to reduce the preprocessing
space by limiting the preprocessing stage to essential techniques only. The main reason
they used this approach was to save processing time, because in Auto-Sklearn, the user
decides the running time of each model, which could be very limited for trialing all various
preprocessing steps. Although Auto-Sklearn is a generic AutoML library that is built for
tabular datasets, the same approach can work for AutoML for clinical coding.

The key point here is that a possible AutoML tool for clinical notes analysis should
use the above-mentioned preprocessing techniques, which heavily depend on the time
limitation of the AutoML tool, the dataset at hand, and the performance required. In
this way, lessons learned in previous AutoML implementations applied to other domains
should be considered when working with the more challenging clinical notes.

4.3.2. Feature Extraction

Once clinical notes are preprocessed and cleaned, their features need to be extracted
and selected. Feature extraction and selection is the process of quantifying words and
medical terminologies in the notes. The most-used methods are bag of words (BOW) and
term frequency–inverse document frequency (TF-IDF). BOW is counting the repetition
of each word in the prepared clinical text independently from other notes in the dataset.
On the other hand, TF-IDF considers word appearance in other instances of the dataset
text, beside the repetition on the current record. These methods produce high-dimensional
sparse features. They also do not respect word order and that could lead to an error in
classification of the report. For example, a sentence such as “broke his arm then fainted”
has the exact representation as “fainted then broke his arm” if the features are extracted by
either BOW or TF-IDF.

TF-IDF [20,82–86] and BOW [18,20,75,87–89] have been extensively used in previous
research. They can work on a single word at one time or combine multiple words together.
When working with several words, the technique is called n-gram, and it normally uses a
combination of a small number of words such as 2-gram or 3-gram. These words are then
treated as a single entity to be quantified in BOW or TF-IDF.

Word2vec is another method that is used for feature extraction in clinical notes. It
pretrains word vectors using a neural network model and external corpus such as med-
ical information mart for intensive care dataset (MIMIC) and Merriam-Webster medical
thesaurus to represent each word in a vector [90].

Word2vec uses two algorithms to build its vectors. The first is continuous bag of
words (CBOW) and the other is skip-gram. These techniques have been extensively used
in previous research [18,20,74,87,91,92]. Similar to word2vec, global vectors (GloVe) is
another word representation method. Although word2vec uses word appearance within
local context, GloVe uses word appearance within the whole corpus [90,92–95].
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In addition, some other works have developed new techniques or a combination of
the above-mentioned algorithms (TF-IDF, BOW, and Word2vec) to extracts features from
medical texts. For instance, Weng et al. [71] used BOW, TF-IDF, and word embedding along
with SVM, Naive Bayes and convolutional neural networks (CNN) algorithms to classify
medical subdomains. They combined BOW features along with unified medical language
system (UMLS) concept extracted features. Concept features were extracted using the
clinical text analysis and knowledge extraction system (cTAKES) [96], which is used to
extract a limited number of concepts. In their model, they used different combinations of
features including using BOW features alone, BOW with UMLS concepts limited to five
semantic groups, BOW with UMLS concepts limited to 15 semantic groups, and BOW with
all UMLS concepts. They also evaluated each feature method solely. The best results were
for the method that had a combination of BOW and UMLS concepts limited to five semantic
groups. For this, clinicians extracted the most related concepts from the clinical notes. This
reduced the number of concepts, which led to better performance and better accuracy.

In early research, there was a need to extract medical terms from clinical corpus in
what is called concept extraction or annotation [97]. Now, there are clinical specialized
tools that can improve clinical note analysis and identify clinical concepts much better
than standard NLP techniques. cTAKES is an open-source system that uses a combination
of rules and machine learning algorithms to identify medical terminologies in clinical
notes [96]. It prepares text and uses external dictionaries such as UMLS, systematized
nomenclature of medicine—clinical terms (Snomed CT), and normalized names and codes
for clinical drugs (RxNorm) to identify diseases, symptoms, medications, procedures, and
body anatomy [22]. Further dictionaries such as international classification of diseases
version 10 (ICD10) or older versions such as ICD9 can be also added to cTAKES. Moreover,
clinical concepts can be represented in concept unique identifiers (CUI), which are codes
generated by UMLS and can be features of a clinical note dataset. cTAKES can identify
concepts even if words do not match, for example, symptoms such as “shortness of breath”
and “dyspnea”, which both represent the same concept are both represented as CUI number
“C0013404”. Besides medical annotation, cTAKES can identify term affirmation status,
therefore, some phrases can be affirmed, negated or uncertain. Examples of cTAKES
affirmation are: “she reports having a cough” is affirmed, “no acute distress” is negated,
and “may represent atelectasis” is uncertain. Separating negated CUIs from affirmed ones
can improve text classification [15].

The cTaKES system has been extensively used in the literature for clinical notes feature
extraction [15,71,98–102]. For instance, Gehrmann et al. [15] used different methodologies
for applying machine learning on clinical notes to classify a list of diseases, one disease at a
time. After data preparation, they used cTAKES to extract medical concepts. Then used the
extracted complete CUIs and applied cTAKES CUI output into BOW and TF-IDF models.
They also used 2-gram and 3-gram models to prepare data for the machine learning process.

Another tool that is used for clinical concept extraction is MetaMap that uses NLP
and computational linguistic techniques. Similar to cTAKES, MetaMap uses UMLS as a
dictionary to extract clinical concepts in a form of CUIs. MetaMap aggregates CUIs to
avoid concept duplications [103,104].

Reategui et al. [104] have done a comparison between MetaMap and cTAKES against
obesity classification challenge data [105]. Results of the comparison were very close to
each other in most disease identifications with cTAKES having a better average result than
MetaMap. Suominen et al. [106] have used MetaMap to build an augmented feature list
with UMLS CUIs along with BOW. In addition to CUIs, they added parent hypernyms of the
CUIs. For example, a main category “Dystonia” was added to represent “Blepharospasm”
and “Spasmodic Torticollis” diseases. This technique helped Suominen’s team to secure
the third place in the computational medicine center’s challenge for medical NLP in 2007.

Each model studied has different set of features that depend on the clinical notes
used and the targeted diseases. Tools such as cTAKES extract features in form of CUIs
or Snomed codes, while BOW can build large number of features based on medical and
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non-medical words such as “bed”, “cough” or “morning”. Table 3 summarizes several
feature-extraction methods from literature. The table shows that MetaMap has been only
used a few times, while the other methods are of similar popularity in the literature. In
addition, the table demonstrates that some of the previous works have combined multiple
feature-extraction methods [18,20,71,87].

Table 3. Feature-extraction methods for clinical notes.

Research
Word Weighting Word Embedding Medical Analytics Tools

TF-IDF BOW Word2vec GloVe cTAKES MetaMap

ML & NLP for clinical notes classification [71] X X X 5 X 5

Deep learning evaluation for ICD [20] X X X 5 5 5

Clinical text classification [82] X 5 5 5 5 5

Labeling clinical text [83] X 5 5 5 5 5

Identifying alcohol use [84] X 5 5 5 5 5

Automated ICD coding [85] X 5 5 5 5 5

Indexing biomedical literature [86] X 5 5 5 5 5

Multi-label classification [18] 5 X X 5 5 5

Mental status automated detection [87] 5 X X 5 5 5

ML & NLP for clinical coding [75] 5 X 5 5 5 5

ML approach on encoding [89] 5 X 5 5 5 5

Feature selection from BOW [88] 5 X 5 5 5 5

Medication extraction [74] 5 5 X 5 5 5

ICD encoding using deep learning [91] 5 5 X 5 5 5

ML models for clinical coding [92] 5 5 X X 5 5

Medical notes classification [93] 5 5 5 X 5 5

Embeddings learning from medical notes [94] 5 5 5 X 5 5

AI for classifying diagnosis [95] 5 5 5 X 5 5

Oncologt patients pre-screening [99] 5 5 5 5 X 5

Rules and deep learning comparison [15] 5 5 5 5 X 5

Ontology feature engineering [100] 5 5 5 5 X 5

Medical notes knowledge extraction [98] 5 5 5 5 X 5

Cancer information text mining [101] 5 5 5 5 X 5

NLP of health text [102] 5 5 5 5 X 5

Drugs indications extraction [103] 5 5 5 5 5 X

Radiology reports codes assignment [106] 5 5 5 5 5 X

Feature Extraction in AutoML for Clinical Notes

The main methods studied here are BOW, TF-IDF, Word2Vec, GloVe, cTAKES and
MetaMap, which are critical NLP methods for feature extraction from clinical notes. These
can all be investigated in an AutoML platform at its feature-extraction stage.

However, to the best of our knowledge, there is not much previous published research
on the implementation of AutoML for NLP. Most of the previous research for text analysis
compared feature-extraction methods manually through evaluating each method in a
separate model and comparing the results.

Looking at natural language classification models applied in other domains, they
usually use word weighing and embedding methods as their main feature-extraction
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techniques, which are not enough for clinical notes analysis. An acceptable AutoML tool
for medical notes requires trying various feature-extraction methods in complete models
to identify the best. This is not the only challenge, each one of these methods has its own
parameters that increases the complexity of identifying the best method. For instance, BOW
and TF-IDF can work on single words, 2-gram, or 3-gram options. Similarly, Word2Vec
and GloVe can be trained on MIMIC database, Merriam-Webster medical thesaurus or any
other medical datasets. These makes feature extraction a very challenging step for medical
text, which requires extensive future research efforts.

One of the approaches to consider is to use cTAKES, which has proved efficient in
clinical notes features extraction. It has been used in many previous studies and provides a
list of medical concepts such as symptoms, procedures, anatomy, diseases, and medications,
which are focused features and have valuable information. On top of that, cTAKES does
not require the preprocessing stage. On the other hand, it is computationally expensive
as it uses rules-based and ML-based algorithms to extract medical concepts. Moreover,
cTAKES is a complete solution that requires installation and configuration by an expert
and cannot be embedded within a programming language such as Python or R, or be easily
integrated in a customized AutoML tool.

Looking at all these methods and tools raises several important questions to be
answered in future research. These include but are not limited to

• Which feature-extraction method or combination of methods should be used in an
AutoML for clinical notes?

• Which methods should be used to compare and decide the best feature-extraction
techniques?

• Can cTAKES be easily integrated in an AutoML tool for clinical notes analysis? What
are the hurdles?

These questions could have multiple answers, such as using a baseline model to
compare feature-extraction methods results, or using an exhaustive approach by testing
all methods on a small subset, or applying and comparing all the methods on the com-
plete dataset, which will be time consuming but will most likely be more accurate. To
address these questions, much further research should be undertaken in this unexplored
research domain.

4.3.3. Feature Selection

NLP feature-extraction methods, and concept extraction tools generate many features.
The number of generated features can reach thousands to hundreds of thousands depend-
ing on the dataset and clinical text size. The high-dimensional features affect machine
learning model’s accuracy and performance, and can cause overfitting too [100,107]. There-
fore, it is essential to reduce the number of features and select features that carry more
useful information for the learning process.

Feature selection methods are algorithms that work together to select a subset of
features to improve model accuracy or performance. The ones used in clinical text analysis
can be divided into filter and wrapper methods [108]. The filter method ranks features
using algorithms such as Chi square (χ2) [109–111], information gain (IG) [111,112], mutual
information (MI) [113], symmetrical uncertainty (SU) [21,114], etc. Next, a subset of these
ranked features is selected by increasing the correlation with the targeted classes and re-
ducing redundancy between selected features. Different algorithms are used in this process
such as genetic algorithm (GA) [21], fast correlation-based filter (FCBF) [108,115,116], and
algorithms that use forward and backward search [117].

FCBF is a filter method that ranks features by symmetrical uncertainty (SU) with the
targeted value y, then, sequentially remove redundant features by calculating SU for all
available features in the dataset and comparing them to SU for the feature and targeted
value, as illustrated in Figure 4. It is suitable for high-dimensionality datasets as it can
reduce the number of selected features and improve model accuracy. The complexity of
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this algorithm is O(MNlog(N)) where M is the number of dataset instances and N is the
number of dataset features [118,119].

Fp Fi Fi+1 Fi+2 y

SU(Fp,Fi) SU(Fp,Fi+1) SU(Fp,Fi+2)

SU(Fi,y) SU(Fi+1,y) SU(Fi+2,y)

Figure 4. FCBF compares symmetrical uncertainty SU(Fp, Fi) of each feature Fi with the first feature
Fp. If US(Fp, Fi) > US(Fi, y), Fi gets removed.

Genetic algorithm (GA) is another technique for feature selection. As its name suggests,
it operates in a similar way to genes and chromosomes; it passes features from a parent
subset to an offspring subset. GA selects a set of random subsets, then evaluates each one
of these subsets using a prediction algorithm. Applying the concept of “survival of the
fittest”, subsets with high accuracy are “mated” to pass their features to a new offspring.
Randomly, “mutations” or small changes to the selected features can happen by adding
features from outside the parent subsets. The process stops when the subset’s evaluation
improvement reaches a certain target [120].

Another feature selection technique is the Wrapper method that uses the prediction
algorithm (such as KNN or SVM) of the used machine learning model to evaluate subsets.
The wrapper method uses different techniques to select subsets to be evaluated [121].
Figure 5 shows how the wrapper method works.
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Figure 5. The wrapper feature selection method. Here, the search method evaluates the feature
subsets using the prediction algorithm and then selects the subset with the best result.

One of the wrapper methods is leave one out (LOO) cross validation [122]. LOO
method splits datasets with N number of records into N subsets, each with N − 1 records
to train the prediction algorithm and one record to test and evaluate the model. Although
this method requires lots of resources and computational power, it achieves the best trained
model as it uses all the N records in the training process. In addition to the above-mentioned
methods, there are other techniques such as bootstrap resampling validation [123] and
kernel entropy inference validation [124], for feature selection.
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Soguero-Ruiz et al. [88] aimed to detect anastomosis leakage (AL) that could occur
after colorectal cancer surgery via analyzing EHR, which included clinical notes in text
format. Their main focus was reducing dimensionality by selecting features from clin-
ical notes using the BOW and SVM algorithm. They tested their method using three
different validation methods: LOO, bootstrap resampling validation, and kernel entropy
inference validation.

They also used three evaluation methods to test the outcome of each feature selection
method. The comparison between the three feature selection methods showed that boot-
strap resampling method has the best performance and reaches the smallest number of
selected features, i.e., 196. LOO method resulted in a significantly higher number of selected
features (6896), while bootstrap resampling and kernel entropy reached 212 features.

Garla et al. [100] found that cTAKES generates many CUIs, and not all these CUIs
are related to their targeted task for multiple obesity-related disease classification. They,
therefore, used automated isolation hotspot passage (AutoHP) that improved selection
of only features that were useful for their application. AutoHP uses IG algorithm to rank
features and uses BOW to quantify text around highly ranked features.

Feature Selection in AutoML for Clinical Notes

Table 4 shows a list of previous papers that investigated feature selection methods for
clinical notes. This table confirms the no free lunch theory [125], which states that there is
no one algorithm that can provide best results for all datasets. A naive exhaustive approach
in AutoML may include testing all feature selection methods to find the best algorithm.
However, this is computationally expensive especially that methods such as LOO take
up lots of resources. Therefore, limiting feature selection methods to the ones that have
proved useful for different applications can reduce resource consumption and improve
performance compared to the naive exhaustive approach. Similar to feature extraction, in
an AutoML setting, other approaches such as using a baseline model or naive exhaustive
search on smaller subsets can be used for feature selection. Furthermore, an AutoML tool
may investigate and use previously proposed feature selection techniques such as those
in [37,126].

In [37], Luo et al. have proposed some new techniques for feature selection. One of
them is to use multiple feature selection methods simultaneously, and remove features that
do not have positive effects on target classification. Another technique is to set a ranking
criteria for feature selection methods. For this, some selection algorithms such as χ2, IG,
and MI, which are considered feature ranking methods, are used. Then a threshold is set
for the number of test cases that each feature selection method should use before ranking
features. In an AutoML scenario, the techniques proposed in [37] may be implemented
and used. However, algorithm optimization is necessary, otherwise, the AutoML feature
selection method may not be computationally viable.

In [126], Escalante et al. expanded the particle swarm optimization (PSO) [127] method
to search in a combined pool of preprocessing methods, feature selection methods, learning
algorithms and hyperparameter optimization methods. Their proposed particle swarm
model selection benefited from the simplicity and light computation weight of PSO to find
the combination of methods at each machine learning stage that provides the highest model
accuracy. This method can be investigated to find out if it is suitable to be implemented in
an AutoML tool for clinical notes analysis.

Another interesting future study can compare the methods proposed in [37,126]. Such
study will need to perform an extensive test for these methods on clinical notes datasets
within an AutoML platform to identify which one works better in high-dimensionality
dataset and can improve AutoML accuracy and performance.
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Table 4. Feature selection methods for clinical notes.

Research

Filter Wrapper

χ2 IG MI SU GA FCBF
Forward &
Backward

Search
LOO Bootstrap

Resampling

Kernel
Entropy

Inference

Clinical coding
survey [110] X 5 5 5 5 5 5 5 5 5

Autopsy reports
classification [111] X X 5 5 5 5 5 5 5 5

Clinical coding feature
selection [112] 5 X 5 5 5 5 5 5 5 5

Ontology feature
engineering [100] 5 X 5 5 5 5 5 5 5 5

Assigning clinical
codes [113] 5 5 X 5 5 5 5 5 5 5

Clinical coding with EHR
data [114] X X 5 X 5 X 5 5 5 5

Clinical narrative [21] X X 5 X X 5 5 5 5 5

Health data
interoperability [108] 5 5 5 5 5 X 5 5 5 5

ML diseases
profiling [117] 5 5 5 5 5 5 X 5 5 5

Feature selection from
BOW [88] 5 5 5 5 5 5 5 X X X

4.3.4. Algorithms Selection and Optimization

Once the dataset is prepared, the features are extracted, and a feature set is selected,
the next step is to select a machine learning algorithm and to train it on the available dataset,
from which features are extracted and selected. The dataset will also be used to evaluate
how accurate the model is and how well it performs. This performance can be a good
indication on how the trained model may perform on a new dataset. Below, we review
several previous works that used various ML algorithms and how their hyperparameters
got optimized for clinical notes processing.

Gehrmann et al. [15] applied multiple algorithms including convolutional neural
networks (CNN), RF, and logistic regression (LR) on a binary classification task for ten
disease diagnoses. The dataset feature engineering was performed using cTAKES and
n-gram methods as mentioned earlier. Both 2-gram and 3-gram were used with LR for
feature extraction. CNN hyperparameters were chosen and optimized manually. The CNN
algorithm achieved the best results for all classified diagnoses. It also provided the best
positive predictive value (PPV) for 50% of diagnosis classification models.

Nigam [16] mainly focused on recurrent neural network (RNN) algorithms. She
compared several algorithms including LR and neural network models such as long short-
term memory networks (LSTM), and gated recurrent units (GRU) used with BOW for
multi-label diagnoses on a large dataset for more than 30,000 patients. Nigam’s research
focused on both accuracy and performance. She used two datasets with different numbers
of diagnostics. The first dataset was limited to ten diagnoses and the other dataset had a
hundred diagnoses. GRUs showed the best result when applied to the dataset with ten
diagnoses, while RNNs showed the best performance for the dataset with 100 diagnoses.

Venkataraman et al. studied three algorithms [17], i.e., DT, RF, and LSTM, which pro-
cessed clinical text sequentially. Their study used two models, one targeting top level ICD9
codes such as mental disorders and neoplasms, while the second targeted diagnosis codes.
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They extracted features from clinical text in two ways using MetaMap and GloVe methods.
They tested different training and validation datasets, along with several feature-extraction
and target options, which resulted in 28 different combinations of classification models.
Out of these 28 models, LSTM provided the best F1 score results in 23 of them. RF had the
best F1 score in four models and DT scored the best F1 in one model. To achieve the best F1
scores, LSTM was tested with different sets of hyperparameters. This shows the impor-
tance of using AutoML in hyperparameter optimization, as these parameters can affect
results and optimizing them can lead to better performance. Moreover, the effort of testing
multiple sets can be preserved by using AutoML hyperparameter optimization techniques.

Huang et al. [20] evaluated multiple algorithms to diagnose discharge summaries
for the top 10 and top 50 ICD codes and top 10 and 50 ICD categories. After tokenizing
text, they used TF-IDF and Word2vec methods to extract features. Targeted diagnoses
in their dataset were converted into binary values; if a discharge summary is classified
as “diabetes” and “pneumonia”, then their model will treat them as 2 targeted values:
diabetes is 1 in the first case and pneumonia is 1 in the second.

This conversion made it possible to use LR and RF algorithms, which use a single
classification per discharge summary per model. On the other hand, they used neural
network algorithms, which do not need to be trained for each diagnosis separately. Neural
networks can classify multiple diagnoses in one model. The algorithms they used were
conventional feed-forward neural networks (FNN), CNN, the basic version of RNN, and
other versions of RNN, i.e., LSTM, and GRU. There were many combinations of parameter
options the authors had to test to get the best model of each algorithm.

For example, for LR, they had to test multiple iterations between the range of 5
and 100 to get the iteration that provided them with the best results. RF has multiple
parameters to be configured too. They configured tree depth in a range between 5 and
30. For FNN, they tried different neuron sizes, and different activation functions such as
ReLU, and sigmoid. For CNN, the number of layers were changed between three and
ten, for different layer sizes. For RNN, layer sizes of 64, 128, and 256 were tried. All these
options were tested manually, and the results of each case were compared to get the best
configuration that gives the best F1 score model. Best results were not consistent in terms of
algorithm, feature-extraction method, and parameter configuration. For top 10 ICD codes,
GRU algorithm with self-trained Word2vec feature extraction provided the best F1 score
result of 0.696. Similarly, for the top 10 ICD categories GRU had the best F1 score of 0.723.
Logistic regression had the best F1 score for top 50 ICD codes and categories of 0.366 and
0.430, respectively.

This study shows that for the same dataset different results can be achieved. It shows
that there is not a single method of feature extraction, feature selection, algorithm selection
and hyperparameter optimization that work for all trials and the best combinations of steps
should be found.

This simply cannot be performed manually, as it requires significant time and efforts.
This further justifies the need for an AutoML platform that can automate the process
of applying different combinations of these methods for similar clinical notes as those
processed in [20]. Therefore, an opportunity exists to automate this process so computers
can identify best methods that provide the most accurate diagnoses for a dataset.

Pineda et al. [128] compared seven different algorithms to detect influenza from
clinical notes. They compared results of Naive Bayes, LR, Bayesian network, efficient
Bayesian multivariate classification, RF, SVM, and artificial neural network algorithms.
Their results were close for most of the algorithms. NB, LR, and ANN showed the best
area under curve (AUC) of 0.93. However, NB showed the best performance with five
milliseconds required to perform the detection, while this time was around four and half
minutes for ANN. NB algorithm had the best AUC results even when the method of
filling missing values in the test dataset was changed. In this case, the other algorithms
performed randomly.
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There are other techniques in the literature that were used to extract diagnoses from
clinical notes. For instance, Chen [129] used BERT [130] transformer technique in classifying
clinical notes based on ICD9 codes on MIMIC dataset and compared it with other research
results based on CNN, GRU and convolutional attention for multi-label classification
(CAML) [23]. The comparison was not in favor of BERT as F1 score and AUC of BERT were
lower than CNN and CAML.

Algorithm Selection and Hyperparameter Optimization in AutoML for Clinical Notes

The algorithms that Gehrmann et al. [15], Nigam [16], Venkataraman et al. [17],
Huang et al. [20], and Pineda et al. [128] used have been extensively employed in the
literature as shown in Table 5. The table shows a list of the most popular algorithms in
clinical note processing. As demonstrated, SVM, CNN, RF, and LR are the most-used
algorithms for patient diagnoses through analyzing clinical notes. Other algorithms that
are used and showed good results include LSTM and DT.

Table 5. ML algorithms used for clinical notes.

Research
Statistical Algorithms Neural Networks

RF LR DT SVM NB KNN CNN RNN LSTM GRU

Medical notes classification [93] 5 X 5 5 5 5 X 5 X 5

Medication extraction [74] 5 5 5 X 5 5 X X X 5

Automated ICD coding [85] 5 5 X 5 5 5 X 5 5 5

Deep transfer learning for ICD coding [131] 5 5 5 X 5 5 X 5 5 5

ICD coding via deep learning [132] 5 5 5 X 5 5 X 5 5 5

Medical codes explainable prediction [23] 5 X 5 X 5 5 X 5 5 X

ML models for clinical coding [92] X X X X 5 5 X 5 X 5

Deep learning evaluation for ICD [20] X X 5 5 5 5 X X X X

Rules and deep learning comparison [15] X X 5 5 5 5 X 5 5 5

AI for classifying diagnosis [95] X 5 5 X 5 5 X 5 5 5

Mental status automated detection [87] X 5 X X X 5 X 5 5 5

Automated text classification [17] X 5 X 5 5 5 5 5 X 5

ML for ICD term encoding [89] X 5 5 5 5 5 5 5 5 5

Eye disease classification with ML [133] X 5 X 5 X 5 5 5 5 5

Autopsy reports classification [111] X 5 X X X X 5 5 5 5

ML classifiers comparison [128] X X 5 X X 5 5 5 5 5

Crohn’s case definition using NLP [134] 5 X 5 5 5 5 5 5 5 5

Multi-label classification [18] 5 X 5 5 5 X 5 5 5 5

Privacy-preserving data enrichment [135] 5 X 5 5 5 5 5 5 5 5

Multi-label classification with DL [16] 5 X 5 5 5 5 5 X X X

Rule-based ICD coding [136] 5 5 X 5 5 5 5 5 5 5

Diagnosis code assignment [35] 5 5 5 X 5 5 5 5 5 5

Ontology feature engineering [100] 5 5 5 X 5 5 5 5 5 5

Matching codes to diagnoses [19] 5 5 5 X 5 5 5 5 5 5

Medical notes knowledge extraction [98] 5 5 5 X X X 5 5 5 5

ML for ICD encoding [78] 5 5 5 5 X 5 5 5 5 5

Determining modification of diagnoses [79] 5 5 5 5 X 5 5 5 5 5
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Testing all these algorithms manually would require data science expertise along
with a large pool of hyperparameter sets to be tried one by one to get the best results
for a dataset. Applying AutoML algorithm selection and hyperparameter optimization
techniques help in finding the best model with the most efficient results. However, the
challenge at this stage is to find hyperparameters that give the highest accuracy for each
one of the considered learning algorithms. This problem has been studied in many existing
AutoML platforms such as Auto-Sklearn [7], and Auto-WEKA [31]. Both these platforms
have used Bayesian optimization for hyperparameters because it has shown the best results
and resulted in the highest performance.

Although Auto-Sklearn and Auto-WEKA are statistical algorithm-based AutoML
platforms, Auto-Keras [137] which is a neural network-based platform also uses Bayesian
optimization. This is to lead the AutoML network morphism based on NAS model. Auto-
Keras brings benefits from hardware perspective too, because it uses both CPUs and GPUs
to improve its performance.

In another paper [137], the authors proved that random search can outperform
Bayesian optimization, with the price of doubling the processing time. An interesting
future research direction is to investigate an AutoML model that allows the use of both
Bayesian optimization and random search. In such as tool, if the priority is better perfor-
mance, random search can be used, while if speed is the priority, Bayesian optimization
will be preferred.

4.3.5. Targets and Evaluations

In any machine learning development task, after the features are extracted and selected,
the ML algorithm is designed and optimized based on defined evaluation metrics. For
clinical notes they are usually classified for identification of a disease, symptom, or behavior.
This classification, similar to other machine learning areas, can be categorized into three
different domains including binary, multi-class, and multi-label multi-class classifications.

Binary classification in the context of clinical notes is to confirm, for example, if a
patient has a disease or not. This is the simplest form of classification, where the targeted
value is either one or zero. This form of classification can be used to identify if a patient
has a certain disease such as diabetes or not, or have a certain behavior such as smoking or
not. In binary classification, the only options available to predict are limited to two (one
and zero).

Multi-class classification is where the ML prediction can be one class in a list of three
or more classes of diseases, symptoms, etc. The classes can be a list of diseases such as
ICD9 codes, for examples 297.1 Paranoia or 775.4 Hypocalcemia, or a list of blood types O,
AB, A, and B.

In multi-label multi-class classification, there are multiple targeted classes for each
instance, and the number of targeted values can differ from one record to another. For
example, the prescription prediction for one patient can be citalopram, and fluoxetine only,
while another patient may get vilazodone, benzonatate, acetaminophen, and citalopram.
The variable number of targets requires some techniques such as converting the multi-label
targets into multi-class targets by combining all targets into one target or transforming
targets into binary targets [138].

Regardless of the classification problem at hand, machine learning algorithms are
evaluated based on standard evaluation metrics that provide a measure of the performance
of the developed algorithm. Similar to other machine learning domains, the standard
evaluation metrics are defined based on true positive (TP), true negative (TN), false positive
(FP), and false negative (FN) values [139]. These values are used to measure different
performance metrics, as described in [139]. One of the main metrics when evaluating
clinical NLP systems is

Recall = TP/(TP + FN), (4)
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that shows the model sensitivity, which is the percentage of truly identified positives from
the actual positives. Another metric is

Precision = TP/(TP + FP), (5)

that shows the percentage of truly identified positives to all identified positives. The next
metric is

F1 = 2(Precision.Recall)/(Precision + Recall), (6)

which is a measure that uses both recall and precision to calculate the model’s accuracy.

Speci f icity = TN/(TN + FP), (7)

shows the percentage of truly identified negatives to all identified negatives. Another
important metric is

Error = (FP + FN)/(TP + FP + FN), (8)

which is the percentage of all wrongly identified values of all classified values except true
negatives. Finally,

Accuracy = (TP + TN)/(TP + FP + FN + TN), (9)

is the percentage of all truly identified values to all values. Another metric that was not
covered in [139], yet has been extensively used in the literature [20,71,85,87,91,95,134,135,140]
is the area under the receiver operating characteristic curve (AUC). This measure illustrates
the relationship between TP rate, which is defined as recall shown in Equation (4), and FP
rate, which is defined as,

FPR = FP/(FP + TN), (10)

that shows the percentage of all wrongly identified positive values of all falsely classified
cases and true negatives. AUC, therefore, is representative of a curve in the area between
[0, 1] and [1, 0]. The area under this curve therefore cannot exceed 1. A higher AUC number
means a higher model accuracy. Below, we survey some of the previous works on clinical
notes prediction and explain how they have used the above-mentioned classification
methods and performance metrics in their ML model evaluations.

Gehrmann et al. [15] used binary classification to predict depression from their med-
ical notes dataset. They compared the results of seven different algorithms and feature
engineering methods. They used the MIMIC dataset to build a smaller dataset of 1610
clinical notes including 460 depression cases. The dataset was divided into three parts,
70% to train models, 10% for validation and the remaining 20% for testing the models.
To evaluate the studied models, they used recall, precision, and F1 score measures. The
most accurate precision they got was 91%, best recall was 76%, and best F1 score was
83% all using the CNN model. They then repeated the same process for other diseases
including advanced metastatic cancer, advanced heart disease, advanced lung disease,
chronic neurological dystrophies, chronic pain, alcohol abuse, substance abuse, obesity,
and psychiatric disorder.

Since the main objective of [15] was to predict the presence of a disease from processing
the available medical notes, binary classification is the obvious choice. However, should
the authors decided to predict if a patient has more than one disease, they should have
used multi-class and/or multi-label classification. Regarding the performance metrics
used, usually recall and precision are used for binary classification tasks, but they may
not represent a true picture of the model performance. Therefore, it is recommended to
show F1 score, which better represents how the model performs in both detecting all the
instances of the disease and how precise it is in detecting only the disease and not returning
false positives.

In another study [141] cTAKES is used in conjunction with a hybrid machine learning
and rule-based method to improve smoking status identification accuracy. This status is
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defined as either of the following classes: past smoker, current smoker, smoker, non-smoker,
and unknown status. A combination of 3 models is built to first identify if it is known that
the patient is a smoker or not. If it is known that the patient is a smoker, the second model
identifies if the patient is a smoker or non-smoker, while the third model identifies the
smoking status, i.e., if the patient is a past smoker, a current smoker, or a smoker. The first
model is a rule-based model that checks for certain words such as nicotine, cigarette. If
they were not detected then the note will be classified as “unknown”. The second model is
rule-based too where it tries to find a negation for the keywords that were found in the first
model, e.g., “patient does not smoke” or “non-smoker”. The third model is an SVM model
that extracts smoking words from clinical notes. The F1 score, precision and recall are used
to evaluate the proposed hybrid model. The micro average accuracy reported is 0.967 for
all three evaluation methods. Since this work is classifying patients into more than two
categories, it is a multi-class classification problem. It uses more than one model to classify
the clinical notes in a hierarchical manner. The performance measures reported include F1,
which represents the model is performing well.

In [19], the author used different approaches to classify clinical notes. She studied
clinical notes in the Bulgarian language and built a model that diagnosed these reports.
She used ICD-10 codes for diagnosing discharge summaries of 1300 records, focusing on
endocrine and metabolic diseases that had codes starting with the letter “E”, but some of
these diseases started with other letters, mostly “D”, “G”, “H”, “I”, “K”, “M”, and “N”. She
prepared text using NLP methods such as tokenization, abbreviation expansion, feature
extraction, etc. Then she fed NLP output features into SVM. SVM then predicts codes as
binary and gives each code a rank. A method called winning strategy was then used to
select the code with the highest rank to be the predicted diagnosis. Boytcheva used three
common evaluation metrics. The reported results were 74.68%, 97.3%, and 84.5% for recall,
precision, and F1 score, respectively, for all endocrine and metabolic diseases, and an F1
score of 81.53% for the “E” coded diseases and the ones in the common clusters “D”, “G”,
“H”, “I”, “K”, “M”, and “N”.

In another multi-class classification study for clinical notes [82], the authors that
used SVM, RF, and CNN and evaluated their results using F1 scores. Furthermore, [71]
converted the multi-class model into a binary model and used AUC for evaluation.

In a multi-label classification study for clinical coding [18], classifying medical text can
result in multiple coding. These codes could be unrelated to each other or correlated such
as diabetes and hypertension. Often when a patient has diabetes, they have hypertension
too, but still they can have one without the other. [18] studied different approaches for
their multi-label classification problem. The first approach was binary relevance, where
each code is compared to all other codes. To resolve the aforementioned coding correlation,
once any clinical code has been classified, it becomes a new feature to predict the next
clinical code. This approach is called classifier chain. Using multiple classifier chains in
random orders of clinical codes is another approach that is called ensemble of classifier
chains. A multi-label version of KNN algorithm (MLKNN) can identify a set of labels
that are near targeted records. Neural networks can be used for multi-label classification,
too. In [18], an open-source tool named MEKA [142] was used for neural network-based
multi-label classification.

F1 score was used to compare different classification methodologies. Using ensemble
of classifier chains with logistic regression (ECC-LR) gave best F1 score in most of the tested
cases. ICD codes were split into 18 groups and ECC-LR resulted in the best F1 score in
12 groups. By adjusting the used algorithms and hyperparameters, the best F1 score varied
between 41% and 93.3% based on ICD group.

In another multi-label classification study, Nigam [16] diagnosed ICD9 codes through
analyzing clinical notes from the MIMIC dataset. Each clinical note can have multiple
diagnoses and therefore multiple ICD codes. The dataset used had 6985 distinct ICD codes
with an average of 14 diagnoses for each patient, therefore, 2 sub-datasets were created
from the original dataset. The first had the top 100 codes only, while the second include the
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top 10. Nigam used recall, precision and F1 scores to evaluate results for each of the used
algorithm in this study. The algorithms used included LR, NN, RNN, LSTM and GRU.
GRU achieved the best F1 score of 42.03% for the top 10 codes dataset, and RNN had the
best F1 score of 24.39% for the top 100 ICD codes.

In addition to the above, specificity has also been used as an evaluation metric in
clinical notes processing [134]. However, it is mainly used in clinical annotation [143], and
in structured medical data forecasting [144].

Evaluation Metrics in AutoML for Clinical Notes

Most of the previous research have used the above-mentioned evaluation methods as
listed in Table 6. The table depicts that F1 score has been extensively used because it covers
both recall and precision and can give a better reflection of performance.

Table 6. Evaluation methods used in clinical research.

Research Recall Precision F1 Score Accuracy AUC

Multi-label classification with DL [16] X X X 5 5

Automatic recognition of disorders [145] X X X 5 5

Diagnosis code assignment [35] X X X 5 5

Rules and deep learning comparison [15] X X X 5 5

Deep learning evaluation for ICD [20] X X X X 5

Crohn’s case definition using NLP [134] X X 5 5 5

Drug side effect extraction [146] X X X 5 5

Genetic studies informatics leveraging [147] X X X 5 5

Smoking status classification [141] X X X 5 5

Ontology feature engineering [100] 5 5 X 5 5

Multi-label classification [18] 5 5 X 5 5

Medication extraction [74] 5 5 X 5 5

Matching codes to diagnoses [19] X X X 5 5

Automated text classification [17] 5 5 X 5 5

Clinical text classification [82] X X X 5 5

AI for classifying diagnosis [95] 5 5 X 5 X

Automated ICD coding [85] 5 5 X 5 X

Suicide attempts prediction [148] X X 5 5 X

Rule-based ICD coding [136] X X X 5 5

Radiology reports codes assignment [106] 5 5 X 5 5

ICD coding via deep learning [132] X X X 5 5

Eye disease classification with ML [133] X X X X 5

Medical codes explainable prediction [23] 5 5 X 5 X

ML classifiers comparison [128] X X 5 X X

Symptom extraction [149] X X X 5 5

Medical problems extraction [139] X X X X 5

ML models for clinical coding [92] X X X 5 5

Disease name extraction [150] X X X 5 5

Autopsy reports classification [111] X X X X X
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In the context of AutoML, Auto-Sklearn, Auto-WEKA, and Auto-Keras have mainly
used error rate and accuracy as evaluation methods in their decision of the best machine
learning model [7] in ML competitions such as Chalearn [151]. This shows that error
rate and accuracy should be among the initial evaluation metrics that are investigated for
various new AutoML platforms including those for clinical notes.

In health-related AutoML platforms such as JADBIO and AutoPrognosis, AUC is used
to evaluate the models for multi-class classification [13,25]. In an AutoML tool for clinical
notes, since the focus will be mostly on multi-label multi-class classification, F1, and AUC
seem more suitable to evaluate related models and should be evaluated at the first steps.

The good news is that evaluation methods are very light in terms of their required
computational power. Hence, in an AutoML platform, various methods can be used to
select the one that provides the most reliable outcome.

5. Conclusions

To enhance patient outcomes and improve the healthcare industry, new techniques
and technologies are being developed continuously. One of these technologies, which
has shown great promise in the healthcare domain is ML. However, ML usually requires
human knowledge in its training process and depends on the expertise of the human
designers to achieve good performance. This heavy dependence to humans results in
lower adoption in the healthcare industry despite ML’s great potential to improve patient
outcome and save their times and money while reducing the load on the medical system.
One approach that may help in reducing human’s involvement in ML is automating the
process of ML design and learning. This automatic machine learning development is called
AutoML, which is an emerging technology that has already shown great promise in the
healthcare domain.

In this paper, we surveyed previous works on AutoML in healthcare. We then dis-
cussed that AutoML has not been used in analyzing clinical notes, which contain critical
information about patient, but cannot be processed automatically and take a significant
time to process by humans. To advance the knowledge in the field of AutoML for clinical
notes, we then surveyed the literature on ML works for processing clinical notes. In doing
so, we analyzed the literature from an AutoML development perspective and discussed
challenges and opportunities it brings.

We conclude that for an AutoML platform to be developed for clinical notes, several
important research questions should be addressed, and several hurdles must be overcome.
We hope that this paper serves the ML- and AutoML-related healthcare industry and
researchers in developing a powerful tool that can improve the quality of life for humanity
by significantly enhancing patient outcomes through better diagnoses, reduced costs, and
shortened treatment time.
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