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S U M M A R Y

This thesis investigates and quantifies changes in stratospheric ozone
and tropospheric water vapour at mid-latitudes since the mid-1990s.
Recent studies have shown that estimates of such changes from vari-
ous ground-based measurement techniques are not always consistent.
A possible reason for these differences may be inhomogeneities in the
data. Data inhomogeneities arise from modifications in the instrument
setup, measurement failures, problems or adjustments in the calibra-
tion and retrieval procedures, or from temporal sampling biases. To
explain differences in observed changes, data inhomogeneities have
first to be identified by intercomparing various datasets. In a second
step, the inhomogeneities can be considered in the trend estimation to
obtain optimal estimates of the true changes.

This thesis aims to obtain more consistent trend estimates of strato-
spheric ozone profiles and tropospheric water vapour at mid-latitudes.
For this purpose, we compared ozone and integrated water vapour
(IWV) time series from various measurement techniques. The observa-
tions were intercompared to identify anomalies, biases, and inhomo-
geneities in the data. Trends in recent decades were then estimated by
considering these irregularities in the trend estimation. To this end,
two advanced trend analysis methods were tested and applied on
the data. The trend models use the full error covariance matrix of the
observations, which can be adapted to account for data correlations
and inhomogeneities.

We used stratospheric ozone observations measured by ground-based
microwave radiometers, lidars, and ozonesondes, as well as satellite
and reanalysis model data. We found good agreement between various
ozone datasets. However, we also identified some anomalies and
inhomogeneities in the ozone data and showed that they affect the
trend estimates. Stratospheric ozone trend profiles are presented for
northern (central Europe) and southern mid-latitudes (New Zealand).
In both hemispheres, we observe a recovery in ozone concentrations
in the upper stratosphere after the turn-around of ozone-depleting
substances (ODSs) in 1997. We found trends that generally lie between
1 % and 3 % per decade, providing a confirmation of ozone recovery
in the upper stratosphere as expected from reduced ODS emissions. In
the lower stratosphere, we found inconsistent trends, suggesting that
further research on lower-stratospheric ozone changes is required.

Observations of IWV were used from a microwave radiometer, from a
Fourier-transform infrared spectrometer, from a network of ground
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stations of the Global Navigation Satellite System (GNSS), and from
reanalysis model data. We present trends derived from these IWV
measurements in Switzerland. They show that IWV increased by 2 %
to 5 % per decade since 1995, which is generally consistent with rising
temperature. Also, we show that the advanced trend model used is
well suited to reduce trend biases caused by GNSS-antenna updates.

In conclusion, this thesis presents optimized trends of stratospheric
ozone and IWV for recent decades at mid-latitudes. Further, it helps
to better understand inconsistencies between trend estimates from
multiple techniques by investigating the effect of data irregularities
on the trends. Consequently, the results of this thesis contribute to a
better understanding of ozone and water vapour changes in a changing
climate.
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1 I N T R O D U C T I O N

Stratospheric ozone and tropospheric water vapour are atmospheric
trace gases that play essential roles in the climate system. Small
changes in their concentration can have large effects on chemical
processes, dynamics, and the radiative balance in the atmosphere.
They are therefore defined as essential climate variables (ECVs) by
the World Meteorological Organization (WMO). To understand and
predict the evolution of the climate system, it is indispensable to
constantly measure and monitor these ECVs.

Stratospheric ozone is expected to increase in response to reduced
emissions of ozone-depleting substance (ODS) after the implementa-
tion of the Montreal Protocol. Recent studies agree on a healing of the
Antarctic "ozone hole" and on global recovery of ozone concentrations
in the upper stratosphere (e.g. WMO, 2018a), which demonstrates the
success of the protocol. However, various ground-based datasets do
not agree on the magnitude and uncertainties of the trends, especially
in the lower stratosphere (SPARC/IO3C/GAW, 2019). Tropospheric
water vapour is also expected to increase, due to global temperature
rise. However, increasing water vapour trends are still not detected
with confidence and show large regional differences, especially above
continents (e.g. Bindoff et al., 2013; Chen and Liu, 2016). The main
reason for these uncertainties in ozone and water vapour trends are
their slow changes with time. Such small changes may be masked by
natural variability and are thus difficult to detect. Further, inhomogen-
eities in measurements might lead to physically inconsistent patterns
and falsify trend estimates. To obtain optimal estimates of the true
changes, it is therefore important to analyse measured time series
carefully, to identify inhomogeneities, and to account for them in the
trend analyses.

The underlying aim of this thesis is to obtain more consistent trend
estimates of stratospheric ozone and tropospheric water vapour at
mid-latitudes. To reach this aim, various ground-based time series are
compared comprehensively to assess the quality and stability of the
data. Particularly, we compare coincident measurements from multiple
ground-based techniques, extended by satellite and reanalyses data,
which makes it possible to detect inhomogeneities and biases in the
data. Advanced trend analysis methods that consider data uncertain-
ties are then applied to obtain optimal estimates of the true ozone and
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2 introduction

water vapour trends. This helps to clarify the question whether ozone
and water vapour increase in observed measurements as expected
from anthropogenic emissions of ODSs and greenhouse gases (GHGs).

This thesis is divided in three parts. Part I summarizes the role of ozone
and water vapour in the atmosphere and describes how to measure
them. This includes a chapter about the theoretical background and the
current state of research concerning the most important atmospheric
and climatic processes in which ozone and water vapour are involved
(Chapter 2). Various techniques to measure ozone and water vapour
in the atmosphere are then described in Chapter 3.

Part II presents the datasets (Chapter 4) used and introduces the
methodology for the estimation of atmospheric trends (Chapter 5).

Part III consists of three different studies published in or submitted to
peer-reviewed journals. The first study presents ground-based ozone
trends in central Europe and investigates how anomalous observa-
tions can be incorporated into the analysis of stratospheric ozone
trends (Chapter 6). A related study is presented in Chapter 7, which
concentrates on ozone measurements and trends in the southern hemi-
sphere. The third study presents trends of integrated water vapour in
Switzerland based on various ground-based measurement techniques
(Chapter 8).

Finally, Chapter 9 summarizes and discusses the outcome of the thesis
and gives an outlook for future studies. The publications are attached
in the appendix (Appendix A).



Part I

T H E O R E T I C A L B A C KG R O U N D

This part provides theoretical background about ozone
and water vapour in the atmosphere, reviews the current
state of research, and summarizes various measurement
techniques to measure the concentration of both gases.





2 O Z O N E A N D W AT E R VA P O U R I N
T H E AT M O S P H E R E

The atmosphere is a thin layer around the earth and the medium of
life on the earth surface. It is composed to 78.09 % of nitrogen (N2), to
20.95 % of oxygen (O2) and to 0.93 % of argon (Ar). Multiple species,
so called trace gases, build the remaining gaseous constituents. Water
vapour is the most abundant trace gas, but its concentration varies
highly with season and location (<1 % to 3 %). Other trace gases
such as carbon dioxide (CO2), methane (CH4) or ozone (O3) have
abundances smaller than 0.05 %. Despite their small amount, these
trace gases are crucial for chemical processes and the radiative balance
in the atmosphere.

Several of them are essential to characterize the climate system. They
are therefore part of the group of ECVs, as defined by the WMO.
Small changes in the concentration of these gases can already have
large effects on the earth system and life on earth. Measuring and
monitoring ECVs is therefore required to understand and predict the
evolution of the climate system.

The evolution of two of these ECVs is the topic of this thesis: strato-
spheric ozone and tropospheric water vapour. This chapter describes
the most important processes and the current state of research con-
cerning the role of both gases in the climate system.

2.1 stratospheric ozone

Ozone has multiple functions in the atmosphere; it is involved in
radiative, chemical and dynamical processes. It is a pollutant in the
troposphere, absorbs harmful ultraviolet (UV) radiation in the strato-
sphere and also acts as a GHG. Ozone is a gas with high reactivity,
that has strong oxidizing capacities. It therefore plays an important
role in oxidizing numerous chemical species in the atmosphere.

Ozone in the troposphere is problematic for plants and human beings,
because it is harmful already at low concentration. Tropospheric ozone
mostly results from photochemical reactions with nitrogen oxides and
organic compounds that originate from the combustion of fossil fuels.
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6 ozone and water vapour in the atmosphere

This thesis concentrates on ozone in the stratosphere, where about
90 % of the atmospheric ozone resides. Ozone mainly absorbs radi-
ation between 240 nm and 320 nm and builds a protective shield in the
stratosphere which protects life from harmful UV radiation. The UV
absorption leads to a vertical distribution of ozone with maximum con-
centration in terms of number density at around 20 km and in terms
of volume mixing ratio (VMR) at around 35 km (Fig. 2.1). This altitude
is determined by a balance between the photochemical production
driven from above and decreasing air density with height (Brasseur,
1999). The UV absorption by ozone is responsible for an increase in
temperature with height in the stratosphere (Fig. 2.1). Ozone is in-
volved in multiple chemical reactions in the stratosphere. The basics of
ozone-related chemical processes in the stratosphere are summarized
in the following.
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Figure 2.1: Typical ozone (O3) volume mixing ratio (VMR) in parts per
million (ppm) and temperature (T) profiles at mid-latitudes, ob-
tained from ground-based radiometer measurements in Bern,
Switzerland.

2.1.1 Stratospheric ozone chemistry

Ozone in the stratosphere is formed by photochemical mechanisms
that are described by the pure oxygen chemistry. The basic principle of
pure oxygen chemistry has first been presented by Chapman (1930). It
includes the fast and continuous formation and destruction of atomic
oxygen (O) and ozone (O3), which are commonly referred to as odd
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oxygen. The odd oxygen cycle with its source and loss reactions, also
called Chapman cycle, are given by:

Source: O2 + hν→ O + O (2.1a)

Fast cycle: O + O2 + M→ O3 + M (2.1b)

O3 + hν→ O + O2 (2.1c)

Loss: O + O3 → O2 + O2 (2.1d)

where M represents a collision partner that is inert, generally O2 or N2.
Within the Chapman cycle, odd oxygen is formed and destroyed in
several steps. First, molecular oxygen (O2) is split into atomic oxygen
through photodissociation by UV radiation (Eq. 2.1a). By colliding with
another oxygen molecule and the collision partner M, ozone is then
formed (Eq. 2.1b). This photochemical ozone production depends on
solar irradiation and the availability of a collision partner, and is thus
largest in the tropical stratosphere. The collision partner is required to
conserve the energy of momentum and it absorbs the excess energy
of the collision. This reaction is substantial for atmospheric ozone,
as it is the only known reaction that forms ozone in the atmosphere
(Brasseur and Solomon, 2005b). Further, it leads to the release of kinetic
energy, which is responsible for the positive temperature gradient with
height in the stratosphere (Bekki and Savarino, 2016). Next, the ozone
molecule is split apart by UV radiation, forming atomic oxygen in its
ground state (3P) or in its excited state (1D) (Eq. 2.1c). Equation 2.1b
and Eq. 2.1c are fast so that O and O3 are continuously produced
and destroyed, which leads to a stable concentration of odd oxygen.
Finally, odd oxygen is removed again by Eq. 2.1d, forming two oxygen
molecules.

In the 1960s, scientists realized that the loss of odd oxygen via Eq. 2.1d
was not sufficient in balancing the production of odd oxygen to explain
observed ozone concentrations (Crutzen, 1999). The Chapman cycle
thus overestimates the amount of stratospheric ozone, and other ozone
destructive mechanisms are necessary to explain the observed ozone
concentrations. It was soon found that, in addition to the pure oxy-
gen chemistry, catalytic cycles are important for stratospheric ozone
destruction. In these reactions, a catalyst species X reacts with ozone
(Eq. 2.2a), and is then rebuild by the reaction with atomic oxygen
(Eq. 2.2b):

X + O3 → XO + O2 (2.2a)

XO + O→ X + O2 (2.2b)

In this way, the catalyst is not consumed and can destroy ozone
recurrently. These catalysts can be of natural or of anthropogenic origin.
The most important catalytic cycles for ozone destruction are reactions
with hydrogen compounds (HOx), first presented by Bates and Nicolet
(1950), reactions with nitrogen compounds (NOx) (Crutzen, 1970),
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and reactions with chlorine compounds (ClOx). Chlorine compounds
mainly result from anthropogenic emissions of chlorofluorocarbons
(CFCs) (see Section 2.1.3). Their substantial risk to destroy the ozone
layer has first been pointed out by Molina and Rowland (1974).

The ozone destruction by catalytic cycles is interrupted through the
formation of reservoir species (ClONO2 and HCl). These species have
longer live times than the active catalysts and deactivate the catalytic
ozone destruction. However, in polar winter conditions, this deactiv-
ation can be interrupted through reactions of the reservoir species
on polar stratospheric cloud (PSC) particles. The reactions on PSC
particles lead to the removal of active nitrogen through sedimentation
of PSC particles, which further enhances the ClOx cycle. During polar
night, active chlorine is accumulated. As soon as sunlight comes back
in late winter, the active chlorine destroys large amounts of ozone
(Brasseur and Solomon, 2005b). This causes strong ozone depletion in
Antarctic late winter and early spring, known as the Antarctic ozone
hole, as first presented by Farman et al. (1985).

Stratospheric ozone chemistry involves multiple additional chemical
cycles. The complex dependencies are presented in detail in various
textbooks, for example in Brasseur and Solomon (2005a).

2.1.2 Stratospheric ozone at mid-latitudes

The global distribution of stratospheric ozone is strongly influenced by
transport through the mean stratospheric circulation. Ozone produc-
tion is largest in the tropics, and ozone rich air is transported from the
tropical stratosphere towards the winter pole. In the last mid-century,
A. W. Brewer (1949) and G. M. B. Dobson (1956) suggested that air
rises in the tropics, transporting dry and ozone rich stratospheric air
towards higher latitudes. This circulation is called Brewer-Dobson
circulation (BDC). As a result of the BDC, total column concentrations
are largest in spring at mid- to high latitudes of the winter hemisphere,
as illustrated in Fig. 2.2. The BDC is driven by planetary Rossby-waves
that propagate into the winter stratosphere where they break, inducing
a poleward flow. Detailed explanations can be found for example in
Holton et al. (1995) and Plumb (2002). A measure to estimate how fast
the BDC transports air from the tropics towards a specific location is
the mean age of stratospheric air. The age of air can be inferred from
observations of long-lived trace gases (e.g. SF6), suggesting ages of
4 to 6 years in the lower stratosphere at mid-latitudes (Haenel et al.,
2015; Karpechko et al., 2018; Stiller et al., 2012).

At mid-latitudes (35° to 60° latitudes), stratospheric ozone concen-
trations are determined by a balance between photochemistry and
transport. Whereas upper-stratospheric ozone is dominated by pho-
tochemistry, ozone in the lower stratosphere is influenced by both
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Figure 2.2: Global distribution of total ozone averaged over 2 weeks for the
four seasons in 2009 from satellite measurements. In that year, a
strong Antarctic ozone hole is visible in September.

— Salawitch et al. (2019), Figure Q3-1

chemistry and dynamics (Chipperfield, 2012). This includes large-scale
transport from the tropics as described above, but also polar dynamics
and small-scale mixing processes. For example, mid-latitudinal ozone
concentrations can be strongly disturbed by the displacement or split-
ting of the polar vortex, transporting polar air to mid-latitudes (e.g.
Godin et al., 2002). Further, variations in the tropopause height, which
are related to tropospheric circulation or climate change, also affect
ozone concentrations. For example, an inverse relationship between
total column ozone and tropopause height was reported by Varot-
sos et al. (2004). Further, Steinbrecht et al. (1998) hypothesized that
around one third of the pre-1997 ozone depletion at Hohenpeissenberg,
Germany, could be explained by changes in the tropopause height.

Other significant natural contributions to the concentration of ozone
are changing circulation patterns that are influenced by the quasi-
biennial oscillation (QBO) (e.g. Tweedy et al., 2017) or the El Niño
Southern Oscillation (ENSO) (e.g. Diallo et al., 2018). Further, the 11-
year solar cycle affects ozone photochemistry, with increased heating
and photolysis rates in the tropics at solar maximum (Ball et al., 2019a).
However, the solar-ozone response is still subject to uncertainties,
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as shown by Maycock et al. (2016). Nevertheless, Wuebbles (1984)
showed that the solar cycle has the largest effect among the natural
contributions on ozone trends. Also, Moreira et al. (2016) showed that
the solar cycle has a large contribution to ozone variability recorded
by a ground-based radiometer in Bern, Switzerland. Finally, volcanic
eruptions can have a big effect on stratospheric ozone, leading to
strong ozone depletion.

Mid-latitudinal total column ozone has a strong annual cycle, with
a maximum in spring when the transport from the tropics is largest.
A minimum occurs in autumn, because photochemical destruction
is large during summer and transport from the tropics is small. At
northern mid-latitudes, Moreira et al. (2016) found a seasonal cycle
with an amplitude of around 16 % in the middle stratosphere based
on ground-based radiometer measurements. However, this regular
cycle can be disturbed by the mentioned natural variabilities from
year to year. Generally, this interannual variability is larger on the
northern hemisphere due to larger planetary wave activity than on the
southern hemisphere, related to the asymmetric land-sea distribution.
Further, an hemispherical asymmetry exists in the BDC, with stronger
transport in the northern winter hemisphere (e.g. Konopka et al.,
2015). Finally, the diurnal cycle of stratospheric ozone at northern
mid-latitudes was found to be between 3 % to 6 % due to diurnal
variation in photochemistry and dynamics (Schanz et al., 2014; Studer
et al., 2014).

2.1.3 Stratospheric ozone trends

Past ozone decline

Anthropogenic emissions of ODSs are responsible for a strong global
decline in stratospheric ozone observed since the 1980s. The use of
ODSs in industrial and consumer products led to a substantial increase
of chlorofluorocarbon (CFC) emissions from the middle 20

th century, as
shown in Fig. 2.3a. The international response to the strong increase in
ODS emissions was the Montreal protocol on Substances that Deplete
the Ozone Layer, which was signed in 1987 and entered into force
in 1989. The Montreal protocol and its successive adjustments and
amendments aimed to phase out emissions of ODSs. As a result of
this international agreement, the ODS emissions declined from the
late 1980s on (Fig. 2.3a). Further, the equivalent effective stratospheric
chlorine (EESC), that had been continuously increasing since the
1960s, started to decrease after reaching a maximum in the late 1990s
(Fig. 2.3b). The EESC (or EECl in Fig. 2.3b) is a quantity to measure the
total ozone-depleting capacity of chlorine- and bromine-containing
molecules in the atmosphere based on surface ODS concentrations.
As a response to increased ODSs in the atmosphere, ozone declined
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around the globe, as shown by the total ozone measurements in
Fig. 2.3c. Moreover, extreme depletion was observed over Antarctica
in each spring (Fig. 2.3d) and occasionally over the Arctic, related to
reactions on PSC particles as described above. As a consequence of the
reduced ODS emissions after the Montreal Protocol, ozone stopped
to decline around the year 2000 (Fig. 2.3c), which will be discussed in
the following.

Present ozone changes

In recent years, different factors have been indicating that stratospheric
ozone started to recover. The clearest indications occur in regions that
are most sensitive to changing stratospheric chlorine concentrations
(Steinbrecht et al., 2018). This includes the upper stratosphere, where
significant ozone increase starting in the late 1990s have been detected
using datasets of multiple different measurement techniques. This has
been summarized in the latest Scientific Assessment of Ozone Deple-
tion of the WMO/United Nations Environment Programme (UNEP)
(Braesicke et al., 2018) and the Long-term Ozone Trends and Uncertain-
ties in the Stratosphere (LOTUS) report (SPARC/IO3C/GAW, 2019).
Furthermore, Antarctic ozone is highly sensitive to changes in ODSs,
and the severe ozone hole over the Antarctic has started to recover
(Kuttippurath and Nair, 2017; Pazmiño et al., 2018; Solomon et al.,
2016; Strahan and Douglass, 2018; Strahan et al., 2019).

In less sensitive regions, however, the ozone recovery is more diffi-
cult to observe, especially in total ozone column data (Weber et al.,
2018) or in the lower stratosphere. It is even discussed whether ozone
continues to decline in the lower stratosphere (Ball et al., 2018; 2019b;
2020; Chipperfield et al., 2018; Wargan et al., 2018). Nevertheless, con-
sensus exists that the significant ozone decline observed in the 1980s
has generally stopped and that the Montreal Protocol has thus been
successful (Steinbrecht et al., 2018).

In the upper stratosphere, where photochemistry dominates ozone
production, two processes are mainly responsible for the detected
ozone increase (Pawson et al., 2014b; Steinbrecht et al., 2018). The first
process is related to the decline of anthropogenic emissions of ODSs.
The decreased emissions have led to less chlorine species in the strato-
sphere, which slows down the catalytic ozone destruction. The second
process is due to cooling of the stratosphere caused by increased GHG
emissions. GHGs molecules can get excited and de-excited either
through the absorption of infrared (IR) radiation or through molecular
collisions. The GHGs, mainly CO2, warm the troposphere because they
absorb IR radiation emitted from the earth surface. The CO2 molecules
get excited and the energy is either radiated back and "trapped" by
other GHG molecules, or transformed to kinetical energy through col-
lisions, which means that temperature increases. In the stratosphere,
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Figure 2.3: Observed and projected changes in (a) emissions of ozone-
depleting substances (ODSs), (b) equivalent effective strato-
spheric chlorine (EECl) emissions, (c) global total column ozone
(60°N to 60°S) observations (black) and model output (red), and
(d) Antarctic spring total ozone (observations and model). ODS
emissions in panel (a) are given in units of equivalent CFC-11,
which is the most prominent chlorofluorocarbon (CFC). Future
projections assume a greenhouse gas increase according to the
RCP6.0 scenario (IPCC, 2014). The arrows indicate values in 1980

and the observed or projected date of return to 1980 values.
— WMO (2018a), Figure ES-1
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less molecules are available for collisions. Further, less IR radiation
reaches the stratosphere. Therefore, CO2 molecules are mostly excited
through molecular collisions. The excited CO2 molecules then de-
excite by emitting IR radiation that escapes towards space rather then
transforming the energy into kinetic energy through collisions. In the
stratosphere, kinetic energy is therefore transformed to radiative en-
ergy that escapes to space, which cools the stratosphere. This process
leads to a cooling of the stratosphere with increasing GHG emissions
(e.g. Fels et al., 1980). The cooling slows down ozone destruction cycles
in the upper stratosphere that are strongly temperature dependent.
Stratospheric cooling thus contributes to upper-stratospheric ozone
recovery.

Stratospheric cooling has been reported for example by model and
observational data, with a cooling between 0.25 K to 0.8 K per decade
in the last four decades (Maycock et al., 2018; Steiner et al., 2020).
However, stratospheric temperature changes are not only related to
increasing GHGs, but also closely linked with ozone changes and
changes in the circulation and dynamics (e.g. Maycock et al., 2018).
Indeed, the cooling slowed down after 1997 because cooling associ-
ated with ozone depletion was reduced with ongoing ozone recovery
(Maycock et al., 2018; Solomon et al., 2017; Steiner et al., 2020).

Expected future ozone changes

The ozone layer is expected to recover in the next decades due to
decreasing ODSs. However, the recovery will be slow compared to the
fast ozone decline in the past (Steinbrecht et al., 2018). This is due to
the long lifetime of ODSs, leading to a slow decline of stratospheric
chlorine compared to the prior fast increase (see Fig. 2.3b).

Globally, pre-1980 total ozone levels are currently estimated to occur
around 2042 to 2051 (Braesicke et al., 2018), as illustrated in Fig. 2.3c.
Afterwards, even higher ozone concentrations are expected. The main
reason for this super-recovery is the increased transport of ozone
rich air through the BDC. Climate models predict that the BDC will
accelerate with climate change by 2 % to 3.2 % depending on the
GHG emission scenario (Butchart and Scaife, 2001; Butchart, 2014).
In the last decades, an increase in the BDC of 2 % was derived from
lower-stratospheric temperature observations by Fu et al. (2015) and
Karpechko et al. (2018). Further, age of air trends derived from observa-
tions of stratospheric trace gases are negative in the lower stratosphere,
indicating younger air due to faster transport (Hegglin et al., 2014;
Karpechko et al., 2018; Ray et al., 2014). However, BDC changes are
difficult to observe in available measurements (Butchart, 2014) and the
sign of BDC trends in the middle and upper stratosphere remains still
uncertain (Karpechko et al., 2018).
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At northern mid-latitudes, pre-1980 levels in total ozone are expected
between 2020 and 2044 (Braesicke et al., 2018). This broad time range
illustrates that large uncertainties in ozone recovery remain. Uncer-
tainties about the time of recovery do not only arise from uncertainties
in the strengthening of the BDC, but also from uncertainties in other
expected dynamical changes and how ozone responds to them. For
example, models are inconsistent in the response of the QBO to climate
change (Richter et al., 2020). Moreover, processes that further decrease
ozone balance the described ozone increase due to increasing BDC.
For example, the tropopause height is expected to increase with cli-
mate change (e.g. Hu and Vallis, 2019), which reduces the total ozone
column. Also, the mixing of ozone-poor tropical lower-stratospheric
air with mid-latitudinal air has been increasing, leading to decreasing
lower-stratospheric ozone at mid-latitudes (Ball et al., 2020). Moreover,
methane (CH4) and nitrous oxide (N2O) are involved in catalytic
ozone destruction; ozone recovery thus depends also from their future
anthropogenic emissions (Braesicke et al., 2018). Increased methane
emissions increase the amount of water vapour in the stratosphere
(Yue et al., 2019), which may further cool the lower stratosphere (Ball
et al., 2020; Maycock et al., 2011), and enhance the formation of PSCs
and related ozone loss in polar regions (e.g. Kirk-Davidoff et al., 1999;
Stenke and Grewe, 2005).

To summarize, it is expected that the continuous GHG emissions
will lead to an increase of ozone concentrations beyond the natural
level of the 1960s (WMO, 2018b). However, this is subject to large
uncertainties because multiple other processes affect ozone concentra-
tions. Consequently, despite the success of the Montreal protocol in
stopping ozone depletion, it is indispensable to continue observing
stratospheric ozone and assessing its changes with great accuracy.

Challenges in ozone trend detection

Detecting stratospheric ozone trends can be a difficult task. The long-
term changes are often small and may be masked by natural variability
or uncertainties in the data. Further, short measurement records and
autocorrelation increases uncertainties when estimating trends (Stein-
brecht et al., 2018). Also, trends detected by different instruments or by
different trend models may differ (SPARC/IO3C/GAW, 2019; Strahan
et al., 2019). In recent years, not all datasets agreed on magnitude
and uncertainties of ozone trends at all altitudes, as it was already
presented in WMO’s Scientific Assessment of Ozone Depletion in 2014

(Pawson et al., 2014a). A comprehensive study by Harris et al. (2015)
even concluded that it was too early to report a significant ozone
increase in the upper stratosphere (SPARC/IO3C/GAW, 2019). These
differences laid the foundation for the project on Long-term Ozone
Trends and Uncertainties in the Stratosphere (LOTUS), which aims to
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"revisit the causes of differences in the conclusions regarding the sig-
nificance of post-turnaround ozone trends [...]" (SPARC/IO3C/GAW,
2019, p. 2). The ozone studies presented in this thesis (Chapters 6

and 7) also contribute to this aim.

2.2 tropospheric water vapour

Terrestrial water cycles between various reservoirs within the earth
system, forming the hydrosphere. This includes the earth mantle,
the oceans, ice sheets, fresh water, glaciers and the atmosphere. The
smallest reservoir of the hydrosphere is the atmosphere; its mass is
only 0.001 % of the total mass of water on earth (Wallace and Hobbs,
2006c). However, exchange rates are largest in the atmosphere, with
residence times on the scale of days (Wallace and Hobbs, 2006c).
Water enters the atmosphere through evaporation from water surfaces
and soil water, sublimation from ice surfaces and transpiration from
vegetation. The water molecule has a strong electric dipole moment,
so that large energy amounts are required or released by the phase
changes between vapour, liquid and ice. This transition between states
is crucial, because it enables water to transfer energy from the earth
surface to the atmosphere through evaporation (e.g. from oceans) and
condensation (e.g. cloud formation). In form of latent heat, energy
is then redistributed around the globe. Water vapour is the basis for
the formation of clouds and precipitation. Furthermore, water vapour
controls the energy balance of the earth, directly because it is a strong
GHG, and indirectly by the formation of clouds that influence the
radiative budget. Finally, it also controls optical properties of the
atmosphere by influencing size and composition of aerosols.

Globally, a balance between evaporation and precipitation exist. Over
continents, however, moist air is transported from the oceans so that
precipitation generally exceeds evaporation. Depending on the re-
gional climate, the volume concentration of water vapour in the at-
mosphere varies largely. It can reach up to 4 % close to the surface
in warm, tropical regions, whereas it can be far below 1 % in cold,
dry regions (Ahrens, 2009). A typical vertical distribution of water
vapour at mid-latitudes in the troposphere is shown in Fig. 2.4. Most
of the water vapour is concentrated in the first kilometers, whereas
stratospheric air contains water vapour on the order of a few parts
per million (ppm) by volume. The tropopause acts as a cold trap for
atmospheric water vapour which explains the dryness of the stra-
tosphere. However, water vapour can enter the stratosphere due to
convective overshooting of ice particles. A further source of strato-
spheric water vapour is methane that enters the stratosphere and that
is subsequently oxidized.
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Figure 2.4: Typical profiles of specific humidity for mid-latitudinal summer
and winter. The profiles show mean values of ECMWF reanalysis,
5th generation (ERA5) data from 1995 to 2018 at Bern.

— Generated using Copernicus Climate Change Service Information

The global distribution of water vapour scales with temperature but is
also highly dependent on circulation and weather patterns. A typical
distribution is shown in Fig. 2.5, which shows the total, vertically
integrated amount of water vapour (total precipitable water vapour,
or integrated water vapour (IWV)) from satellite measurements. Water
vapour amounts are largest in the Intertropical Convergence Zone
(ITCZ) and decrease towards the poles, with typical values of around
15 mm in northern mid-latitudinal spring.

2.2.1 Water vapour and climate

Water vapour plays a crucial role in the earth’s climate, because it is
the most abundant GHG in the atmosphere. Through the absorption
of IR radiation, the molecules are transformed to an excited state, and
will de-excite through molecular collisions. Further, cloud droplets
and ice crystals absorb IR radiation that is partly re-emitted towards
the surface. Consequently, the troposphere is warmed by around 33 °C
compared to an atmosphere without water vapour, which makes the
earth surface habitable. This natural greenhouse effect is enhanced
by anthropogenic emissions of other GHGs, mainly CO2. According
to the Intergovernmental Panel on Climate Change (IPCC), surface
temperature data report a global warming of 0.85 °C over the period
1880 to 2012 (IPCC, 2013). Further, the IPCC concludes that "human
influence on the climate system is clear" (IPCC, 2013, p. 15), which
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Figure 2.5: Typical global distribution of total precipitable water vapour,
showing measurements from the Atmospheric Infrared Sounder
(AIRS) on NASA’s Aqua satellite in May 2009.

— NASA/JPL AIRS Project
https://airs.jpl.nasa.gov/resources/174/

global-total-precipitable-water-vapor-for-may-2009/

is a strong political statement on the anthropogenic origin of climate
change.

Water vapour is strongly coupled with temperature, with increasing
amounts for rising temperature. This coupling results in a positive
feedback, as illustrated in Fig. 2.6. When the temperature increases
due to increased anthropogenic GHG emissions (initial change), evap-
oration and the amount of atmospheric water vapour increase. Con-
sequently, the GHG effect is enhanced, which further increases the
temperature. This positive water vapour feedback enhances anthropo-
genic climate change caused by GHG emissions. Indeed, it increases
the surface temperature sensitivity to changes in CO2 emissions by
almost a factor of two (e.g. Held and Soden, 2000).

When humid air is saturated, it is in equilibrium with liquid water
and the vapour pressure e equals the saturation vapour pressure es.
In this case, the relative humidity (RH) would be 100 % (RH = e

es
).

The saturation vapour pressure is, in ideal cases, only temperature
dependent, and increases with rising temperature. Its fractional change
resulting from a small change in temperature (dT) is given by the
approximated form of the Clausius–Clapeyron equation:

des

es
≈ Lv

RvT2 dT, (2.3)

https://airs.jpl.nasa.gov/resources/174/global-total-precipitable-water-vapor-for-may-2009/
https://airs.jpl.nasa.gov/resources/174/global-total-precipitable-water-vapor-for-may-2009/
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Figure 2.6: Schema to illustrate the water vapour feedback.
— Adapted from www.climatecouncil.org.au/resources/

so-what-exactly-is-a-feedback-loop/

with the latent heat of evaporation Lv = 2.5× 106 Jkg−1, the gas con-
stant for water vapour Rv = 461 JK−1kg−1, and the actual temperature
T. On global average, this corresponds to a water vapour change of
around 7 % for each degree increase in temperature (Trenberth et al.,
2003), under the assumption that RH remains constant (Möller, 1963).
Even though it has been shown that RH is generally insensitive to
climate changes (e.g. Held and Soden, 2000), it is discussed that RH
is not constant with time everywhere, especially over land due to
insufficient moistening (Collins et al., 2013; Sherwood et al., 2010).
Nevertheless, it was found that the magnitude of the observed tro-
pospheric water vapour increase over the past 40 years corresponds
globally to the observed temperature change, and that RH remained
approximately constant over the same time period (Stocker et al., 2013).
This is, however, not always the case on regional scales, and local water
vapour trend analyses are thus important.

www.climatecouncil.org.au/resources/so-what-exactly-is-a-feedback-loop/
www.climatecouncil.org.au/resources/so-what-exactly-is-a-feedback-loop/


3 M E A S U R I N G O Z O N E A N D W AT E R
VA P O U R I N T H E AT M O S P H E R E

Various techniques exist to measure trace gases in the atmosphere. The
amount of ozone and water vapour varies highly in space, both hori-
zontally and vertically. Depending on the interest of altitude, coverage
and temporal resolution, different techniques are appropriate. One
can distinguish in situ measurements and remote sensing techniques
(Fig. 3.1). Whereas in situ instruments carried on balloons, air planes
or rockets measure directly at the location of interest, ground-based
and space-borne remote sensing rely on the atmospheric emission and
absorption of electromagnetic radiation, generally described by the
theory of radiative transfer.

Measuring Ozone in the Atmosphere

High-altitude
aircraft

Low-altitude
aircraft

Laser
beams

Ground-based
systems

Balloon
sondes

Satellites

Figure 3.1: Techniques to measure ozone in the atmosphere.
— Salawitch et al. (2019), Figure Q4-1

Depending on the frequency, the atmosphere is more opaque or more
transparent for electromagnetic radiation. In specific atmospheric
windows, radiation can therefore pass through the atmosphere and
can be used at the surface to infer information about its composition
(Fig. 3.2). The spectrum of the atmospheric transmittance is important
for the design of ground-based remote sensing instruments.

Ground-based measurements are complementary to satellite meas-
urements. They provide information on diurnal cycle and short-term
fluctuations of atmospheric parameters and species at a specific loca-
tion. Ground-based instruments can measure for many decades with

19
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Figure 3.2: Atmospheric transmission and atmospheric windows.
— Adapted from Christian and Roy (2017), copyright Cambridge Uni-
versity Press. Reproduced with permission of the licensor through
PLSclear.

no or small instrumental changes. This stability is essential to as-
sess long-term changes in atmospheric trace gases. Furthermore, the
ground-based data can be used for validation of satellite missions.
On the other hand, satellites provide a unique insight into the global
distribution of atmospheric parameters and species.

To make the detection of global long-term changes with high-quality
and consistent ground-based measurements possible, a cooperative
network with standard data requirements is necessary. The Network
for the Detection of Atmospheric Composition Change (NDACC) re-
sponds to this purpose. NDACC is an international, global network,
providing a platform for ground-based and balloon-borne measure-
ments of atmospheric composition (De Mazière et al., 2018). Since 1991,
the network provides measurements of multiple trace gas species from
different measurement techniques, with the objective of detecting
and understanding long-term changes in atmospheric composition.
All ground-based ozone instruments used in our studies are part of
NDACC. More details about NDACC can be found in De Mazière
et al. (2018) and on the NDACC webpage (NDACC, 2020)

The following sections describe some basic notions of radiative trans-
fer and give an overview of ozone and water vapour measurement
techniques that provide data used in this thesis.

3.1 radiative transfer

The underlying principle of remote sensing is the interaction of elec-
tromagnetic radiation with matter, described as radiative transfer.
In the atmosphere, this includes interaction (absorption, emission
and scattering) with molecules, aerosols or cloud droplets. The main
sources of radiation in the atmosphere are solar radiation, radiation
from thermal emission of the earth, and thermal emission from the
atmosphere itself.
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Radiation that passes through the atmosphere is attenuated by ab-
sorption or scattering on gas molecules and particles. The change
in intensity dIλ of a beam of radiation along a distance dz in the at-
mosphere is described by the Beer-Lambert Law (Wallace and Hobbs,
2006b):

dIλ = −Iλkλnσdz (3.1)

where kλ is the absorption and scattering efficiency, n is the number
density, and σ is the particle cross section.

Depending on the wavelength and the measurement technique used,
absorption or scattering may be more relevant. For techniques such
as microwave radiometry or Fourier-transform infrared spectrometry
(FTIR), molecular absorption and emission are relevant whereas scat-
tering can be neglected. For the lidar technique, scattering has also to
be considered. The principle of absorption, emission and scattering
is briefly summarized in the following. The description of absorption
and emission (Section 3.1.1) concentrates on radiative transfer in the
microwave part of the electromagnetic spectrum, because data from
several microwave radiometers are used in this thesis.

3.1.1 Absorption and emission

An object of temperature T emits thermal radiation at all frequencies.
For an idealized body in thermal equilibrium, the thermal emission
is described as blackbody radiation. The emission is only determined
by the temperature of the blackbody. The total radiation intensity Bν

emitted by a blackbody for a given frequency interval dν is described
by the Planck function (Janssen, 1993):

Bν(T)dν =
2hν3

c2(e
hν
kT − 1)

dν, (3.2)

where T is the temperature of the blackbody, h is the Planck’s constant
(h = 6.626× 10−34 J s), c is the speed of light (c = 2.998× 108 m s−1 in
a vacuum) and k is the Boltzmann’s constant (k = 1.38× 10−23 J K−1).
The term hν describes the quantized energy carried by a photon. Real
bodies do generally not emit blackbody radiation. Their emission is
scaled with a frequency dependent emissivity. To maintain thermal
equilibrium, the emissivity of a body always equals its absorptivity
(Kirchoff’s law).

For the microwave part of the electromagnetic spectrum, the exponent
hν
kT approaches zero (hν � kT), so that the Planck function can be
approximated by the so-called Rayleigh-Jeans approximation (Janssen,
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1993). With the Rayleigh-Jeans approximation, Eq. 3.2 simplifies and
the intensity has a linear relationship to the temperature:

Bν(T) =
2hν3

c2(e
hν
kT − 1)

≈ 2kTν2

c2 =
2kT
λ2 . (3.3)

This temperature within the Rayleigh-Jeans limit is usually referred to
as brightness temperature Tb.

The wavelength of microwave radiation is long compared to the size
of air molecules and the scattering efficiency is thus very small. When
scattering is neglected, the net change of intensity within a radiation
beam that passes through an atmospheric slice dz is given by the
emission of the medium, determined by the Planck function (Eq. 3.2),
minus the absorption in the medium according to the Beer-Lambert
law (Eq. 3.1). This is known as the Schwarzschild equation, where both
terms are scaled with the absorption coefficient ka:

dIν = (kaBν(T)− ka Iν)dz (3.4)

When integrating over the whole atmospheric height (0 to z1), this
gives the radiative transfer equation (RTE):

Iν(z = 0) = Iν(z1)e−τν(z1) +
∫ z1

0
Bν(T)kae−τν(z)dz (3.5)

The RTE describes the radiative intensity determined by the emission
and the absorption in the medium for a pencil of radiation that passes
through the atmosphere. The absorption coefficient ka depends not
only on temperature and the number density of the species, but also
on the line shape function, and includes therefore altitude information
of the absorbing species (compare Section 3.2.1). The term e−τν(z) is
the transmittance (t) through the atmosphere, describing the radiation
remaining in the pencil, where τ is the optical depth (cumulative atten-
uation along the atmospheric path). If the Rayleigh-Jeans limit applies,
the net change of intensity when passing through the atmosphere
is described by the simplified form of the RTE, commonly used in
microwave radiometry:

Tb(ν, z0) = T0e−τν(z1) +
∫ z1

z0

T(z)e−τν(z)kadz (3.6)

where T0 is the brightness temperature of the cosmic background
radiation, T(z) is the physical temperature at height z, z0 is the surface,
and z1 is the upper boundary of the atmosphere.

3.1.2 Scattering

Extinction of radiation when passing through the atmosphere does not
only occur through absorption, but also through scattering. Scattering
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describes the redirection of energy, instead of changing the molecular
energy level when a photon collides with a molecule (Salby, 1996). The
scattering efficiency is considered when radiation passes through the
atmosphere, as described by kλ in Eq. 3.1. It depends on the molecule
or particle size and on the wavelength of radiation. It is negligible if
the particle size is much smaller than the wavelength.

3.2 techniques to measure stratospheric
ozone

The history of stratospheric ozone measurements is a fascinating de-
velopment in the last century, starting with simple UV measurements
and leading to the complete identification of the stratospheric ozone
layer and the discovery of the ozone hole. A brief historical overview
is given in the following. A comprehensive overview of the history of
stratospheric ozone measurements is given for example in Brönnimann
(2013) and Dobson (1968).

First information about stratospheric ozone was obtained by meas-
uring UV radiation at ground. In 1920, Fabry and Buisson (1921)
measured during two weeks UV radiation in Marseille, France and
derived from the atmospheric absorption the amount of ozone in the
atmosphere. Routine ozone measurements started in 1924, when G.
M. B. Dobson designed a weather-proof instrument to measure total
column ozone, the Dobson spectrophotometer (Dobson et al., 1926).
After first measurements in Oxford, England, more instruments were
built and distributed at several stations in Europe, one of which is
Arosa in Switzerland. Around ten years later, in 1933, first information
about the vertical ozone distribution was obtained, when the so-called
"Umkehr" method was applied on measurements from the Dobson
spectrophotometer in Arosa (Götz et al., 1933). This method uses con-
secutive zenith measurements of scattered radiation during sunrise
or sunset, when the path of solar radiation through the atmosphere
changes rapidly. Depending on the solar angle, the amount of scattered
solar radiation measured at ground varies. The intensity of radiation
that is scattered downwards to the instrument after having crossed
the whole stratosphere is smaller for wavelengths that are absorbed
by ozone than for longer wavelengths. For radiation scattered down-
wards directly from above the ozone layer, this wavelength dependent
difference is smaller. This difference in absorption for different solar
zenith angles gives information about the altitude where most ozone
absorption occurs (Brönnimann, 2013; Götz et al., 1934). With this
method, the altitude of the ozone layer was estimated for the first
time to be around 20 km at Arosa (Götz et al., 1933). Soon after, first
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balloon-borne ozone measurements confirmed these observations (E.
Regener and V. H. Regener, 1934).

The long-term and global monitoring of ozone was not the focus
of these first stratospheric ozone measurements. Nevertheless, first
international measurements were already performed in the 1930s. A
continuous international network with regular standard ozone meas-
urements was then established during the International Geophysical
Year in 1957 (Brönnimann, 2013; Dobson, 1968; Komhyr et al., 1989).
The network was coordinated by the WMO, who established the
Global Ozone Observing System (GO3OS), which was later merged
into the current Global Atmosphere Watch (GAW) programme of the
WMO (WMO, 2020). This made uniform and comparable ozone ob-
servations possible and it was an important step towards long-term
monitoring of the ozone layer. Regular routine measurements with
ozonesondes started in the 1960s, and first ozone measurements from
satellites are available since the 1970s (Brönnimann, 2013).

New ground-based remote sensing techniques to measure ozone pro-
files were developed in the following decades. They are generally
automated and make continuous long-term measurements of ozone
profiles at a specific location possible. Two examples for ground-based
remote sensing of ozone profiles are microwave radiometers and lid-
ars. The measurement principle of both techniques is described in
more detail in the following. Further, ozonesondes and satellite ozone
measurements are briefly introduced. The instruments and datasets
used in this thesis are later presented in Chapter 4.

3.2.1 Ozone microwave radiometry

Microwave radiometry is a passive remote sensing technique that meas-
ures radiation emitted from the atmosphere to infer information about
its composition or its thermodynamic state. It uses radiation in the
microwave part of the electromagnetic spectrum from approximately
3 GHz to 3000 GHz (10 cm to 0.1 mm). The principle of microwave
radiometry is described in detail for example in Janssen (1993).

In microwave radiometry, we are interested in the intensity of radiation
emitted by a molecule. Molecules that possess an electric or magnetic
dipole absorb and emit microwave radiation due to rotational trans-
itions between energetic states. Each molecular species has its own
absorption and emission spectrum characterized by molecule-specific
spectral lines. The strength of the emitted spectral lines can then be
used to derive information about the atmospheric composition.

Figure 3.3 shows the emission lines of oxygen, ozone and water va-
pour in the microwave spectrum. The shape of the spectral lines is
determined by broadening of the central line. Broadening means that
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Figure 3.3: Atmospheric emissions from oxygen, ozone and water vapour for
typical summer and winter mid-latitudinal conditions, simulated
with the Atmospheric Radiative Transfer Simulator 2 (ARTS2).
The grey bars show the water vapour emission line at 22.235 GHz
and the ozone emission line at 142.175 GHz, both used by mi-
crowave radiometers presented in this thesis. The strong lines at
60 GHz and 118 GHz are oxygen lines, and the line at 183 GHz
results from water vapour emissions.

— Simulation run by E. Sauvageat, IAP, University of Bern

a molecule does not only absorb and emit at the transition-specific
frequency, but also at adjacent frequencies (Petty, 2006). It is crucial
for remote sensing because it contains altitude information of the
molecular emissions. Spectral line broadening arises from pressure
broadening, Doppler broadening and natural broadening. The latter,
which is due to uncertainty in the lifetime of excited states, can be
neglected in atmospheric research. Doppler broadening is due to the
molecular motion, which leads to a Doppler shift of the emitted ra-
diation. For the emission line at 142.175 GHz that is often used to
retrieve ozone, Doppler broadening is only dominant in the upper
mesosphere, where pressure is small. Below, pressure broadening
dominates the line shape. Pressure broadening occurs due to inter-
molecular collisions that disturb the natural molecular transitions,
leading to absorption and emission at frequencies that deviate from
the molecule-specific central frequency. The molecular collisions are
highly pressure dependent, and the line shape due to pressure broad-
ening can therefore be used to obtain information about the vertical
distribution of the molecule concentration.

A microwave radiometer (MWR) at ground measures the superpos-
ition of differently broadened emission lines, which can be used to
infer altitude resolved profiles of a specific species. For this, the RTE
(Eq. 3.6) is solved, in which the absorption coefficient ka contains
altitude information about the species. However, the solution is not
unique, and a priori knowledge of the vertical distribution of the
species is needed. The most likely vertical distribution of the species
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can then be inferred with an optimal estimation technique using a
radiative transfer model to simulate the observed spectral line.

3.2.2 Lidar remote sensing

Lidar (light detection and ranging) is an active remote sensing tech-
nique that infers physical properties in the atmosphere from absorp-
tion and scattering on atmospheric gases, liquids and solids (Leblanc
et al., 2013). The lidar system contains a laser that emits short pulses
of monochromatic light. The light is scattered by the atmospheric mo-
lecules and the backscattered signal is partly measured by a telescope
at ground. The amount of the backscattered radiation and the travel
time of the photons can then be used to infer information about the
atmosphere. This includes information about the amount and vertical
distribution of specific molecules as well as temperature, air density,
wind speed and wind direction (Leblanc et al., 2013). The power P
of the detected lidar signal from a distance r can be described in a
simple form by:

P(r) = KG(r)β(r)t(r), (3.7)

where K describes the system performance, G(r) the measurement
geometry, β(r) the backscatter coefficient, and t(r) the transmittance
along the path (Wandinger, 2005).

To retrieve ozone profiles, differential absorption lidars (DIALs) are
used (Schotland, 1974). They emit laser pulses at two specific wave-
lengths, of which one is strongly absorbed by ozone molecules and
the other one is weakly absorbed. The ratio of the backscattered signal
at both wavelengths and the signal travel time then give information
about the concentration of ozone in the atmosphere. More information
on DIAL systems can be found for example in Gimmestad (2005) and
Ismail and Browell (2015).

3.2.3 Balloon-borne soundings

Ozonesondes are sensors that are carried by meteorological balloons
to measure ozone concentration while ascending through the atmo-
sphere. The most common ozonesonde sensor is the Electrochemical
concentration cell (ECC) (Komhyr, 1969), but also Brewer-Mast (Brewer
and Milford, 1960) ozonesondes are still in use. The sondes consist
of two electrolytic cells containing potassium iodide in an aqueous
solution, between which an electric current flows dependent on the
ozone concentration in the sampled air (Wallace and Hobbs, 2006a).

To calibrate ozonesonde profiles of different soundings, the profiles
are generally normalized with a correction factor (CF). The CF is the
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Figure 3.4: Schematic overview of four passive satellite measurement tech-
niques used to measure ozone profiles.
— This figure was published in Wallace and Hobbs (2006a), copyright
Elsevier. Courtesy of P. Newman, NASA Goddard Space Flight Center.

ratio of total column ozone measured by a reference instrument to
the total integrated ozone from the sonde. When determining trends
from ozonesonde data, changes in the CF might introduce an artificial
trend. Further, it has been shown that manufacturer changes or small
changes in sensor type can lead to large inhomogeneities in long-
term sounding records (e.g. Deshler et al., 2008; Hassler et al., 2014;
SPARC/IO3C/GAW, 2019). Careful homogenization of ozonesonde
records is therefore required, which has been performed recently at
around 30 stations worldwide (SPARC/IO3C/GAW, 2019).

3.2.4 Satellite-based remote sensing

Since the 1970s, multiple satellite measurements have been providing
ozone measurements. Ozone profiles can be retrieved from backscatter
ultraviolet (BUV), occultation, limb emission, or limb scattering meas-
urements (Fig. 3.4). For example, a series of nine Solar Backscatter Ul-
traviolet Radiometer (SBUV) instruments on NASA and NOAA satel-
lite platforms have been providing long-term ozone time series since
1970 (SPARC/IO3C/GAW, 2019). Three consecutive Stratospheric Aer-
osol and Gas (SAGE) instruments use the solar occultation technique
to retrieve ozone profiles since 1979 (Hassler et al., 2014). The limb
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emission technique is used by the Microwave Limb Sounder (MLS)
on the Aura satellite. Aura MLS measurements are used in this thesis
as described in Section 4.1.4. An overview of available ozone satellite
instruments and merged satellite products is given for example in
Hassler et al. (2014) and SPARC/IO3C/GAW (2019).

3.3 techniques to measure integrated water
vapour

The amount of water vapour in the troposphere varies highly in space
and time. Regional variability can be large because water vapour
availability depends on humidity supply, temperature, and transport
processes, as described in Section 2.2. To account for this large spatial
variability, measurements with high horizontal resolution are required.
Satellite measurements provide global coverage, but they often lack
regional variability because of their poor horizontal resolution. To
overcome this problem, ground-based measurements are ideal, provid-
ing dense measurement networks. Further, the long-term stability and
continuity of ground-based instruments is optimal for trend estimation
of water vapour.

The longest ground-based records of humidity profiles are given by
radiosondes. Radiosondes have been the standard technique for atmo-
spheric measurements since the mid 20th century. First radiosondes
have been launched around 1930 and they became an operational tool
for many national weather services in the 1940s (DuBois et al., 2002).
Radiosondes thus provide important long-term in situ profile meas-
urements of temperature, pressure and humidity. However, they have
some disadvantages such as limited temporal resolution, high costs,
and logistical difficulties. Dense measurement networks are therefore
usually not possible.

Ground-based remote sensing instruments are less labour intensive
than radiosondes and provide continuous water vapour measurements
with a higher temporal resolution. The total water vapour amount
can for example be measured by Fourier-transform infrared (FTIR)
spectrometers or MWRs. FTIRs are ideal to measure many trace gases
at the same time, because they cover a broad spectral range. However,
FTIR measurements are normally based on sunlight absorption. Gen-
erally, they thus retrieve data only in cloud-free daylight conditions,
even though moonlight operation is possible for some instruments.
In contrast, MWRs can retrieve data in cloudy conditions and during
light precipitation. This all-weather and all-daytime capability is a
strong advantage of MWRs. Another all-weather technique to derive
water vapour data is the use of ground-based receivers of the Global
Navigation Satellite System (GNSS), that measure the delayed signal
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from GNSS satellites. The advantage of this technique is that dense
receiver networks at low costs exist that are ideal to study regional
differences in water vapour.

This thesis concentrates on measurements of the total water vapour
amount, vertically integrated over the whole atmospheric column, the
integrated water vapour (IWV). IWV is given in mm, which is the
total mass of water vapour on a surface of one square meter (kgm−2)
divided by the density of liquid water (1000 kgm−3). Because most of
the atmospheric water vapour resides close to the surface (compare
Fig. 2.4), the total amount of water vapour in the atmospheric column
(IWV) is a good measure for tropospheric concentrations.

IWV measurements from three remote sensing techniques are used
in the thesis to derive IWV changes in Switzerland: MWR, FTIR, and
GNSS. The measurement principle of those techniques is therefore
described in the following. Instrument- and data-specific information
are given later in Chapter 4.

3.3.1 IWV microwave radiometry

To retrieve integrated water vapour, passive MWRs measure the emis-
sion of water vapour molecules due to rotational transitions. They use
specific microwave frequency channels, for example close to the water
vapour emission line at 22.235 GHz.

To derive IWV from a measured radiation intensity, we use the
Rayleigh-Jeans approximation of the radiative transfer equation (Eq. 3.6).
For the retrieval of integrated values, Eq. 3.6 can be rewritten, assum-
ing that the whole troposphere is an isothermal layer of the mean
temperature Tm (Ingold et al., 1998):

Tb = T0e−τ + Tm(1− e−τ). (3.8)

The opacity of the atmosphere at a given frequency i is then given by

τi = −ln
(

Tb,i − Tm,i

T0 − Tm,i

)
. (3.9)

The opacity depends linearly on the atmospheric water content and
can be used to derive IWV and integrated liquid water (ILW) (Hocke
et al., 2017; Mätzler and Morland, 2009):

τi = ai + bi IWV + ci ILW. (3.10)

The constants ai and bi are statistical coefficients, derived from nearby
radiosonde measurements and fine-tuned with clear-sky radiometer
measurements (Mätzler and Morland, 2009). The coefficient ci is the
Rayleigh mass absorption coefficient of liquid water.
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3.3.2 Fourier-transform infrared spectrometry

Fourier-transform infrared (FTIR) spectrometers use the absorption
of solar infrared radiation by molecules in the atmosphere to retrieve
more than 25 atmospheric constituents simultaneously (M. Schneider
et al., 2013). The rotational-vibrational absorption lines by molecules
such as ozone, water vapour, methane or carbon dioxide between 2.2
and 14.3 µm give information about the total column density of the
species. Due to the pressure broadening of each individual absorption
line, the lines contain also some information about the vertical distri-
bution of the molecules. FTIR measurements require a constant solar
input, and can thus be performed only during clear-sky conditions.
Even though night-time retrievals using lunar absorption measure-
ments are possible (e.g. Palm et al., 2010), their signal to noise ratio is
low and most FTIRs can only retrieve during daylight. The temporal
resolution is of several minutes (M. Schneider et al., 2013). The two
main components of an FTIR are a solar tracker that captures the direct
solar beam, and a high resolution Fourier-transform spectrometer that
converts the observed intensity fluctuations into a spectrum.

Compared to other atmospheric species, retrieving IWV from FTIR
measurements is more challenging. Standard retrieval methods are
often not suitable because of the large vertical gradient and the high
temporal variability of IWV. A method to retrieve IWV has first been
presented by M. Schneider et al. (2006) and has been optimized by
Sussmann et al. (2009), using the absorption lines between 11.7 and
11.9 µm.

3.3.3 GNSS ground stations

A dense network of ground-based Global Navigation Satellite System
(GNSS) receivers exist worldwide, coordinated by the International
GNSS Service (IGS). They receive dual-frequency L-band (1 to 2 GHz)
signals from GNSS satellites. The GNSS satellites are placed in me-
dium earth orbit (MEO) at around 20 000 km, ensuring the availability
of at least four satellites at the same time around the world (Jin et al.,
2014c). In the last decades, different GNSSs have been established, with
the main aim to use them for positioning, navigation and timing. This
includes the US-American Global Positioning System (GPS), the Rus-
sian Global’naya Navigatsionnaya Sputnikovaya Sistema (GLONASS),
Galileo from the European Union, and the Chinese BeiDou Navigation
Satellite System.

Besides the use for positioning and timing, the GNSS signal can
be used for atmospheric sciences. When the signal passes through
the atmosphere, it changes speed and direction due to the variation
in air density. This so-called atmospheric refraction, described by
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the refractivity, leads to a retardation of the signal. Integrating the
refractivity along the whole path gives the total path delay of the
signal in meter (Jin et al., 2014b). The retardation caused in the ionized
atmosphere (above approximately 60 km) is called ionospheric delay,
whereas the retardation in the "neutral" atmosphere below is called
tropospheric delay (Jin et al., 2014a). The tropospheric delay along the
path from the satellite to the receiver can be used to infer the total
amount of atmospheric water vapour (IWV). The contribution of the
ionosphere is removed by an ionospheric correction.

To obtain IWV from the tropospheric delay, the zenith total delay
(ZTD) recorded by ground GNSS receivers is used. The ZTD is ob-
tained from the tropospheric delay along each satellite–receiver path
(slant delay) by applying a mapping function that accounts for the po-
sition and elevation angle. Typical ZTD values are around 2 m (Strang
and Borre, 1997). For further processing, the ZTD is divided into a
wet and a dry component. The dry component (zenith hydrostatic
delay (ZHD)) is responsible for 90 % of the delay (Strang and Borre,
1997). It can be determined using surface pressure (from weather
stations, meteorological weather models, or reanalysis models) and
gravitational acceleration (Saastamoinen, 1972). The remaining wet
component (zenith wet delay (ZWD)) is closely related to IWV, which
can then be calculated with some additional temperature information
(Bevis et al., 1992). The procedure is described in detail by Guerova
et al. (2003), Hagemann et al. (2002) and Heise et al. (2009), and the
method to derive IWV used in this thesis is given in Bernet et al.
(2020c) (Appendix A.3).

The measured ZTD is highly sensitive to changes in the GNSS antenna
setup or the environment. An antenna update can lead to small height
differences, which can result in jumps in the ZTD data. Also, changes
in the radomes, receivers or cables may lead to biases in the data.
Furthermore, changes in the environment around the antenna (e.g.
tree cuts or new buildings) can influence the signal (Bernet et al.,
2020b; Pacione et al., 2017). Vey et al. (2009) found jumps in IWV
data after radome updates of a similar magnitude as expected from
climate-related changes. Identifying and handling such changes is
therefore essential for trend analyses.





Part II

DATA A N D M E T H O D O LO GY

This part presents the ozone and water vapour datasets
used in the thesis, and introduces the methodology of
trend analysis.





4 DATA S E T S

Long-term datasets from various ground-based remote sensing tech-
niques measuring stratospheric ozone and IWV are intercompared
in this thesis. In addition, satellite data from the Microwave Limb
Sounder (MLS) on the Aura satellite and reanalysis model data are
used. Reanalyses are chemistry-climate or weather models that recon-
struct the best estimate of the real atmospheric state by assimilating
observations into the model. We used IWV and stratospheric ozone
data from two reanalysis products, ERA5 and MERRA-2. ERA5 is
the latest atmospheric reanalysis from the European Centre for Me-
dium Range Weather Forecasts (ECMWF) (Hersbach et al., 2020), and
MERRA-2 is the Modern-Era Retrospective analysis for Research and
Applications, version 2 from National Aeronautics and Space Admin-
istration (NASA)’s Global Modelling and Assimilation Office (GMAO)
(Gelaro et al., 2017). An overview of the ground-based measurement
sites with the instruments used in this thesis is given in Table 4.1 and
described in more detail in the following.

4.1 ozone datasets

To estimate stratospheric ozone trends, we use ozone profile data
from microwave radiometers (MWRs), lidars, and ozonesondes from
different measurement sites, which are all part of the Network for the
Detection of Atmospheric Composition Change (NDACC) (Table 4.1).
In the first study (Chapter 6), we compare Ground-based Millimeter-
wave Ozone Spectrometer (GROMOS) data at Bern with ozone profiles
from three other stations in central Europe (Fig. 4.1a) and satellite data
(Aura MLS). In the second study (Chapter 7), data from the southern
hemispheric station Lauder in New Zealand (Fig. 4.1b) are used and
compared with Aura MLS and ERA5.

4.1.1 Microwave radiometers

We use data from three different ozone MWRs: the Microwave Ozone
Profiling Instrument (MOPI) located in Lauder as described in Bernet
et al. (2020a) (Appendix A.2) and references therein (e.g. Nedoluha et
al., 2015), the Stratospheric Ozone Monitoring Radiometer (SOMORA)

35
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station instrument species sampling rate

Bern (CH) GROMOS O3 30 min to 1 h

46.95° N, 7.44° E; 577 m TROWARA IWV 1 h

GNSS (ExWi) IWV 1 h

Payerne (CH) SOMORA O3 30 min to 1 h

46.8° N, 7.0° E; 491 m Ozonesonde O3 13/month

GNSS IWV 1 h

Jungfraujoch (CH) FTIR IWV 8/month

46.55° N, 7.98° E; 3580 m GNSS IWV 1 h

Hohenpeissenberg (DE) Lidar O3 8/month

47.8° N, 11.0° E; 980 m Ozonesonde O3 10/month

Haute Provence (FR) Lidar O3 11/month

43.9° N, 5.7° E; 650 m Ozonesonde O3 4/month

Lauder (NZ) Lidar O3 5/month

45° S, 169.7° E; 370 m MOPI O3 6 h

Table 4.1: Information about measurement stations, instruments, and data-
sets used in this thesis. The sampling rate only refers to the data
and study period used and may be different in other data versions
or study periods. Sampling given per month indicates the number
of measurement days per month. Additional GNSS stations are
shown in Fig. 4.9.

located in Payerne as described in Bernet et al. (2019a) (Appendix A.1)
and references therein (e.g. Maillard Barras et al., 2015), and GROMOS
located in Bern. The principle to retrieve ozone from MWR measure-
ments was described in Section 3.2.1. GROMOS is a special focus in
the first study of this thesis (Chapter 6) and therefore described in
more detail in the following.

The ozone radiometer GROMOS

The Ground-based Millimeter-wave Ozone Spectrometer (GROMOS)
is located on the roof of the university building Exakte Wissenschaften
(ExWi) in Bern (Fig. 4.2). It has been measuring continuously since
November 1994. The instrument measures emission due to rotational
transitions of ozone molecules at 142.175 GHz with an elevation angle
of 40°. Measurements from the sky are performed through a blue
styrofoam window, which is generally transparent to microwave radi-
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Bern
Payerne

Hohenpeissenberg (MOH)

Observatory
Haute Provence
(OHP)

(a) Central European stations used in
Chapter 6.

Lauder

(b) Station in New Zealand used in
Chapter 7.

Figure 4.1: Maps showing NDACC stations that provide ozone measure-
ments used in this thesis.

ation. They are alternated with measurements from a cold and a hot
load to continuously calibrate the received signal. The signal is guided
through a quasi-optical system where it is filtered and down-converted
with a local oscillator to an intermediate frequency of 3.7 GHz, which
is then analysed by a fast Fourier-transform spectrometer (FFTS).

Figure 4.2: The GROMOS radiometer in a temperature-controlled room at
the University of Bern.

To retrieve ozone profiles from the measured spectrum, the meas-
urements are integrated over 30 minutes. The measured spectrum is
compared to a spectrum simulated with the Atmospheric Radiative
Transfer Simulator 2 (ARTS2, Buehler et al. (2018)). By using an a
priori profile as a first guess for the vertical ozone distribution, the
best estimate of an ozone VMR profile is obtained with an optimal
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estimation method according to Rodgers (2000). The profiles provide
independent information between approximately 20 and 52 km (Mor-
eira et al., 2015) with a vertical resolution of ∼ 15 km to 20 km in the
stratosphere (Fig. 4.3d). The vertical smoothing of the retrieved ozone
profiles is described by the averaging kernels (AVKs) (Fig. 4.3b).
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Figure 4.3: Characteristics of a typical ozone VMR profile retrieved from
GROMOS measurements. (a) Retrieved and a priori profile, (b)
averaging kernels (AVKs), (c) peak of the AVKs, (d) altitude
resolution (full width at half maximum of the AVKs).

The instrumental and retrieval setup used in our study (version 2021)
have been described in detail by Moreira (2017) and Moreira et al.
(2015). Before October 2009, a filter bench (FB) was used instead of
the FFTS, and measurements were integrated for one hour. Using
overlapping measurements of almost two years, all retrieved ozone
profiles before 2009 were homogenized as described in Moreira et
al. (2015). The AVKs before and after the spectrometer upgrade are
slightly different. To investigate the influence of this change on the
ozone profiles, we applied the mean GROMOS AVKs before and
after the upgrade to a constant ozone profile. The difference between
the resulting convolved profiles represents the effect of the changing
AVKs after the spectrometer upgrade (Fig. 4.4). We observe that this
difference profile looks similar to the mean difference profile that was
applied for harmonization by Moreira et al. (2015), also shown in
Fig. 4.4. The profile used for the harmonization has larger amplitudes
in the peaks, indicating that additional differences are also corrected
for (Bernet et al., 2019b). We therefore conclude that the applied
harmonization corrects for the effect of changing AVKs.

Microwave radiation is almost not affected by clouds and GROMOS
ozone retrievals are thus possible in almost all weather conditions,
except during heavy rain. Furthermore, the measurements do not
depend on solar radiation, and the instrument measures during day
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Figure 4.4: Difference between averaged filter bench (FB) profiles (before
October 2009) and fast Fourier-transform spectrometer (FFTS)
profiles (after October 2009) averaged during the overlapping
measurement period. The profile was used for the harmonization
of FB data according to Moreira et al. (2015). The orange line
(bias due to AVK) indicates the difference that is only caused by
the difference in averaging kernels. — Bernet et al. (2019b)

and night. Consequently, a long-term continuous time series of re-
trieved ozone profiles with (half-)hourly resolution is available at
Bern (Fig. 4.5). The continuous measurements with few, harmonized
changes in the measurement setup make the time series ideal for trend
estimation.
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Figure 4.5: GROMOS ozone VMRs from 1994 to 2018. White vertical lines
indicate months with missing data.

4.1.2 Lidars

We use measurements from DIAL lidars at Hohenpeissenberg, at the
Observatory of Haute Provence (OHP), and at Lauder. The lidars
emit laser pulses at 308 nm and 353 nm or 355 nm to derive ozone
concentrations from the backscattered signal (see Section 3.2.2). The
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instruments are described in Bernet et al. (2019a) (Appendix A.1) and
Bernet et al. (2020c) (Appendix A.2) and references therein. Additional
instrument-specific information about the lidars used can be found in
Steinbrecht et al. (2009b) and Werner et al. (1983) (Hohenpeissenberg),
Godin-Beekmann et al. (2003) and Nair et al. (2012) (OHP), and in
Brinksma et al. (1997) and Swart et al. (1994) (Lauder).

The lidars provide ozone number density profiles between approx-
imately 15 and 40 km with high vertical resolution. They operate in
clear-sky nights only and measure on average during between five
and eleven nights per month, depending on the location (Fig. 4.6
and Table 4.1).

Figure 4.6: Number of ozone lidar measurements per month for NDACC
stations. Measurements from three of the stations are used in this
thesis (Hohenpeissenberg, Observatory of Haute Provence, and
Lauder). The two panels on the left indicate the station latitude
and the median number of measurements per month.

— SPARC/IO3C/GAW (2019), Figure 2.3

4.1.3 Ozonesondes

In this thesis, ozonesonde records from Payerne, Hohenpeissenberg,
and OHP are used. Ozonesondes at Hohenpeissenberg use a Brewer-
Mast sensor, whereas the ozonesondes at OHP use ECCs. The Payerne
ozonesonde was initially a Brewer-Mast sonde, but was upgraded to
ECC in autumn 2002 (Jeannet et al., 2007). The soundings are generally
launched one to three times per week, with on average 4 to 13 profiles
per month (Table 4.1). We use profiles up to an altitude of 30 km,
above which the balloon generally bursts. Measurement uncertainties
lie within 5 %, with largest differences between soundings in the lower
stratosphere (e.g. Hassler et al., 2014). All ozonesonde profiles used
in this study were normalized with collocated total column ozone
measurements (Bernet et al., 2019a), as described in Section 3.2.3. The
correction factor (CF) of the three ozonesonde time series is shown in
Fig. 4.7.
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Figure 4.7: Monthly means of the correction factor (CF) of the three
ozonesonde time series used in this thesis, smoothed with a mov-
ing window of five month. The CF is the ratio of total column
ozone of a reference instrument and the total column ozone
derived from the ozonesonde.

4.1.4 Aura MLS satellite data

Satellite measurements used in this thesis come from the Microwave
Limb Sounder (MLS) on board NASA’s EOS (Earth Observing System)
Aura satellite (Waters et al., 2006). The satellite is in a near-polar,
sun-synchronous orbit at around 700 km altitude, passing a specific
location on earth twice a day. The MLS instrument measures thermal
microwave limb emissions from the atmosphere since August 2004.
Aura MLS measures thermal emissions in a broad spectral region to
retrieve vertical profiles of ozone and multiple other chemical species
in the stratosphere and mesosphere. For ozone retrievals, thermal
emissions at 240 GHz are used (Livesey et al., 2018). Aura MLS ozone
data have been validated by Froidevaux et al. (2008).

Hubert et al. (2016) showed that stratospheric ozone data from Aura
MLS are stable with no drifts between 20 and 40 km. Furthermore,
good agreement with ground-based measurements of ozone profiles
have been shown (e.g. Moreira et al., 2017). We use quality-checked
Aura MLS data version 4.2 according to Livesey et al. (2018).

4.2 integrated water vapour datasets

To derive IWV trends in Switzerland, water vapour measurements are
used from a radiometer, an FTIR spectrometer and a network of GNSS
stations. Details about the two instruments and the GNSS network are
given in the following.
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4.2.1 The water radiometer TROWARA

The water vapour MWR used in this thesis is the Tropospheric Water
Radiometer (TROWARA). It has been measuring IWV and ILW since
November 1994 on the roof of the ExWi university building in Bern.
The retrieval principle was described in Section 3.3.1. The initial setup
of the instrument is described in Peter and Kämpfer (1992). Additional
instrument upgrades were performed in 2002 and 2004 (Morland et
al., 2006; Morland, 2002). Being first installed outside, it was moved
inside the building in November 2002 to reduce the temperature
variability and avoid rain drops on the lens (Morland, 2002). From
then on, the instrument receives the radiation through a styrofoam
window (Fig. 4.8a). To account for possible data jumps and to fill
data gaps arising from the instrument upgrades, data before 2008

were harmonized (Morland et al., 2009) and data gaps were filled
with IWV data derived from the collocated GROMOS instrument.
For TROWARA, frequency channels at 21.39 GHz and 31.5 GHz are
used. The channel at 21.39 GHz is close to the water vapour line at
22.235 GHz and is thus sensitive to water vapour, whereas the channel
at 31.5 GHz is more sensitive to liquid water.

(a) — Mätzler (2012) (b) — Courtesy of the GIRPAS team, Uni-
versity of Liège, Belgium

Figure 4.8: (a) TROWARA radiometer at the University of Bern, and (b) solar
tracker of the FTIR at Jungfraujoch.

4.2.2 FTIR spectrometer

We use IWV data from FTIR spectrometer measurements at the high
altitude research station Jungfraujoch (Table 4.1). A home-made instru-
ment, operated by the University of Liège, was installed at Jungfrau-
joch in 1984 and completed in 1990 by a commercial Bruker IFS120HR
instrument (Sussmann et al., 2009). In 2002, the Bruker instrument
replaced the former instrument definitely. The measurement principle
is described in Section 3.3.2 and instrumental details are given by
Zander et al. (2008). The solar tracker of the instrument at Jungfrau-
joch is shown in Fig. 4.8b. The FTIR measurements require a constant
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solar input and are thus strongly weather dependent. On average, the
FTIR provides IWV measurements at eight days per month within our
study period.

4.2.3 GNSS

We use GNSS ZTD data in Switzerland from the Automated GNSS
Network for Switzerland (AGNES) and from a few additional stations
(Bernet et al., 2020c). The AGNES network consists of 31 measurement
stations. It is maintained by the Swiss Federal Office of Topography
(swisstopo) and was established in 2001 (Brockmann et al., 2001a; b;
Brockmann, 2001; D. Schneider et al., 2000). The current status of all
stations is consistently reported on a monitor webpage (Swisstopo,
2019). In early years, only GPS receivers were used. However, most
of the antennas and receivers were enhanced to GPS and GLONASS
in 2008 and to multi-GNSS (including Galileo and BeiDou signals) in
spring 2015 (Brockmann et al., 2016). The stations used in this thesis
are shown in Fig. 4.9.
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Figure 4.9: GNSS stations in Switzerland as used in Chapter 8. The sta-
tion abbreviations are defined in Table 1 of Bernet et al. (2020c)
(Appendix A.3). — Bernet et al. (2020c)

GNSS ZTD data are processed to obtain IWV as described in Sec-
tion 3.3.3 and in Bernet et al. (2020c) (Appendix A.3). The derived
IWV data are stored in the database Studies in Atmospheric Radiative
Transfer and Water Vapour Effects (STARTWAVE, 2020). In 2014, all
GNSS data have been reprocessed by swisstopo in the frame of the
second EUREF (International Association of Geodesy Reference Frame
Sub-Commission for Europe) Permanent Network (EPN) reprocessing
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campaign as described in Pacione et al. (2017). For the reprocessed
data, new versions of the antenna model, the mapping function, and
the tropospheric a priori model are used (Brockmann, 2015). The
differences between the old, unprocessed GNSS data and the newly
reprocessed data are illustrated in Fig. 4.10. Shown are the monthly
differences between TROWARA IWV data and the mean IWV of some
selected GNSS stations around Bern, using unprocessed and repro-
cessed GNSS data. As comparison, the difference between TROWARA
and MERRA-2 reanalysis data at Bern are also shown. The figure
presents a clear step change in the unprocessed GNSS data in 2014.
Moreover, it shows that the reprocessing substantially improved the
GNSS IWV data before 2014, with very good agreement to TROWARA
and MERRA-2 after the reprocessing. This illustrates the importance
of uniform processing of GNSS data. In this thesis (Chapter 8), we
only use the reprocessed GNSS data.
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Figure 4.10: Monthly relative differences between TROWARA data at Bern
and the IWV mean from selected nearby GNSS stations (BOUR,
PAYE, NEUC, LUZE, ETHZ, ZIMM). Differences to the old,
unprocessed GNSS data (blue) and the new, reprocessed
GNSS data (red) are shown. Additionally, differences between
TROWARA and MERRA-2 reanalysis data are shown (yellow).
The horizontal blue lines show the mean of the unprocessed
GNSS data before and after the reprocessing in 2014.



5 AT M O S P H E R I C T R E N D A N A LY S I S

The most common technique for atmospheric trend detection are
multiple linear regression (MLR) techniques. This chapter gives a short
introduction into linear regression and presents two trend methods
that are used to determine ozone and water vapour trends within this
thesis.

5.1 linear regression

The principle of linear regression is to model the relationship between
a dependent and one or more independent variables, mostly based on
the method of least-squares. The principle is described in detail for
example in Wilks (1995) or Schuenemeyer and Drew (2010), and it is
summarized in the following.

5.1.1 Simple linear regression

The most basic case of regression is the simple linear regression (SLR).
SLR is used to describe the linear relationship between an independ-
ent explanatory variable x, which is also called a predictor, and a
dependent response variable y, also called predictand (Wilks, 1995).
The relationship of the two variables is described by a linear function
that produces the least error when y is predicted for a given x:

ŷ(x) = a + bx. (5.1)

The symbol ˆ describes a predicted or estimated value. The case is
illustrated in Fig. 5.1. Generally, the best fit is obtained by minimiz-
ing the sum of the squared residuals ri (least-squares method). The
residuals ri describe the difference between the predicted and the true
values:

ri = yi − ŷ(xi), (5.2)

and the residuals sum of squares is given by

n

∑
i=1

(yi − ŷi)
2 =

n

∑
i=1

(yi − (a + bxi))
2, (5.3)
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Figure 5.1: Illustration of simple linear regression with a least-square fit. The
straight red line minimizes the squared sum of the residuals ri.

which is in matrix notation:

n

∑
i=1

(yi − ŷi)
2 = (yi − (a + bxi))

T(yi − (a + bxi)). (5.4)

Minimizing Eq. 5.4 by setting its derivatives with respect to a and b to
zero leads to the values of the regression coefficients a (intercept) and
b (slope).

It is assumed that the residuals are independent random variables,
with a mean of zero and a constant variance. This means that they
scatter around the regression line with equal variance for each x. This
is a central point of linear regression, and estimating the variance of
the residuals makes statistical inferences about the quality of the re-
gression model possible (Wilks, 1995). The goodness of the regression
fit can be judged by evaluating the mean squared error of the resid-
uals, or by the coefficient of determination (R2), whereby R2 describes
the proportion of the total variation in y that is accounted for by the
regression (Wilks, 1995).

5.1.2 Multiple linear regression

In multiple linear regression (MLR), more than one predictor describes
the response variable y. The principle is the same as for SLR, but
more regression coefficients are added to Eq. 5.1. Similar as for SLR,
the residuals sum of squares (Eq. 5.4) is then reduced to derive the
regression parameters.

MLR is commonly used in atmospheric sciences to determine trends
from atmospheric observations. However, the standard MLR is not
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adequate for this purpose because of insufficient treatment of uncer-
tainties and correlations. Indeed, atmospheric measurements always
contain some uncertainty about the measured value, which is not
considered in a standard MLR. More advanced MLR techniques that
account for measurement uncertainties are therefore needed. Further,
measurement errors may be clustered and correlated in time, for ex-
ample due to irregular sampling (von Clarmann et al., 2010). This
is not consistent with the assumption of independent residuals as
described above. Advanced MLR techniques should therefore also
account for correlated clusters in the measurement errors. These issues
are discussed in the following section.

5.1.3 Advanced multiple linear regression for atmospheric trends

For atmospheric trend determination, y(x) generally represents a
measurement at time x. Each measurement has an uncertainty, and
the regression can be optimized by considering it in the regression fit.
More weight is given to measurements that are more precise, and less
weight to more uncertain measurements. Further, nearby responses
are often correlated. Therefore, the measurement uncertainties and
the correlation between residuals has to be considered. Applying this
to the residuals sum of squares from Eq. 5.4 gives the cost function χ2

(von Clarmann et al., 2010):

χ2 = (yi − ŷ(xi))
TS−1

y (yi − ŷ(xi)), (5.5)

where Sy is the covariance matrix of y. The diagonal elements of Sy

contain the variance of the measurements, whereas the off-diagonal
elements represent the covariance between neighbouring measure-
ments.

If the regression fit would be perfect, all residuals would lie within
their uncertainties, so that each weighted element of Eq. 5.5 would
be smaller than one. The cost function would then be smaller than
the degrees of freedom (DOF), which are defined as the number of
data points minus the number of fitted variables. Consequently, this
normalized cost function defined as

χ2
norm =

χ2

DOF
(5.6)

can be used to identify the goodness of the regression fit and the
number of required iterations. For ideal fits, χ2

norm is smaller than
unity.
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5.2 trend models

To estimate trends of stratospheric ozone and IWV, we use two dif-
ferent multiple linear regression models. The first model has been
developed by T. von Clarmann at the Karlsruhe Institute of Technology
(KIT) and is described in von Clarmann et al. (2010). It is further re-
ferred to as KIT model. The second model has been developed within
the LOTUS project. It is described in SPARC/IO3C/GAW (2019) and
further referred to as LOTUS model.

5.2.1 The KIT multiple linear regression

In the KIT model, the regression function given in Eq. 5.7 predicts the
values ŷ with a monthly time vector t as independent variable. For
ozone trends, several proxies that influence stratospheric ozone are
used, such as the quasi-biennial oscillation (QBO), the solar activity
and the El Niño Southern Oscillation (ENSO). The regression function
for ozone with the regression coefficients a to h is given by:

ŷ(t) = a + b · t
+ c ·QBO

30 hPa(t) + d ·QBO
50 hPa(t)

+ e · F10.7(t)

+ f ·MEI(t)

+
4

∑
n=1

(
gn · sin

(
2πt
ln

)
+ hn · cos

(
2πt
ln

))
.

(5.7)

QBO
30 hPa and QBO

50 hPa represent the normalized Singapore winds
at 30 hPa and 50 hPa, used as indices of the QBO. The solar activity
is represented by the solar flux (F10.7) measured at a wavelength
of 10.7 cm. The influence of ENSO is considered by the Multivariate
ENSO Index (MEI), that combines six meteorological variables meas-
ured over the tropical Pacific (Wolter and Timlin, 1998). An example
for these proxy contribution to ozone is shown in Fig. 5.2. In addition,
four periodic oscillations with different wave periods ln are used to
account for annual (l1 = 12 months) and semi-annual (l2 = 6 months)
oscillation, and for two overtones of the annual cycle (l3 = 4 months
and l4 = 3 months). From Eq. 5.7, the cost function is computed ac-
cording to Eq. 5.5 and the regression coefficients are determined by
minimizing the cost function.

Uncertainty consideration in the trend model

To account for the uncertainties of the measurements, the error covari-
ance matrix Sy is considered in the cost function (Eq. 5.5). It weights
the residuals with the monthly uncertainties of the data. Using the
measurement uncertainties in Sy will generally lead to larger, more
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Figure 5.2: Example for proxy contribution to ozone. Shown are the contri-
bution to ozone at 10 hPa for ozone data from GROMOS.

realistic trend uncertainties and can also change the trend values itself
due to different weighting of the initial data.

The covariance matrix is composed of several parts, given by

Sy = Sinstr + Sautocorr + Sbias. (5.8)

Sinstr contains the monthly uncertainty estimates of the measurements.
Sautocorr accounts for residuals autocorrelated in time which are caused
by atmospheric variation not described by the trend model. Finally,
Sbias describes uncertainties of a possible bias. The composition of the
covariance matrix is illustrated in Fig. 5.3. The diagonal elements in
Sinstr contain the squared estimated monthly uncertainties (red). The
off-diagonal elements of Sinstr are set to zero, assuming initially no
error correlation between the measurements in time. Also, Sautocorr

is initially set to zero. In case that χ2
norm (Eq. 5.6) is larger than one,

the off diagonal elements of Sautocorr are filled within an iterative
process with autocorrelation coefficients derived from the residuals
of the regression fit (orange). The mean variance of Sautocorr is then
scaled such that χ2

norm becomes unity. These additional uncertainties
in Sautocorr represent atmospheric variability that were initially not
considered by the regression model, which improves the regression
fit.

Accounting for biases and anomalies

The strength of the KIT trend model is that it can account for in-
homogeneities in the data (von Clarmann et al., 2010). Data can be
inhomogeneous due to changes in the measurement setup, due to
non-uniform spatial or temporal sampling, or due to unknown instru-
mental issues. Such inhomogeneities or anomalous periods can falsify
the trends.

Anomalous periods can be considered in the trend model by increasing
the monthly uncertainties of these periods in Sinstr (green in Fig. 5.3).
However, an even more effective way to account for anomalies would
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Figure 5.3: Examplary illustration of the covariance matrix Sy used in the
KIT regression model. The blue area represents a biased subset.

be to fit a bias for a biased data subset. A biased subset can occur
after an instrumental change, or it can correspond to a measurement
block with anomalous observations. A straightforward approach that
is similar to a bias fit was presented by von Clarmann et al. (2001) and
von Clarmann et al. (2010). The proposed method consists of adding
a fully correlated block to the part of Sbias that corresponds to the
biased subset. For each subset, the block in Sbias is set to the square of
the estimated bias uncertainty of this block (purple in Fig. 5.3). This
process makes a fit of the bias possible. It is mathematically equivalent
to adding the bias as an additional regression fit variable, with the
advantage that no additional fit variable needs to be included in the
regression (von Clarmann et al., 2001).

Depending on the value chosen as bias uncertainty, the bias is estim-
ated more or less from the data itself. For small bias uncertainties, the
bias will be close to the a priori value (which would be a bias of zero),
whereas it will be estimated completely from the given data for large
bias uncertainty values. The approach has been applied to correct for
possible biases after instrumental or retrieval changes (Bernet et al.,
2020a; c; Eckert et al., 2014) or to account for anomalous periods in an
instrumental time series (Bernet et al., 2019a).

5.2.2 The LOTUS regression model

The LOTUS model (USask ARG and LOTUS Group, 2017) is based on
the regression model used by Damadeo et al. (2014) and is described
extensively in SPARC/IO3C/GAW (2019). It results from a number
of sensitivity tests to find out best practices in terms of the proxies
used. It was optimized for global analyses of satellite data. Proxies
that describe local variability have thus not been analysed (SPAR-
C/IO3C/GAW, 2019). Further optimization for local ground-based
trends is therefore still possible.
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Similar to the KIT model, the LOTUS model minimizes a cost function,
in which autocorrelations are determined within an iterative process
until the autocorrelation coefficient has converged. The LOTUS regres-
sion function uses similar predictors as the KIT regression (Eq. 5.7),
including ENSO, QBO, solar cycle, and four periodic oscillations to
account for the annual cycle. In addition, it also uses a proxy for
aerosol optical depth, that accounts for example for volcanic eruptions,
and tropopause pressure as a proxy for tropospheric expansion.

The LOTUS cost function also includes a covariance matrix, which
makes uncertainty consideration possible. However, this has not
been used in the final trend results of the LOTUS report (SPAR-
C/IO3C/GAW, 2019), due to the difficulty of correcting for non-
constant variances in the data (heteroscedasticity correction). This may
be a problem when using merged datasets with abrupt changes in the
sampling frequency. In this thesis, we test the LOTUS regression with
weighting, but further investigations might be required in the LOTUS
model adjustment to use this feature.

A more detailed description of the model is given at https://arg.

usask.ca/docs/LOTUS_regression/, where the regression model is
publicly available as a python software package.

https://arg.usask.ca/docs/LOTUS_regression/
https://arg.usask.ca/docs/LOTUS_regression/




Part III

R E S U LT S A N D D I S C U S S I O N

This part presents and discusses three studies about ozone
and water vapour trends that have been published in or
submitted to peer-reviewed journals.





6 S T R ATO S P H E R I C O Z O N E
T R E N D S I N C E N T R A L E U R O P E

This chapter summarizes the study published
in Bernet et al. (2019a) (Appendix A.1).

Broad consensus exists today that ozone has stopped declining in the
upper stratosphere in response to the turnaround of ODSs emissions,
as described in Section 2.1.3 (e.g. Newchurch et al., 2003; Reinsel et al.,
2005; Shepherd et al., 2014; SPARC/IO3C/GAW, 2019; Steinbrecht et
al., 2006; 2009a; Stolarski and Frith, 2006; WMO, 2014; 2018b; Zanis et
al., 2006). However, not all datasets agree on magnitude and uncertain-
ties of the trends. In order to detect true ozone trends, it is critical to
find the origin of differences in trends and in their uncertainties. Trend
differences may result from the different characteristics of the datasets.
They differ in stability, accuracy, temporal and spatial sampling, and
in spatial smoothing properties (SPARC/IO3C/GAW, 2019). Stability
changes can be due to ageing of an instrument, merging of datasets
or changes in the instrument setup, the calibration, or the retrieval
procedure. They lead to biases in the data that influence the trends,
especially when they occur towards the beginning or the end of the
dataset (e.g. Bai et al., 2017).

Several of these problems have been addressed in recent studies using
satellite ozone products. The influence of sampling patterns on trends
has been discussed by Millán et al. (2016) and Damadeo et al. (2018).
Satellite drifts have been identified by Hubert et al. (2016), which
were not considered in the comprehensive satellite trend estimates
of WMO (2014) or Harris et al. (2015). Other satellite trend studies
considered drifts or biases to avoid their influence on trends (e.g.
Bourassa et al., 2018; Eckert et al., 2014), or used satellite data with no
or small drifts only (e.g. Sofieva et al., 2017; Steinbrecht et al., 2017).
The WMO ozone assessment of 2018 used updated, partly reprocessed
versions of satellite datasets (Braesicke et al., 2018). Further efforts
to detect steps and biases in satellite data have been made by Ball
et al. (2017). Their Bayesian method uses different satellite datasets to
result in an optimal merged ozone composite, but it has not yet been
applied on ground-based data. Further advances with robust merged
satellite and ground-based ozone data are planned within the ISSI
project "Towards a Universal Framework for Merging Atmospheric
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Observations from the Ground and Space" (https://www.issibern.
ch/teams/mergeatmosobserve/, last access on 28.07.2020).

Similar challenges occur when estimating trends from ground-based
records. Even though ground-based measurements are generally less
subject to drifts than satellite measurements because they can con-
stantly be maintained, other difficulties occur with ground-based
measurements. The data variability between different ground-based
ozone instruments is larger than for satellites, not only due to strong
regional variability, but also due to differences between instrument
types. Moreover, changes in the instrumental setup may lead to biases
that might not always be well documented. Consequently, ground-
based ozone datasets need careful analysis before estimating trends.
Biases due to instrumental changes or anomalies in the time series
due to instrumental artifacts have to be corrected.

Several studies presented ground-based ozone trends at northern mid-
latitudes (e.g. Braesicke et al., 2018; Harris et al., 2015; Nair et al.,
2015; 2013; SPARC/IO3C/GAW, 2019; Steinbrecht et al., 2009a; 2017),
but none of them considered biases in the ground-based datasets
that might influence resulting trends. Moreira et al. (2015) presented
GROMOS trends and found significant positive trends in the upper
stratosphere. In recent years, GROMOS showed some anomalies that
might be responsible for larger trends than observed in other datasets.
This was shown for example by Steinbrecht et al. (2017), who presented
un update of satellite and ground-based ozone trend profiles. They
showed that the microwave ozone trends at northern mid-latitudes
(including GROMOS and SOMORA data) deviate from the other
trends between 20 and 30 km. This differences in trend estimates from
MWRs, together with the problem of trend differences as described
above, was the motivation for the study presented in this chapter.

The study aims

1. to understand differences between GROMOS trend profiles and
trends from other ground-based instruments,

2. to present an approach to handle anomalous observations in
ground-based ozone time series when estimating trends.

6.1 research approach

To achieve the first aim of the study, we identified anomalies in the
GROMOS time series by comparing GROMOS data to other ground-
based datasets in central Europe and Aura MLS. The other instruments
include lidars (Section 4.1.2), ozonesondes (Section 4.1.3), and another
MWR (Section 4.1.1) at stations in southern Germany, southern France
and Switzerland. We compared coincident profiles from 1995 to 2017

https://www.issibern.ch/teams/mergeatmosobserve/
https://www.issibern.ch/teams/mergeatmosobserve/
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and defined anomalies in the GROMOS data as soon as three instru-
ments showed differences larger than 10 % at a specific altitude.

To account for the anomalous observations in the GROMOS data,
we used the approach of dependent uncertainties and bias fitting as
explained in Section 5.2.1 and illustrated in Fig. 6.1. We increased
the uncertainties in the covariance matrix (case II) and set a fully
correlated block (case III) to the anomalous periods. This improves the
trend estimate substantially (Fig. 6.1b).
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Figure 6.1: (a) Artificial ozone time series with a trend of 0.1 ppm per decade
and (b) the corresponding trends. The weighting and correction
applied lead to different trend estimates, as shown in panel (b).

— Adapted from Bernet et al. (2019a)

Furthermore, we investigated how differences in sampling rates and
trend period lengths affect the trend. For this purpose, we varied the
sampling or length of GROMOS data and derived trends for these
data subsets. Finally, we compared the corrected GROMOS trends
with trend profiles from the other instruments to investigate their
agreement.

6.2 summary of the study

We computed the relative differences between GROMOS and each
of the other datasets (Fig. 6.2). The figure reveals some anomalies
in the GROMOS data that we identified as described above. The
origin of these anomalies could not be identified yet. It might be
due to instrumental artifacts, for example due to problems in the
calibration, instabilities in the spectrometer channels, ice formation on
the cold load, or deficiencies in the tropospheric correction. In future,
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an improved GROMOS retrieval version with optimized calibration
and retrieval processes is planned, which might correct for these
anomalies.
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Figure 6.2: Mean differences between GROMOS and the other instruments
in central Europe. Identified GROMOS anomalies are shown in
black. — Adapted from Bernet et al. (2019a)

In a next step, we considered the anomalies in the covariance matrix of
the GROMOS measurements when estimating the trends. This leads
to different trend profiles, as shown in Fig. 6.3. The optimized trend
profile (case III) shows a trend of 2.2 % per decade in the middle and
lower stratosphere and peaks at around 4 hPa (≈ 37 km) with a trend
of 2.7 % per decade. This corrected trend profile is consistent with the
satellite-based trends presented by Steinbrecht et al. (2017). Figure 6.3
further shows that the trend peak at around 4 hPa is only marginally
affected by the different corrections and thus rather robust.
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Figure 6.3: GROMOS trends, uncorrected and corrected for observed anom-
alies, with 2-standard-deviation uncertainties. Bold lines indicate
trends that are significantly different from zero at 95 % confidence
interval. — Adapted from Bernet et al. (2019a)
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In addition, we present a short investigation how sampling patterns
and the choice of the trend period influence GROMOS ozone trend
estimates. Investigating the sampling rate is relevant, because lidar
measurements are restricted to clear-sky nights, and might thus de-
pend on location and season (Hatzaki et al., 2014; Steinbrecht et al.,
2006). We found that selecting different night measurements can lead
to trend differences of around 1 % per decade. However, the differences
lie within the trend uncertainties, which is consistent with Maillard
Barras et al.’s (2020) study. Based on ground-based MWR and model
trend estimates, they found that significant trend differences can not
be attributed to temporal sampling differences.

Moreover, we showed that the starting year of the trend period affects
the trend estimate. The later the trend period starts, the larger the
trend value is, which is consistent with results presented in Harris
et al.’s (2015) study. These results suggest that the true trend might not
be linear or that some interannual variations might not be captured
by the trend model.
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Figure 6.4: Ozone trends from ground-based instruments in central Europe
and from Aura MLS data. GROMOS and SOMORA are MWRs
located in Bern and Payerne; lidar and ozonesonde data are from
Payerne, Hohenpeissenberg (MOH) and from the observatory of
Haute Provence (OHP). Trends start in 1997, except for SOMORA
(2000) and Aura MLS (2005).

— Adapted from Bernet et al. (2019a)

Finally, we compared our corrected GROMOS trend with trends de-
rived from the other datasets in central Europe (Fig. 6.4). The datasets
mostly agree on positive trends of 1 % to 3 % in the upper stratosphere,
but differ in the lower stratosphere. The observed upper-stratospheric
ozone trends are consistent with mainly satellite-based results at north-
ern mid-latitudes from various studies (e.g. Ball et al., 2017; Frith et
al., 2017; Sofieva et al., 2017; SPARC/IO3C/GAW, 2019; Steinbrecht
et al., 2017). The observed disagreement in lower-stratospheric trends
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shows that further corrections for e.g. instrumental changes might
be necessary. Further, it reflects the ongoing discussion on uncertain
lower-stratospheric ozone trends, as mentioned in Section 2.1.3 (e.g.
Ball et al., 2018; Chipperfield et al., 2018). We attribute the observed dif-
ferences between the trend profiles to a combination of unconsidered
drifts, different sampling rates, spatial distance of the measurement
stations, and different starting years.

In summary, our results show that anomalies in ground-based time
series affect stratospheric ozone trends. By comparing stratospheric
ozone measurements from multiple techniques, we found anomalies
in the GROMOS time series. We showed that accounting for these
anomalies in the trend estimation improves the GROMOS trend. Fur-
ther, our trend estimates confirm that ozone is recovering in the upper
stratosphere over central Europe. Moreover, our conflicting results in
the lower stratosphere emphasize the need for further investigations
concerning lower-stratospheric ozone trends.

The study was published in Atmospheric Chemistry and Physics in April
2019 (see Appendix A.1).

full citation:

L. Bernet, T. von Clarmann, S. Godin-Beekmann, G. Ancellet, E.
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(Apr. 2019a). Ground-based ozone profiles over central Europe:
incorporating anomalous observations into the analysis of strato-
spheric ozone trends. In: Atmospheric Chemistry and Physics 19.7,
pp. 4289–4309. issn: 1680-7324. doi: 10.5194/acp-19-4289-2019
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S T R ATO S P H E R I C O Z O N E
T R E N D S AT L A U D E R , N E W
Z E A L A N D

This chapter summarizes the study as given
in Bernet et al. (2020a) (Appendix A.2).

Stratospheric ozone measurements on the southern hemisphere are
rare. Further, ozone recovery in the middle and lower stratosphere is
still not clear, as discussed previously (e.g. Section 2.1.3). Long-term
and stable measurements at the NDACC station at Lauder in New
Zealand are therefore invaluable. Recently, Lauder stratospheric ozone
data have been used to derive trends in Steinbrecht et al.’s (2017) study
and in the LOTUS report (SPARC/IO3C/GAW, 2019). Steinbrecht et al.
(2017) found upper-stratospheric ozone trends in the southern hemi-
sphere between 0 and 4 % per decade, and small insignificant trends
below. Similar results are reported in SPARC/IO3C/GAW (2019), but
with negative ozonesonde and FTIR trends at Lauder below 20 hPa.
However, the time series of various ground-based instruments at
Lauder have not been compared in detail to identify possible inhomo-
geneities. Nevertheless, this is required to asses their suitability for
trend estimation. Moreover, the studies did not investigate how po-
tential inhomogeneities in the data affect the trend estimates. Also,
the data uncertainties have not been considered when estimating
stratospheric ozone trends from ground-based data at Lauder.

The aim of the study presented here is

1. to verify whether Lauder ground-based time series are suitable
for trend estimation,

2. to show whether data inhomogeneities and data uncertainties
affect the trend estimates,

3. to compare trend results obtained from two different trend re-
gression models.

7.1 research approach

The first aim of the study is achieved by comparing ground-based
MWR (Section 4.1.1) and lidar data (Section 4.1.2) at Lauder with
coincident Aura MLS data (Section 4.1.4) and ERA5 data. This makes
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it possible to identify inhomogeneities in the data and to judge on the
data quality for trend estimation.

To achieve the second and third aim of the study, two different regres-
sion models were used: the KIT model (von Clarmann et al. (2010),
Section 5.2.1) and the LOTUS model (SPARC/IO3C/GAW (2019), Sec-
tion 5.2.2). To consider the data uncertainties when estimating trends,
we weight the KIT regression with the monthly uncertainties of the
data. In the LOTUS model, this weighting was not applied for the
final trend results in the LOTUS report (SPARC/IO3C/GAW, 2019).
We therefore present weighted ground-based LOTUS trends at Lauder
for the first time. To weight the regression, the diagonal elements of
the error covariance matrix are set to the uncertainties of the different
datasets (Section 5.2.1). The uncertainty profiles used are shown in
Fig. 7.1. They consist of the measurement uncertainty (random and
systematic errors) and the standard error of the monthly means.
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Figure 7.1: Mean uncertainty profiles used for the Lauder trends in (a) parts
per million (ppm) and (b) percent.

In addition to the weighting, we use a bias correction in the KIT model.
For this, a constant block in the error covariance matrix was set to
the estimated bias uncertainty of the biased subblock, as described in
Section 5.2.1. This process enables a fit of a potential bias from the data
itself. Following this approach, the trend of lidar and ERA5 data was
then estimated by correcting for observed inhomogeneities. We show
lidar trends derived from the full data (lidar full), but also from lidar
data with a seasonal fit (lidar fit) according to Wilhelm et al. (2019).
This fit was applied because the sparse temporal lidar sampling might
distort the monthly means.
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Figure 7.2: Monthly ozone anomalies at Lauder for MWR, lidar, Aura MLS,
and ERA5 data for four altitude ranges. The anomalies de-
scribe the deviation from the monthly mean climatology from
1997 to 2019 ((data−climatology)/climatology). Bold lines show
smoothed data with a moving window of three months.

— Bernet et al. (2020a)

7.2 summary of the study

The comparison of the various datasets at Lauder reveals a remarkably
good agreement on ozone anomalies (Fig. 7.2). The ozone anomalies
show that ozone in Lauder varies naturally by around 10 % in the
middle and upper stratosphere. Only in in the lower stratosphere
variations are larger (Fig. 7.2d), which is expected due to larger dy-
namical influences in the lower stratosphere. The agreement of various
datasets on the ozone anomalies indicate that the anomalies are of
natural origin.

By comparing coincident profiles of MWR, lidar, and ERA5 data, we
identified changes in ERA5 data in 2004 and in 2015, and small lidar
changes after a data gap in 2014. Furthermore, we found that ERA5

substantially underestimates ozone in the upper stratosphere (40 km
to 50 km).

We found that using weighted LOTUS regression (Fig. 7.3b) changes
the trend estimates compared to the unweighted estimates (Fig. 7.3a).
The weighted regression leads to a close agreement between the
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weighted MWR and lidar trends (Fig. 7.3b). However, the weighted
lidar trend without seasonal fit ("lidar full") varies vertically in Fig. 7.3b.
Further investigations about LOTUS model adjustments might thus
be required when using the weighted LOTUS regression. When using
the KIT model, we observe that the lidar and ERA5 trends better agree
with the MWR trends in case that the identified inhomogeneities were
considered (Fig. 7.3d), compared to the uncorrected trends (Fig. 7.3c).

Generally, the Lauder data report ozone trends in the middle and
upper stratosphere between 0 % and 5 % per decade, whereas the lidar
and MWR agree on trends between 2 % and 3 % per decade in this
altitude region. These results are consistent with earlier studies (e.g.
Nair et al., 2015; SPARC/IO3C/GAW, 2019; Vigouroux et al., 2015).

To summarize, we showed that the Lauder datasets agree well, and
that the Lauder MWR and lidar data are suitable for trend estimates.
Further, our analyses showed that treating data inhomogeneities and
data uncertainties in the regression affects the calculated trends. In
addition, both trend models (KIT and LOTUS) deliver similar ozone
trend profiles. However, the consideration of uncertainties and in-
homogeneities affect the trends differently.

The study was submitted to Remote Sensing in October 2020 (see
Appendix A.2).

full citation:

L. Bernet, I. Boyd, G. Nedoluha, R. Querel, D. Swart and K. Hocke
(2020a). Validation and trend analysis of stratospheric ozone data
from ground-based observations at Lauder, New Zealand. In: Remote
Sensing in review, pp. 1–14
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fit), and ERA5 data, using (a) the unweighted LOTUS regression,
(b) the weighted LOTUS regression, (c) the KIT regression, and
(d) the KIT regression with bias correction. The shading repres-
ents 2-standard-deviation uncertainties.

— Adapted from Bernet et al. (2020a)





8 T R E N D S O F I N T E G R AT E D W AT E R
VA P O U R I N S W I T Z E R L A N D

This chapter summarizes the study published
in Bernet et al. (2020c) (Appendix A.3).

Atmospheric water vapour is closely linked to temperature accord-
ing to the Clausius–Clapeyron relation, as described in Section 2.2.1.
Several studies showed spatial correlations between changes in IWV
and temperature, especially over oceans (e.g. Trenberth et al., 2005;
Wang et al., 2016; Wentz and Schabel, 2000). Other studies report that
large regional differences exist, and that water vapour scales not every-
where to temperature as expected (e.g. Chen and Liu, 2016; O’Gorman
and Muller, 2010; Wagner et al., 2006; Wang et al., 2016). Multiple
studies using satellite data report global IWV trends between 1 and
2 % per decade (e.g. Hartmann et al., 2013; Ho et al., 2018; Zhang
et al., 2018). However, they also report large spatial trend differences
between various regions. Regional analyses of IWV changes are thus
required. Satellite data have some limitations for regional IWV trend
analyses, not only due to their limited spatial resolution, but also
because of missing harmonization across changing satellite platforms
(e.g. Hartmann et al., 2013). Stable long-term measurements from
ground are therefore ideal for regional IWV trend analyses.

IWV trends from ground-based GNSS measurements in Europe have
been presented by Alshawaf et al. (2017) and Nilsson and Elgered
(2008), who observed differences between trends at various stations. In
Switzerland, IWV trends at some single stations have been discussed
(Hicks-Jalali et al., 2020; Hocke et al., 2011; 2016; Morland et al., 2009;
Nyeki et al., 2019; Sussmann et al., 2009), but most of them used shorter
time series than available today. An update is essential, especially
because of the strong temperature increase in Switzerland in recent
years (NCCS, 2018). Moreover, none of these studies presents IWV
trends from ground-based measurements for the whole of Switzerland.

Therefore, the aims of the study described in this chapter are

1. to present ground-based IWV trends in Switzerland obtained
from multiple techniques and reanalyses data,

2. to verify whether water vapour increases as expected from ob-
served temperature changes.

67
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8.1 research approach

To achieve the first aim of the study, we compared data from the MWR
TROWARA (Section 4.2.1), from a FTIR spectrometer (Section 4.2.2),
from the Swiss GNSS network (Section 4.2.3), and from reanalysis
model data, and determined trends for all datasets. We used the KIT
trend model as described in Section 5.2.1. To obtain optimal estimates
of the IWV trends, we considered instrumental jumps in the GNSS
data when estimating trends. For this, a constant block was set in
the measurement covariance matrix so that the trend programme
fits a bias to the subset of data after the instrumental change (see
Section 5.2.1). The approach of bias correction is illustrated in Fig. 8.1.
This correction is important, because GNSS measurements are highly
sensitive to changes in the setup, as discussed in Section 3.3.3. Jumps
in the GNSS data occur for example after antenna changes but also
after changes in the environment surrounding the station (Pacione
et al., 2017).
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Figure 8.1: Illustration of the bias correction with an artificial time series,
with added biases after virtual instrument changes (vertical red
dashed lines). Panel (b) shows biases that have been fit from the
data. The bias-corrected trend is substantially improved com-
pared to the biased, uncorrected trend. — Bernet et al. (2020c)

To respond to the second aim of the study, we derived the theoretical
change in IWV from reanalysis temperature data. We determined the
fractional change in saturation vapour pressure for a given temper-
ature change according to Eq. 2.3. The temperature change within
the study period was determined from reanalyses data. The resulting
change in saturation vapour pressure represents the change in water
vapour that is only due to temperature changes, assuming that the
relative humidity (RH) remains constant. Comparing these values
with observed IWV changes gives therefore information about the
validity of the temperature–water vapour correlation in Switzerland.
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8.2 summary of the study

We compared IWV data from TROWARA with GNSS stations around
Bern and reanalysis data. The comparison showed a good agreement
within 5 % between TROWARA and the other datasets. Further, we
validated for the first time the long-term IWV time series from the
FTIR spectrometer at Jungfraujoch with collocated GNSS measure-
ments (Fig. 8.2). The results indicate an FTIR agreement of 15 % with
coincident GNSS data, with a small dry bias of GNSS data compared
to FTIR. This dry bias at Jungfraujoch was also observed in previous
studies (Guerova et al., 2003; Haefele et al., 2004; Morland et al., 2006;
Nyeki et al., 2005) and is probably due to the missing GNSS antenna
calibration before 2016. Indeed, we found that the bias was reduced
to 4 % after a GNSS antenna update in 2016. Furthermore, the com-
parison illustrates an FTIR clear-sky bias of around 1 mm due to the
measurement restrictions to clear-sky conditions (Fig. 8.2c).
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Figure 8.2: (a) Monthly means of IWV at Jungfraujoch from the FTIR
spectrometer and GNSS measurements, for all and coincid-
ent GNSS measurements. (b) Anomalies from the climato-
logy ((data−climatology)/climatology) for FTIR data and fully
sampled GNSS data. (c) Differences between GNSS (G) and
FTIR (F) data for all and coincident GNSS data. Bold lines show
smoothed data with a moving mean window of three months.

— Bernet et al. (2020c)

The derived IWV trends for all GNSS stations in Switzerland report
generally an increase in IWV between 2 to 5 % per decade, but vary
between different stations, especially in mountainous regions (Fig. 8.3).
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Over the whole year, only three stations show negative trends that are,
however, insignificant. Significant positive trends are observed at six
stations, mostly in summer.

(a) all

IWV trends from GNSS data

10 years
15 years
20 years

10 years
15 years
20 years

(b) DJF (c) MAM

(d) JJA (e) SON

-10.0
-7.5
-5.0
-2.5
0.0
2.5
5.0
7.5
10.0

Tr
en

d 
(%

/d
ec

ad
e)

Figure 8.3: IWV trends from GNSS data in Switzerland for (a) the whole
year, and the four seasons ((b) to (e)). The marker size indicates
the length of the GNSS time series, bold edges mark stations with
trends that are significantly different from zero (95% confidence).

— Bernet et al. (2020c)

Finally, we showed that the IWV increase generally follows the ob-
served temperature changes, except in winter. However, the winter
trends are not significantly different from zero, which prevents us from
drawing solid conclusions about temperature-related IWV changes in
winter. Moreover, we found positive, but insignificant RH trends from
ERA5 data in winter, suggesting that the assumption of constant RH
might not always be valid. This makes it more challenging to attribute
changes in IWV to temperature changes.

In summary, we showed that water vapour in Switzerland mostly
increased during the last decades, which is consistent with observed
warming trends. Furthermore, we presented regional IWV trends
in Switzerland and showed that the bias correction within the KIT
trend model is well suited to reduce biases due to GNSS antenna
updates. Our results illustrate that homogeneously reprocessed GNSS
data enable monitoring regional water vapour changes in a changing
climate.

The study was published in Atmospheric Chemistry and Physics in Octo-
ber 2020 (see Appendix A.3).

full citation:

L. Bernet, E. Brockmann, T. von Clarmann, N. Kämpfer, E. Mahieu,
C. Mätzler, G. Stober and K. Hocke (2020c). Trends of atmo-
spheric water vapour in Switzerland from ground-based radiometry,
FTIR and GNSS data. In: Atmospheric Chemistry and Physics 20.19,
pp. 11223–11244. doi: 10.5194/acp-20-11223-2020

https://doi.org/10.5194/acp-20-11223-2020


9 C O N C L U S I O N S

This thesis had the aim of obtaining consistent trends of stratospheric
ozone and integrated water vapour (IWV) at mid-latitudes derived
from ground-based measurements. For this purpose, we intercom-
pared data from multiple ground-based techniques together with
reanalysis model and Aura MLS satellite data. This made it possible
to identify anomalies, biases and inhomogeneities in the data. We
found that such irregularities affect trend estimates, and presented
an approach to account for them when estimating trends. Using this
approach, we presented optimized ozone and IWV trend estimates
over almost three decades.

The thesis consists of three studies on stratospheric ozone and IWV
trends. In the first study, we identified anomalies in ozone measure-
ments of the GROMOS radiometer and introduced the approach to
account for these anomalies when estimating trends. The approach is
based on von Clarmann et al.’s (2010) work and consists in adapting
the full observational covariance matrix in the KIT regression model
to account for anomalous observations. As a result, we obtained an
improved GROMOS trend estimate. Furthermore, we presented stra-
tospheric ozone trends over central Europe obtained from microwave
radiometers, lidars, and ozonesondes. These trends were generally
consistent with satellite ozone trends from other studies. We detected
an ozone recovery in the upper stratosphere while trends in the lower
stratosphere were not always consistent.

In the second study, we presented ozone measurements from ground-
based lidar and MWR, Aura MLS, and ERA5 reanalysis data at Lauder,
New Zealand. We observed that all datasets agree on a number of
anomalies, indicating that they are due to natural variability. Moreover,
we showed that although ground-based ozone data at Lauder are suit-
able for trend estimation, the consideration of data inhomogeneities
and data uncertainties affect the ozone trend estimates. We found
positive ozone trends at Lauder in the upper stratosphere, consistent
with other studies. Furthermore, we compared the KIT and the LOTUS
trend models and found a good agreement between both, although
some differences occur at specific altitudes.

In the final study, we presented IWV trends in Switzerland based on
MWR, FTIR, GNSS, and reanalysis data. We found that water vapour
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generally increased as expected from observed temperature changes.
However, the IWV trends vary regionally, especially in mountainous
regions. Moreover, we showed that the dense GNSS measurement net-
work has the potential to monitor regional IWV changes and presented
bias-corrected GNSS trends. To correct for biases caused by GNSS an-
tenna updates, we used correlated blocks in the covariance matrix
within the KIT regression, which was successfully tested with an
artificial time series.

The approach to account for anomalies and inhomogeneities when
estimating trends is a step towards improved trend estimates of stra-
tospheric ozone and IWV. Generally, it is relevant for many areas
in climate research, as instrumental problems are a common chal-
lenge when determining long-term trends. Whereas biases and drifts
have been considered in several satellite ozone trend studies (e.g.
Bourassa et al., 2018; Eckert et al., 2014), ground-based ozone trends
(e.g. SPARC/IO3C/GAW, 2019; Steinbrecht et al., 2017) were gener-
ally not corrected for biases or data inhomogeneities. Further, the
comprehensive LOTUS report presents ground-based ozone trends
(SPARC/IO3C/GAW, 2019), but does not investigate how data un-
certainties and inhomogeneities affect the resulting trend estimates.
This thesis filled these gaps by presenting stratospheric ozone trends
that account for inhomogeneities and uncertainties in the data. In
addition, applying the approach on GNSS based IWV data showed
that bias-corrected GNSS-derived trends provide a reliable source
to estimate regional IWV changes. This is important, because many
studies revealed that IWV trends and their relation to temperature
changes differ regionally (e.g. Chen and Liu, 2016; Wang et al., 2016).

To conclude, this thesis presented and intercompared stratospheric
ozone and IWV observations from multiple measurement techniques.
Natural and instrument-specific anomalies could be distinguished in
order to obtain optimized trend estimates that account for instrument-
specific inhomogeneities. Therefore, the approach presented in this
thesis helps to clarify inconsistencies between trends from different
ground-based datasets. Consequently, the thesis contributes to a bet-
ter understanding of the evolution of ozone and water vapour in a
changing climate.

9.1 recommendations and outlook

This thesis has focused on selected ground-based remote sensing
datasets at mid-latitudes. The analysis could be extended to further
datasets in future studies. In the study on European ozone trends, we
used the bias correction only for GROMOS trends. It would be interest-
ing to apply this approach also to the other ground-based datasets in
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central Europe. Moreover, the Lauder ozone study could be extended
by including additional collocated ground-based measurements (FTIR,
ozonesondes, and Umkehr data) and by comparing the ground-based
trends with coincident satellite trends.

Our study on IWV trends proved the quality of the GNSS derived
IWV data. However, some updates in the IWV algorithm might fur-
ther improve the IWV data, including improved mean temperature
estimates and updated refractivity coefficients (e.g. Bock et al., 2020).
Moreover, it would be interesting to further analyse the correlation
between changes in temperature profile measurements and observed
IWV changes, using data from radiosondes or microwave radiometers.

The results of this thesis build the basis for new investigations and
further improvements to obtain optimal ozone trend estimates from
ground-based MWRs. We identified anomalies in the GROMOS time
series and observed trend differences to the SOMORA radiometer.
These observations led to a new PhD project that aims to homogenize
the time series of the two microwave radiometers. For this purpose,
the calibration and retrieval procedures are currently improved and
harmonized.

Possible areas for further research could be the detailed analysis of
lower-stratospheric ozone to explain the differences in observed trends.
For this purpose, it would be interesting to analyse changes in the
tropopause height (using e.g. temperature measurements) and how it
affects ozone at a specific measurement station. Finally, it is relevant to
investigate ground-based ozone trends also outside of mid-latitudes.
To this end, I will investigate total ozone trends in the Arctic from
ground-based measurements within a postdoctoral research stay at
the NILU institute in Oslo, Norway.
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AGNES Automated GNSS Network for Switzerland

AVK averaging kernel

BDC Brewer-Dobson circulation

BeiDou BeiDou Navigation Satellite System

CF correction factor

CFC chlorofluorocarbon

DIAL differential absorption lidar

ECC Electrochemical concentration cell

ECMWF European Centre for Medium Range Weather Fore-
casts

ECV essential climate variable

EESC equivalent effective stratospheric chlorine

ENSO El Niño Southern Oscillation

ERA5 ECMWF reanalysis, 5th generation
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FB filter bench

FFTS fast Fourier-transform spectrometer

FTIR Fourier-transform infrared

GAW Global Atmosphere Watch

GHG greenhouse gas
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GNSS Global Navigation Satellite System

GPS Global Positioning System

GROMOS Ground-based Millimeter-wave Ozone Spectro-
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IGS International GNSS Service

ILW integrated liquid water

IPCC Intergovernmental Panel on Climate Change

IR infrared

IWV integrated water vapour

KIT Karlsruhe Institute of Technology

LOTUS Long-term Ozone Trends and Uncertainties in the
Stratosphere

MEI Multivariate ENSO Index

MEO medium earth orbit
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MERRA-2 Modern-Era Retrospective analysis for Research
and Applications, version 2

MLR multiple linear regression

MLS Microwave Limb Sounder

MOPI Microwave Ozone Profiling Instrument
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NASA National Aeronautics and Space Administration
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NOAA National Oceanic and Atmospheric Administration
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QBO quasi-biennial oscillation

RH relative humidity

RTE radiative transfer equation
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TROWARA Tropospheric Water Radiometer

UNEP United Nations Environment Programme

UV ultraviolet
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WMO World Meteorological Organization

ZHD zenith hydrostatic delay

ZTD zenith total delay

ZWD zenith wet delay
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Abstract. Observing stratospheric ozone is essential to as-
sess whether the Montreal Protocol has succeeded in sav-
ing the ozone layer by banning ozone depleting substances.
Recent studies have reported positive trends, indicating that
ozone is recovering in the upper stratosphere at mid-latitudes,
but the trend magnitudes differ, and uncertainties are still
high. Trends and their uncertainties are influenced by fac-
tors such as instrumental drifts, sampling patterns, discon-
tinuities, biases, or short-term anomalies that may all mask
a potential ozone recovery. The present study investigates
how anomalies, temporal measurement sampling rates, and
trend period lengths influence resulting trends. We present
an approach for handling suspicious anomalies in trend esti-
mations. For this, we analysed multiple ground-based strato-
spheric ozone records in central Europe to identify anoma-
lous periods in data from the GROund-based Millimetre-
wave Ozone Spectrometer (GROMOS) located in Bern,
Switzerland. The detected anomalies were then used to es-
timate ozone trends from the GROMOS time series by con-
sidering the anomalous observations in the regression. We
compare our improved GROMOS trend estimate with results
derived from the other ground-based ozone records (lidars,
ozonesondes, and microwave radiometers), that are all part
of the Network for the Detection of Atmospheric Composi-
tion Change (NDACC). The data indicate positive trends of
1 % decade−1 to 3 % decade−1 at an altitude of about 39 km

(3 hPa), providing a confirmation of ozone recovery in the
upper stratosphere in agreement with satellite observations.
At lower altitudes, the ground station data show inconsistent
trend results, which emphasize the importance of ongoing
research on ozone trends in the lower stratosphere. Our pre-
sented method of a combined analysis of ground station data
provides a useful approach to recognize and to reduce uncer-
tainties in stratospheric ozone trends by considering anoma-
lies in the trend estimation. We conclude that stratospheric
trend estimations still need improvement and that our ap-
proach provides a tool that can also be useful for other data
sets.

1 Introduction

After the large stratospheric ozone decrease due to ozone
depleting substances (ODSs) (Molina and Rowland, 1974;
Chubachi, 1984; Farman et al., 1985), signs of an ozone re-
covery have been reported in recent years (e.g. WMO, 2018;
SPARC/IO3C/GAW, 2019). Implementing the Montreal Pro-
tocol (1987) has succeeded in reducing ODS emissions so
that the total chlorine concentration has been decreasing
since 1997 (Jones et al., 2011). As a consequence, strato-
spheric ozone concentrations over Antarctica have started to
increase again, as shown by recent studies (Solomon et al.,

Published by Copernicus Publications on behalf of the European Geosciences Union.
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2016; Kuttippurath and Nair, 2017; Pazmiño et al., 2018;
Strahan and Douglass, 2018). Outside of the polar regions,
however, differences in ozone recovery are observed depend-
ing on altitude and latitude. The question as to whether ozone
is recovering in the lower stratosphere is still controversial
(Ball et al., 2018; Chipperfield et al., 2018; Stone et al.,
2018; Wargan et al., 2018), whereas broad consensus ex-
ists that stratospheric ozone has stopped declining in the
upper stratosphere since the end of the 1990s (Newchurch
et al., 2003; Reinsel et al., 2005; Steinbrecht et al., 2006;
Stolarski and Frith, 2006; Zanis et al., 2006; Steinbrecht
et al., 2009a; Shepherd et al., 2014; WMO, 2014, 2018;
SPARC/IO3C/GAW, 2019). Recently estimated trends for
upper stratospheric ozone are positive, but they are still dif-
ferent in magnitude and significance because detecting a
small trend is a difficult task. Many factors influence strato-
spheric ozone such as variations in atmospheric dynamics,
solar irradiance, or volcanic aerosols and the increase of
greenhouse gases (WMO, 2014). Further, ozone trends might
be masked by natural variability.

Other important sources for trend uncertainties are instru-
mental drifts, abrupt changes, biases, or sampling issues, e.g.
due to instrumental differences in sampling patterns or in
vertical or temporal resolution. Satellite drifts have been in-
cluded in trend uncertainties in several studies (e.g. Stolarski
and Frith, 2006; Frith et al., 2017). Possible statistical meth-
ods to consider abrupt changes in a time series are, for ex-
ample, presented by Bates et al. (2012). Biases in ozone data
sets can lead to important differences in trend estimates, es-
pecially when they occur at the beginning or the end of the
considered trend period (e.g. Bai et al., 2017). The influence
of non-uniform sampling patterns on trends was illustrated
by Millán et al. (2016). Also Damadeo et al. (2018) showed
that accounting for temporal and spatial sampling biases and
diurnal variability changes satellite-based trends.

To account for several of the mentioned factors that in-
fluence trend estimates, different approaches were published
following the Scientific Assessment of Ozone Depletion of
the World Meteorological Organization (WMO) in 2014
(WMO, 2014), with the aim to reduce uncertainties in trend
estimates. Drifts in single satellite data sets were, for ex-
ample, considered in the studies by Eckert et al. (2014) or
Bourassa et al. (2018), whereas Sofieva et al. (2017) used
only stable satellite products with no or small drifts. The
study of Steinbrecht et al. (2017) summarizes recent trend
estimates using only updated satellite data sets with small
drifts. The drifts were mainly identified by Hubert et al.
(2016) and were not considered in the trend estimates by Har-
ris et al. (2015) or WMO (2014). Steinbrecht et al. also used
data from a large range of ground stations, but possible biases
or anomalies in these ground-based data were not considered.
The resulting ground-based trends consequently show some
important differences and were not used in their final merged
trend profile. Ball et al. (2017) used an advanced trend esti-
mation method that considers steps in satellite time series or

biases due to measurement artefacts. Their Bayesian method
uses a priori information about the different satellite data sets
and results in an optimal merged ozone composite, but it has
not yet been applied to ground-based data.

The studies presented above agree on positive ozone trends
in the upper stratosphere with some differences in mag-
nitude and show varying trends in the middle and lower
stratosphere. This agreement is more difficult to observe in
ground-based data sets, in which the data variability is larger
due to strong regional variability (Steinbrecht et al., 2017;
WMO, 2014). Because of this larger variability, considering
instrumental biases or regional anomalies is of special impor-
tance for trend estimations derived from ground-based data.
In addition to Steinbrecht et al. (2017) and WMO (2014),
several other studies presented ground-based trends of strato-
spheric ozone profiles (e.g. Steinbrecht et al., 2009a; Nair
et al., 2013, 2015; Harris et al., 2015; SPARC/IO3C/GAW,
2019), but biases in the data sets that might influence the re-
sulting trends have not been considered yet.

The present study proposes an approach to handle the
problem of anomalous observations in time series by con-
sidering the anomalies when estimating trends. For this pur-
pose, we present the updated data set of the ground-based mi-
crowave radiometer GROMOS (GROund-based Millimetre-
wave Ozone Spectrometer) located in Bern, Switzerland.
We determine its trends with a multilinear parametric trend
model (von Clarmann et al., 2010) by considering anoma-
lies and uncertainties in the time series, resulting in an im-
proved trend estimate. To identify such anomalies in the
GROMOS data set, we compare the GROMOS data with
other ground-based data sets (lidars, ozonesondes, and mi-
crowave radiometers) in central Europe (Sect. 3). We define
anomalies as periods in which the data deviates from the
other data sets. Before applying our trend approach to the
GROMOS time series (Sect. 4.3), we tested it with an artifi-
cial time series (Sect. 4.2). Not only anomalies in a time se-
ries influence resulting trends, but also sampling patterns and
the choice of the trend period. We therefore present a short
analysis of temporal sampling rate and trend period length
based on the GROMOS data set (Sect. 4.3.1 and 4.3.2). Fi-
nally, we compare the improved GROMOS trend with the
trends from the other data sets used (Sect. 4.4).

2 Ozone data sets

The stratospheric ozone profile data used in the present study
come from different ground-based instruments that measure
in central Europe (Table 1). They are all part of the Net-
work for the Detection of Atmospheric Composition Change
(NDACC, 2019). In addition, we used data from the Mi-
crowave Limb Sounder (MLS) on board the Aura satellite
(Aura/MLS). All data from the different stations are com-
pared to data from the GROMOS radiometer located in
Bern, Switzerland (46.95◦ N, 7.44◦ E; 574 m above sea level
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(a.s.l.)). The aerological station (MeteoSwiss) in Payerne,
Switzerland (46.8◦ N, 7.0◦ E; 491 m a.s.l.), is located 40 km
south-west of Bern, which ensures comparable stratospheric
measurements. The Meteorological Observatory Hohenpeis-
senberg (MOH; Germany; 47.8◦ N, 11.0◦ E; 980 m a.s.l.) is
located 290 km north-east of Bern, and the Observatory of
Haute Provence (OHP; France; 43.9◦ N, 5.7◦ E; 650 m a.s.l.)
lies 360 km south-west of Bern. Even if stratospheric trace
gases generally show small horizontal variability, the dis-
tance between the different stations, especially between
MOH and OHP, may lead to some differences in measured
ozone.

2.1 Microwave radiometers

We use data from two microwave radiometers, both located
in Switzerland. They measure the 142 GHz line where ozone
molecules emit microwave radiation due to rotational transi-
tions. The spectral line measured is pressure-broadened and
thus contains information about the vertical distribution of
ozone molecules. To obtain a vertical ozone profile, the re-
ceived radiative intensity is compared to the spectrum sim-
ulated by the Atmospheric Radiative Transfer Simulator 2
(ARTS2; Eriksson et al., 2011). By using an optimal estima-
tion method according to Rodgers (2000), the best estimate
of the vertical profile of ozone volume mixing ratio is then re-
trieved from the measured spectrum. This is done using the
software tool Qpack2, which together with ARTS2 provides
an entire retrieval environment (Eriksson et al., 2005).

The GROund-based Millimetre-wave Ozone Spectrometer
(GROMOS) located in Bern is the main focus of this study
(Kämpfer, 1995; Peter, 1997). GROMOS has been measur-
ing ozone spectra continuously since November 1994. Be-
fore October 2009, the measurements were performed by
means of a filter bench (FB) with an integration time of 1 h.
Since October 2009, a fast Fourier transform spectrometer
(FFTS) with an integration time of 30 min has been used. An
overlap measurement period of almost 2 years (October 2009
to July 2011) was used to homogenize the FB data, by sub-
tracting the mean bias profile averaged over the whole over-
lap period (FBmean−FFTSmean) from all FB profiles (Mor-
eira et al., 2015). These homogenized ozone data are avail-
able on the NDACC web page (ftp://ftp.cpc.ncep.noaa.gov/
ndacc/station/bern/hdf/mwave/, last access: 28 March 2019).
The FFTS retrieval used in the present study (version 2021)
uses variable errors in the a priori covariance matrix of
around 30 % in the stratosphere and 70 % in the mesosphere
and a constant measurement error of 0.8 K (Moreira, 2017).
The retrieved profiles have a vertical resolution of ∼ 15 to
25 km in the stratosphere. We concentrate in this study on
the middle and upper stratosphere between 31 hPa (≈ 24 km)
and 0.8 hPa (≈ 49 km), where the retrieved ozone is quasi-
independent of the a priori information. This is assured by
limiting the altitude range to the altitudes where the area
of the averaging kernels (measurement response) is larger

than 0.8, which means that more than 80 % of the infor-
mation comes from the observation rather than from the a
priori data (Rodgers, 2000). More information about the ho-
mogenization as well as the parameters used in the retrieval
can be found in Moreira et al. (2015). Besides the described
data harmonization to account for the instrument upgrade,
we performed some additional data corrections. Because the
stratospheric signal is weak in an opaque and humid tropo-
sphere, we discarded measurements when the atmospheric
transmittance was smaller than 0.3. Excluding measurements
in such a way should not result in a sampling bias because
tropospheric humidity is uncorrelated to stratospheric ozone.
Also, the data have been corrected for outliers at each pres-
sure level by removing values that exceed 4 times the stan-
dard deviation within a 3-day moving median window. Pro-
files were excluded completely when more than 50 % of their
values were missing (e.g. due to outlier detection). Further-
more, we omitted profiles in which the instrumental system
temperature showed outliers exceeding 4 times the standard
deviation within a 30-day moving median window.

The second microwave radiometer used in this study is the
Stratospheric Ozone MOnitoring RAdiometer (SOMORA).
It was built in 2000 as an update of the GROMOS radiometer
and has been located in Payerne since 2002. Some instrumen-
tal changes were performed at the beginning of 2005 (front-
end change) and in October 2010, when the acousto-optical
spectrometer of SOMORA was upgraded to an FFTS (Mail-
lard Barras et al., 2015). The data have been harmonized to
account for the spectrometer change. The instrument covers
an altitude range from 25 to 60 km with a temporal resolution
of 30 min to 1 h. In this study, we consider SOMORA data
at an altitude range between 18 hPa (≈ 27 km) and 0.8 hPa
(≈ 49 km). For more information about SOMORA, refer to
Calisesi (2003) concerning the instrumental setup and Mail-
lard Barras et al. (2009, 2015) concerning the operational
version of the ozone retrievals used in the present study.

2.2 Lidars

We use data from two differential absorption lidar (DIAL;
Schotland, 1974) instruments in Germany and France. The
instruments emit laser pulses at two different wavelengths,
one of which is absorbed by ozone molecules and the other
which is not. Comparing the backscattered signal at these
two wavelengths provides information on the vertical ozone
distribution in the atmosphere. The lidars can only retrieve
ozone profiles during clear-sky nights due to scattering on
cloud particles and the interference with sunlight.

The lidar at the Meteorological Observatory Hohenpeis-
senberg (MOH) has been operating since 1987, emitting laser
pulses at 308 and 353 nm (Werner et al., 1983; Steinbrecht
et al., 2009b). On average, it retrieves eight night profiles a
month. In this study we limit the data to the altitude range in
which the measurement error averaged over the whole study
period is below 10 % (below 42 km or 2 hPa). The lower alti-
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Table 1. Information about measurement stations, instruments, and data used in the present study.

Station Instrument Altitude range Measurement rate Analysis period
(mm/yyyy)

Bern, Switzerland GROMOS 31–0.8 hPa 30 min to 1 h 01/1995–12/2017
46.95 ◦ N, 7.44 ◦ E; 574 m

Payerne, Switzerland SOMORA 31–0.8 hPa 30 min to 1 h 01/2000–12/2017
46.8◦ N, 7.0◦ E; 491 m Ozonesonde 24–30 km 13 profiles month−1a

01/1995–12/2017

Hohenpeissenberg, Germany Lidar 24–42.3 km 8 profiles month−1a
01/1995–12/2017

47.8◦ N, 11.0◦ E; 980 m Ozonesonde 24–30 km 10 profiles month−1a
01/1995–12/2017

Haute Provence, France Lidar 24–39.9 km 11 profiles month−1a
01/1995–12/2017

43.9◦ N, 5.7◦ E; 650 m Ozonesonde 24–30 km 4 profiles month−1a
01/1995–12/2017

Aura satellite, above Bern MLS 31–0.8 hPa Two overpasses day−1 08/2004–12/2017b

46.95± 1◦ N, 7.44± 8◦ E

a Averaged number of profiles per month in the analysed period. b For the trend calculations, data from January 2005 to December 2017 are used.

tude limit was set to the chosen limit of GROMOS at 31 hPa
(≈ 24 km).

The Observatory of Haute Provence (OHP) operates a lidar
that has been measuring in its current setup since the end of
1993 (Godin-Beekmann et al., 2003). The lidar emits laser
pulses at 308 nm and 355 nm, as first described by Godin
et al. (1989). The instrument measures on average 11 pro-
files per month. We use OHP lidar profiles below 40 km
(≈ 2.7 hPa) for which the averaged measurement error re-
mains below 10 %. As a lower altitude limit, we use 31 hPa
(≈ 24 km) to be consistent with the GROMOS limits. More
detailed information about the lidars and ozonesondes used
can be found, for example, in Godin et al. (1999) and Nair
et al. (2011, 2012).

2.3 Ozonesondes

The three mentioned observatories at Payerne, MOH, and
OHP also provide weekly ozonesonde measurements. The
ozonesonde measurements in Payerne are usually performed
three times a week at 11:00 UTC (Jeannet et al., 2007), re-
sulting in 13 profiles per month on average. The meteoro-
logical balloon carried a Brewer Mast sonde (BM; Brewer
and Milford, 1960) until September 2002, which was then
replaced by an electrochemical concentration cell (ECC;
Komhyr, 1969). The profiles are normalized using concur-
rent total column ozone from the Dobson spectrometer at
Arosa, Switzerland (46.77◦ N, 9.7◦ E; 1850 m a.s.l.; Favaro
et al., 2002). If the Dobson data are not available, forecast
ozone column estimates based on GOME-2 (Global Ozone
Monitoring Experiment–2) data are used (http://www.temis.
nl/uvradiation/nrt/uvindex.php, last access: 28 March 2019).

Ozone soundings at MOH are performed two to three
times per week with a BM sonde (on average 10 profiles
per month). Three different radiosonde types have been used

since 1995, all carrying a BM ozonesonde, without major
changes in its performance since 1974 (Steinbrecht et al.,
2016). The profiles are normalized by on-site Dobson or
Brewer spectrophotometers and, if not available, by satellite
data (Steinbrecht et al., 2016).

At OHP, ECC ozonesondes have been used since 1991
with several instrumental changes (Gaudel et al., 2015).
The data were normalized with total column ozone mea-
sured by a Dobson spectrophotometer until 2007 and an
ultraviolet–visible SAOZ (Système d’Analyse par Observa-
tion Zénithale) spectrometer afterwards (Guirlet et al., 2000;
Nair et al., 2011). In our analysed period, four profiles are
available on average per month.

Ozonesonde data are limited to altitudes up to ∼ 30 km,
above which the balloon usually bursts. Therefore, we used
ozonesonde profiles only below 30 km, which is a threshold
value for Brewer Mast ozonesondes with precision and accu-
racy below ±5 % (Smit and Kley, 1996). For normalization,
the correction factor (CF), which is the ratio of total column
ozone from the reference instrument to the total ozone from
the sonde, has been applied to all ozonesonde profiles. At all
measurement stations, we discarded profiles when their CF
was larger than 1.2 or smaller than 0.8 (Harris et al., 1998;
Smit and ASOPOS Panel, 2013). We further excluded pro-
files with extreme jumps or constant ozone values, as well as
profiles with constant or decreasing altitude values.

2.4 Aura/MLS

The microwave limb sounder (MLS) on the Aura satellite,
launched in mid-2004, measures microwave emission from
the Earth in five broad spectral bands (Parkinson et al., 2006).
It provides profiles of different trace gases in the atmosphere,
with a vertical resolution of ∼ 3 km. Stratospheric ozone is
retrieved by using the spectral band centred at 240 GHz. We
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used ozone data from Aura/MLS version 4.2 above Bern with
a spatial coincidence of ±1 ◦ latitude and ±8 ◦ longitude,
where the satellite passes twice a day (around 02:00 and
13:00 UTC). More information about the MLS instrument
and the data product can be found, e.g. in Waters et al. (2006).
We chose the Aura/MLS data for our study because there are
no drifts between 20 and 40 km (Hubert et al., 2016).

3 Time series comparison

To identify potential anomalies in the GROMOS data, we
compared the data with the other described data sets in the
time period from January 1995 to December 2017, except for
some instruments that cover a shorter time period (Table 1).

3.1 Comparison methodology

To compare GROMOS with the other instruments, the dif-
ferent data sets have been processed to compare consistent
quantities and have been smoothed to the GROMOS grid.
Taking relative differences between the data sets made it pos-
sible to identify anomalous periods in the GROMOS time
series.

3.1.1 Data processing

In this study we concentrate on the altitude range between 31
and 0.8 hPa, in which the a priori contribution to GROMOS
profiles is low (see Sect. 2.1). We therefore limit all instru-
ment data to this altitude range and divide it into three parts.
For convenience, they will be referred to as the lower strato-
sphere between 31 and 13 hPa (≈ 24 to 29 km), the middle
stratosphere between 13 and 3 hPa (≈ 29 to 39 km), and the
upper stratosphere between 3 and 0.8 hPa (≈ 39 to 49 km).
The limits for the upper stratosphere agree with the common
definition (e.g. Ramaswamy et al., 2001), whereas the lower
and middle stratosphere defined here are usually referred to
as the middle stratosphere in other studies.

Most of the instruments provide volume mixing ratios
(VMRs) of ozone in parts per million (ppm). In cases that
the data were given in number density (molecules cm−3),
the VMR was calculated with the air pressure and temper-
ature provided by the same instrument for ozonesondes or
co-located ozone- or radiosonde data for lidars. For lidar
measurements, these sonde temperature and pressure profiles
are completed above the balloon burst by operational model
data from the National Center for Environmental Prediction
(NCEP) at OHP and by lidar temperature measurements and
extrapolated radiosonde pressure data at MOH.

The GROMOS, SOMORA, and Aura/MLS profiles have a
constant pressure grid, which is not the case for the lidar and
ozonesonde data. The lidar and ozonesonde data were there-
fore linearly interpolated to a regular spaced altitude grid of
100 m for the ozonesonde at OHP and Payerne and 300 m for
the lidars and the ozonesonde at MOH. The mean profile of

the interpolated pressure data then built the new pressure grid
for the ozone data. These interpolated lidar and ozonesonde
data are used for the trend estimations. For the direct compar-
ison with GROMOS, the data were adapted to the GROMOS
grid, which is described in the next section (Sect. 3.1.2). Our
figures generally show both pressure and geometric altitude.
The geometric altitude is approximated by the mean altitude
grid from GROMOS, which is determined for each retrieved
profile from operational model data of the European Centre
for Medium-Range Weather Forecasts (ECMWF).

3.1.2 GROMOS comparison and anomalies

The vertical resolution of GROMOS and SOMORA is usu-
ally coarser than for the other instruments. When compar-
ing profiles directly with GROMOS profiles, the different
vertical resolution of the instruments has to be considered.
Smoothing the profiles of the different instruments by GRO-
MOS’ averaging kernels makes it possible to compare the
profiles with GROMOS without biases due to resolution or
a priori information (Tsou et al., 1995). The profiles with
higher vertical resolution than GROMOS were convolved
by the averaging kernel matrix according to Connor et al.
(1991), with

xconv = xa+AVK(xh− xa,h), (1)

where xconv is the resulting convolved profile, xa is the a pri-
ori profile used in the GROMOS retrieval, xa,h is the same
a priori profile but interpolated to the grid of the highly re-
solved measurement, xh is the profile of the highly resolved
instrument, and AVK is the corresponding averaging kernel
matrix from GROMOS. The rows of the AVK have been in-
terpolated to the grid of the highly resolved instrument and
scaled to conserve the vertical sensitivity (Keppens et al.,
2015). The SOMORA profiles have a similar vertical res-
olution as profiles from GROMOS and were thus not con-
volved because this would require a more advanced com-
parison method as proposed by Rodgers and Connor (2003)
or Calisesi et al. (2005). GROMOS and SOMORA have a
higher temporal resolution than the other instruments. For
SOMORA, only profiles coincident in time with GROMOS
have been selected. For the other instruments, a mean of
GROMOS data at the time of the corresponding measure-
ment was used, with a time coincidence of ±30 min. Only
for the lidars were GROMOS data averaged over the whole
lidar measurement time (usually one night).

For comparison with GROMOS we computed relative dif-
ferences between the monthly mean values of the different
data sets and the monthly mean of the coincident GROMOS
profiles. The relative difference (RD) for a specific month
i has been calculated by subtracting the monthly ozone
value of the data set (Xi) from the corresponding GROMOS
monthly mean (GRi), using the GROMOS monthly mean as
a reference:

RDi,X = (GRi −Xi)/GRi · 100. (2)
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Figure 1. (a) Monthly means of ozone volume mixing ratio (VMR)
measured by GROMOS (Ground-based Millimetre-wave Ozone
Spectrometer) at Bern from January 1995 to December 2017. The
white lines indicate months for which no measurements were avail-
able due to instrumental issues. (b) Deviation from GROMOS
monthly mean climatology (1997 to 2017), smoothed by a moving
median window of 3 months.

Based on the relative differences we identified periods in
which GROMOS differs from the other instruments. To iden-
tify these anomalies we used a debiased relative difference
(RDdebiased), given by

RDdebiased,i,X = RDi,X −RDX, (3)

where RDX is the mean relative difference of GROMOS to
the data set X over the whole period. This made it possible
to ignore a potential constant offset of the instruments and
to concentrate on periods with temporally large differences
to GROMOS. When this debiased relative difference was
larger than 10 % for at least three instruments, the respective
month was identified as an anomaly in the GROMOS data.
Above 2 hPa, for which only SOMORA and Aura/MLS data
are available, both data sets need to have a debiased relative
difference to GROMOS larger than 10 % to be identified as
an anomaly.

3.2 GROMOS time series

The monthly means of the GROMOS time series (Fig. 1a)
clearly depict the maximum of ozone VMR between 10 hPa
and 5 hPa and the seasonal ozone variation, with increased
spring–summer ozone in the middle stratosphere and in-
creased autumn–winter values in the upper stratosphere
(Moreira et al., 2016). Figure 1b shows GROMOS’ relative
deviations from the monthly climatology (monthly means
over the whole period 1995 to 2017). This ozone deviation is
calculated by the ratio of the deseasonalized monthly means
(difference between each individual monthly mean and the
corresponding climatology of this month) and the monthly
climatology. We observe some periods in which GROMOS

data deviate from their usual values, mostly distinguishable
between the lower–middle stratosphere and the upper strato-
sphere. In the lower–middle stratosphere we observe nega-
tive anomalies (less ozone than usual) in 1995 to 1997 and
2005 to 2006 and positive anomalies (more ozone than usual)
in 1998 to 2000, in 2014 to 2015, and in 2017. In the up-
per stratosphere the data show negative anomalies in 2016
and positive anomalies in 2000 and 2002 to 2003. Strong but
short-term positive anomalies are visible in 1997 in the up-
per stratosphere and at the beginning of 2014. The positive
anomaly in the upper stratosphere in 1997 is due to some
missing data in November 1997 because of an instrumental
upgrade, leading to a larger monthly mean value than usual.
Besides this we did not detect any systematic instrumental
issues in the GROMOS data that could explain the anoma-
lies. Therefore, we compare the GROMOS data with the pre-
sented ground-based data sets, as well as with Aura/MLS
data, to check whether the observed anomalies are due to nat-
ural variability or due to unexplained instrumental issues.

3.3 Comparison of different data sets

We compared GROMOS with ground-based and Aura/MLS
data and averaged them over three altitude ranges (Fig. 2).
The different data sets have been smoothed with the averag-
ing kernels of GROMOS to make a direct comparison possi-
ble, as described in Sect. 3.1.2. Due to the similar vertical res-
olution of GROMOS and SOMORA, the SOMORA profiles
have not been smoothed by GROMOS’ averaging kernels,
despite differences between their a priori data and averaging
kernels. This might lead to larger differences between GRO-
MOS and SOMORA than between GROMOS and the other
instruments. To avoid an instrument not covering the full
range of one of the three altitude ranges, all ozonesonde data
have been cut at 30 km (≈ 11.5 hPa), all lidar data at 3 hPa
(≈ 39 km), and all SOMORA data below 13 hPa (≈ 29 km)
for this analysis. The different instrument time series shown
in Fig. 2 only contain data that are coincident with GRO-
MOS measurements as described in Sect. 3.1.2, whereas the
GROMOS data shown here represent the complete GRO-
MOS time series with its high temporal sampling. This might
lead to some sampling differences that are not considered in
this figure.

The different data sets agree well, showing, however, peri-
ods in which some instruments deviate more from GROMOS
than others. In the upper stratosphere (Fig. 2a), GROMOS
and SOMORA agree well most of the time, but GROMOS
reports slightly less ozone than SOMORA and also smaller
values than Aura/MLS. A step change between SOMORA
and GROMOS is visible in 2005, which might be related
to the SOMORA front-end change in 2005. In the middle
stratosphere (Fig. 2b), both lidars exceed the other instru-
ment data in the last years, starting in 2004 at OHP and in
2010 at MOH. Similar deviations of the MOH and OHP li-
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Figure 2. Monthly means of ozone VMR from the microwave radiometers GROMOS (Bern) and SOMORA (Payerne), the lidars at the
observatories of Hohenpeissenberg (MOH) and Haute Provence (OHP), and the ozonesonde measurements at MOH, OHP, and Payerne, as
well as Aura/MLS data above Bern. The data have been averaged over three altitude ranges.

dars have also been observed by Steinbrecht et al. (2017), as
can be seen in the latitudinal lidar averages of their study.

Differences between the data sets in the lower stratosphere
can be better seen in Fig. 3. The monthly relative differ-
ences of time coincident pairs of GROMOS (GR) and the
convolved data set X are shown, with GROMOS data as ref-
erence values (Eq. 2). The mean relative difference of all in-
struments compared to GROMOS (black line in Fig. 3) gen-
erally lies within ∼±10 %. However, there are some peri-
ods with larger deviations, in which GROMOS measures less
ozone than the other instruments (negative relative differ-
ence) in 1995 to 1997 and in 2006 in the lower stratosphere
and in 2016 in the middle and upper stratosphere. We fur-
ther observe that the relative difference between GROMOS
and the OHP ozonesonde shows some important peaks in the
last decade, indicating that the sonde often measures more
ozone than GROMOS. The ozonesonde data seem to have
some outlier profiles. When comparing the monthly means
of coincident pairs, these outliers are even more visible be-
cause only a small number of OHP ozonesonde profiles are
available per month (only four profiles on average).

For a broader picture, the same relative differences to
GROMOS are shown in Fig. 4, but each panel represents an
individual instrument, and all altitude levels are shown. The
anomalies for which at least three data sets (or two above
2 hPa) deviate by more than 10 % from GROMOS (as de-

scribed in Sect. 3.1.2) are shown in the lowest panel in black.
In addition to the negative anomalies observed already in
the other figures (e.g. in 2006 in the lower stratosphere and
in 2016 in the upper stratosphere), we also observe posi-
tive anomalies in the lower–middle stratosphere in 2000 and
2014. The negative anomalies in 1995 to 1997 in the lower
stratosphere that we observed in Fig. 3 were only partly de-
tected as anomalies with our anomaly criteria.

To summarize our comparison results, we observed some
periods with anomalies compared to GROMOS’ climatology
(Fig. 1). Some of these anomalies were also observed when
comparing GROMOS to the different data sets (Figs. 2, 3,
and 4). This implies that the source of the anomalies is lo-
cal variations in Bern or instrumental issues of GROMOS
rather than broad atmospheric variability. We can thus con-
clude that the observed negative GROMOS anomalies in the
lower stratosphere in 2006 and in the upper stratosphere in
2016 are biases in the GROMOS time series. The same is the
case for the positive anomalies in 2000 and 2014 in the lower
and middle stratosphere and also for some summer months in
2015, 2016, and 2017. In contrast to these confirmed anoma-
lies, the GROMOS anomalies in the lower stratosphere in
1995 to 1997 (negative) and 1998 and 1999 (positive) as
observed in Fig. 1 are small when comparing to the other
instruments and are thus only confirmed for a few months
by our anomaly detection. The biased periods in the upper
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Figure 3. Relative differences (RD) of monthly means between GROMOS and coincident pairs of SOMORA, lidars (MOH, OHP), ozoneson-
des (Payerne, MOH, OHP), and Aura/MLS, averaged over three altitude ranges. The relative difference (RD) is given by (GR−X)/GR ·100,
where GR represents GROMOS monthly means and X represents monthly means of the other data sets. The black lines show the mean
values of all RDs, and the grey shaded areas show its standard deviation.

stratosphere in 2000 and 2002 to 2003 (positive anomalies)
were not confirmed by comparing GROMOS to SOMORA
and might thus be real ozone variations. However, we have
to keep in mind that fewer instruments (only SOMORA and
Aura/MLS) provide data for comparison above 2 hPa, which
makes the anomaly detection less robust at these altitudes,
especially prior to the start of Aura/MLS measurements in
2004. Our results are consistent with those reported by Mor-
eira et al. (2017). They compared GROMOS with Aura/MLS
data and also observed positive deviations of GROMOS in
the middle stratosphere in 2014 and 2015 as well as a neg-
ative deviation in the upper stratosphere in 2016. Hubert et
al. (2019) found similar anomalies in the GROMOS time se-
ries by comparing ground-based data sets to several satellite
products (see also SPARC/IO3C/GAW, 2019). Some of our
detected biased periods were also found by Steinbrecht et al.
(2009a) who compared different ground-based instruments,
for example, the GROMOS anomaly in 2006. They attribute
the observed biases to sampling differences but also to irreg-
ularities in some data sets. In fact, our results confirm irregu-
larities in the GROMOS time series, which are probably due
to instrumental issues of GROMOS and not only due to sam-
pling differences.

4 Ozone trend estimations

Ozone trends are estimated in the present study by using
a multilinear parametric trend model (von Clarmann et al.,
2010). By comparing the GROMOS data to the other data
sets as described above (Sect. 3.3), we have confirmed some
anomalous periods in the GROMOS time series. To improve
the GROMOS trend estimates, we now use these detected
anomalies and consider them in the regression fit. In the fol-
lowing, the trend model (Sect. 4.1) will first be applied to an
artificial time series to test and illustrate the approach of con-
sidering anomalies in the regression (Sect. 4.2). It will then
be applied on GROMOS data (Sect. 4.3) before comparing
the resulting GROMOS trends to trends from the other in-
struments (Sect. 4.4).

4.1 Trend model

To estimate stratospheric ozone trends, we applied the mul-
tilinear parametric trend model from von Clarmann et al.
(2010) to the monthly means of all individual data sets. The
model fits the following regression function:

y(t)= a+ b · t

+ c ·QBO30 hPa(t)+ d ·QBO50 hPa(t)

+ e ·F10.7(t)
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+ f ·MEI(t)
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4∑

n=1
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gn · sin
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2πt
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)
+hn · cos

(
2πt
ln

))
, (4)

where y(t) represents the estimated ozone time series,
t is the monthly time vector, and a to h are coeffi-
cients that are fitted in the trend model. QBO30 hPa and
QBO50 hPa are the normalized Singapore winds at 30 and
50 hPa, used as indices of the quasi-biennial oscillation
(QBO, available at http://www.geo.fu-berlin.de/met/ag/strat/
produkte/qbo/singapore.dat, last access: 28 March 2019).
F10.7 is the solar flux at a wavelength of 10.7 cm used to rep-
resent the solar activity (measured in Ottawa and Penticton,
Canada; National Research Council of Canada, 2019). The El
Niño Southern Oscillation (ENSO) is considered by the Mul-
tivariate ENSO Index (MEI), that combines six meteorolog-
ical variables measured over the tropical Pacific (Wolter and
Timlin, 1998). The F10.7 data and the MEI data are avail-
able via https://www.esrl.noaa.gov/psd/data/climateindices/
list/ (last access: 28 March 2019). In addition to the de-
scribed natural oscillations, we used four periodic oscilla-
tions with different wavelengths ln to account for annual
(l1 = 12 months) and semi-annual (l2 = 6 months) oscilla-
tion as well as two further overtones of the annual cycle
(l3 = 4 months and l4 = 3 months).

The strength of the model from von Clarmann et al. (2010)
used in our study is that it can consider inhomogeneities in
data sets, by considering a full error covariance matrix (Sy)
when reducing the cost function (χ2). Inhomogeneous data
can originate from changes in the measurement system (e.g.
changes in calibration standards or merging of data sets with
different instrumental modes), from irregularities in spatial
or temporal sampling, or from unknown instrumental issues.
Such inhomogeneities lead to groups of temporally corre-
lated data errors, that can, if not considered, change signif-
icance and slope of the estimated trend (von Clarmann et al.,
2010). The study of von Clarmann et al. (2010) presents an
approach to consider known or suspected inhomogeneities in
the trend analysis. They divide the data into multiple sub-
sets which are assumed to be biased with respect to each
other and which are characterized by diagonal blocks in the
data covariance matrix. We use their method and code in our
trend analyses to account for inhomogeneities. The inhomo-
geneities are in our case anomalies in some months that we
identified as described in Sect. 3.1.2.

The total uncertainty of the data set is represented by a
full error covariance matrix Sy that describes covariances be-
tween the measurements in time for each pressure level. The
covariance matrix is for each instrument given by

Sy = Sinstr+Sautocorr+Sbias, (5)

where Sinstr gives the monthly uncertainty estimates for the
instrument, Sautocorr accounts for residuals autocorrelated in
time which are caused by atmospheric variation not captured

by the trend model, and Sbias describes the bias uncertainties
when a bias is considered. The diagonal elements of Sinstr
are set to the monthly means of the measurement uncertain-
ties for each instrument. For lidar data this is on average 4 %
for the OHP lidar and 6 % at MOH between∼ 20 and 40 km,
with smallest uncertainties in the middle stratosphere. For the
ozonesonde, the uncertainty is assumed to be 5 % for all ECC
sondes and 10 % for BM sondes (Harris et al., 1998; Smit
and ASOPOS Panel, 2013). For SOMORA we use uncertain-
ties composed of smoothing and observational error, ranging
from 1 % to 2 % in the middle stratosphere and 2 % to 7 %
in the upper stratosphere. The Aura/MLS uncertainties used
range between 2 % and 5 % throughout the stratosphere. For
GROMOS we use uncertainty estimates as described by Mor-
eira et al. (2015), composed of the standard error (σ/

√
DOF,

with standard deviation σ and degrees of freedom DOF) of
the monthly means, an instrumental uncertainty (measure-
ment noise), and an estimated systematic instrument uncer-
tainty obtained from cross-comparison. The resulting uncer-
tainty values are approximately 5 % in the middle strato-
sphere, 6 % to 8 % in the lower stratosphere, and 6 % to
7 % in the upper stratosphere. The off-diagonal elements of
Sinstr are set to zero, assuming no error correlation between
the measurements in time. The additional covariance matrix
Sautocorr, which is added to Sinstr, is first also set to zero. In
a second iteration, autocorrelation coefficients are inferred
from residuals of the initial trend fit. The mean variance of
Sautocorr is scaled such that the χ2 divided by the degrees of
freedom of the trend fit with the new Sy becomes unity. The
degrees of freedom are the number of data points minus the
number of fitted variables. The latter are the number of the
coefficients of the trend model plus the number of relevant
correlation terms inferred by the procedure described above.
This additional covariance matrix Sautocorr represents contri-
butions to the fit residuals which are not caused by data er-
rors but by phenomena that are not represented by the trend
model. Sautocorr is only considered if the initial normalized χ2

is larger than unity, which is not the case if the assumed data
errors are larger than the fit residuals (Stiller et al., 2012).
The more sophisticated uncertainty estimates that we use for
GROMOS are larger than the residuals in the first regression
fit (χ2 < 1), which means that the time correlated residuals
(Sautocorr) are not considered for the GROMOS trend. For all
the other instruments, however, correlated residuals are con-
sidered because we use simple instrumental uncertainties that
are usually smaller than the fitted residuals.

To account for the anomalies in the time series when esti-
mating the trends we adapted Sy in two steps. First, we in-
creased the uncertainties for months and altitudes for which
anomalies were identified (using the method described in
Sect. 3.1.2). For this purpose, we set the diagonal elements
of Sinstr for the respective month i to a value obtained from
the mean difference to all instruments (RDdebiased,i) and the
mean GROMOS ozone value. Assuming, for example, that
GROMOS deviates from all instruments on average by 10 %
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Figure 4. Relative differences (RDs) of monthly means between GROMOS and SOMORA, lidars (MOH and OHP), ozonesondes (Payerne,
MOH, OHP), and Aura/MLS. The lowest panel shows the mean of all RDs. The black areas in the lowest panel show periods in which at
least three data sets (or two data sets above 2 hPa) have a debiased relative difference (RDdebiased) larger than 10 %.

in August 2014 at 10 hPa, the overall mean August value at
this altitude would be 7 ppm. In this case we would assume
an uncertainty of 0.7 ppm for this biased month at this alti-
tude level. In a second step, we account for biases in the data
subsets in which anomalies were detected. For this, a fully
correlated block composed of the squared estimated bias un-
certainties is added to the part of Sbias that is concerned by
anomalies. For example, to account for a bias in the summer
months of 2014, a fixed bias uncertainty is added to all vari-

ances and covariances of these months in Sbias. Considering
the bias in this way is mathematically equivalent to treating
the bias as an additional fit variable that is fitted to the regres-
sion model with an optimal estimation method, as shown by
von Clarmann et al. (2001). The value chosen for the bias
uncertainty determines how much the bias is estimated from
the data itself. For small values, the bias will be close to the
a priori value, which would be a bias of zero; for large values
it will be estimated completely from the given data. The bias
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can thus be estimated from the data itself, which makes the
method more robust because it does not depend on an a pri-
ori choice of the bias (Stiller et al., 2012). In a sensitivity test
we found that assuming an uncertainty value of 5 ppm for
the correlated block permits a reliable fit, whereby the bias is
fitted independently of the a priori zero bias.

The described procedure for anomaly consideration is only
applied to the GROMOS time series, whereas the other trend
estimates were not corrected for anomalies. Our ozone trend
estimates always start in January 1997, which is the most
likely turning point for ozone recovery due to the decrease
of ODSs (Jones et al., 2011), and all end in December 2017.
Exceptions are the trends from SOMORA and Aura/MLS.
The SOMORA trend starts in January 2000 when the instru-
ment started to measure ozone. Aura/MLS covers the shortest
trend period, starting only in January 2005. The trends are al-
ways given in % decade−1, which is determined at each alti-
tude level from the regression model output in ppm decade−1

by dividing it for each data set by its ozone mean value of
the whole period. We declare a trend to be significantly dif-
ferent from zero at a 95 % confidence interval, as soon as
its absolute value exceeds twice its uncertainty. This statis-
tically inferred confidence interval is based on the assumed
instrumental uncertainties. Unknown drifts of the data sets,
however, are not considered in this claim.

4.2 Artificial time series analysis

The trend programme from von Clarmann et al. (2010) can
handle uncertainties in a flexible way, which makes it pos-
sible to account for anomalies in a time series, as described
above (Sect. 4.1). To investigate how anomalies can be best
considered in the trend programme, we first test the pro-
gramme with a simple artificial time series and then try to use
the specific features of the trend programme to immunize it
against anomalies. The artificial time series used for this pur-
pose consists of monthly ozone values from January 1997 to
December 2017 and is given by

y(t)= a+ b · t + g · sin
(

2πt
ln

)
+h · cos

(
2πt
ln

)
, (6)

with the monthly time vector t , a constant ozone value
a = 7 ppm, and a trend of 0.1 ppm decade−1, i.e. b =
0.1/120 ppm per month. We consider a simple seasonal
oscillation with an amplitude A= 1 ppm such that A2

=

g2
+h2 (e.g. g = h=−

√
0.5 ppm) and a wavelength ln = 12

months. The uncertainty was assumed to be 0.1 ppm for each
monthly ozone value, which was considered in the diagonal
elements of Sy . No noise was superimposed to the data. This
artificial time series (shown in Fig. 5a) is later on referred
to as case A. The estimated trend for this simple time series
corresponds quasi-perfectly to the assumed time series’ trend
(0.1 ppm decade−1), which proves that the trend programme
works well. The residuals are of order 10−6 and increase to-
wards the start and end of the time series (Fig. 5b).

Figure 5. (a) Artificial ozone time series (composed of a simple
seasonal cycle and a linear trend) and its model fit and linear trend
estimation. (b) Trend model residuals (data−model fit).

To investigate how the trend programme reacts to anoma-
lies in the time series, we performed the following sensitivity
study. We increased the monthly ozone values in the sum-
mer months (June, July, August) of 2014, 2015, and 2017
by 5 % (≈ 0.4 ppm). Since we are interested in the net ef-
fect of the anomalies, again no noise was superimposed on
the test data. The same error covariance matrix Sy as in case
A has been used. For this modified time series (case B), we
observe a trend of ∼ 0.13 ppm decade−1 instead of the ex-
pected ∼ 0.1 ppm decade−1 (Fig. 6 and Table 2). Assuming
that a real time series contains such suspicious anomalies due
to, for example, instrumental issues, they would distort the
true trend.

A simple way to handle such anomalies would be to omit
anomalous data in the time series. This, however, would in-
crease trend uncertainties and lead to a loss of important in-
formation. Therefore, we use the presented approach to han-
dle anomalous observations in the time series when estimat-
ing the trend. To account for these anomalies in the trend
estimation, we make use of the fact that the user of the trend
programme has several options to manipulate the error co-
variance matrix Sy . In a first attempt we decreased the weight
of the anomalies in the time series by increasing their un-
certainties (diagonal elements of Sy) and set the uncertain-
ties of the affected summer months to 0.36 ppm (case C in
Fig. 6 and Table 2). This uncertainty value corresponds to
5 % of the overall mean ozone value. The uncertainty of the
months without anomalies remained 0.1 ppm. No additional
error correlations between the anomaly-affected data points
were considered. The impact of the anomaly is already re-
duced from about 33 % to about 3 %. The estimated error
of the trend has slightly increased because, with this mod-
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Table 2. Summary of the artificial ozone time series and the different model parameters used to correct the trend estimation for artificially
added anomalies.

Parameters in the artificial time series Parameters in the trend programme

Case True trend Added anomalies Monthly uncert.a Uncert. for anomaliesb Bias uncert.c Estimated trend

A 0.1 ppm decade−1 – 0.1 ppm – – 0.100± 0.010 ppm decade−1

B 0.1 ppm decade−1 5 % 0.1 ppm – – 0.133± 0.010 ppm decade−1

C 0.1 ppm decade−1 5 % 0.1 ppm 0.36 ppm – 0.103± 0.011 ppm decade−1

D 0.1 ppm decade−1 5 % 0.1 ppm – 5 ppm 0.100± 0.011 ppm decade−1

E 0.1 ppm decade−1 5 % 0.1 ppm 0.36 ppm 5 ppm 0.100± 0.011 ppm decade−1

a Uncertainty considered in the diagonal elements of the covariance matrix Sy . b Uncertainty considered in the diagonal elements of Sy for months with anomalies. c Bias uncertainty
considered in the off-diagonal elements of Sy for months with anomalies, set as a correlated block.

Figure 6. (a) Ozone time series and linear trends for the same arti-
ficial ozone time series as in Fig. 5 (case A). Anomalies were added
to the time series in the summer months 2014, 2015, and 2017 in
case B. Different corrections have been applied to account for those
anomalies in the trend fit, represented by cases C to E. (b) Linear
trend estimates for the time series without anomalies (case A) and
the time series with added anomalies, for which the anomalies were
considered in different ways (cases C, D, E) or not considered at all
(case B). The error bars show 2 standard deviation (σ ) uncertainties.

ified covariance matrix which represents larger data errors,
the data set contains less information.

In a next step, we added a correlated block to the covari-
ance matrix for the months containing anomalies and applied
the Sy once without (case D) and once with (case E) the in-
creased diagonal elements of Sy . Adding the correlated block
to Sy corresponds to an unknown bias of the data subset that
is affected by anomalies and leads to a free fit of the bias
magnitude. This bias is represented in Sy as a fully corre-
lated block of (5 ppm)2. It has an expectation value of zero
and an uncertainty of 5 ppm. With this approach (cases D and
E), the trend obtained from the anomaly-affected data is al-
most identical to the trend obtained from the original data

(case A). This implies that the trend estimation has success-
fully been immunized against the anomaly.

In summary, we found that the trend estimates based on
anomaly-affected data are largely improved by consideration
of the anomalies in the covariance matrix, while without this,
a largely erroneous trend is found. For this purpose it is not
necessary to know the magnitude of the systematic anomaly.
It is only necessary to know which of the data points are af-
fected. We further found that the trend estimate is closer to
its true value when higher uncertainties are chosen (diagonal
elements of Sy or correlated block in Sy ; not shown). This
can be explained by the fact that the additional uncertainties
represented by Sy allow the bias to vary as in an optimal es-
timation scheme in which the bias is a fit variable itself (von
Clarmann et al., 2001). When estimating the bias, the larger
the bias uncertainty is, the less confidence is accounted to
the a priori knowledge about the bias (that would be a bias of
zero), and the bias is then determined directly from the data
as if it were an additionally fitted variable. Based on our test
with the artificial time series, we conclude that our method
succeeds in handling suspicious anomalies in a time series,
leading to an estimated trend close to the trend that would be
expected without anomalies.

4.3 GROMOS trends

The GROMOS time series has been used for trend estima-
tions in Moreira et al. (2015), who found a significant pos-
itive trend in the upper stratosphere. In recent years, GRO-
MOS showed some anomalies leading to larger trends than
expected in the middle atmosphere, as, for example, shown
by Steinbrecht et al. (2017) or SPARC/IO3C/GAW (2019).
These larger trends motivated us to improve GROMOS trend
estimates by accounting for the observed anomalies. In the
following, we present the trend profiles of the GROMOS
time series by considering the detected anomalies in the trend
programme with the different correction methods that were
introduced in Sect. 4.1. In a first step, we estimated the trend
without considering anomalies in the data (case I in Fig. 7).
The uncertainties of the data that are used as diagonal ele-
ments in Sy range between 5 % and 8 % and are composed
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Figure 7. GROMOS ozone trends from January 1997 to De-
cember 2017, without considering anomalies (case I), considering
anomalies in the diagonal elements of Sy (case II), and considering
a correlated bias block for anomalies (case III). The shaded areas
show 2σ uncertainties, whereas the bold lines represent altitudes at
which the trend profile is significantly different from zero at a 95 %
confidence interval (|trend|> 2σ ).

as proposed by Moreira et al. (2015) (see Sect. 4.1). In a sec-
ond step (case II), we increased the uncertainties (diagonal
elements of Sy) for the months and altitudes that were de-
tected as anomalies. The uncertainties for these anomalous
data have been set to a value obtained from the difference
to the other data sets (RDdebiased), as described in Sect. 4.1.
Finally, we considered a fully correlated block for the peri-
ods in which anomalies were detected to fit a bias (case III).
The bias uncertainty was set to 5 ppm at all altitudes, which
ensures that the bias is fully estimated from the data. The
diagonal elements of Sy stayed the same as in case II.

The trend profiles in Fig. 7 report an uncorrected GRO-
MOS ozone trend (case I) of about 3 % decade−1 in the mid-
dle stratosphere from 31 to 5 hPa, which decreases above to
around−4 % decade−1 at 0.8 hPa. Correcting the trend by in-
creasing the uncertainty for months with anomalies (case II)
decreases the trend slightly in the lower stratosphere, but
the differences are small. Using a correlated block in the
covariance matrix to estimate the bias of each anomaly in
an optimized way (case III) decreases the trend by around
1 % decade−1 in the lower stratosphere. The trend profile of
this optimized trend estimation has a trend of 2.2 % decade−1

in the lower and middle stratosphere and peaks at approx-
imately 4 hPa with a trend of 2.7 % decade−1. The cor-
rected trend profile is consistent with recent satellite-based
ozone trends (e.g. Steinbrecht et al., 2017) in the middle

stratosphere. In the upper stratosphere it decreases again to
−2.4 % decade−1 at 0.8 hPa.

All these different GROMOS trend estimates, considering
anomalies in different ways, show a significant positive trend
of ∼ 2.5 % decade−1 at around 4 hPa (≈ 37 km) and a trend
decrease above. This agreement indicates that the trend at
these altitudes is only marginally affected by the identified
anomalies and is rather robust. We can thus conclude that the
trend of around 2.5 % decade−1 is a sign for an ozone recov-
ery in the altitude range of 35 to 40 km. This result is con-
sistent with trends derived from merged satellite data sets as,
for example, found in Ball et al. (2017), Frith et al. (2017),
Sofieva et al. (2017), or Steinbrecht et al. (2017), even though
the GROMOS trend peak is observed at slightly lower alti-
tudes. A possible reason for this difference in the trend peak
altitude might be related to the averaging kernels of the cur-
rent GROMOS retrieval version. We observe that after the
instrument upgrade in 2009, the averaging kernels peak at
higher altitudes than expected, indicating that the informa-
tion is retrieved from slightly higher altitudes (∼ 2 to 4 km).
It is therefore possible that the trend peak altitude does not
exactly correspond to the true peak altitude. The instrumen-
tal upgrade in 2009 led to a change in the averaging kernels.
This change, however, should not influence the trend esti-
mates because the data have been harmonized (see Sect. 2.1)
and thus corrected for such effects. The harmonization also
corrects for possible effects due to changes in the temporal
resolution (from 1 h to 30 min).

In the upper stratosphere (above 2 hPa), the GROMOS
trend estimates are mostly insignificant but negative. This is
probably influenced by the negative trend observed in the
mesosphere. A negative ozone trend in the mesosphere is
consistent with theory because increased methane emissions
lead to an enhanced ozone loss cycle above 45 km (WMO,
2014). However, this is not further investigated in the present
study because of the small mesospheric measurement re-
sponse in the GROMOS filter bench data (before 2009).

In the middle and lower stratosphere (below 5 hPa), us-
ing different anomaly corrections results in largest trend
differences, with trends ranging from 2 % decade−1 to
3 % decade−1. This result suggests that the GROMOS
anomalies mostly affect these altitudes between 30 and 5 hPa.
The corrected GROMOS trend (case III) is not significantly
different from zero below 23 hPa, but cases I (uncorrected)
and II (corrected by Sy) show significant trends. Compared to
other studies, the GROMOS trends in the lower stratosphere
are slightly larger than trends of most merged satellite data
sets.

In summary, correcting the GROMOS trend with our
anomaly approach leads to a trend profile of∼ 2 % decade−1

to 2.5 % decade−1 in the lower and middle stratosphere. This
is consistent with satellite-based trends from recent studies in
the middle stratosphere but is still larger than most satellite
trends in the lower stratosphere. The GROMOS trends are
almost not affected by anomalies at 4 hPa (≈ 37 km), sug-
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Figure 8. GROMOS (GR) trends from January 1997 to December 2017 using its high temporal resolution (normal data set with correction for
anomalies) as well as the temporal sampling rate of the different lidars (a) and ozonesondes (b). The shaded areas show the 2σ uncertainties,
and bold lines identify trends that are significantly different from zero.

gesting a robust ozone recovery of 2.5 % decade−1 at this al-
titude. At lower altitudes, trends are more affected by the de-
tected anomalies, and the corrected trend estimate shows a
trend of 2 % decade−1. The larger uncertainties in the lower
stratosphere, the dependency on anomalies, and the insignif-
icance of the corrected trend show that this positive trend in
the lower stratosphere is less robust than the trend at higher
altitudes.

4.3.1 Influence of temporal sampling on trends

Stratospheric ozone at northern mid-latitudes has a strong
seasonal cycle of ∼ 16 % (Moreira et al., 2016) and a mod-
erate diurnal cycle of 3 % to 6 % (Schanz et al., 2014; Studer
et al., 2014). The sampling rate of ozone data is thus impor-
tant for trend estimates because measurement dependencies
on season or time of the day might influence the resulting
trends. An important characteristic of microwave radiome-
ters is their measurement continuity, being able to measure
during day and night as well as during almost all weather
conditions (except for an opaque atmosphere) and thus dur-
ing all seasons. Other ground-based instruments such as li-
dars are temporally more restricted because they typically ac-
quire data during clear-sky nights only. Clear-sky situations
are more frequent during high-pressure events which vary
with season and location (Steinbrecht et al., 2006; Hatzaki
et al., 2014). The lidar measurements thus do not only de-
pend on the daily cycle, but also on location and season. The
seasonal dependency for ozonesondes might be smaller, but
they are only launched during daytime.

Figure 8 gives an example of how the measurement sam-
pling rate can influence resulting trends. The GROMOS time

series is used for these trend estimates, once using only mea-
surements at the time of lidar measurements and once only at
the time of ozonesonde launches. The differences to the trend
that uses the complete GROMOS sampling are not signifi-
cant but still important, especially between 35 and 40 km and
in the lower stratosphere. Using the sampling of the MOH li-
dar leads to larger trends (∼ 3 % decade−1) than using the
normal sampling (∼ 2 % decade−1) below 5 hPa. The OHP
lidar sampling, however, leads to smaller trends than the nor-
mal sampling above 13 hPa. This suggests that selecting dif-
ferent night measurements within a month can lead to trend
differences.

All three ozonesonde samplings result in a larger trend
than normal or lidar sampling above 5 hPa. Even if ozoneson-
des are not measuring at those altitudes, the result shows that
measuring with an ozonesonde sampling (e.g. only at noon)
might influence the trend at these altitudes. Our findings sug-
gest that the time of the measurement (day or night) or the
number and the timing of measurements within a month can
influence the resulting trend estimates. Results concerning
the time dependences of trends based on SOMORA data can
be found in Maillard Barras et al. (2019). We conclude that
sampling differences have to be kept in mind when compar-
ing trend estimates from instruments with different sampling
rates or measurement times.

4.3.2 Influence of time period on trends

An important factor that influences trend estimates is the
length and starting year of the trend period. Several stud-
ies have shown that the choice of start or end point af-
fects the resulting trend substantially (Harris et al., 2015;
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Weber et al., 2018). Further, the number of years in the
trend period is crucial for the trend estimate (Vyushin et al.,
2007; Millán et al., 2016). We investigate how the GRO-
MOS trends change when the regression starts in different
years. For this, we average the GROMOS trends over three
altitude ranges and determine the trend for periods of differ-
ent lengths, all ending in December 2017 but starting in dif-
ferent years (Fig. 9). As expected, the uncertainties increase
with decreasing period length, and trends starting after 2010
are thus not even shown. Consequently, trends become in-
significant for short trend periods. In the lower and middle
stratosphere, more than 11 years is needed to detect a signif-
icant positive trend (at a 95 % confidence level) in the GRO-
MOS data, whereas the 23 years considered is not enough
to detect a significant trend in the upper stratosphere (above
3 hPa). Weatherhead et al. (2000) and Vyushin et al. (2007)
state that at least 20 to 30 years is needed to detect a sig-
nificant trend at mid-latitudes, but their results apply to to-
tal column ozone, which can not directly be compared with
our ozone profiles. In general we observe that the magni-
tude of the trend estimates highly depends on the starting
year. Furthermore, the trends start to increase in 1997 (mid-
dle stratosphere) or 1998 (lower stratosphere), probably due
to the turning point in ODSs. The later the trend period starts
after this turning point, the larger the trend estimate is, which
has also been observed by Harris et al. (2015). Starting the
trend, for example, in the year 2000, as is done in other stud-
ies (e.g. Steinbrecht et al., 2017; SPARC/IO3C/GAW, 2019),
increases the GROMOS trend by almost 2 % decade−1 com-
pared to the trend that starts in 1997. The trend magnitudes
depend on the starting year of the regression, which is contro-
versial to the definition of a linear trend that does not change
with time. This illustrates that the true trend might not be
linear or that some interannual variations or anomalies are
not captured by the trend model. Nevertheless, our findings
demonstrate that it is important to consider the starting year
and the trend period length when comparing trend estimates
from different instruments or different studies.

4.4 Trend comparison

The GROMOS trend profile (corrected as described above)
and trend profiles for all instruments at the other measure-
ment stations (uncorrected) are shown in Fig. 10. The trend
profiles agree on a positive trend in the upper stratosphere,
whereas they differ at lower altitudes. Due to the given un-
certainties, most of the trend profiles are not significantly dif-
ferent from zero at a 95 % confidence interval. Only GRO-
MOS, the lidars, and the ozonesonde at OHP show signifi-
cant trends in some parts of the stratosphere (bold lines in
Fig. 10).

We observe that all instruments that measure in the up-
per stratosphere show a trend maximum between ∼ 4 and
∼ 1.8 hPa (between ∼ 37 and 43 km), which indicates that
ozone is recovering at these altitudes. The trend max-

Figure 9. GROMOS trends averaged over three altitude ranges
starting in different years, all ending in December 2017. The error
bars show the 2σ uncertainties. Trend estimates that are not signif-
icantly different from zero at a 95 % confidence interval are shown
in grey.

ima range from ∼ 1 % decade−1 to 3 % decade−1, which
is comparable with recent, mainly satellite-based ozone
trends for northern mid-latitudes (e.g. Ball et al., 2017;
Frith et al., 2017; Sofieva et al., 2017; Steinbrecht et al.,
2017; SPARC/IO3C/GAW, 2019). Only the lidar trend at
MOH is larger throughout the whole stratosphere, with ∼
3 % decade−1 in the middle stratosphere and 4 % decade−1

to 5 % decade−1 between 5 and 2 hPa. Nair et al. (2015)
observed similar trend results for the MOH lidar, even if
they consider 5 fewer years with a trend period ranging
from 1997 to 2012. Steinbrecht et al. (2006) found that li-
dar data at MOH and OHP deviate from reference satellite
data above 35 km before 2003, with less ozone at MOH and
more ozone at OHP compared to SAGE satellite data (Strato-
spheric Aerosol and Gas Experiment; McCormick et al.,
1989). Opposite drifts are reported by Eckert et al. (2014) af-
ter 2002 compared to MIPAS satellite data (Michelson Inter-
ferometer for Passive Atmospheric Sounding; Fischer et al.,
2008). Combining those drifts might explain our large MOH
trends and smaller OHP trends. The distance of ∼ 600 km
between the MOH and OHP stations might also explain some
differences between the lidar trends. Furthermore, our sam-
pling results show that the lidar sampling at MOH leads to a
larger trend in the lower stratosphere than using a continuous
sampling, whereas OHP lidar sampling leads to a lower trend
in the middle stratosphere. The large lidar trend at MOH and
the comparable low OHP lidar trend might therefore also be
partly explained by the sampling rate of the lidars. The GRO-
MOS trend peaks at slightly lower altitudes than the trends
of the other instruments. This difference might be related
to the averaging kernels of GROMOS, which indicate that
GROMOS retrieves information from higher altitudes than
expected (∼ 2 km difference).
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Figure 10. Ozone trends of different ground-based instruments in central Europe and Aura/MLS (over Bern, Switzerland). The 2σ uncer-
tainties are shown by shaded areas. Bold lines indicate trends that are significantly different from zero (at a 95 % confidence interval). The
trends at Bern and MOH as well as the Aura/MLS trend are shown in (a), whereas (b) shows the trends from data sets at Payerne and OHP.

In the middle and lower stratosphere, at altitudes below
5 hPa (≈ 36 km), the estimated trends differ from each other.
The microwave radiometers and the MOH lidar report trends
of 0 % decade−1 to 3 % decade−1, and also the ozonesonde at
OHP confirms this positive trend. However, the ozonesondes
at MOH and Payerne as well as Aura/MLS and the OHP li-
dar report a trend of around 0 % decade−1 to −2 % decade−1

below 5 hPa. Some of these observed trend differences can
be explained by instrumental changes or differences in pro-
cessing algorithms and instrument setup. The discrepancy
between ozonesonde and lidar trends at OHP, for example,
are possibly due to the change of the pressure–temperature
radiosonde manufacturer in 2007, which resulted in a step
change in bias between ozonesonde and lidar observations.
A thorough harmonization would be necessary to correct the
trend for this change. The SOMORA trend shows a posi-
tive peak at 30 km, which is probably due to homogenization
problems that are corrected in the new retrieval version of
SOMORA, which is, however, not yet used in our analyses
(Maillard Barras et al., 2019). Furthermore, we have shown
that sampling rates and starting years have an important ef-
fect on the resulting trend. The trend period lengths differ be-
tween SOMORA, Aura/MLS, and the other data sets, which
might also partly explain differences in trend estimates. To
explain the remaining trend differences in the lower strato-
sphere, further corrections, e.g. for anomalies, instrumental
changes, or sampling rates, would be necessary. In brief,
trends in the lower stratosphere are not yet clear. For some
instruments, significant positive trends are reported, but for
many other instruments, trends are negative and mostly not
significantly different from zero. This result reflects the cur-
rently ongoing discussion about lower stratospheric ozone

trends (e.g. Ball et al., 2018; Chipperfield et al., 2018; Stone
et al., 2018).

In summary, our ground-based instrument data agree that
ozone is recovering around 3 hPa (≈ 39 km), with trends
ranging between 1 % decade−1 and 3 % decade−1 for most
data sets. In the lower and middle stratosphere between 24
and 37 km (≈ 31 and 4 hPa), however, the trends disagree,
suggesting that further research is needed to explain the dif-
ferences between ground-based trends in the lower strato-
sphere.

5 Conclusions

Our study emphasizes that natural or instrumental anoma-
lies in a time series affect ground-based stratospheric ozone
trends. We found that the ozone time series from the GRO-
MOS radiometer (Bern, Switzerland) shows some unex-
plained anomalies. Accounting for these anomalies in the
trend estimation can substantially improve the resulting
trends. We further compared different ground-based ozone
trend profiles and found an agreement on ozone recovery
at around 40 km over central Europe. At the same time, we
observed trend differences ranging between −2 % decade−1

and 3 % decade−1 at lower altitudes.
We compared the GROMOS time series with data from

other ground-based instruments in central Europe and found
that they generally agree within ±10 %. Periods with larger
discrepancies have been identified and confirmed to be
anomalies in the GROMOS time series. We did not find the
origins of these anomalies and assume that they are due to
instrumental issues of GROMOS. The identified anomalies
have been considered in the GROMOS trend estimations be-
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cause they can distort the trend. By testing this approach first
on a theoretical time series and then with the real GROMOS
data, we have shown that identifying anomalies in a time se-
ries and considering them in the trend analysis makes the re-
sulting trend estimates more accurate. With this method, we
propose an approach of advanced trend analysis based on the
work of von Clarmann et al. (2010) that may also be applied
to other ground- or satellite-based data sets to obtain more
consistent trend results.

Comparing the GROMOS trend with other ground-based
trends in central Europe suggests that ozone is recovering in
the upper stratosphere between around 4 and 1.8 hPa (≈ 37
and 43 km). This result confirms recent, mainly satellite-
based studies. At other altitudes, we have observed contrast-
ing trend estimates. We have shown that the observed differ-
ences can partly be explained by different sampling rates and
starting years. Other reasons might be instrumental changes
or nonconformity in measurement techniques, instrumental
systems, or processing approaches. Further, the spatial dis-
tance between some stations might explain some trend dif-
ferences because different air masses can be measured, es-
pecially in winter when polar air extends over parts of Eu-
rope. Accounting for anomalies in the different data sets as
proposed in the present study might be a first step to im-
prove trend estimates. Combined with further corrections,
e.g. for sampling rates or instrumental differences, this ap-
proach may help to decrease discrepancies between trend
estimates from different instruments. In many other studies,
the observed trend differences are less apparent because the
ground-based data are averaged over latitudinal bands (e.g.
WMO, 2014; Harris et al., 2015; Steinbrecht et al., 2017).
Nevertheless, it is important to be aware that ground-based
trend estimates differ considerably, especially in the lower
stratosphere. Exploring the origin of the differences and im-
proving the trend profiles in a similar way as we did for GRO-
MOS may be an important further step on the way to moni-
toring the development of the ozone layer. To summarize, we
have shown that anomalies in time series need to be consid-
ered when estimating trends. Our ground-based results con-
firm that ozone is recovering in the upper stratosphere above
central Europe and emphasize the urgency to further inves-
tigate lower stratospheric ozone changes. The presented ap-
proach to improve trend estimates can help in this endeavour.

Data availability. All ground-based data used in this study are
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Abstract: Changes in stratospheric ozone have to be assessed continuously to evaluate the1

effectiveness of the Montreal Protocol. In the southern hemisphere, few ground-based observational2

datasets exist, making measurements at the NDACC (Network for the Detection of Atmospheric3

Composition Change) station at Lauder, New Zealand invaluable. Investigating these datasets in4

detail is essential to derive realistic ozone trends. We compared lidar data and microwave radiometer5

data with collocated Aura Microwave Limb sounder (MLS) satellite data and ERA5 reanalysis data.6

The detailed comparison makes it possible to assess inhomogeneities in the data. We find good7

agreement between the datasets but also some possible biases, especially in the ERA5 data. The8

data uncertainties and the inhomogeneities were then considered when deriving trends. Using two9

regression models from the Long-term Ozone Trends and Uncertainties in the Stratosphere (LOTUS)10

project and from the Karlsruhe Institute of Technology (KIT), we estimated resulting ozone trends.11

Further, we assessed how trends are affected by data uncertainties and inhomogeneities. We find12

positive ozone trends throughout the stratosphere between 0% and 5% per decade and show that13

considering data uncertainties and inhomogeneities in the regression affects the resulting trends.14

Keywords: stratospheric ozone; trends; ozone profiles; microwave radiometry; lidars15

1. Introduction16

Changes in stratospheric ozone have to be assessed continuously to verify how it reacts to17

the decline of ozone-depleting substances (ODSs) and to a changing climate. Anthropogenic ODS18

emissions caused a strong decrease in stratospheric ozone observed from the 1960s. The Montreal19

Protocol (1987) succeeded in reducing ODS emissions. Consequently, concentrations of stratospheric20

chlorine have been decreasing since 1997 [1], and stratospheric ozone generally stopped declining in21

the late 1990s [e.g. 2]. However, an increase in stratospheric ozone has proved difficult to detect, and22

global positive ozone trends have recently been recorded only in the upper stratosphere [e.g. 3–5].23

Stable long-term measurements of stratospheric ozone are indispensable to assessing changes24

in stratospheric ozone. In the southern hemisphere (SH) mid-latitudes, continuous stratospheric25

ozone measurements are rare. Ozone observations at Lauder, New Zealand are therefore invaluable26

to derive stratospheric ozone trends at southern mid-latitudes. The Lauder ozone measurements are27

part of the Network for the Detection of Atmospheric Composition Change [6] and have provided28
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stable, continuous measurements since the early 1980s. Recently, Lauder stratospheric ozone data29

have been used in several trend studies and reports, such as Steinbrecht et al.’s [2017] study and the30

comprehensive report on Long-term Ozone Trends and Uncertainties in the Stratosphere (LOTUS) [3].31

However, the collocated time series of various ground-based instruments at Lauder have not been32

compared in detail. Investigating the time series in detail is required to assess their suitability for trend33

estimations.34

The aim of the present study is to investigate ozone time series at Lauder and to verify whether35

they are suitable for trend estimation. For this purpose, we compare coincident measurements of36

microwave radiometer, lidar, ERA5 reanalysis data, and satellite data from the Aura Microwave Limb37

Sounder (Aura MLS) at Lauder to identify possible inhomogeneities. Particularly, we investigate38

whether the datasets agree. If one dataset deviates from the others, it might be the result of39

measurement failures, which are then considered in the trend estimation. Further, we compare40

two trend analysis methods, the LOTUS regression [3] and the KIT model developed at the Karlsruhe41

Institute of Technology (KIT) [7]. Both models are based on multiple linear regression. The KIT model42

considers data uncertainties by default, but these have not been considered in the LOTUS model for43

ground-based data so far [3]. Finally, we assess how inhomogeneities in the time series and data44

uncertainties affect the trend estimates.45

2. Ozone Datasets46

We use stratospheric ozone data (1997 to 2019) from a microwave radiometer (MWR) and a lidar,47

both located at Lauder, New Zealand (45◦ S, 169.7◦ E, 370 m above sea level (a.s.l.)). Both instruments48

are part of NDACC, and the data are archived on the NDACC website [6]. In addition, we use ozone49

profiles from the MLS on the Aura satellite [8] and ERA5 reanalysis data [9]. We limit our analyses to50

altitudes from 14 to 50 km and refer for convenience to the lower stratosphere (14 to 20 km), the middle51

stratosphere (20 to 30 km), the upper-middle stratosphere (30 to 39 km), and the upper stratosphere (3952

to 50 km).53

2.1. Microwave Radiometer54

The Microwave Ozone Profiling Instrument (MOPI) is an MWR that measured stratospheric55

ozone at Lauder from 1992 to 2016. It measures ozone emission of ozone molecules due to rotational56

transitions at 110.836 GHz at a 20-minute resolution. The measured spectra are then used to retrieve57

ozone volume mixing ratio (VMR) profiles from 20 to 68 km, with a vertical resolution of around 758

to 8 km at 10 hPa [10]. Measurements are performed in clear-sky and some overcast conditions and59

are averaged to obtain up to two daytime and two nighttime retrievals per day [10]. We use the most60

recently retrieved MWR data (version 6) that are available on NDACC [6] (last access: 01.04.2020) and61

at https://doi.org/10.21336/gen.bpqv-7z42 [11]. The MOPI instrument and data have been described62

by Nedoluha et al. [10], and basic technical details about the measurements and the instrument are63

given in Parrish et al.’s [1992] and Parrish’s [1994] studies. The data have been validated by Boyd et al.64

[14], showing a general agreement within 5% with Aura MLS data.65

2.2. Lidar66

The stratospheric ozone lidar at Lauder is a differential absorption lidar (DIAL) that has been67

measuring since November 1994. It emits laser pulses at wavelengths of 308 and 353 nm, of which the68

first is strongly absorbed by ozone molecules. The ratio of the backscattered signal at both wavelengths69

and the signal travel time provides information about the vertical ozone distribution. The system has70

been described in Swart et al. [15]. Very good agreement with ozonesonde and satellite data has been71

shown by Keckhut et al. [16]. Further, the lidar data have been validated within multiple NDACC72

intercomparison studies [e.g. 17–19]. We use the lidar data available on NDACC (2020) (processing73

version 8.3, last access: 31.03.2020) and at https://doi.org/10.21336/gen.0x48-sm13 [20]. The lidar74

retrieves ozone during clear sky nights, with an average of five profiles per month within our study75
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period. The sparse sampling might result in the distortion of monthly means. For trend estimation,76

we therefore applied a seasonal fitting on daily lidar means. We then show trend estimates of both77

monthly lidar time series. We use the term "lidar fit" when referring to the lidar data with seasonal fit,78

whereas "full lidar" refers to regular monthly lidar means. For the seasonal fit, a seasonal model is fit to79

the 15th of each month at each altitude level using a specific window length, following Wilhelm et al.’s80

[2019] method as described in Bernet et al. [22]. Instead of their proposed window length of 2 years,81

we used a length of 1.5 years. We judged this to be sufficient for the lidar data, which is generally well82

distributed within a month. Monthly means were excluded wherever less than 50 measurements were83

available in the window.84

Lidar ozone profiles were initially given in number density and converted with coincident ERA585

pressure and temperature profiles to VMR. We limited the lidar data to altitudes from 14.2 to 38.6 km,86

where the averaged measurement uncertainty within our study period remains below 5%. To compare87

the vertically highly resolved lidar profiles with less resolved MWR profiles, the lidar data were88

convolved with the MWR averaging kernels according to Connor et al. [23]. To do this, the rows of89

the averaging kernels were interpolated to the highly resolved lidar grid and scaled to conserve the90

measurement response [24].91

2.3. Aura MLS92

The Microwave Limb Sounder (MLS) on board the Aura satellite has been providing profiles of93

stratospheric ozone since August 2004 [25]. It retrieves ozone from radiance measurements at 240 GHz.94

The ozone data have been validated by Froidevaux et al. [26]. We use Aura MLS data version 4.2. [8],95

which is described in detail by Livesey et al. [27]. The satellite crosses Lauder twice a day at a spatial96

coincidence of ±1 ◦ latitude and ±8 ◦ longitude.97

2.4. ERA598

ERA5 is the atmospheric reanalysis from the European Centre for Medium Range Weather99

Forecasts (ECMWF) [28]. We derived six hourly ozone VMR profiles on model levels from100

ERA5-complete ozone mass mixing ratio profiles provided by Copernicus Climate Change Service101

(C3S) [9]. The reanalysis model assimilates various ozone satellite measurements to derive ozone102

profiles, as described by Hersbach et al. [28]. When comparing ERA5 profiles with MWR profiles, the103

ERA5 profiles were convolved with MWR averaging kernels as described above.104

3. Time Series Comparison105

Deseasonalized MWR, lidar, and ERA5 data show that stratospheric ozone at Lauder varies106

naturally within around 10% in the middle and upper stratosphere (Figure 1a to c). Occasionally, larger107

anomalies are observed, especially in the lower stratosphere (Figure 1d). All datasets agree on specific108

natural anomalies. This includes, for example, increased ozone between 30 and 40 km from 2009 to109

2013, as also reported by Nedoluha et al. [10], an ozone minimum in November 1997 [29], and an110

ozone minimum in 2007 between 20 and 30 km. Aura MLS and ERA5 agree closely, which is expected111

because Aura MLS data is assimilated in ERA5. However, we also observe some differences between112

the datasets. For example, the MWR deviates from ERA5 in the middle stratosphere from 2011 to 2014,113

and the lidar differs from ERA5 after 2015 in the lower and middle stratosphere.114

To better evaluate such differences, we compared monthly means of MWR and lidar profiles with115

coincident ERA5 profiles with a time coincidence of ±3 hours. In addition, we compared monthly116

means of the two ground-based instruments (MWR and lidar), with a time coincidence of ±6 hours.117

These relative differences are shown in Figure 2. The MWR and lidar data mostly agree well, with118

slightly more MWR ozone in the middle stratosphere and more ozone observed by the lidar in the119

upper-middle stratosphere to upper stratosphere (Figure 2a). However, ERA5 strongly underestimates120

ozone in the upper stratosphere compared to MWR (Figure 2b). Further, ERA5 reports slightly larger121

ozone values than MWR in the upper-middle stratosphere, except from 2009 to 2014. The same pattern122
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Figure 1. Relative anomalies of ozone volume mixing ratio (VMR) at Lauder, New Zealand. Relative
anomalies are shown, describing the deviation from the monthly mean climatology (1997 to 2019)
for the microwave radiometer (MWR), the lidar, ERA5 reanalysis data and Aura MLS (2004 to 2019),
averaged over four altitude ranges, representing approximately (a) the upper stratosphere, (b) the
upper-middle stratosphere, (c) the middle stratosphere, and (d) the lower stratosphere. Bold lines show
smoothed data with a moving window of three months; unsmoothed monthly means are shown by
thin pale lines.

is also observed when comparing ERA5 with lidar data (Figure 2c): ERA5 underestimates ozone in123

the upper stratosphere and overestimates ozone in the upper-middle stratosphere. For lidar data,124

we further observe that the difference compared to ERA5 increases after the data gap in 2014 in the125

lower stratosphere. This might be due to potential lidar changes after the data gap, but also due to126

increased ERA5 anomalies after 2015, which are also reported by Hersbach et al. [28]. Changes in lower127

stratospheric lidar data in 2018 might be related to the addition of two low-altitude channels in the128

lidar retrieval in October 2018. Further, a change in lidar is observed compared to ERA5 in 2004, with129

better agreement in the middle stratosphere after 2004. This change is not observed in the comparison130

between lidar and MWR data (Figure 2a), which suggests that it is due to a change in ERA5 data. This131

confirms ERA5 anomalies observed by Hersbach et al. [28], who attribute the change to the assimilation132

of Aura MLS measurements in ERA5 ozone data from that time.133

4. Trend Estimations134

4.1. Trend Models135

We use two multiple linear regression models and compare the trend estimates using both136

methods. The first model is the LOTUS regression model (available at https://arg.usask.ca/docs/137

LOTUS_regression/), which was developed within the LOTUS activity on stratospheric ozone trends138

and uncertainties and is described in detail in SPARC/IO3C/GAW [3]. The second model is a139

multiple linear trend model developed at the Karlsruhe Institute of Technology (KIT), described by140

von Clarmann et al. [7]. Both trend models account for autocorrelation between residuals within an141
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Figure 2. Relative ozone differences between (a) MWR (M) and lidar (L) data, (b) MWR and ERA5 (E)
data, and (c) lidar and ERA5 data. Lidar and ERA5 profiles in (a) and (b) have been convolved with
MWR averaging kernels.

iterative process and use similar predictors: the Quasi biannual oscillation (QBO), the El Niño Southern142

Oscillation (ENSO), solar activity as well as four periodic oscillations to account for seasonality [3,30].143

The LOTUS model uses two additional predictors, tropopause pressure and aerosol optical depth144

(AOD). The latter is, however, negligible in our study period. For the LOTUS regression, we use a145

piecewise linear term (PWLT) as predictor, using the year 1997 as inflection point [3].146

We determine linear trends by fitting the regression functions to monthly ozone data. We start147

the trend estimates in 1997, when a turnaround due to decreasing ODSs is expected [1]. MWR data is148

not available after 2016, so we limit the trend estimates to that year to compare trends in all datasets149

over the same period. Trends are considered to be significantly different from zero at 95% confidence150

intervals when they exceed twice their standard deviation.151

4.1.1. Weighted Regression152

The KIT model uses the uncertainties of the monthly means to weight the regression [7,30].153

This improves the regression fit and results in more realistic trend uncertainties. The feature of154

weighted regression is also available in the LOTUS model but has not been used for final trend155

results in SPARC/IO3C/GAW [3] due to the difficulty of correcting for unknown variances in the156

data (heteroscedasticity correction). This is mainly problematic when using merged datasets in which157

the sampling frequency and thus the monthly standard errors change over time [3]. In our case,158

the sampling frequency is rather constant over time, and we therefore apply the weighted LOTUS159

regression to the ozone time series to compare it with the unweighted regression.160

To weight the regression, the diagonal elements of the covariance matrix are set to the monthly161

uncertainties of the data. We estimate monthly uncertainties in the MWR data using the square root162

of the sum of the squared measurement uncertainty (random and systematic error) and the squared163

standard error (monthly standard deviation divided by measurements per month). We estimate164

uncertainties for the fitted lidar monthly means with the systematic measurement uncertainty (from165
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Figure 3. Bias profiles as estimated by the KIT regression for lidar and ERA5 data. The lidar bias
compares to data before 2014, whereas the data block from 2004 to 2015 is the reference for ERA5 biases.

photon-counting statistics), the standard error, and an additional error term resulting from the seasonal166

fit. For ERA5 data, the standard error is small due to the high temporal resolution. To our knowledge,167

no comprehensive ozone cross-comparisons have yet been published of the new ERA5 data that derive168

systematic uncertainties. We therefore add a systematic uncertainty of 5% to the standard error of each169

ERA5 monthly mean. This corresponds approximately to the averaged difference between ERA5 and170

MWR profiles in our study period.171

4.1.2. Bias Correction172

An additional feature of the KIT model is the possibility of accounting for biases within the173

trend estimation. This is helpful if the data shows some jumps or inhomogeneities, for example after174

instrumental changes. A fully correlated block is then added to the error covariance matrix in the175

weighted regression. The block, corresponding to the biased subset, is filled with the square of the176

estimated bias uncertainty. This enables a fit of the bias and is mathematically equivalent to adding177

the bias as an independent fit variable [31]. The bias can thus be estimated from the data itself and178

does not depend on an a priori choice of bias [32]. The bias uncertainty chosen determines how much179

freedom the programme has when estimating the bias from the data. Following Bernet et al.’s [2019]180

suggestion, we use an altitude-independent bias uncertainty of 5 ppm. They assessed this value to be181

appropriate for fitting the bias from the data independently of the a priori zero bias.182

We fit the bias in this way to the lidar and ERA5 time series, for which we identified183

inhomogeneities, as described in Sect. 3. As soon as a change point is set in the data due to observed184

inhomogeneities, a bias is fitted from the data in the subsequent block. We considered a change point185

in the lidar data after the instrumental break in 2014, when we identified anomalies in the lower186

stratosphere compared to previous data. For ERA5, we consider change points in 2004 and in 2015187

that have been identified by Hersbach et al. [28] and confirmed in our comparison with the lidar data188

(see Sect. 3). At each altitude, the programme estimates a bias for the biased block, leading to the bias189

profiles shown in Figure 3. Note that to obtain the corrected time series, these bias profiles have to be190

subtracted from the original time series in the biased subsets.191

4.1.3. Artifical Test Case192

To illustrate weighted regression, we present an artificial test case in Figure 4. The artificial time193

series has a trend of 0.1 ppm per decade. We added anomalies to the summer months of 2012, 2014,194

and 2015. Such anomalies could represent for example months with few measurements and larger195

uncertainties. The trend of this biased time series is then overestimated (case B), with a trend estimate196
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Figure 4. Artificial time series with a trend of 0.1 ppm per decade (case A) and with added anomalies
in 2012, 2014, and 2015. Trends for the biased time series are shown, weighted with the regular
uncertainties (case B) and with the adapted uncertainties (case C). In case D, a bias was fitted within
the KIT model for the anomalous periods.

of 0.13 ppm (KIT) or 0.14 ppm (LOTUS) per decade instead of the true trend of 0.1 ppm per decade.197

We therefore adapted the uncertainties for these months to weight the regression, as shown in Figure198

4b. Considering the adapted uncertainties in the covariance matrix changes the trend fit for both199

models (case C), which is then closer to the true trend. The weighted LOTUS trend (case C) is slightly200

overcorrected, suggesting that further investigations might be necessary to use the LOTUS weighting201

with confidence. When the bias fit in the KIT model is applied (case D), the trend corresponds to the202

true trend, which has also been demonstrated by Bernet et al. [30].203

Further, we found that the weighting is less effective if a data jump with a subsequent biased204

block is added to the artificial time series (not shown). In such a case, the KIT bias fitting corrects205

the trend estimate, as shown by Bernet et al. [22]. The simple weighting, however, is not sufficient206

to correct for such a jump. Moreover, we found that the LOTUS model would require additional207

adjustments to estimate trends with a data jump, including for example a heteroscedasticity correction208

to account for the varying residuals, as described by Damadeo et al. [33] and SPARC/IO3C/GAW [3].209

Further investigations would be necessary to derive solid conclusions about such corrections in the210

LOTUS model.211

We conclude that using weighted regression changes trend fits in both regression models.212

Depending upon the model being used, the trend may differ by 0.06 ppm per decade in this case.213

4.2. Ozone Trend Estimates214

Trend profiles have been estimated using the LOTUS regression (Figure 5) and the KIT regression215

model (Figure 6). Both trend models report generally positive ozone trends between 0% and 5% per216

decade in the middle and upper stratosphere. Only ERA5 shows a negative trend peak at 30 km, which217

seems to be a data artefact. MWR trends are almost zero between 25 and 30 km, and peak in the upper218

stratosphere. Lidar trends vary between 0% and 3% per decade in the middle stratosphere. They are219

negative (lidar full) or close to zero (lidar fit) at 20 km and increase strongly in the lower stratosphere.220

Differences between the full lidar trends (lidar full) and trends using lidar data with the seasonal fit221

(lidar fit) are small in the middle stratosphere, and larger in the lower stratosphere.222

When using weighted LOTUS regression (Figure 5b), MWR and fitted lidar trends are consistent223

in the middle stratosphere. They agree better than the unweighted trends (Figure 5a), suggesting that224

the weighting improves the lidar trend estimate. Further, the negative lidar trend peak when using225

full lidar data at 20 km is not visible in the weighted trend estimate. The weighted trends for full lidar226

data are noisier throughout the stratosphere than the fitted lidar data. This might be due to the larger227
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Figure 5. Ozone trends at Lauder from January 1997 to December 2016 for MWR, full lidar data
(lidar full), ERA5 data, and lidar data where a seasonal fit was applied (lidar fit). The trends have
been estimated using the LOTUS regression model. Panel (a) shows the unweighted trend estimates,
whereas monthly means have been weighted by their uncertainties in the regression fit in (b). Shaded
areas represent 2-standard-deviation (σ) uncertainties, and bold lines mark trends that are significantly
different from zero at 95% confidence intervals (|trend| > 2σ).

variability of the full lidar monthly means and uncertainties compared to the fitted lidar data. The228

seasonality of the uncertainties might also affect the weighted trends. In the lower stratosphere, the229

weighted lidar trends are high at the lowest altitude levels. Weighted ERA5 and MWR LOTUS trends230

do not differ much from the unweighted LOTUS trends.231

The KIT trend profiles (Figure 6a) are similar to the LOTUS trends (Figure 5). However, small232

differences in the middle stratospheric lidar trends exist, which might be related to different model233

setups including differences in predictors. Further, the KIT full lidar trend profile is less variable than234

the weighted LOTUS profile which suggests differences in the weighting procedures for uncertainties235

which are more variable in time.236

To account for inhomogeneities in the time series, the lidar and ERA5 trend profiles were corrected237

for observed anomalies as described in Sect. 4.1.2. The bias-corrected lidar and ERA5 trend profiles are238

shown in Figure 6b. The corrected lidar profiles differ from the uncorrected trend profiles (Figure 6a)239

mainly in the lower stratosphere, with a better agreement to the MWR profile between approximately240

20 and 25 km. This corresponds to the altitudes where the bias was observed (Figure 2c), suggesting241

that the bias was successfully considered in the corrected trend estimate. In the corrected ERA5 trend242

profile, the negative ERA5 trends at 30 km and in the lower stratosphere are reduced, and the corrected243

ERA5 profile agrees more closely with the MWR and lidar trend profiles.244

5. Discussion of Results245

We have shown that the Lauder ozone datasets agree remarkably well on ozone anomalies from246

1997 to 2019. Further, the two ground-based ozone datasets at Lauder agree well, with differences247

mostly below 10%. The good agreement proves the quality of both ground-based datasets. Differences248

from ERA5 are larger, especially in the upper stratosphere, where ERA5 strongly underestimates249

ozone compared to MWR and lidar data. By comparing the various Lauder datasets, we identified250

data-specific inhomogeneities, especially in ERA5 data. Such data inhomogeneities in the time series251

may impact trend estimates and their uncertainties. We observe inhomogeneities in ERA5 data in 2004252

and 2015. For the lidar, we observe small changes in the data after pausing measurements in 2014.253

Whereas the lidar and MWR can be considered suitable for trend estimations, the ERA5 data requires254

corrections for biases when estimating trends. Indeed, trends from reanalysis data should generally be255

handled with care because of unconsidered changes in observing systems of assimilated data [e.g. 34].256
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Figure 6. Ozone trends estimated with the KIT regression model for MWR, full lidar, ERA5, and
seasonal lidat data (1997 to 2016). Trends are weighted but uncorrected with respect to biases in panel
(a). Panel (b) shows weighted bias corrected trends for lidar and ERA5. Uncorrected MWR trends are
also shown in (b) (pale color) for comparison.

To improve the lidar trend, we also considered the change observed after the instrumental break in257

2014 by fitting a bias to the anomalous period using the trend model from von Clarmann et al. [7].258

We have presented two regression models and determined trends using unweighted, weighted,259

and bias-corrected regression. Unweighted lidar and MWR trends agree well in the middle stratosphere260

and differ in the lower stratosphere, whereas unweighted ERA5 trends disagree in the middle261

stratosphere, apparently as the result of biases in the data. In most stratospheric ozone trend262

studies, data uncertainties are not considered when estimating trends [3]. However, considering the263

uncertainties of the time series can improve the trend estimates and their uncertainties. We therefore264

use weighted regression with the KIT model and apply weighted regression within the LOTUS trend265

model to account for the time dependence of data uncertainties. Logically, the weighted regression266

should be more reliable than the unweighted regression, as also shown with our artificial time series.267

However, the weighted LOTUS full lidar trends show larger variability with altitude, suggesting that268

additional model adjustments might be required when weighting with varying uncertainties. Further269

investigations might be necessary to derive sound conclusions about the use of the LOTUS model270

with the option of weighted regression. For example, a heteroscedasticity correction, as suggested271

by SPARC/IO3C/GAW [3] and presented by Damadeo et al. [33], might improve the weighted trend272

estimates. Bias-corrected trends are presented using the KIT regression. For this, we corrected lidar273

and ERA5 trends by fitting a bias to anomalous periods. This bias correction affects the lidar trend274

estimate, which then agrees more closely with the MWR trend profile in the lower-middle stratosphere.275

Moreover the bias-corrected ERA5 trend profile agrees more closely with the MWR and lidar trends276

than the uncorrected profile. Our trend results generally show that weighted and corrected trend277

estimates change the trend values and their uncertainties slightly. Nevertheless, the changes mostly lie278

within the trend uncertainties.279

Our lidar and MWR trends in the middle and upper stratosphere agree on values between 2%280

and 3% per decade. Further, all our datasets report positive stratospheric ozone trends, with the281

exception of a negative trend peak reported by the uncorrected ERA5 trend profile at around 30 km282

and a negative trend when using full lidar data at 20 km. However, this negative lidar trend is not283

visible in the weighted LOTUS and bias-corrected KIT trend, suggesting that it is caused by data284

inhomogeneities. Depending on the regression model used, trends are significantly positive in the285

middle and the upper stratosphere. Our trends in the middle and upper stratosphere are consistent286

with other studies. In the upper stratosphere, significant positive trends were reported at Lauder from287

Fourier transform infrared (FTIR) observations (2001 to 2012, Vigouroux et al. [35]). Similar trends were288

130 publications



Version October 23, 2020 submitted to Remote Sens. 10 of 14

also reported from combined ground- and space-based data at Lauder by Nair et al. [36] (1997 to 2012)289

and from various Lauder instruments presented in SPARC/IO3C/GAW [3]. In the lower stratosphere,290

negative to near-zero trends are reported by SPARC/IO3C/GAW [3] for SH mid-latitudes using a291

range of satellite records. Further, ozonesonde and FTIR observations at Lauder [3] indicate negative292

lower-stratospheric trends, which are also reported by Zerefos et al. [37] based on Solar Backscattered293

Ultraviolet (SBUV) satellite data (1998 to 2015). These results are consistent with our negative to294

near-zero ERA5 trend in the lower stratosphere, but conflicts with our strong positive lidar trend.295

These conflicting results might be due to unconsidered inhomogeneities in lower-stratospheric lidar296

data, but they also indicate that further analyses are required to derive lower-stratospheric ozone297

trends with confidence. Indeed, whether lower-stratospheric ozone concentrations increase or continue298

to decrease is an ongoing discussion [38–41].299

Our study concentrates on lidar and MWR datasets with high spatial or temporal resolutions in300

the middle stratosphere and on ERA5 reanalysis data at Lauder. Other ozone measurements at Lauder301

from ozonesondes, FTIR, and Umkehr are available, but provide data with limited altitude range302

(ozonesonde) or with smaller vertical resolution (Umkehr and FTIR). Nevertheless, comparing lidar303

and MWR data with these datasets might be useful to further identify possible data inhomogeneities.304

The same is true for additional comparision with merged satellite datasets. In future studies, the use of305

corrected trend estimates could be further improved by automatizing the detection of inhomogeneities.306

This could be achieved, for example, by defining thresholds of differences when comparing multiple307

datasets [30], or by constructing an ozone composite using a comprehensive Bayesian approach as308

presented by Ball et al. [42].309

6. Conclusions310

We presented stratospheric ozone time series from a microwave radiometer (MWR), a lidar,311

Aura MLS satellite data, and ERA5 reanalysis data from Lauder, New Zealand. We investigated and312

compared the time series to verify whether they can be used for trend estimation. We then presented313

ozone trend estimates using two regression models with weighted and unweighted regression.314

The lidar and MWR data at Lauder agree well and were judged to be suitable for trend estimation.315

Nevertheless, accounting for small instrumental changes in the lidar data might improve the trend316

estimates. In contrast, the ERA5 data show some biases and have to be corrected when estimating317

trends. The LOTUS and the KIT regression methods have both been tested to obtain best estimates318

of the true ozone trend. Considering data uncertainties by using weighted regression changes trend319

estimates, but further investigations might be required for the use of the weighted LOTUS regression320

model. We identified data inhomogeneities and recommend considering them in the trend estimation321

to obtain optimal trend estimates. The ozone data at Lauder report positive ozone trends throughout322

the middle and upper stratosphere between 0% and 5%, which confirms ozone recovery at these323

altitudes.324

In summary, our study compares ozone datasets at the Lauder site and shows that they are325

generally suitable for trend estimation. The agreement of observed ozone anomalies from the four326

datasets is remarkable and indicates that lidar, MWR, Aura MLS, and ERA5 data at Lauder are highly327

reliable. However, we also show that some inhomogeneities in the data influence the trend estimates328

and that differences in how data uncertainties are treated will affect the calculated trend. The results of329

our study are useful for other ozone trend studies that aim to understand differences in stratospheric330

ozone trend estimates.331
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Abstract. Vertically integrated water vapour (IWV) is ex-
pected to increase globally in a warming climate. To de-
termine whether IWV increases as expected on a regional
scale, we present IWV trends in Switzerland from ground-
based remote sensing techniques and reanalysis models, con-
sidering data for the time period 1995 to 2018. We estimate
IWV trends from a ground-based microwave radiometer in
Bern, from a Fourier transform infrared (FTIR) spectrometer
at Jungfraujoch, from reanalysis data (ERA5 and MERRA-
2) and from Swiss ground-based Global Navigation Satel-
lite System (GNSS) stations. Using a straightforward trend
method, we account for jumps in the GNSS data, which are
highly sensitive to instrumental changes. We found that IWV
generally increased by 2 % per decade to 5 % per decade,
with deviating trends at some GNSS stations. Trends were
significantly positive at 17 % of all GNSS stations, which of-
ten lie at higher altitudes (between 850 and 1650 m above sea
level). Our results further show that IWV in Bern scales to
air temperature as expected (except in winter), but the IWV–
temperature relation based on reanalysis data in the whole of
Switzerland is not clear everywhere. In addition to our posi-
tive IWV trends, we found that the radiometer in Bern agrees
within 5 % with GNSS and reanalyses. At the Jungfraujoch
high-altitude station, we found a mean difference of 0.26 mm
(15 %) between the FTIR and coincident GNSS data, im-
proving to 4 % after an antenna update in 2016. In general,
we showed that ground-based GNSS data are highly valuable
for climate monitoring, given that the data have been homo-

geneously reprocessed and that instrumental changes are ac-
counted for. We found a response of IWV to rising tempera-
ture in Switzerland, which is relevant for projected changes
in local cloud and precipitation processes.

1 Introduction

Atmospheric water vapour is a key component in the climate
system. It is the most abundant greenhouse gas and is respon-
sible for a strong positive feedback that enhances tempera-
ture increase induced by other greenhouse gases (e.g. IPCC,
2013; Stocker et al., 2001). Furthermore, water vapour is
involved in important tropospheric processes such as cloud
formation and precipitation; it influences size, composition
and optical properties of aerosols; and it is responsible for
atmospheric energy and heat transport via evaporation and
condensation (Kämpfer, 2013). Measuring changes in atmo-
spheric water vapour is thus important because they reflect
externally forced temperature changes in the climate sys-
tem and can be an indicator for changes in involved pro-
cesses such as cloud formation and precipitation. Concen-
trating here on regional changes is of special interest because
water vapour is spatially variable and the relation between
water vapour, temperature and precipitation shows spatial de-
pendencies.

Temperature and water vapour are closely linked as ex-
pected from the Clausius–Clapeyron relation. Several stud-
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ies have revealed spatial correlation between mass changes
in vertically integrated water vapour (IWV) and changes in
temperature, especially over oceans (e.g. Wentz and Scha-
bel, 2000; Trenberth et al., 2005; Wang et al., 2016). Nev-
ertheless, it has also been shown that water vapour does not
scale to temperature everywhere as expected and that large
regional differences exist (e.g. O’Gorman and Muller, 2010;
Chen and Liu, 2016; Wang et al., 2016). Over continental
areas, correlations between surface temperature and IWV
changes are smaller than over oceans, even showing oppo-
site trends in some regions (Wagner et al., 2006). Also, tem-
perature climate feedbacks may have regional dependencies
(Armour et al., 2013). Regional analyses of changes in wa-
ter vapour and the relation to temperature changes are thus
required.

Most of the atmospheric water vapour resides in the tropo-
sphere. Measuring IWV, vertically integrated over the whole
atmospheric column, is therefore representative of tropo-
spheric water vapour. The IWV can be measured by differ-
ent techniques. Nadir sounding satellite techniques provide
global data sets of IWV that have been used for global trend
analyses in multiple studies (e.g. Trenberth et al., 2005; San-
ter et al., 2007; Wentz et al., 2007; Mieruch et al., 2008; Hart-
mann et al., 2013; Ho et al., 2018; Zhang et al., 2018). Most
of these studies found global IWV trends between 1 % per
decade and 2 % per decade, with large spatial differences.
However, these satellite data sets have some limitations for
regional IWV trend analyses. First, missing homogenization
across multiple satellite platforms can make satellite trend
studies difficult (Hartmann et al., 2013; John et al., 2011).
Second, visible and infrared satellite techniques are limited
to clear-sky measurements. Furthermore, satellite products
from passive microwave sensors are restricted to oceans only,
because the well-known ocean surface emissivity makes re-
trievals generally easier over oceans than over land surfaces
(Urban, 2013). Stable and long-term station measurements
from ground are therefore more appropriate for regional IWV
trend analyses over land. From ground, IWV can be mea-
sured by radiosondes (Ross and Elliot, 2001), sun photome-
ters (precision filter radiometers, PFRs, Ingold et al., 2000;
Wehrli, 2000), Fourier transform infrared (FTIR) spectrome-
ters (Sussmann et al., 2009; Schneider et al., 2012) or mi-
crowave radiometers (Morland et al., 2009). Radiosondes
provide the longest time series, but the homogeneity of the
records can be problematic due to changes in instrumenta-
tion or observational routines (Ross and Elliot, 2001), and
the temporal sampling is sparse (usually twice a day). PFR
and FTIR instruments measure during day and clear-sky con-
ditions only, whereas microwave radiometers can measure in
almost all weather conditions during day and night with high
temporal resolution. However, no dense measurement net-
work exists for these techniques. Another technique that pro-
vides data in all weather situations is the use of ground-based
receivers of the Global Navigation Satellite System (GNSS).
The advantage of GNSS receivers is the high spatial resolu-

tion due to dense networks. In the present study we combine
the microwave and FTIR techniques at two Swiss measure-
ment stations with data from the ground-based GNSS net-
work in Switzerland to analyse IWV trends.

Several studies use GNSS measurements to derive global
IWV trends over land (e.g. Chen and Liu, 2016; Wang et al.,
2016; Parracho et al., 2018). Chen and Liu (2016) report
GNSS-derived IWV trends at mid-latitudes of 1.46 % per
decade, and Parracho et al. (2018) found IWV trends in
the Northern Hemisphere of approximately 2.6 % per decade
based on GNSS and reanalysis data. The high spatial resolu-
tion of some regional GNSS networks makes them a valuable
data set for regional trend analyses of IWV. For Europe, IWV
trends based on GNSS data have been presented, for exam-
ple, for Germany (Alshawaf et al., 2017) and Scandinavia
(Nilsson and Elgered, 2008), reporting a large trend variabil-
ity between different stations.

To the best of our knowledge, no regional analysis of IWV
trends covering the whole area of Switzerland has been pub-
lished so far. Some studies presented IWV trends at single
Swiss stations (Morland et al., 2009; Sussmann et al., 2009;
Hocke et al., 2011, 2016; Nyeki et al., 2019), but most of
them cover shorter time periods than available today. Mor-
land et al. (2009) and Hocke et al. (2011, 2016) presented
IWV trends at Bern using the same microwave radiometer
that we use in the present study. However, they use time
series of a maximum of 13 years, whereas a time series of
24 years (1995–2018) is available now. Given that Switzer-
land experienced strong warming in the last decade, an up-
date is of particular interest. Indeed, 9 of the warmest 10
years in Switzerland (from 1864 to 2018) have occurred in
the last two decades, and 6 of the years lie in the last decade
(NCCS, 2018). A recent study by Nyeki et al. (2019) presents
GNSS-based trends for longer time series (until 2015), but
they concentrate only on four Swiss stations. In fact, none of
the mentioned studies presents IWV trends in the whole of
Switzerland.

Our study presents a complete trend analysis of IWV in
Switzerland based on data from the Swiss GNSS station
network, a microwave radiometer located in Bern, an FTIR
spectrometer located at Jungfraujoch and from reanalysis
models. We present IWV trends for time series of 24 years
(radiometer, FTIR and reanalyses) or 19 years (GNSS) and
analyse how they are related to observed changes in tempera-
ture. To avoid artificial trends, homogenized radiometer data
have been used in the present study (Morland et al., 2009;
Hocke et al., 2011). For the GNSS data, possible jumps due
to instrumental changes have been considered in the trend
analysis by using the feature of bias fitting in the trend pro-
gramme of von Clarmann et al. (2010). The goal of our study
is to present trends of IWV in Switzerland, to detect potential
regional differences and to verify if water vapour increases as
expected from the observed temperature rise.
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2 Water vapour data sets

We compare IWV data from a microwave radiometer lo-
cated in Bern and an FTIR spectrometer at Jungfraujoch
with Swiss GNSS ground stations and reanalysis data (ERA5
and MERRA-2). Radiometer data are available from 1995
onwards. We therefore define our study period from Jan-
uary 1995 to December 2018, even though GNSS data are
available only after 2000 (see Table 1). IWV is often given
as the total mass of water vapour per square metre (kg m−2).
However, we provide IWV data in millimetres, taking the
density of water into account, which is often referred to as
“total precipitable water vapour”. Evidently not all of the wa-
ter vapour is actually precipitable. To avoid confusion, we
prefer the term integrated water vapour (IWV) and provide
the amount in the more convenient unit of millimetres, where
1 mm corresponds to 1 kg m−2.

2.1 Microwave radiometer

The Tropospheric Water Vapour Radiometer (TROWARA)
is a microwave radiometer that has been retrieving IWV and
integrated liquid water (ILW) since November 1994 in Bern,
Switzerland (46.95◦ N, 7.44◦ E; 575 m above sea level, a.s.l.).
It measures the thermal microwave emission at the frequen-
cies of 21.39, 22.24 and 31.5 GHz with a time resolution
of several seconds and an elevation angle of 40◦. The mea-
sured signal is used to infer the atmospheric opacity, using
the Rayleigh–Jeans approximation of the radiative transfer
equation as described in Mätzler and Morland (2009) and In-
gold et al. (1998).

The opacity linearly depends on the water content in the at-
mosphere and can therefore be used to derive IWV and ILW
(Mätzler and Morland, 2009; Hocke et al., 2017):

τi = ai + biIWV+ ciILW, (1)

where τi is the opacity of the ith frequency channel of the
radiometer. The coefficients ai and bi are statistically derived
from nearby radiosonde measurements and fine-tuned with
clear-sky measurements (Mätzler and Morland, 2009). The
coefficient ci is the Rayleigh mass absorption coefficient of
liquid water.

The initial instrument setup and measurement principle
is presented in Peter and Kämpfer (1992). To improve the
measurement stability and data availability, the instrument
was upgraded in 2002 and 2004 and a new radiometer
model was developed (Morland, 2002; Morland et al., 2006).
Furthermore, it was moved into an indoor laboratory in
November 2002, which made it possible to measure IWV
even during light-rain conditions (Morland, 2002). How-
ever, to maintain consistency with the measurements be-
fore 2002, data observed during rainy conditions were ex-
cluded in the present study as soon as the ILW exceeded
0.5 mm or rain was detected by the collocated weather
station (Morland et al., 2009). We use hourly IWV data

from the STARTWAVE database (http://www.iapmw.unibe.
ch/research/projects/STARTWAVE/, last access: 29 Septem-
ber 2020) which were derived from the opacities at 21.39 and
31.5 GHz. Before 2008, we use TROWARA data in which
data gaps were filled with data derived from a collocated
radiometer as described by Hocke et al. (2011) and Gerber
(2009). Furthermore, change points in TROWARA data due
to instrumental changes have been detected and corrected
by a careful comparison of the TROWARA time series be-
fore 2008 with simultaneous measurements from other tech-
niques (Morland et al., 2009). No instrumental changes have
been performed in recent years. We therefore presume that
the data are well homogenized and suitable for trend estima-
tion.

2.2 Fourier transform infrared spectrometer

A ground-based solar Fourier transform infrared (FTIR)
spectrometer is located at the high-altitude observa-
tory Jungfraujoch in Switzerland (46.55◦ N, 7.98◦ E;
3580 m a.s.l.). Water vapour information is retrieved from
absorption in the solar spectrum at three spectral intervals
within 11.7 and 11.9 µm. The optimized IWV retrieval for
FTIR spectrometry is described by Sussmann et al. (2009),
and instrumental details are given in Zander et al. (2008).
FTIR measurements at Jungfraujoch provide water vapour
data since 1984. For consistency with our study period, we
use data only from 1995 to 2018. In this period, two FTIR
instruments were installed at Jungfraujoch, with overlapping
measurements from 1995 to 2001. Sussmann et al. showed
that the bias between both instruments is negligible. We
therefore compute monthly means of a merged time series
including both instruments. FTIR measurements are weather
dependent (cloud-free conditions are required) and thus pro-
vide irregularly sampled data at Jungfraujoch, with on aver-
age eight measurement days per month in our study period.
This sparse sampling can be problematic when calculating
monthly means. We therefore apply the resampling method
proposed by Wilhelm et al. (2019) when calculating monthly
means of FTIR-derived IWV. For this, the background IWV
data are determined by fitting a seasonal model to daily IWV
means. The seasonal model is given by a mean IWV0, the
first two seasonal harmonics with periods Tn = 365.25/n,
and the fit coefficients an and bn:

IWV(t)= IWV0+

2∑
n=1

(
an · sin

(
2π
Tn
· t

)
+bn · cos

(
2π
Tn
· t

))
. (2)

This seasonal model is fitted to the 15th of each month using
a window length of 2 years. Due to the sparsity of the FTIR
data, the model fit to each month provides a more robust esti-
mate compared to the statistical monthly means, which might
be based on only 1 or 2 d of observations at the beginning
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Table 1. Swiss GNSS stations used in the present study. Stations marked in bold were directly compared with radiometer and reanalysis data
at Bern (latitude= 46.95± 0.5◦, longitude = 7.44± 1◦, altitude= 575± 200 m).

Abbreviation Station name Altitude Data available Change points Remark
m a.s.l. yyyy-mm

ANDE Andermatt 2318 2000 to 2010 2000-09, 2002-08, 2007-06, 2010-02
ARDE Ardez 1497 2002 to 2018
BOUR Bourrignon 891 2002 to 2018
DAVO Davos 1597 2000 to 2018
EPFL EPF Lausanne 411 2000 to 2018 2000-03, 2000-04, 2000-06, 2003-10,

2006-05, 2007-06, 2015-04
ERDE Erde 731 2007 to 2018 No AGNES station
ETHZ ETH Zurich 548 2000 to 2018 2000-03, 2000-08, 2000-09, 2003-05,

2015-05
EXWI Exakte Wissenschaften

Bern
578 2001 to 2016 No AGNES station

FALE Falera 1296 2002 to 2018 2007-06, 2010-02
FHNW_M Fachhochschule Nord-

westschweiz Muttenz
347 2000 to 2018 2007-06, 2015-05, 2018-09 Merged with FHBB (329m) in 2018

FRIC Frick 678 2001 to 2018 2008-12, 2015-04
GENE_M Geneva 422 2001 to 2018 2007-07, 2009-05, 2015-04 Merged with AIGE (424m) in 2009
HABG Hasliberg 1098 2007 to 2018 2007-06, 2010-02
HOHT Hohtenn 934 2001 to 2018
HUTT Huttwil 731 2002 to 2018 2007-06, 2009-01, 2015-04
JUJO_M Jungfraujoch 3584 2000 to 2018 2015-06, 2016-10 Merged with JUJ2 (3585m) in 2016
KREU Kreuzlingen 483 2002 to 2018 2006-07, 2006-09, 2007-06, 2015-04
LOMO Locarno-Monti 389 2000 to 2018 2007-06, 2015-05
LUZE Lucerne 494 2001 to 2018 2007-07, 2008-04, 2015-03
MART_M Martigny 594 2002 to 2018 2002-06, 2008-06, 2009-05, 2013-08 Merged with MAR2 (593m) in 2008
NEUC Neuchâtel 455 2000 to 2018 2000-09, 2007-06, 2015-04
PAYE Payerne 499 2001 to 2018 2000-09, 2007-06, 2015-04
SAAN Saanen 1370 2002 to 2018
SAME_M Samedan 1709 2003 to 2018 2007-06, 2010-02, 2012-08, 2016-03 Merged with SAM2 (1712m) in 2016
SANB San Bernardino 1653 2002 to 2018 2007-06, 2010-02
SARG_M Sargans 1211 2002 to 2018 2007-06, 2011-10, 2014-10, 2015-03 Merged with SAR2 (1218m) in 2011
SCHA Schaffhausen 590 2001 to 2018 2007-06, 2015-04
STAB_M Stabio 371 2002 to 2018 2007-12, 2015-05 Merged with STA2 (371m) in 2007
STCX Sainte-Croix 1105 2002 to 2018 2007-06, 2010-02, 2013-11
STGA St. Gallen 707 2001 to 2018 2007-06, 2007-08, 2015-04
VARE Varen 652 2006 to 2018 No AGNES station
WAB1 Wabern 611 2006 to 2018 2005-08, 2009-09, 2016-05 No AGNES station
WEHO Wetterhorn 2916 2007 to 2018 No AGNES station
ZERM Zermatt 1879 2006 to 2018 2007-06, 2010-02
ZIMM Zimmerwald 908 2000 to 2018

or end of a month that are not necessarily representative as
a monthly mean. The measurement uncertainties of the ob-
tained monthly mean values are derived from the covariance
matrix of the model fit. Furthermore, we also tested a sea-
sonal model with higher seasonal harmonics. However, due
to the sparse FTIR measurements it appeared not to be useful
to improve the obtained monthly mean IWV estimates.

2.3 GNSS ground stations

The signal of GNSS satellites is delayed when passing
through the atmosphere. This so-called zenith total delay
(ZTD) can be used to infer information about the atmo-
spheric water vapour content. Various studies explain the
method to derive IWV from the measured ZTD (e.g. Bevis
et al., 1992; Hagemann et al., 2002; Guerova et al., 2003;

Heise et al., 2009). We briefly summarize the procedure that
we used in our study. The ZTD can be written as the sum of
(i) the zenith hydrostatic delay (ZHD) due to refraction by
the dry atmosphere and (ii) the zenith wet delay (ZWD) due
to refraction by water vapour (Davis et al., 1985):

ZTD= ZHD+ZWD. (3)

The ZHD (in metres) is calculated from the surface pressure
at each GNSS station as proposed by Elgered et al. (1991):

ZHD= (2.2768± 0.024) × 10−3 ps

f (λ,H)
, (4)

with surface pressure ps in hectopascals. The dependency of
the gravitational acceleration on latitude and altitude is con-
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sidered in the function f (Saastamoinen, 1972):

f (λ,H)= 1− 0.00266cos
(

2
λπ

180

)
− 0.00028H, (5)

where λ is the station latitude in degrees and H is the station
altitude in kilometres. With the measured ZTD and the cal-
culated ZHD, we obtain the ZWD (Eq. 3), which can then be
used to infer information about the IWV in millimetres. It is
calculated according to Bevis et al. (1992) with

IWV= κ ZWD
1

ρH2O
, (6)

where ρH2O is the density of liquid water (ρH2O =

1000 kg m−3). The factor κ is given by

1
κ
= Rv

(
k3

Tm
+ k′2

)
10−6, (7)

with the constants k3 and k′2 as derived by Davis et al. (1985)
from Thayer (1974) (k3 = (3.776± 0.004) × 105 K2 hPa−1

and k′2 = 17± 10 K hPa−1). The required estimate of the
mean atmospheric temperature Tm is linearly approximated
from the surface temperature Ts (damped with the daily
mean) as proposed by Bevis et al. (1992) (Tm = 70.2 K+
0.72Ts). Another possibility would be to estimate Tm from
reanalysis data. However, GNSS estimates would then de-
pend on reanalyses, which would make validation of GNSS
with reanalyses problematic. Furthermore, Alshawaf et al.
(2017) showed that the use of reanalyses temperature and
pressure data can lead to a bias in IWV compared to the use
of surface measurements, especially in mountainous regions
in Germany. We therefore follow their recommendation to
use the Bevis approximation derived from surface tempera-
ture. The pressure ps and the surface temperature Ts at the
GNSS station are vertically interpolated from pressure and
temperature measurements at the closest meteorological sta-
tion, assuming hydrostatic equilibrium and an adiabatic lapse
rate of 6.5 K km−1.

We use hourly ZTD data from the Automated GNSS
Network for Switzerland (AGNES), containing 41 antennas
(at 31 locations), as well as data from a few stations that
are part of the COGEAR network (https://mpg.igp.ethz.ch/
research/geomonitoring/cogear-gnss-monitoring.html, last
access: 29 September 2020) and from two additional stations
in Bern. The AGNES network was established in 2001
(Schneider et al., 2000; Brockmann, 2001; Brockmann et al.,
2001a, b), and it is maintained by the Swiss Federal Office
of Topography (swisstopo). A monitor web page shows the
current status of all stations (Swisstopo, 2019). In 2008, most
of the antennas and receivers were enhanced from GPS only
to GPS and GLONASS (Russian global navigation satellite
system). Since spring 2015, AGNES has been a multi-GNSS
network (Brockmann et al., 2016) also using data from
Galileo (European global navigation satellite system) and

Figure 1. Map of Swiss Global Navigation Satellite System (GNSS)
stations used in this study.

BeiDou (Chinese navigation satellite system). All European
GNSS data were reprocessed in 2014 within the second
EUREF (International Association of Geodesy Reference
Frame Sub-Commission for Europe) Permanent Network
(EPN) reprocessing campaign as described in Pacione et al.
(2017). In the present study, only the reprocessed ZTD
products of swisstopo are used (Brockmann, 2015).

The stations used in our study are shown in Fig. 1 and
listed in Table 1. We only use stations that provide measure-
ments for more than 10 years. At some GNSS stations, a new
antenna and receiver were installed at the same or nearby
location, replacing the older ones after an overlapping mea-
surement period. An antenna change often leads to a small
height difference, which can lead to a jump in the ZTD time
series. It is therefore important to decide how to handle such
instrumental changes for trend analyses. In cases of antenna
and receiver replacements, we merged these stations to a sin-
gle time series by calculating the mean value for overlap-
ping periods. They are marked by “_M” (for “merged”) in
their station abbreviation (Table 1), and a potential jump was
considered in the trend estimation (see Sect. 3.1). At nine
stations, new multi-GNSS receivers and antennas were in-
stalled at an additional location nearby, but the old GPS-only
receivers and antennas are still operating. Swisstopo installed
such twin stations to ensure a best possible long-term con-
sistency. Simply replacing antennas at all stations would not
guarantee continuous time series, even if the phase centres of
the antennas were individually calibrated. Furthermore, no
calibrations have been available for the tracked satellite sys-
tems Galileo and BeiDou until today. In the case of twin sta-
tions, we only used the old, continuous GPS-only station, be-
cause the stability is better suited for trend calculations than
merged time series with potential data jumps.
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2.4 Reanalysis data

IWV, relative humidity (RH) and temperature data from
two reanalysis products are used in the present study, the
ERA5 and the MERRA-2 reanalyses. The Modern-Era Ret-
rospective Analysis for Research and Applications, version
2 (MERRA-2), is an atmospheric reanalysis from NASA’s
Global Modeling and Assimilation Office (GMAO), de-
scribed in Gelaro et al. (2017). The MERRA-2 product used
in the present study for IWV data contains monthly means of
vertically integrated values of water vapour (Global Model-
ing and Assimilation Office (GMAO), 2015) with a grid reso-
lution of 0.5◦ latitude× 0.625◦ longitude. The ERA5 reanal-
ysis is the latest atmospheric reanalysis from the European
Centre for Medium Range Weather Forecasts (ECMWF)
(Hersbach et al., 2018). In the present study, we use an ERA5
product providing integrated water vapour (Copernicus CDS,
2019a) and another product providing RH and temperature
profiles (Copernicus CDS, 2019b), both with a grid resolu-
tion of 0.25◦ latitude× 0.25◦ longitude (Copernicus Climate
Change Service (C3S), 2017). Reanalysis models assume a
smooth topography that can deviate from the real topogra-
phy, especially in mountainous regions (Bock et al., 2005;
Bock and Parracho, 2019). For validation of reanalysis data
with specific station data (e.g. GNSS), the reanalysis IWV
value would need to be corrected for altitude differences as
proposed by for example Bock et al. (2005) or Parracho et al.
(2018). For linear trends, however, such a linear correction
is not relevant. We therefore use uncorrected reanalysis data,
which might lead to some differences in IWV when com-
paring reanalysis IWV directly with IWV measured from the
radiometer or at a GNSS station.

When using reanalysis data for trend estimates, one has
to keep in mind their limitations. Due to changes in ob-
serving systems of the assimilated data, the use of reanaly-
ses for trend studies has been debated (e.g. Bengtsson et al.,
2004; Sherwood et al., 2010; Dee et al., 2011; Parracho et al.,
2018). The recent reanalysis products contain some improve-
ments in handling possible steps in assimilated data. For ex-
ample, the bias correction of assimilated data in ERA5 has
been extended to more observation systems (Hersbach et al.,
2018) and MERRA-2 reduced certain biases in water cycle
data (Gelaro et al., 2017). Nevertheless, future studies have
to assess whether these improvements affect the reliability of
reanalysis data for trend estimates. We exclude MERRA-2
lower-tropospheric-temperature trends in our study because
we found unexpected large trends in some Alpine grids. They
seem to be related to a bias in tropospheric temperature in
some grids after 2017, but further investigations would be
required to understand the origin of the observed trends. In
this study, we therefore concentrate on ERA5 data for the
temperature-related analyses in Sects. 4.2 and 6.2.

3 Methodology

We used a multilinear parametric trend model from von Clar-
mann et al. (2010) to fit monthly means of IWV to the fol-
lowing regression function:

y(t)= a+ b · t +

4∑
n=1

(
cn · sin

(
2π
ln
· t

)
+dn · cos

(
2π
ln
· t

))
, (8)

with the estimated IWV time series y(t), the time vector of
monthly means t , and the fit coefficients a to d . We account
for annual (l1 = 12 months) and semi-annual (l2 = 6 months)
oscillations, as well as for two additional overtones of the an-
nual cycle (l3 = 4 months and l4 = 3 months). For the FTIR
trends, the solar activity is additionally fitted by using F10.7
solar flux data measured at a wavelength of 10.7 cm (Na-
tional Research Council of Canada, 2019). Uncertainties of
the time series y(t) are considered in a full error covariance
matrix Sy . The estimated trend depends on the uncertainty
characterization of the observational data set, both in terms of
random uncertainties and the systematic uncertainties. Thus
it is of utmost importance to use the best possible indepen-
dent information available to characterize these uncertainties
in Sy . As monthly uncertainties σmon, we use for TROWARA
and GNSS data

σmon =

√
σ 2
x + σ

2
sys, (9)

where σsys is a systematic error and σx is the standard error
of the monthly mean, given by

σx = σ n
−

1
2 , (10)

with σ the standard deviation of the monthly measurements
and n the number of measurements per month. The system-
atic error σsys is estimated to be 1 mm for TROWARA and
0.7 mm for GNSS data. These values are based on results
from Ning et al. (2016a), who assessed IWV uncertainties
from a radiometer and GNSS observations in Sweden. Our
monthly uncertainties used for TROWARA and GNSS are
on average 8 % for TROWARA and around 5 % for a typical
GNSS station. FTIR uncertainties (around 25 %) are based
on the model fit of daily means as described in Sect. 2.2. For
reanalysis data, we use a monthly uncertainty of 10 %. This
value has been chosen because it is slightly larger than the
mean relative difference of reanalysis data and TROWARA
data at Bern (≈ 5 %). Furthermore, it corresponds to the vari-
ability proposed by Parracho et al. (2018) for ERA-Interim
and MERRA-2 that is due to model and assimilation dif-
ferences. In addition to IWV trends, we determine ERA5
trends of RH and temperature. We use monthly uncertainties
of 10 % to estimate RH trends, whereas the standard error of
each averaged temperature profile (below 500 hPa) is used as
monthly temperature uncertainties (around 2.5 K).
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We generally express trends in percent per decade that are
derived from the regression model output in millimetres per
decade by dividing it for each data set by its mean IWV value
of the whole period. A trend is declared to be significantly
different from zero at the 95 % confidence interval as soon as
its absolute value exceeds twice its uncertainty.

3.1 Bias fitting in the trend model

The trend model is able to consider jumps in the time series
by assuming a bias for a given subset of the data. For this,
a fully correlated block is added to the part of Sy that corre-
sponds to the biased subset. For each subset, the block in Sy
is set to the square of the estimated bias uncertainty of this
block. The block with the most data points (longest block)
is set as a reference block in which no bias is assumed. This
possibility of bias fitting in the trend estimation has been pre-
sented in von Clarmann et al. (2010) and is mathematically
explained in von Clarmann et al. (2001). The method has
been applied for example by Eckert et al. (2014) to consider
a data jump after retrieval changes in a satellite product. It is
also described in Bernet et al. (2019), in which it has been
applied on ozone data to consider data irregularities in a time
series due to instrumental anomalies.

3.1.1 Bias fitting with an artificial time series

The approach of bias fitting is illustrated with an example
case (Fig. 2). We used an artificial time series with a trend
of 0.5 mm per decade and added three change points with a
constant bias for each subset. The biases added to the time
series are illustrated in Fig. 2b, showing that the longest
block (third block) was set as a reference block with a bias
of zero. The change points represent for example an instru-
mental update that leads to a constant bias in the following
data. The biased time series has a trend of 1.19± 0.06 mm
per decade, which is too large compared to the true trend
of 0.5± 0.06 mm per decade. To improve the trend estimate,
we add a fully correlated block in Sy for each biased subset,
assuming a bias uncertainty of 5 %. We obtain a corrected
trend of 0.52± 0.17 mm, which corresponds within its un-
certainties to the true trend of the unbiased time series. This
demonstrates that the approach can reconstruct the true trend
from a biased time series, with slightly increased trend un-
certainties.

3.1.2 Bias fitting for GNSS trends

In the present study, we use the bias fitting on GNSS data sets
to account for instrumental changes. Analysing IWV trends
from GNSS data is challenging because the measurements
are highly sensitive to changes in the setup (mainly con-
cerning antennas and radomes, but also receivers and cables)
or in the environment (Pacione et al., 2017). The presented
method is a straightforward way to obtain reliable IWV
trend estimates despite possible data jumps due to instru-

mental changes. We consider each instrumental change in the
trend programme, requiring as single information the dates
when changes have been performed at the GNSS stations and
an estimate of the bias uncertainty. We introduced change
points in the trend programme as soon as a possible jump in
the GNSS height data was recorded by swisstopo (available
at http://pnac.swisstopo.admin.ch/restxt/pnac_sta.txt, last ac-
cess: 12 July 2019), which was mostly due to antenna up-
dates.

After such antenna changes, we assume a bias uncertainty
of 5 % of the averaged IWV value for each biased subset.
The bias uncertainty of 5 % was chosen based on our ex-
ample case at Neuchâtel (Fig. 3), in which we observed a
bias of 4 % after an antenna change. This is also consistent
with results from Gradinarsky et al. (2002) and Vey et al.
(2009), who found IWV jumps of around 1 mm due to an-
tenna changes or changes in the number of observations and
the elevation cut-off angles. For a typical Swiss station with
averaged IWV values of around 16 mm, this corresponds to
a bias of around 6 %. Ning et al. (2016b) found IWV biases
due to GNSS antenna changes mostly between 0.2 and 1 mm,
which corresponds to a bias of 1 % to 6 %, confirming our
choice of 5 % bias uncertainty. In addition to the antenna up-
dates, we added change points in the GNSS time series when
a new antenna and receiver was added to replace an older
system nearby (see Table 1). This can lead to larger biases,
and we therefore assume a bias uncertainty of 10 % due to
this data merging. For some antenna updates, jumps were ob-
served back to a data level of a previous period. These subsets
were then considered as unbiased to each other. Otherwise,
we assumed the longest data block to be the unbiased refer-
ence block.

The trend programme and the bias correction are illus-
trated by an example case of the GNSS station in Neuchâ-
tel, Switzerland (Fig. 3). Figure 3a shows the monthly IWV
time series of GNSS data in Neuchâtel with antenna up-
dates in the years 2000, 2007 and 2015 (vertical red dotted
lines). Figure 3b shows the deseasonalized anomalies of the
IWV time series, divided by the overall mean value of each
month, illustrating the interannual variability. The anoma-
lies are less variable from 2007 to 2012, but it is not clear
whether this is related to the antenna update in 2007. Further-
more, the relative difference compared to ERA5 ((ERA5−
GNSS)/GNSS) reveals a data jump after the antenna change
in 2015 (Fig. 3b). After this antenna update to multi-GNSS,
the mean difference compared to ERA5 was reduced, sug-
gesting that the antenna update improved the measurements.
The jump corresponds to a bias in IWV of 0.66 mm (4 %)
compared to the data before the change. Such a jump can fal-
sify the resulting trend. In the corrected trend fit, the trend
model therefore accounts for possible biases for each an-
tenna update. When the bias is considered in the trend model,
the jump in the difference compared to ERA5 is reduced
(Fig. 3b). Furthermore, we obtain a larger bias-corrected
trend (0.78± 0.89 mm per decade) compared to the trend of
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Figure 2. Artificial time series (a) and added biases (b). The linear trends for the true (unbiased) data, the biased data and the bias-corrected
data are given with 1-standard-deviation uncertainties.

the initial data (0.33± 0.44 mm per decade) (Fig. 3c and d),
suggesting that IWV was overestimated in earlier years. In
general, the trend fit (Fig. 3c) reproduces the IWV time series
well. For both model fits, 90 % of the residuals (Fig. 3d) lie
within 2 mm, which corresponds to differences between ob-
served data and model fit below 17 %. The regression model
explains 93 % of the variability of the IWV time series at this
station. As described above, the resulting trend depends on
the assumed bias uncertainties and random observational er-
ror. However, respective tests have shown that different ob-
servation error covariance matrices, where these quantities
were varied within realistic bounds, lead to trend estimates
within the error margin of the original trend estimate.

4 Integrated water vapour around Bern

IWV measurements from the TROWARA radiometer in Bern
are compared to surrounding GNSS stations and reanalysis
data. Figure 4 shows monthly means of TROWARA and re-
analyses, as well as the averaged monthly means of seven
GNSS stations close to Bern. The selected GNSS stations lie
within±0.5◦ latitude and±1◦ longitude around Bern, with a
maximum altitude difference of 200 m (see Table 1). The alti-
tude restriction has been chosen to avoid the inclusion of the
two higher-altitude stations (Zimmerwald and Bourrignon)
that are close to Bern but show larger IWV variability due to
their higher elevation.

Generally, we observe a good agreement between the data
sets, with interannual variability that is captured by all data
sets (Fig. 4b). The data sets agree well with TROWARA, with
averaged differences smaller than 0.6 mm (∼ 5 %). Only the
stations in Bern (WAB1 and EXWI) show a bias compared
to TROWARA (not shown). The Huttwil (HUTT) station re-
ports less IWV than TROWARA, which is probably due to
the higher station altitude. The GNSS stations around Bern

agree well with TROWARA after 2013 and show larger win-
ter differences before 2008 (Fig. 4c).

ERA5 agrees generally well with TROWARA, whereas
MERRA-2 differs slightly more. Especially in the last
decade, the MERRA-2 difference compared to TROWARA
shows a strong seasonal behaviour with larger differences in
winter, which is not visible in the other data sets. Correcting
the reanalysis data for a possible altitude mismatch due to
wrong topography assumptions (Bock and Parracho, 2019)
might partly reduce discrepancies between reanalyses and
observations.

4.1 IWV trends around Bern

Trends of IWV for the different data sets around Bern are
shown in Fig. 5 and Table 2. IWV measured by the radiome-
ter TROWARA increased significantly by 4.8 % per decade
from 1995 to 2018. This trend value is similar to the bias-
corrected trends from GNSS stations in Lausanne (EPFL),
Huttwil (HUTT), Lucerne (LUZE), Neuchâtel (NEUC) and
Wabern next to Bern (WAB1), which all report trends around
5 % per decade (Fig. 5 and Table 2). We observe a slightly
larger trend in Payerne (PAYE, 7.0 % per decade). The
GNSS station in Bern, located on the roof of the univer-
sity building of exact sciences (EXWI), shows a trend of
nearly zero (0.1 % per decade). Unfortunately, the site EXWI
has not been operation since September 2017. Reanalysis
IWV at Bern increases significantly by 3.7 % per decade for
MERRA-2 and by 2.3 % per decade for ERA5 data, both for
the period from 1995 to 2018. With the exception of Payerne,
all GNSS trends are not significantly different from zero at
the 95 % confidence interval. The larger GNSS trend uncer-
tainties compared to TROWARA and reanalysis trends are
mainly due to the bias correction, which adds some uncer-
tainty to the trend estimates. Furthermore, all GNSS trends
result from a shorter time period than TROWARA and re-
analysis trends (see Table 1), which also increases the trend
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Figure 3. (a) Monthly means of integrated water vapour (IWV) from the GNSS station at Neuchâtel (NEUC), Switzerland. Changes in an-
tenna types are indicated in all panels by vertical red dotted lines. (b) Anomalies from the climatology ((data− climatology) / climatology) of
the GNSS data at Neuchâtel and relative difference compared to ERA5 data at the same location ((ERA5−GNSS) /GNSS), both smoothed
with a 3-month moving mean window. The horizontal black dashed lines show the averaged difference compared to ERA5 for each antenna
change. The relative difference of the bias-corrected GNSS data to ERA5 is also shown (dotted line). (c) Regression model fit and (d) resid-
uals of the model without bias correction and with correction by considering data jumps in the trend model. The given trend uncertainties
correspond to 2 standard deviations (σ ).

uncertainty and may lead to some trend differences. For com-
parison, the GNSS trends without bias correction are also
shown in Table 2. They are generally smaller than the bias-
corrected trends, suggesting that GNSS trends are mostly
underestimated when biases are not accounted for. Further-
more, their uncertainties are smaller, reflecting the additional
uncertainty when biases are considered.

In brief, most of the GNSS stations around Bern report
positive trends of approximately 5 % per decade. However,
two of the GNSS stations around Bern (EXWI and PAYE) re-

port different trends. The near-zero trend at the EXWI station
is less reliable than the other trends because the EXWI sta-
tion is not part of the AGNES network and therefore does not
fulfil the same quality requirements. The large GNSS trend
in Payerne results from the bias correction. If the bias cor-
rection in the trend fit (as described in Sect. 3) is not applied,
the trend in Payerne is only 2 % per decade (0.32 mm per
decade), whereas it increases to 7.0 % per decade (1.09 mm
per decade) when accounting for antenna changes. Nyeki
et al. (2019) found IWV trends in Payerne from GNSS mea-
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Figure 4. (a) Monthly means of IWV from the microwave radiometer TROWARA in Bern (Switzerland), from GNSS stations close to Bern
and from reanalysis grids (MERRA-2 and ERA5) at Bern. (b) Anomalies from the climatology ((data− climatology)/climatology) for each
of the mentioned data sets. (c) Relative differences of the mentioned data set X to TROWARA (T ) data ((X− T )/T ). The bold lines in (b)
and (c) show the data smoothed with a moving mean window of 3 months; the thin pale lines show the unsmoothed monthly data.

Table 2. IWV trends for TROWARA in Bern, GNSS stations close
to Bern and reanalysis grids (MERRA-2 and ERA5) at Bern, with
2 σ uncertainties. GNSS trends have been bias corrected in the case
of antenna updates. The uncorrected trends for these stations are
given in brackets. Trends that are significantly different from zero
at the 95 % confidence interval are shown in bold.

Location Data set Trend Trend
% per decade mm per decade

Bern TROWARA 4.8 ± 2.0 0.72 ± 0.30
Bern MERRA-2 3.7 ± 1.7 0.53 ± 0.25
Bern ERA5 2.3 ± 1.5 0.34 ± 0.23
EPFL GNSS 4.7±5.1 0.75 ± 0.81

(4.0 ± 2.7) (0.65 ± 0.43)

EXWI GNSS 0.1 ± 4.5 0.01 ± 0.68
HUTT GNSS 4.4 ± 6.4 0.63 ± 0.92

(1.0 ± 3.9) (0.15 ± 0.56)
LUZE GNSS 4.6 ± 6.1 0.74 ± 0.99

(1.6 ± 2.7) (0.25 ± 0.43)
NEUC GNSS 4.9 ± 5.6 0.78 ± 0.89

(2.1 ± 2.8) (0.33 ± 0.44)
PAYE GNSS 7.0 ± 6.3 1.09 ± 0.98

(2.0 ± 2.9) (0.32 ± 0.46)
WAB1 GNSS 5.4 ± 8.2 0.94 ± 1.41

(3.4 ± 3.9) (0.59 ± 0.68)

surements of 0.8 mm per decade, which lie between our cor-
rected and uncorrected trends. This suggests that the instru-
mental changes in Payerne play an important role but might
be overcorrected in our case. The recent study by Hicks-
Jalali et al. (2020) reports similar IWV trends in Payerne us-
ing nighttime radiosonde measurements (6.36 % per decade)
and even larger trends using clear-night lidar data (8.85 %
per decade) in the period from 2009 to 2019, suggesting that
IWV in Payerne was strongly increasing, especially in recent
years. However, comparing their trend results with ours has
to be done with care, because their trend time period is short
and the lidar trends might contain a clear-sky bias.

The trend from the TROWARA radiometer of 4.8 %
per decade (0.72 mm per decade) slightly differs from the
TROWARA trends reported by Morland et al. (2009) and
Hocke et al. (2011, 2016). It is larger than TROWARA’s
1996 to 2007 trend of 3.9 % per decade (0.56 mm per decade)
(Morland et al., 2009). Hocke et al. (2011) found no signifi-
cant TROWARA trend for the period 1994 to 2009, which
suggests that our larger IWV trends are mainly due to a
strong IWV increase in the last decade. This is also con-
firmed by Hocke et al. (2016), who observed larger trends
for recent years (1.5 mm per decade for 2004 to 2015). How-
ever, care has to be taken when comparing these TROWARA
trends of different trend period lengths.
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Figure 5. IWV trends for TROWARA in Bern, reanalysis
(MERRA-2 and ERA5) grid points at Bern and GNSS stations close
to Bern. The error bars show 2 σ uncertainties. Filled dots represent
trends that are significantly different from zero at the 95 % confi-
dence interval.

To summarize, IWV trends around Bern from TROWARA
and GNSS data generally lie around 5 % per decade, whereas
reanalysis trends for the Bern grid are slightly smaller.

Seasonal IWV trends around Bern

To study the seasonal differences of the IWV trends around
Bern, we analysed trends for each month of the year (Fig. 6).
The absolute trends (Fig. 6a) are largest in summer months
due to more IWV in summer. The trends in percent (Fig. 6b)
account for the seasonal cycle in IWV, leading to more uni-
form trends throughout the year. However, differences be-
tween winter trends might sometimes be overweighted when
calculating trends in percent: a small trend difference in win-
ter will be more important when expressed in percent than
the same difference in summer trends because of less water
vapour in winter. Nevertheless, we will concentrate on trends
in percent per decade in the following, which facilitates com-
paring relative changes in IWV in different seasons.

Our monthly trends in Bern mostly agree on the largest
and significant trends in June (∼ 7 % per decade to 9 % per
decade) and in November (∼ 8 % per decade to 10 % per
decade) as well on minimal but insignificant trends in Febru-
ary and October (Fig. 6b). Furthermore, all data sets report
a special pattern of low trends in October, with again larger
trends in November. However, the differences between those
monthly trends are significant only at the 68 % confidence
level. The mean trend (arithmetic mean) of the GNSS sta-
tions around Bern agrees with the other data sets in summer
but shows an offset to the other trends in several months,
especially in March and in autumn. We further found that
MERRA-2 trends are slightly larger in summer than trends
from the other data sets, whereas TROWARA trends differ
from the other trends in the winter months of December and

Figure 6. Trends of IWV for different months for TROWARA in
Bern, GNSS stations close to Bern (arithmetic mean) and reanal-
ysis grids (MERRA-2 and ERA5) at Bern. Uncertainty bars show
the maximum range of 2 σ uncertainties of each data set. Filled
dots represent trends that are significantly different from zero at
the 95 % confidence interval. Monthly IWV trends are given in (a)
as absolute trends in millimetres per decade and in panel (b) as
relative trends in percent per decade. Panel (c) presents again the
monthly IWV trends from ERA5, as well as the relative humidity
(RH) trends and the theoretical change in saturation vapour pressure
es due to the observed temperature change from ERA5 data (both
averaged below 500 hPa).

January. This larger disagreement between TROWARA and
reanalysis trends in December and January is consistent with
the larger winter biases of TROWARA starting in 2008 in
Fig. 4c.

Previous studies analysed TROWARA seasonal trends us-
ing shorter time periods. Morland et al. (2009) and Hocke
et al. (2011) observed significant positive summer trends
and negative winter trends for TROWARA. Our TROWARA
trends confirm positive summer trends (significant in June
and August) but do not confirm negative winter trends. The
observed autumn peak (minimum trend in October and a
trend peak in November) has also been reported by Morland
et al. (2009) and Hocke et al. (2011). However, their trend
peak was shifted by 2 months, with a minimum in August
and a subsequent maximum in September. The 10 additional
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years that we use in our study compared to their data might
be responsible for this shift. Morland et al. (2009) proposed
that this autumn trend peak might be related to precipitation
changes, but such a relationship has not been verified for the
present study. Nevertheless, we showed that the IWV trend
peak is consistent with November temperature trends, sug-
gesting that those trends are temperature driven (see Sect. 4.2
and Fig. 6c).

In summary, Bern data sets generally agree on the an-
nual trend distribution, with the largest trends in June and
in November. However, the monthly trends of GNSS stations
around Bern disagree with the other data sets in spring and
in autumn, whereas TROWARA deviates in December and
January. Positive summer trends are reported by all data sets.

4.2 Changes in IWV and temperature around Bern

To examine the relationship between IWV trends and chang-
ing temperature, we present the theoretical change in water
vapour in the atmosphere due to observed changes in tem-
perature (Fig. 6c). For this, we determined the temperature-
dependent change in saturation vapour pressure for the time
period 1995 to 2018. The saturation vapour pressure es de-
scribes the equilibrium pressure of water between the con-
densed and the vapour phase. It increases rapidly with in-
creasing temperature (Held and Soden, 2000). In cases where
the water vapour pressure e is smaller than es, the available
water is in the vapour phase, whereas for e ≥ es it condenses.
With increasing temperature, es increases, which leads to an
increase in e for a given relative humidity (RH). Changes
in es can therefore directly be compared to changes in the
amount of water vapour, assuming that RH remains constant
(Möller, 1963; Held and Soden, 2000):

RH=
e

es
≈ constant. (11)

A change in es is then directly reflected in a change in e and
therefore in IWV:

des

es
≈

de
e
=

dIWV
IWV

. (12)

The fractional change in es for a given change in temper-
ature can be approximated by the Clausius–Clapeyron equa-
tion:

des

es
≈

Lv

RvT 2 dT , (13)

where Lv is the latent heat of evaporation (Lv = 2.5 ×
106 Jkg−1), Rv is the gas constant for water vapour (Rv =

461JK−1 kg−1), dT is the change in temperature and T is
the actual temperature. To obtain the tropospheric temper-
ature change dT , we derived the temperature trend (1995
to 2018) from ERA5 temperature profiles, averaged below
500 hPa. This limit was chosen because around 95 % of IWV
resides below 500 hPa for the averaged ERA5 profiles in our

study period. The resulting temperature trend (in kelvin per
decade) is then used for dT in Eq. (13) to determine the
change in es in percent per decade. For the actual tempera-
ture T we used the mean of ERA5 temperature profiles below
500 hPa for the same time period.

The fractional changes in ERA5 es for the Bern grid for
different months are shown in Fig. 6c. These temperature-
induced changes in es agree generally well with the observed
trends in IWV. They agree especially well with TROWARA
and reanalysis trends in spring (March and April), late sum-
mer and autumn (July to November), but they agree less in
the winter months and in May and June. Furthermore, they
agree less with GNSS trends from September to March. Gen-
erally, the good agreement between the change in es and
the IWV trends indicates that observed IWV changes around
Bern can mostly be explained by temperature changes. How-
ever, the changes in es do not confirm our observed IWV
winter trends, especially in January and February. This dis-
crepancy can be related to changes in RH, which was as-
sumed to be constant (Eq. 11). Indeed, our trends of ERA5
RH for the Bern grid (Fig. 6c) show that RH was not constant
in those months, especially in winter but also in May and
June. Even though the RH trends are not significantly differ-
ent from zero, these results suggest that assuming RH to be
constant may not be valid during all seasons, especially in
winter. This makes the attribution of IWV trends to changes
in temperature more challenging. Furthermore, other factors
than temperature might be responsible for IWV changes in
winter, such as changes in dynamical patterns and the hor-
izontal transport of humid air. Indeed, Hocke et al. (2019)
showed that evaporation of surface water plays a minor role
in winter, with a latent heat flux that is 6 to 7 times smaller
than in summer in Bern, suggesting that, in winter, horizontal
transport of humid air is more important than evaporation.

We conclude that IWV in Bern changes as expected from
temperature changes in early spring, late summer and au-
tumn, but other processes might also be responsible for IWV
changes, especially in winter.

5 Integrated water vapour at Jungfraujoch

We compare IWV at Jungfraujoch from a GNSS antenna and
an FTIR spectrometer (Fig. 7). Due to the sparser FTIR sam-
pling, we compare FTIR data not only with the full GNSS
time series, but also with coincident GNSS data, i.e. pairwise
data limited to clear-sky weather conditions. Monthly means
of these sparser data have been computed by a seasonal fit-
ting as described in Sect. 2.2. This leads to some missing data
at the edges of the coincident GNSS time series (Fig. 7a, c)
because a specific number of data points is required for the
seasonal fitting. For the FTIR time series, no data are missing
at the edges because data were available beyond the dates of
our study period.
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Figure 7. (a) Monthly means of IWV from the FTIR spectrometer and the GNSS station at Jungfraujoch (Switzerland). Shown are GNSS
means once using the full hourly sampling and once using data only at the same time as the FTIR measured (coincident GNSS). The monthly
means of FTIR and coincident GNSS have been resampled to correspond to the 15th of each month. (b) Anomalies from the climatology
((data− climatology)/climatology) for FTIR data and fully sampled GNSS data. (c) Differences between GNSS (G) and FTIR (F) data,
using the full GNSS data and GNSS data coincident with the FTIR. The bold lines in (b) and (c) show the data smoothed with a moving
mean window of 3 months; the thin pale lines show the unsmoothed monthly data.

We observe less IWV at Jungfraujoch than at Bern due to
the high altitude of the station, with a mean IWV from GNSS
of 3 mm (Fig. 7a). The deseasonalized anomalies (Fig. 7b)
show that the interannual variability of IWV at Jungfrau-
joch is larger than in Bern, with anomalies larger than 50 %
for some months. Monthly means of coincident GNSS data
have a mean dry bias of −0.26± 0.3 mm compared to FTIR
(GNSScoincident−FTIR) (Fig. 7c). This corresponds to a bias
of 15 % when referring to the long-term average of GNSS
coincident IWV data. Furthermore, monthly means of fully
sampled GNSS have a bias of 1.05± 0.61 mm compared to
FTIR (GNSS−FTIR), which corresponds to a bias of 34 %
(using the mean of the fully sampled GNSS as reference).
This larger bias illustrates the sampling effect of the FTIR
measurements, leading to a dry bias of FTIR compared to
GNSS data. Indeed, the difference results from the restric-
tion that FTIR measurements require clear-sky conditions,
preventing measurements during the wettest days.

The remaining bias of −0.26 mm when using coincident
GNSS measurements indicates that GNSS measures slightly
less IWV than FTIR. This is consistent with results from
Schneider et al. (2010), who report that GNSS at the high-
altitude Izaña Observatory (Tenerife) systematically under-
estimates IWV in dry conditions (< 3.5 mm). Furthermore,
a dry bias has also been observed in previous studies that

compared Jungfraujoch GNSS data with precision filter ra-
diometer (PFR) data (Guerova et al., 2003; Haefele et al.,
2004; Nyeki et al., 2005; Morland et al., 2006). Guerova et al.
(2003) attributed this bias to incorrect modelling of the an-
tenna phase centre and Haefele et al. (2004) to unmodelled
multi-path effects of the Jungfraujoch antenna. Brockmann
et al. (2019) stated that the old GPS-only antenna used at
Jungfraujoch until 2016 was never calibrated. Due to the spe-
cial radome construction (with circulating warm air to avoid
icing), the standard antenna phase centre calibration is not
appropriate for use with the Jungfraujoch data. From this
point of view the achieved results are good and a possible
offset is not relevant for trend analyses as long as it is con-
stant over the whole trend period. The use of this antenna
was stopped in summer 2015, and it was replaced by a new
multi-GNSS antenna in October 2016 (Brockmann et al.,
2016). Furthermore, the complete antenna-radome construc-
tion was individually calibrated for GPS and GLONASS sig-
nals (Galileo and BeiDou are assumed to be identical to
GPS). We found that the bias to FTIR has been reduced to
−0.07 mm± 0.28 (4 %) after the antenna change in 2016,
suggesting that the GNSS antenna update improved the con-
sistency of the measurements at Jungfraujoch.
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Figure 8. Monthly means and their trend fits for (a) GNSS and (b) FTIR data at Jungfraujoch. The given trend uncertainty corresponds to
2 σ uncertainties. GNSS antenna changes are indicated by vertical red dotted lines.

IWV trends at Jungfraujoch

The IWV trends at the Jungfraujoch station from FTIR and
fully sampled GNSS data are presented in Fig. 8. The GNSS
antenna update has been considered in the trend estimate as
described in Sect. 3.1.2. We observe IWV trends of 0.08 mm
per decade (2.6 % per decade) for GNSS and 0.04 mm per
decade (1.8 % per decade) for FTIR. However, both trends
are insignificant. The difference between both trends can
partly be explained by the dry sampling bias of the FTIR
spectrometer, which measures only during clear-sky day con-
ditions. Indeed, the absolute GNSS trend is comparable with
the FTIR trend when we use GNSS data coincident with
FTIR measurements, with 0.05 mm per decade (not shown).
Our IWV trends at Jungfraujoch are similar to the trend
by Sussmann et al. (2009), who reported insignificant FTIR
trends at the same station of 0.08 mm per decade in the time
period 1996 to 2008. In contrast to these results, Nyeki et al.
(2019) found larger trends at Jungfraujoch that were signif-
icantly different from zero. They decided not to use GNSS
IWV data from Jungfraujoch due to the high IWV variabil-
ity and the missing calibration of the antenna before the re-
placement in 2016. Therefore, they derived their trends from
IWV data based on a parameterization from surface tempera-
ture and relative humidity measurements. However, they ad-
mit that this approximation is prone to large uncertainties
(Gubler et al., 2012), which might explain parts of the dif-
ferences compared to our trends.

6 IWV trends in Switzerland

6.1 Swiss GNSS trends

The GNSS data generally report positive IWV trends
throughout Switzerland (Fig. 9). Using data for the whole
year (Fig. 9a), 50 % of the stations show trends between
2.3 % per decade and 5.1 % per decade (0.27 and 0.74 mm
per decade). The trends of all stations range between 0.1 %
per decade and 7.2 % per decade (0.01 mm per decade and
1.09 mm per decade), with exception of three stations that
show negative trends (ANDE, HOHT and MART_M). The
mean trend value of all GNSS stations is 3.6 % per decade
(0.49 mm per decade), and the median is 4.4 % per decade
(0.57 mm per decade).

Only three stations (9 % of all stations) show negative
IWV trends and none of them is significantly different from
zero at the 95 % confidence interval. Significant positive
trends are reported at 17 % of the stations (six stations),
being generally stations with long time series and lying
mostly in western and south-eastern Switzerland. Most sig-
nificant trends are observed in summer (Fig. 9d), with sig-
nificant positive trends at five stations. In winter, only two
north-eastern Swiss station trends are significant (Fig. 9b). In
spring (Fig. 9c) and autumn (Fig. 9e), none of the IWV trends
are significantly different from zero. Autumn trends tend to
be negative, especially in the south-western part (Rhône val-
ley in the canton of Valais), but they are all insignificant.

Our trend range covered by all GNSS stations is consis-
tent with results from Nilsson and Elgered (2008), who ob-
served in Sweden and Finland IWV trends between −0.2
and 1 mm per decade. However, they concluded that their
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Figure 9. Trends of IWV in Switzerland for the different GNSS stations for (a) the whole year, (b) winter (December, January, February),
(c) spring (March, April, May), (d) summer (June, July, August) and (e) autumn (September, October, November). The length of the GNSS
time series (Table 1) is indicated by the size of the markers. Stations with trends that are significantly different from zero at the 95 %
confidence interval are marked with a bold edge.

study period was too short (10 years) to obtain stable trends.
Our trends also lie within the range of trends observed in
Germany by Alshawaf et al. (2017). Their trends vary even
more between different stations, with trends ranging between
−1.5 and 2.3 mm per decade. Note, however, that both stud-
ies use different trend period lengths than in our study, which
makes trend comparisons difficult. The recent study by Nyeki
et al. (2019) reports IWV trends from GNSS data at three
Swiss stations for the period 2001 to 2015. Using Sen’s slope
trend method, they found positive all-sky trends in Davos
(0.89 mm per decade), Locarno (0.42 mm per decade) and
Payerne (0.80 mm per decade).

Our GNSS trends for these stations are slightly differ-
ent (Davos: 0.71 mm per decade, Locarno: 0.72 mm per
decade, Payerne: 1.09 mm per decade), which might be due
to the three additional years in our analysis, but also due
to our bias correction in the trend model. Furthermore, our
GNSS-derived ZTD data were reprocessed until 2014 (see
Sect. 2.3), whereas Nyeki et al. (2019) still used the old
GNSS data.

Note that most bias-corrected GNSS trends are larger than
the uncorrected trends. This suggests that earlier GNSS data
overestimate IWV compared to recent measurements. A pos-
sible explanation might be the enhancement from GPS-only
to multi-GNSS antennas that was performed on AGNES
stations in spring 2015. In our example case (Fig. 3b),
this update improved GNSS IWV measurements compared
to ERA5 data, suggesting that IWV was overestimated by
GNSS in earlier years. This overestimation would then lead
to a smaller trend, whereas the trend would increase when
the jump is corrected in the trend estimation.

The altitude dependence of the GNSS trends is shown in
Fig. 10. We observe that most of the stations that show sig-
nificant positive trends lie at higher altitudes. Indeed, 83 % of
the stations showing significant trends lie at altitudes above
850 m a.s.l., whereas less than half of the stations lie above
850 m. This is consistent with the expectation of Pepin et al.
(2015) that the rate of warming is larger at higher altitudes.

Figure 10. IWV trends from GNSS stations in Switzerland with
the station altitude. For merged stations (see Table 1), the averaged
altitude of both stations is used. The colours correspond to the trend
in percent per decade and are the same as in Fig. 9; the length of
the time series is indicated by the size of the markers. Trends that
are significantly different from zero are shown with bold edges. The
station abbreviations are explained in Table 1.

Due to the direct link between temperature and water vapour
content, an increased warming at higher altitudes would lead
to larger IWV trends. The increasing significance with al-
titude provides some observational evidence for this sugges-
tion. However, the altitude dependence is less visible in abso-
lute trends (not shown), which indicates that, due to less IWV
at higher altitudes, these trends are more sensitive to changes
when calculating trends in percent. Also, the IWV trends of
the six stations with highest altitudes (> 1650 m a.s.l.) are not
significantly different from zero.

We conclude that Swiss GNSS stations generally show
positive IWV trends, with a mean value of 3.6 % per decade
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(0.49 mm per decade) and a tendency for more significant
percentage trends at higher altitudes.

6.2 Swiss reanalysis trends

Reanalysis trends of IWV for Switzerland are presented in
Figs. 11 and 12. The trends are on average 2.6 % per decade
(0.35 mm per decade) for ERA5 (Fig. 11a) and 3.6 % per
decade (0.52 mm per decade) for MERRA-2 (Fig. 12a). Both
reanalysis trends show only small spatial variability. The sea-
sonal trends are positive, with the largest values in sum-
mer (Figs. 11d and 12d). This is consistent with our ob-
served GNSS trends, which are mostly positive in summer.
The smallest and partly negative reanalysis trends are ob-
served in winter (Figs. 11b and 12b), which contrasts with
our GNSS trends that showed the smallest (but insignificant)
trends in autumn and not in winter. In spring and autumn, the
reanalysis trends are spatially more variable. Both data sets
report slightly larger autumn trends in south-eastern Switzer-
land and northern Italy (Figs. 11e and 12e). In spring, ERA5
shows larger IWV trends in south-western Switzerland.

The averaged MERRA-2 trend agrees with our averaged
GNSS trend (both 3.6 % per decade), which is slightly larger
than the averaged ERA5 trend (2.6 % per decade). How-
ever, the reanalyses do not resolve small-scale variabil-
ity, which can explain the differences compared to some
GNSS station trends. Furthermore, the GNSS point measure-
ments are generally more variable than the gridded reanaly-
ses data. Alshawaf et al. (2017) also observed larger differ-
ences in mountainous regions between GNSS-derived IWV
and reanalyses data in Germany. Our mean ERA5 trend for
Switzerland of 0.35 mm per decade is consistent with IWV
trends from ERA-Interim in Germany reported by Alshawaf
et al. (2017) (0.34 mm per decade). The MERRA-2 trends
are generally slightly larger than the ERA5 trends. Parracho
et al. (2018) also found larger IWV trends for MERRA-2
compared to ERA-Interim reanalysis trends on a global scale,
especially in summer.

To determine the relationship between temperature
changes and IWV trends for the whole of Switzerland, we
present changes in saturation vapour pressure es derived from
ERA5 temperature changes below 500 hPa (as described in
Sect. 4.2). The fractional change in ERA5 es, which corre-
sponds to the change in IWV (Eq. 12), is presented in Fig. 13.
The averaged changes in ERA5 es of 2.9 % per decade are
similar to our ERA5 IWV trends described before (2.6 %
per decade), which indicates that IWV is on average follow-
ing the temperature change as expected from the Clausius–
Clapeyron equation. The ERA5 es changes are spatially more
uniform than the ERA5 IWV trends but agree well in all sea-
sons, except in winter (Figs. 13b and 11b). ERA5 es is de-
creasing in winter, whereas ERA5 IWV winter trends are in-
creasing. These conflicting results indicate that factors other
than temperature might dominate IWV changes in winter, as
already discussed in Sect. 4.2. Furthermore, it indicates that

the assumption of constant relative humidity might not be
valid in winter. This is confirmed by the ERA5 RH trends
(Fig. 14), which are around zero for the whole of Switzerland
in all seasons but slightly positive in winter. Even though
these positive winter RH trends are not significantly different
from zero, they raise the question of whether it is justified to
assume RH to be constant.

The partly negative winter changes in es are surprising be-
cause they result from a decrease in reanalysis winter tem-
perature. Such a decrease in winter temperature is not consis-
tent with long-term temperature observations in Switzerland,
which report a temperature increase also in winter (Begert
and Frei, 2018). This difference is due to our short study pe-
riod. A few cold winters in the past 15 years have hidden
the overall positive temperature trend when looking only at
the relatively short period from 1995 to 2018 (MeteoSwiss,
Federal Institute for Meteorology and Climatology, 2019).

To summarize, the ERA5 IWV trends follow on average
the changes expected from temperature changes. The reanal-
ysis IWV trends generally agree well with GNSS trends in
Switzerland, but the spatial trend variability is not resolved
by the reanalyses. Local measurements of IWV such as mi-
crowave radiometer, FTIR or GNSS measurements are there-
fore crucial to monitor changes in IWV, especially in moun-
tainous regions such as Switzerland.

7 Conclusions

Our study presents trends of integrated water vapour (IWV)
in Switzerland from a ground-based microwave radiome-
ter, an FTIR spectrometer, GNSS stations and reanalysis
data. We found that IWV generally increased by around
2 % per decade to 5 % per decade from 1995 to 2018. Us-
ing a straightforward trend approach that accounts for jumps
due to instrumental changes, we found significant positive
IWV trends for some GNSS stations in western and eastern
Switzerland. Furthermore, our data show that trend signifi-
cance tends to be larger in summer and to increase with alti-
tude (up to 1650 m a.s.l.).

Comparing IWV from the radiometer in Bern with GNSS
and reanalyses showed a good agreement, with differences
within 5 %. The FTIR spectrometer at the high-altitude sta-
tion Jungfraujoch revealed a constant clear-sky bias of 1 mm
compared to GNSS data. Nevertheless, the IWV data and
also the trends of both data sets at Jungfraujoch agree within
their uncertainties when only coincident measurements are
used. We further found that the IWV trends of the Swiss
GNSS station network agree on average with the Swiss re-
analysis trends (2.6 % per decade to 3.6 % per decade) but
that the reanalyses are not able to capture regional variabil-
ity, especially in the Alps. We conclude that GNSS data are
reliable for the detection of climatic IWV trends. However, a
few stations may require further quality control and harmo-
nization in the trend analysis.
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Figure 11. IWV trends from ERA5 reanalysis data in Switzerland from 1995 to 2018 for the whole year (a) and for the different seasons
(b to e). GNSS trends are additionally shown in panel (a) (same as in Fig. 9a but restricted to stations with longest time series of 18 and
19 years).

Figure 12. Same as Fig. 11 but for MERRA-2 reanalysis data (1995–2018).

Figure 13. Fractional change in water vapour pressure (es) derived from temperature trends from ERA5 (1995–2018) for the whole year (a)
and different seasons (b to e). The temperature data were averaged below 500 hPa.

Measurements in Bern reveal that the IWV trends follow
observed temperature changes according to the Clausius–
Clapeyron equation. Still, they do not scale to temperature
as expected in some months, especially in winter, suggest-
ing that other processes such as changes in dynamical pat-
terns are responsible for IWV changes in winter. However,
these winter trends are not significantly different from zero,
which prevents us from drawing robust conclusions about
temperature-related IWV changes in winter. Also, several
colder winters in our study period might hide the long-term
winter temperature increase in Switzerland. Nevertheless,
ERA5 confirms the departure from Clausius–Clapeyron scal-
ing in winter during our study period.

We did not use lower tropospheric temperature from
MERRA-2 in this study because we observed biases in some
Alpine grids that we could not explain so far. This reflects
the difficulty of using reanalysis data for trend estimates and
illustrates that reanalysis data have to be handled with care
due to possible changes in observing systems or assimilated
data.

Another reason for observed inconsistencies between tem-
perature and IWV changes might be changes in relative hu-
midity (RH). Our temperature–IWV relation assumes that
the relative humidity remains constant. However, we found
positive RH trends in winter using lower-tropospheric ERA5
data. Even though the RH trends are not significant, they
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Figure 14. Relative humidity (RH) trends from ERA5 reanalysis data in Switzerland from 1995 to 2018 (averaged below 500 hPa) for the
whole year (a) and for the different seasons (b to e).

might partly explain the disagreement between observed
winter temperature and IWV changes. Wang et al. (2016)
states that RH may not be constant because of limited mois-
ture availability over land surfaces. Some studies even found
a decrease in relative humidity with increasing temperature
at mid-latitudes (O’Gorman and Muller, 2010) or in the sub-
tropics (Dessler et al., 2008). Further analyses with addi-
tional data sets would be required to provide more insights
into possible RH trends in Switzerland.

It would be necessary to analyse temperature-induced
changes at more stations to draw robust conclusions about
correlations between temperature and IWV changes. The
problem of hidden long-term temperature trends in our study
might be solved by using longer temperature time series, but
longer IWV time series are sparse. Comparing regional IWV
changes with tropospheric temperature changes from obser-
vations (e.g. radiosondes) rather than from reanalyses might
be another approach to improve understanding of regional
temperature–IWV relations. Nevertheless, it is generally dif-
ficult to attribute observed climate changes to unambiguous
sources and feedbacks (Santer et al., 2007). Only complex at-
tribution studies with multiple model runs can clarify this is-
sue, as done for example by Santer et al. (2007) for IWV over
oceans. However, global climate models lack feedbacks on
the regional level (Sherwood et al., 2010), and studies based
on regional observations are thus necessary.

In summary, our results confirm the increase in water
vapour with global warming on a regional scale, stressing the
importance of the water vapour feedback. Furthermore, the
results emphasize the importance of regional IWV analyses
by showing that regional trend differences can be large, es-
pecially in mountainous areas. The spatial coverage of long-
term IWV measurements from ground stations is sparse.
We have shown that homogeneously reprocessed GNSS data
have the potential to fill this gap and that they enable monitor-
ing of regional water vapour trends in a changing climate. We
further found that water vapour increase follows temperature
changes as expected, except in winter. In a changing climate,
it is therefore important to assess both regional changes in
temperature and water vapour to understand and project pos-

sible changes in precipitation patterns and cloud formation
on a regional scale.
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