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Abstract

The recommendation systems are used to suggest new, still not discovered items to users. At the moment, in order to achieve the
best quality of the generated recommendations, users and their choices in the system must be analyzed to create a certain profile
of preferences for a given user in order to adjust the generated recommendation to his personal taste. This article will present a
recommendation system, which based on the Differential Evolution (DE) algorithm will learn the ranking function while directly
optimizing the average precision (AP) for the selected user in the system. To achieve that, items are represented through a feature
vectors generated using user-item matrix factorization. The experiments have been conducted on a popular and widely available
public dataset MovieLens, and show that our approach in certain situations can significantly improve the quality of the generated
recommendations. Results of experiments are compared with other techniques.
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1. Introduction

The progressive computerization of the world makes more and more products, services and information available
on the Internet. Additionally, wide access to the Internet and the development of mobile technology allows almost
every user to be constantly ”online” and look for advice of the Web in making everyday decisions. Unfortunately,
there is so much information available that an average user is often unable to familiarize oneself with it and choose the
best option for himself. This phenomenon is known as ”information overload”. The issue has been partially solved by
the means of search engines, which try to match the returned results with the query provided by the user. Unfortunately,
the disadvantage of this approach is that the user must know how to construct the query in the correct way. This is
where the Recommendation Systems come in, systems which do not require the user to make such a query, but offer
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the user certain items based on his previous interactions with other items in the system. Owing to this approach, the
user can discover new items that he would not even think about when formulating a search engine query.

The problem of recommendations can be presented as a problem of finding such a ordering of the content suggested
to the user that the resources that are relevant are displayed at the top of the recommended list. This problem is not
trivial [9] and heuristic algorithms are often used to solve it, due to the fact that the measures used to measure the
quality of the generated recommendation are difficult to optimize directly using standard optimization algorithms.

In order to make it possible for the system to match preferences for a particular user, the resources in the system
must have certain features. Unfortunately, it often happens that we do not have access to these features or these features
are of a very poor quality. In order to solve this problem, a matrix factorization technique [17] has been proposed,
owing to which we will obtain certain features describing items in the system that cannot be directly observed, referred
to as ”latent features”.

The main contribution of this paper is to present the use of the Differential Evolution (DE) algorithm to directly
optimize the average precision (AP) measure in recommendation systems. Although there are papers describing the
use of DE for this purpose in information retrieval systems [6], but to the best of our knowledge there is no work
describing usage of DE for this kind of task in recommendation systems. In addition, most of the work in the recom-
mendation systems field mainly focuses on predicting the ratings that the user would give to specific items, rather than
creating a list of recommended items, which is certainly closer to the task of recommendation.

The article is divided as follows: the next chapter describes the literature overview. In chapter 3 the basic informa-
tion about recommendation systems, matrix factorization, learning to rank and a short description of the Differential
Evolution algorithm (DE) will be presented. Chapter 4 is focused on description of the system created, formulation of
the fitness function and application of the DE algorithm in learning to rank. In chapter 5 will be explained how exper-
iments were conducted. The last two chapters (6 and 7) are dedicated to the results of experiments and conclusions.

2. Literature overview

Learning to rank is very popular topic and many articles addressing this issue have been written, especially within
the context of information retrieval systems. One of the more popular techniques are RankBoost [12] and RankNet [8].
It is also possible to find articles in which a metaheuristic algorithm was used to create a ranking function. Examples
include Differential Evolution (DE) [6] or Particle Swarm Optimization (PSO) [11] algorithm, which, owing to its
properties, can directly optimize such a measure as the mean average precision (MAP).

An excellent review of Evolutionary Algorithms in recommendation systems is paper [15] in which can be found
different approaches that have been used in recent research on this topic. One of them is function learning approaches.
Main example of such approach is framework called GUARD [13] which generate ranking functions by taking into
account multiple objectives such as accuracy, novelty and diversity measures. Other approach based on learning a
ranking function are [4] where task was to recommend relevant tags to a target object. In their next work [2] authors
proposed method based on random forests and later extends experiments by other tag recommendation methods and
evaluation metrics in [3].

In the recommendation systems, however, owing to the ”Netflix Prize” [5] contest, among others, the most popular
technique is the prediction of ratings given by the user to a given item (product). This approach, however, does not
take into account how in such systems recommendations are presented to a given user. Most often recommendations
are presented in the form of a list of certain items, therefore it is also important to evaluate the recommendation
system in this respect [16]. In [10] the Particle Swarm Optimization (PSO) algorithm is used, which, in a similar way
as described in this article, optimizes the ranking function, but the presented results, although promising, are not very
extensive. It is worth noting that neural networks have also been successfully used in this problem, as described in
article [20].

3. Background of the research

In this chapter we will briefly describe what a recommendation system is and how the factorization of the matrix is
used to generate recommendations. Additionally, the problem of learning to rank in information retrieval systems and
the Differential Evolution algorithm will be presented here.
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3.1. Recommendation system

Let us consider a set of users U = u1, . . . , u|U | and a set of items I = i1, . . . , i|I|. Each user u ∈ U, rated certain
items i ∈ I, which will be marked rui. Therefore, the data can be presented as three (u, i, rui), which in case of our
research will mean that a certain user u has rated a certain video i, by rating it rui. All ratings given by all users for all
items are often presented in the form of a matrix of m × n. One of the most popular data filtering techniques found in
recommendation systems is the collaborative filtering technique [19]. This technique is based on the assumption that
in order to recommend to a certain active user uA new items that he has not yet rated in the system, other users are
searched for who have rated items in a similar way as the uA user and from this group of users recommendations for
the uA user are generated.

3.2. Matrix decomposition

The matrix factorization algorithm works by decomposing the user-item matrix into two smaller matrices. Owing to
this solution users and items are represented by a small number of latent features. This technique became very popular
in recommendation systems owing to Simon Funk, who used it in the Netflix competition, where it achieved good
results [17]. Although the factorization technique for matrices in recommendation systems is similar to the popular
Singular Value Decomposition (SVD) technique, it should be noted that in order to use a standard SVD on a matrix,
the matrix must be complete (without empty values), which is obviously not the case in recommendation systems.
For this reason factorization is done by using certain algorithms that generate the best approximation of the original
matrix. In its standard form, the factorization of the matrix brings the matrix R̂ in size |U | × |I| by the product of two
smaller matrices |U | : |U | × k and I : |I| × k

R̂ := UIT (1)

where k determines the rank of the approximated matrices. Each row of Uu in the matrix U represents the characteris-
tics (feature vector) describing user u, and each row of Ii in the I matrix represents the characteristics (feature vector)
describing item i. The formula that predicts the rating that user u has given to the item i can be described as follows:

r̂ui = Uu · IT
i (2)

3.3. The problem of learning to rank in information retrieval systems

The problem of learning to rank for information retrieval systems is described in detail in work [18]. To put it
simply, it can be said that it consists of two basic phases: training and testing. In the training phase we provide the
learning algorithm with a set of queries, where each query corresponds to a set of documents. Additionally, to each
document is assigned a label (e.g. human-defined), which determines its relevance to a given query. The aim of the
training phase is to construct a model that will be able to predict new rankings of documents on the basis of the
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queries provided in the best way. The training phase is followed by a test phase, which aims to check the quality of
the generated model. In order to measure the quality between the ranking generated by the algorithm and the one in
the test set, average precision (AP) metric will be used. Precision of rank n (P@n) measures the relevance of the first
n (TopN) items at the top of the ranking list for a specific user and is determined as follows:

P@n =
Number of relevant items in top n results

n
(3)

Average precision (AP) averages the P@n values for different n values:

AP =
∑N

n=1(P@n × rel(n))
Number of relevant items for this query

(4)

where rel(n) is a binary function assigning the value 1 if the nth document is relevant to the query (otherwise 0) and N
is the number of items obtained. Mean average precision (MAP) averages the AP values for all U users in the system.

In addition, the problem of learning to rank can be formally written down in the following way: Let us assume a
set of queries Q = q1, . . . , q|Q| and a set of documents D = d1, . . . , d|D|. The training set is created from a set of query-
document pairs (qi, d j) ∈ Q × D, where each element is assigned a relevance score (e.g. a label) q = (qi, d j) meaning
the relationship between qi and d j. The query-document pair (q, d) is represented by the features vector φ(q, d). The
ranking model can be written using the function:

f (q, d) = wTφ(q, d) (5)

where w denotes a weight vector which determine the degree of significance of each feature towards the ranking score.
In order to create a ranking for a given query qi, we calculate f (qi, d j) for each document d j using formula 5 and sort
these documents by ranking score in a descending order.

3.4. Differential Evolution

The differential evolution was developed by K. Price and R. Storn in the mid-1990s [21]. It is an evolutionary
technique that has found application primarily in numerical optimization. There is a certain population of individuals
who are n dimensional vectors of real numbers. As in other algorithms of this type (e.g. GA, PSO), it is based on
iterative improvement of individuals in the population until a certain stop criterion is reached. Each individual is a
solution to an optimization problem, and a function that evaluates the quality of an individual is called an evaluation
function. Here we distinguish the following two operators: mutations and crossover [7]. The mutation is the primary
operator here and can be carried out in many ways. In the basic version of the algorithm, the creation of a new
individual takes place by combining three randomly selected individuals from the S population and is expressed by
the following formula:

vi = xr1 + F(xr2 − xr3), (6)

where r1, r2, r3 are three random individuals from the S population whereby r1 � r2 � r3. The F parameter is the
amplification factor and takes a value between 0 ≤ F ≤ 1. The next step is to use a crossover operator which creates
a new individual ui by combining the genotypes of parent xi in the population S , and the individual resulting from
the use of a mutation operator vi in the population V . There is also the CR parameter, which determines the crossover
probability and the function Rand( j), which generates a random number in the range (0, 1). The crossover process can
be expressed according to the following formula:

ui, j =

{
vi, j if (rand( j) ≤ CR)
xi, j otherwise (7)
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4. The proposed RecRankDE method

In this section we will show you how to apply the learning to rank in the recommendation systems. Based on
chapter 3.3, in our system, users will be marked as U and will correspond to queries Q, and items will be marked
as I and will correspond to documents D. The aim of our RecRankDE method is, on the basis of the training set, to
discover such a ranking function that generalizes information about the user well, helping to predict his next choices
in the system. The RecRankDE method firstly adopts a set of training data T , which contains user-item pairs (u, i)
with their corresponding feature vector φ(u, i). The method then uses the fitness function described in section 4.1 and
generates new populations of individuals until it reaches the stop criterion. The scheme of the system is presented in
Fig. 2.

4.1. Fitness function

The key element of the Differential Evolution algorithm is the fitness function. Because of this function, after using
mutation and crossover operators, we can determine the quality of a new individual in relation to an individual from
the previous generation. Owing to this solution, only the best adapted individuals will get to the next generation. In
our case, the individual is a vector of real numbers, where the dimension of such a vector corresponds to the number
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Fig. 3. Example visualisation of fitness landscape if every item in system is described by two features.

of features describing items. The fitness function is calculated for the selected user in the system and can be described
in the following way:

Fitness = AP(w, T,N, uA) (8)

where w specifies an individual in the DE algorithm, in this case the weight vector. Formula 8 means the average
precision that would be calculated on the training set T for the selected active user uA, using the weight vector w in
the ranking function f (uA, i) (formula 5), which assigns a value to each item i in training set T for a given user uA.
The parameter N is also passed to this function, which means the number of rated items by user uA in the training set
T . In our system TopN in fitness function is equal to N. Visualisation how fitness landscape could look like if every
item in system would have only two features is presented in Fig. 3

5. Experiments

A popular approach to the evaluation of the recommendation system is to anticipate what kind of grade the user will
give to a given item (movie). However, such an approach does not fully correspond to how recommendation systems
actually work, where recommendations are displayed to the user in the form of a list of proposed items. In addition,
the order of displayed products is also important, as the top of the list there should be the products that the user is
most likely to be interested in. This is not a trivial problem due to the size of the collection of items from which we
have to choose the very videos that will be of interest to the user.

5.1. Experiments setup

Experiments conducted in this article were performed using the popular MovieLens database [14]. The database
has 100,000 ratings based on a scale of 1-5 by 943 users for 1682 films. Each user has rated at least 20 movies, and
incomplete data has been removed. In order for our RecRankDE algorithm to create a ranking, it is required that each
item in the system is described by a set of features. Although some movie features (e.g. genres) are already available
in the MovieLens data set, we will use the SVD algorithm described in chapter 3.2 to generate latent features on
which our algorithm will learn a given user’s preferences. The RecRankDE algorithm has been implemented in two
programming languages. In Python the research preparation and results analysis have been implemented, and to speed
up calculations the entire Differential Evolution algorithm has been implemented in C#. Such a solution allowed to
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use the performance of C# to perform time-consuming calculations, while the Python, owing to a large number of
available libraries, greatly facilitated the preparation of the environment needed to conduct reliable research. The
research was conducted on a computer with Intel Core i5-7600 processor with a 3.50GHz frequency and 16GB RAM.

5.2. Research methodology

First, the ratings for each user were sorted by timestamp and then divided into two sets: train (80%) and test
(20%). Naturally, this approach is completely justified, because based on the user’s previous interactions with the
system, we want to predict his future behavior. In order to check the quality of the generated recommendations the
evaluation protocol of ”all items” described in [20] was used. This means that in order to check the quality of generated
recommendations our system had to select TopN items, from all the items that occurred in the training set and which
the user has not yet rated. For example, if there are 1600 items in the training set and the user has already rated 100
of them, the system has to recommend TopN items (e.g. 10) from a set of 1500 items. The quality of the generated
recommendations for a given user is determined by the average precision (AP). This measure compares TopN of
recommended items suggested by our system with items that a given user has in his/her test set. Due to the time-
consuming process of learning the ranking function through Differential Evolution, 30 users were randomly selected
and the recommendations were generated for them and then these results were averaged. To compare the quality of
the generated recommendations a regular SVD algorithm marked as ”PureSVD” and an algorithm using the logistic
loss function marked as ”Logistic” were used. Additionally, in order to demonstrate how low quality can be achieved
without using any technique, the quality of generated recommendations was calculated by randomly selecting items
from the training set (marked as ”Random”) and the most frequently selected items by users that were present in
the training set (marked as ”Most Popular”). During the research it was noticed that the quality of the generated
recommendations is strongly influenced by the number of items rated by a given user. Therefore, the research focused
on this element of the system. In addition, the Wilcoxon test was conducted to demonstrate the statistical significance
of the presented results. The parameters of the Differential Evolution algorithm were taken from our previous work
[1] and are presented in Tab.1.

Table 1. Differential Evolution parameters.

Parameter name Value

Population 25
Number of Iterations 250
Crossover‘s Probability 0,9
Amplification Factor F 0,8
Dimensions (number of latent features) 15

6. Results

Analyzing the results presented in Tab. 2 (TopN=10), it can be seen that when the minimum number of the rated
items was 50 and 100, the quality of recommendations generated by the RecRankDE algorithm was lower compared
to the pure SVD algorithm. However, since 150 items were rated, the quality of the generated recommendations
expressed by MAP started to increase significantly, which is shown in Fig. 4. The values of Random and Most Popular
are very low and were omitted in this chart. In addition, research was conducted to check the quality of the generated
recommendations depending on the number of items that are recommended for the user (MAP@), and the results are
presented in Tabs. 3, 4 and 5.The results that were statistically significant (p-value<0.05) were underlined.

7. Conclusions and future work

In this article we have presented how the Differential Evolution algorithm can be used to generate personalized
recommendations for a given user. The proposed algorithm has been tested on the public database MovieLens. Exper-
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Table 2. The quality of generated recommendations (MAP) depending on the minimum amount of movies that the user has rated in the data set.

Min rated Items Random Most Popular PureSVD Logistic RecRankDE

50 0,002 0,022 0,093 0,044 0,081
100 0,001 0,020 0,116 0,063 0,107
150 0,008 0,021 0,152 0,132 0,245
200 0,018 0,018 0,134 0,093 0,231
250 0,022 0,022 0,158 0,183 0,270
300 0,012 0,025 0,134 0,157 0,297

Fig. 4. The quality of generated recommendations (MAP) depending on the minimum amount of movies that the user has rated in the data set.

Table 3. The quality of the recommendations (MAP) generated for users who have rated at least 100 movies.

MAP@ Random Most Popular PureSVD Logistic RecRankDE

1 0,033 0,067 0,200 0,133 0,300
2 0,017 0,050 0,183 0,100 0,258
3 0,030 0,044 0,141 0,089 0,245
4 0,019 0,040 0,147 0,081 0,190
5 0,016 0,034 0,152 0,085 0,199
6 0,021 0,030 0,138 0,076 0,172
7 0,007 0,025 0,133 0,071 0,128
8 0,010 0,024 0,129 0,067 0,125
9 0,012 0,022 0,120 0,067 0,107
10 0,011 0,024 0,116 0,063 0,115

iments and their analysis show that our algorithm significantly improves the quality of generated recommendations,
which was confirmed by statistical tests. It was also presented how the number of items rated by the user in the system
significantly influences the results of the tests. In future works we will focus on multi-criteria optimization. In addi-
tion, we will work on performance improvement of our algorithm, so that the process of learning user preferences can
take place in the shortest possible time and we will be able to examine larger datasets. We will also implement other
metaheuristic algorithms to compare their performance with our approach.
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Table 4. The quality of the recommendations (MAP) generated for users who have rated at least 200 movies.

MAP@ Random Most Popular PureSVD Logistic RecRankDE

1 0,100 0,000 0,367 0,233 0,467
2 0,000 0,025 0,225 0,200 0,458
3 0,007 0,035 0,213 0,170 0,404
4 0,033 0,026 0,197 0,151 0,329
5 0,015 0,024 0,175 0,129 0,292
6 0,013 0,024 0,160 0,118 0,301
7 0,021 0,023 0,156 0,108 0,277
8 0,023 0,020 0,145 0,100 0,235
9 0,007 0,020 0,136 0,099 0,273
10 0,015 0,021 0,134 0,093 0,247

Table 5. The quality of the recommendations (MAP) generated for users who have rated at least 300 movies.

MAP@ Random Most Popular PureSVD Logistic RecRankDE

1 0,033 0,100 0,300 0,300 0,367
2 0,042 0,050 0,192 0,275 0,425
3 0,032 0,048 0,161 0,239 0,383
4 0,031 0,036 0,158 0,231 0,401
5 0,038 0,032 0,151 0,210 0,315
6 0,027 0,030 0,150 0,195 0,363
7 0,018 0,030 0,150 0,176 0,310
8 0,026 0,026 0,140 0,164 0,304
9 0,034 0,024 0,133 0,163 0,309
10 0,014 0,024 0,134 0,157 0,288
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