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Network infrastructure must support emerging applications, fulfill 5G requirements and respond to the
sudden increase of societal need for remote communications. Remarkably, Crowdsourced Live Video
Streaming (CLVS) challenges operators’ infrastructure with tides of users attending major sport or public
events that demand high bandwidth and low latency jointly with computing capabilities at the networks’
edge. The Metro-Haul project entered in scene proposing a cost-effective, agile and disaggregated in-
frastructure for the metro segment encompassing optical and packet resources jointly with computing
capabilities. Recently, a major Metro-Haul outcome took the form of a field trial of Network Function
Virtualization (NFV) orchestration over multi-layer packet and disaggregated optical network testbed
that demonstrated a CLVS use case. We showcased the average service creation time below 5 minutes,
which met the Key Performance Indicator (KPI) as defined by 5G Infrastructure Public Private Partner-
ship (5G-PPP). In this paper, we expand our field trial demonstration with a detailed view of the Metro-
Haul testbed for the CLVS use case, the employed components and their performance. The throughput
of the service is increased from approximately 9.6 Gbps up to 35 Gbps per VLAN with high-performance
VNFs based on SR-IOV technology. © 2021 Optical Society of America

http://dx.doi.org/10.1364/ao.XX.XXXXXX

1. INTRODUCTION

Telecom operators seek cost-effective technologies for their in-
frastructure while responding to the pressure coming from at
least three fronts. In line with forecasts, operators have to accom-
modate the ever-expanding cloud services and ever-increasing
traffic carried by Content Delivery Networks (CDN) [1]. At
the same time and unexpectedly, the recent crisis generated by
the COVID-19 pandemic has further increased the usage of re-

mote communications in society both for personal and business
needs [2, 3]. On top of that, networks must evolve toward a
new generation (5G and beyond) that is aimed at supporting
new services with stringent requirements [4]. This three-fold
combination poses challenges for services provided on top of
carriers’ infrastructure.

CLVS is a clear example of such emerging applications to
be supported by operators’ infrastructure. CLVS is a Network

http://dx.doi.org/10.1364/ao.XX.XXXXXX
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Service (NS) in which thousands of users attending an event
(sports, concerts, etc.) stream video from their smartphones to a
platform hosted in cloud-computing facilities [5]. The content
from all the users is edited in real time, producing an aggregated
video, which can be broadcast to a large number of viewers. Such
a service represents a challenge for the network infrastructure
as it combines tides of users, high-bandwidth and low-latency
requirements for a valuable experience.

In order to support such new vertical applications, the Metro-
Haul project [6] has designed and built a cost-effective, agile
and disaggregated network infrastructure for the optical and
packet resources in the metro segment. Moreover, Metro-Haul
has contemplated the key role of compute capabilities at the
network edge, addressing the capacity increase and characteris-
tics such as low latency and high bandwidth. The Metro-Haul
control plane consists of the Control, Orchestration and Manage-
ment (COM) system [7], based on ETSI NFV framework and a
hierarchical Software Defined Networking (SDN) control plane,
which facilitates the deployment of multi-layer end-to-end net-
work slices, including Virtual Network Functions (VNFs) in
multiple datacenters (with multiple Virtual Infrastructure Man-
agers (VIMs)) and simultaneously dedicates packet and optical
network resources, including Layer 2 (L2) VPNs and photonic
media channels. Within the context of Metro-Haul, we recently
reported a field trial of NFV orchestration using the COM sys-
tem over a multi-layer packet and disaggregated optical network
testbed that demonstrated a CLVS use case with service creation
time below 5 minutes for the reported NS [8].

This paper extends [8] with the following contributions. First,
our work is contextualized with a literature review of related
work. Second, we expand our description of the Metro-Haul
testbed for the CLVS use case encompassing all elements in the
data plane and all components in the control plane. Third, we
report the in-depth services’ and per-component performance in
terms of setup, configuration and tear-down times, which are ex-
plained in companionship with an extensive workflow. In terms
of performance, we report that the throughput is increased by
means of SR-IOV technology as compared to VirtIO based VNF
network interfaces. Note that we utilize the terms: datacenter,
site or node interchangeably in this work.

The remainder of the paper is organized as follows. In Sec. 2,
we describe the CLVS operation principle and its conception as
a network service. Sec. 3 reviews relevant works and highlights
the completeness of our field trial. Sec. 4 provides an in-depth
description of the Metro-Haul testbed for the CLVS use case.
Sec. 5 describes the workflow for deploying the CLVS service,
including a hierarchy of services from the top of the COM system
down to the data plane. In Sec. 6, we report results in terms of
setup and tear-down times, optical connectivity and throughput.
Finally, we present our concluding remarks in Sec. 7.

2. CROWDSOURCED LIVE VIDEO STREAMING
NETWORK SERVICE

In the past few years, videos streamed on CLVS platforms have
generated a staggering amount of traffic: 3.8 million people
broadcasted live-streaming videos [9] in Feb. 2020 on Twitch [10],
a CLVS platform very popular with the gaming community. The
amount of traffic generated from this huge user base in con-
text of a CLVS platform [5] requires a high capacity network in
combination with low latency network paths for multiple video
feeds. Furthermore, a CLVS-based NS may also require com-
pute resources to process the video traffic [11]. A reference CLVS

NS is shown in Fig. 1. It consists of CLVS traffic as multiple
video streams in different VLANs, from access network being
processed by a Deep Packet Inspector (DPI) VNF for traffic anal-
ysis. Via a metro-optical network, the CLVS traffic is forwarded
to a Firewall (FW) VNF which can block any video stream per
VLAN based on some criteria. Following this, the CLVS traffic is
forwarded to the core network for upload to a CLVS platform.

CLVS traffic

from access 

network in 

L2 VLANs

Towards 

Core 

network

L2 VLANs 

interconnecting VNFs

⋮ ⋮ ⋮FW VNFDPI VNF

Fig. 1. ETSI-NFV network service targeting CLVS use case

Metro-Haul project, which provides an agile and pro-
grammable metro-optical network, is targeted for various ver-
tical use cases having varying latency and bandwidth require-
ments. CLVS use case can directly benefit from Metro-Haul
infrastructure, since its COM system can rapidly provision a
slice on top of the end-to-end compute/network resources and
support the high capacity and low latency requirements.

3. RELATED WORK

This section reviews relevant works in the context of our field
trial, which commonly comprise experimental validations and
demonstrations in which software modules interact for alloca-
tion of compute and network resources, namely implementa-
tions that have real-time actions over infrastructure. We divide
these works in three categories. First, we cover related initia-
tives, highlighting the uniqueness of our work reported as it
encompasses from the top vertical application down to the un-
derlying optical infrastructure. Second, we cover works which
emphasize developments on top of hierarchical architectures
regarding planning and orchestration. Finally, we conclude this
section by focusing on the bottom part of hierarchical architec-
tures reviewing recent contributions in optical SDN controllers.

A. Related initiatives
Here, we report some contemporary initiatives to the Metro-
Haul project. These encompass backbone networks, orchestra-
tion, SDN and NFV in 5G scenarios.

Authors in [12] reported NFV orchestration over wireless
networks, where the VNFs hosted in different testbeds are in-
terconnected via LTE, WiFi or mmWave technologies. In con-
trast, our work focuses on the NFV orchestration over metro
optical networks, where the work in [12] may be targeted for
the NFV orchestration on the access network side. Another
initiative, namely 5TONIC [13], is an NFV Management and
Network Orchestration (MANO) platform having the capabil-
ity of incorporating an external site to exploit the resources for
multi-site network service experimentation. However, the inter-
site communication is facilitated by an external VPN service in
5TONIC which is not part of the NFV orchestrator. Another rele-
vant work which is Open3++ [14] uses the combination of Open
Source MANO (OSM) NFV Orchestrator (NFVO), OpenStack
VIM and OpenDaylight SDN controller with extended network-
ing capabilities for multi-domain orchestration. In Open3++, the
authors are using a version of OSM which does not allow using
an external WAN Infrastructure Manager (WIM) to interconnect
VNFs. Therefore, they resolved this issue via a proxy which ab-
stracts all the underlying entities (multiple datacenters hosting
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their own VIMs, and one WIM to interconnect datacenters) as a
single datacenter towards the OSM orchestrator. The previous
two works differ from our work in which we utilize an extended
version of OSM, having an intrinsic capability to provision end-
to-end network connectivity via an external WIM. Authors [15]
propose ARMONIA, which is an architecture targeting joint con-
trol of IP and optical equipment in metro and access networks.
In ARMONIA, control plane is based on: i) SDN for centralized
network management and monitoring to deploy or re-optimize
connections and/or recovery; and ii) an NFVO to deploy VNFs.
Having centralized system courtesy of SDN in ARMONIA al-
lows closed loop control to re-optimize the network state. The
authors present algorithms to be demonstrated in ARMONIA
for QoT estimation, traffic prediction and resource allocation
along with simulation results. In contrast, our work includes the
MetroHaul architecture having NFV orchestration over metro-
optical networks validated in an actual field trial, while using
standardized interfaces between various components. Authors
in [16] present Software-Programmed Networking Operating
System (SPN OS) based on NFV/SDN for service provisioning
over packet/optical networks spanning multiple datacenters.
In this work, a service is a Virtual Network Object (VNO) with
dedicated resources, which is defined by ETSI-based TOSCA
template and Network Service Headers for describing VNFs and
service function chain between the VNFs respectively. The au-
thors further present a prototype implementation of the system
with only the SDN paradigm, based on Mininet and LINC-OE
based emulated packet/optical switches, and do not showcase
NFV orchestration, while using pre-deployed static network
functions. Moreover, their results include setup times in order
of tens of seconds, since they do not deploy VNFs and use an
emulated network. This is in contrast to our work where we
demonstrate the use-case on a testbed and show setup times
using real hardware.

We describe several particular projects in the context of the
5G-PPP phase 1. The ORCHESTRA project [17] addresses mon-
itoring solutions in backbone networks. The 5GEx project
focuses on cross-domain orchestration of services over het-
erogeneous technologies and domains [18]. The 5G-XHaul
project targets dynamic and reconfigurable optical-wireless back-
haul/fronthaul networks [19]. The 5G-Crosshaul project focuses
on integrated backhaul and fronthaul transport network en-
abling flexible/software-defined reconfiguration of networking
elements in a multi-tenant and service-oriented management
environment [20]. Some other projects include iCirrus, which
proposes an intelligent converged 5G network consolidating
radio and optical access around user equipment [21]. The 5Gin-
FIRE project involves a 5G-oriented experimental playground
for vertical industries through an extensible 5G NFV-based ref-
erence ecosystem [22].

It is worthwhile mentioning initiatives from 5G-PPP phase 2
as well. The BLUESPACE project focus on Spatial Division
Multiplexing (SDM) in the RAN, using optical beamforming
interfaces designed for wireless transmission, seamlessly in-
tegrated into optical access network infrastructures [23]. The
PASSION project, targets high-capacity flexible photonic tech-
nologies [24]. The QAMELEON project proposes new photonic
devices [25]. The 5G-CLARITY project targets beyond 5G private
networks integrating 5G, Wi-Fi and LiFi technologies, managed
through AI-based autonomic networking [26]. The 5G Trans-
former project which defines SDN/NFV-based mobile transport
and computing platform, brings “slicing” into mobile transport
networks [27]. The 5G-COMPLETE project focuses on converged

5G infrastructure including wireless, optical and packet network
in a disaggregated RAN approach [28].

To the best of our knowledge, Metro-Haul has been the only
initiative to encompass from the top vertical services with two
applications (video surveillance [29] and CLVS [8]) down to the
underlying optical infrastructure, while covering compute and
network resources with NFV and SDN principles. We mention
that a similar result in this work, related to component level
setup times, has been shown in the video surveillance use-case
demonstration [29]. The testbed in [29] utilizes an optical line
system, whereas we utilize a disaggregated optical network,
and show the configuration time at the Reconfigurable Opti-
cal Add-Drop Multiplexer (ROADM) level as well. Moreover,
our work integrates many different Metro-Haul components
and technologies which were previously demonstrated on their
own [7, 30–33], and are now comprehensively validated with a
use-case in a field trial over a real testbed.

B. Network planning and orchestration over optical networks
Net2Plan is an open-source Java-based tool for planning, opti-
mization, and evaluation of networks that cover compute and
multi-layer network resources. Net2Plan was chosen as the
Metro-Haul’s planning tool performing joint optimization of
compute and network resources. Capacity planning and dimen-
sioning studies leveraged Net2Plan in non-real-time simulation
techno-economic analyses, which considered 5G requirements
while exploiting control-plane programmability and spectrum
management in the optical data plane [34]. On the other hand,
Net2Plan participated in experimental demonstrations for the al-
location of compute and network resources in real-time [31, 35].
Recently, a Net2Plan-based architecture for network optimiza-
tion as a service (OaaS) showcased the possibility of reusing
algorithms for both the offline capacity planning and the online
resource allocation [36]. Note that the above referred works
made use of a simulated optical data plane or emulated packet
data plane, but had no real hardware underneath the control
plane. Relevantly, the work here reported is pioneer for Net2Plan
with its interaction with in-field and laboratorial equipment.

C. ONOS SDN Controller
The Open Network Operating System (ONOS) [37] is one of the
leading open source SDN controllers, designed for carrier-grade
solutions that leverage the economics of white box hardware,
while offering the flexibility to create and deploy new dynamic
network services with simplified Northbound API (NBI). It in-
cludes a base platform and a set of applications, on top of which
the MetroHaul COM platform was developed. In this work,
the main extensions involve the ability to setup optical chan-
nels across partially disaggregated (using a dedicated open line
system controller) or fully disaggregated (using OpenROADM
devices) systems. While ONOS is a standard SDN controller,
the application to OpenROADM-based networks and the use
of a Transport API (TAPI) NBI interface was lacking. However,
in the recent years, this has been addressed. Recently in [32],
a description of ONOS controller features is provided, in link
with the establishment of the Open and Disaggregated Transport
Network (ODTN) working group, specifically focused on the
introduction of required functionality to control and monitor
disaggregated transport networks. The paper [32] describes a
set of experiments performed on a setup including both emu-
lated and real optical devices controlled with ONOS. In [38], the
authors validate a control plane architecture for multi-domain
disaggregated transport networks that relies on the deployment
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Fig. 2. Testbed for CLVS application

of network elements compliant with the OpenROADM Multi
Source Agreement device model [39].

4. TESTBED FOR CLVS USE CASE

 

AMEN
(HPN, Bristol)

MCEN
(BT, Ipswich)

Network Planner
(UPCT, Cartagena)

OpenROADM Agent
(CNIT, Pisa)

NDFF

Fig. 3. Pan European control plane; and UK optical connectiv-
ity: Bristol to Ipswich [40]

In this section, we describe the testbed supporting the CLVS
use case as presented in Fig. 2. This includes the data plane
infrastructure and the COM system. We further describe the
particularities of the VNFs used in the demo with their specific
types of network interfaces. We assume that CLVS traffic from
user handsets originates from an access network, where many
users are capturing video streams via their handheld devices.
It traverses the metro optical network and is then uploaded to
an online CLVS platform. We annotate the various components
in Fig. 2 with a number in an orange circle, and use this num-
ber in superscript (for e.g., OSM17) to refer while explaining in
subsequent sections.

A. Data plane infrastructure
The data plane for the testbed consists of the Metro-Haul data
plane nodes which host both compute and network infrastruc-
ture. Moreover, the nodes are connected by an optical infrastruc-
ture described as follows.

A.1. Data plane nodes

Metro-Haul data plane nodes are SDN/NFV enabled with com-
pute servers to host applications as VNFs and multi-layer packet
and optical networking capabilities. They comprise i) Access
Metro Edge Node (AMEN) connected to the metro and access
network; and ii) Metro Core Edge Node (MCEN) connected to
the metro and core network [41]. The AMENs may host VNFs
close to the access network for low latency to end user; whereas
the MCENs may host computationally intensive VNFs as it is
equipped with considerable compute resources. AMEN and
MCEN are connected together by a metro optical network. We
demonstrate the CLVS use case where the AMEN and MCEN
are hosted at High Performance Networks (HPN) Lab, Univer-
sity of Bristol (Bristol, UK)1 and BT Research Labs (Ipswich,
UK)2, respectively.

At each node, a compute server3 is hosted with 2 × 40 Gbps
Ethernet interfaces; where one of the interfaces receives CLVS
traffic from the access network4 at the AMEN1, and the other
interface transmits the aggregated and edited CLVS traffic to
the CLVS platform5 at the MCEN2. The other 40 Gbps interface
at each compute server is connected to a multi-layer Voyager
muxponder6 [33]. The Voyager muxponder interfaces the packet
domain at each node with the optical domain, and can switch
VLAN-tagged Ethernet traffic on a client port towards the opti-
cal network on a DWDM coherent transponder (line port). The
Voyager muxponder is further connected to a ROADM7,8 at
each node for optical switching. For the purposes of demon-
stration, we utilize a simple broadcast-and-select architecture
for the ROADMs. In particular, the one7 hosted at AMEN1 is a
complete multi-degree ROADM including multiple Wavelength
Selective Switchs (WSSs) while the ROADM8 at MCEN2 com-
prises of a single degree including one WSS. We adopt vendor
neutral OpenConfig [42] and OpenROADM [39] based YANG
data models and agents9,10,11 to control the Voyager muxpon-
der6 and ROADM7,8 devices respectively. This enables disag-
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gregated optical networks [32] by allowing equipment assem-
bled by multiple vendors however having the same consistent
software to control them. We expand on the OpenConfig and
OpenROADM agents in Sec. A.4.

A.2. Optical connectivity infrastructure

The AMEN and MCEN are interconnected via two optical fi-
bre infrastructures12. The National Dark Fibre Facility (NDFF)
connects Bristol to Cambridge, and a second fibre-link connects
Cambridge to Ipswich with a total length of 1060.68 km (530.34
km unidirectional) of standard single mode fibre, as shown in
Fig. 3. DWDM filtering at Cambridge and Ipswich limits the
ASE noise generated by the EDFAs in the links.

A.3. Crowdsourced live video streaming setup

A video server4 at the AMEN1 generates video streams, emu-
lating CLVS traffic using VLC media player instances [43] on
5 × VLANs towards the AMEN; where it is received by a video
editing server5 at the MCEN2 after traversing the VNFs and
the metro network. The video editing server hosts OBS studio
software [44] to aggregate the received CLVS video streams as a
single video and broadcasts to Twitch via an Internet uplink13.

A.4. OpenROADM and OpenConfig agents

The optical devices have been modeled using OpenConfig and
OpenROADM models, respectively, for Voyager muxponders6

and ROADMs7,8. Thus, two different ONOS drivers have
been implemented at the controller20 and two different SDN
agents9,10 have been deployed in the data plane to operate the
devices. The communication between the SDN controller and
the SDN agents exploits the NETCONF protocol. The architec-
ture of both SDN agents is decoupled in two main components:
the model processor and the device driver used for actual configura-
tion of the underlying hardware. The device drivers are coded
as Linux dynamic libraries associated to the specific component
to be configured (e.g. the circuit-packs i.e. the WSSs involved
in the connections); they are loaded during the initialization of
each specific device. The model processor communicates with
the device driver using proprietary APIs. Such a software ar-
chitecture is very flexible to manage a wide range of devices.
For example, it is easy to implement node emulators, since it is
possible to create dummy drivers performing no actions.

The OpenROADM agent10 has been implemented using the
transAPI [45] framework within Netopeer [46], an open source
implementation of the NETCONF protocol based on the lib-
netconf library. The transAPI framework allows invoking call-
back functions whenever an edit-config RPC operation performs
changes on a specific branch of the configuration. The agent
is therefore composed by call-back functions managing con-
troller requests for the creation of the interfaces that, according
to the OpenROADM model, abstract the optical spectral win-
dow used during cross-connections and for the setup of the
cross-connection itself.

The OpenConfig agent9 has been implemented using the
ConfD framework. Thus the NETCONF protocol enables both
the configuration and the monitoring of the main key transmis-
sion parameters of the muxponders (i.e. config: target-output-
power, central-frequency and operational-mode; state: pre-FEC-
BER, Q factor, ESNR, output-power, input-power). The agent
presents an internal database (DB) organized according to the
OpenConfig YANG modules to store those parameters. Two
ad-hoc sockets (i.e. config socket and monitoring socket) with
custom syntax have been designed in order to enable the com-
munication with the device driver modules.

B. Control, Orchestration and Management (COM) system

The Metro-Haul control plane includes the COM system14 [7] to
enable flexible service provisioning. It requires an NS described
using the ETSI standard Network Service Descriptor (NSD) tem-
plate, as depicted in Fig. 4 (similar to the NS described in Fig. 1
and the top of Fig. 2) consisting of VNF Descriptors (VNFDs)
and Virtual Links (VLs) [47]. The VNFDs include the required
resources (CPU, RAM, storage) per VNF. The VLs are used for
connecting to the VNFs in two ways. First, they are used to inter-
connect the VNFs to each other. Second, they are used to connect
the VNFs to external networks, such as traffic from/towards the
access or metro network; and to connect to the management
network (as described in Sec. B.1) to manage the VNFs by the
NS administrator, depicted as Mgmt VL in Fig. 4

The COM system provisions a slice of resources based on
the NSD, by mapping each VNF and VL into actual deployed
Virtual Machines (VMs) and connectivity respectively over the
metro network, using a hierarchy of services. Following sections
describe the management network interconnecting the compo-
nents, the services and the components providing them.

Virtual Link (VL) per VLAN

VLs ⋮ ⋮ VLs⋮VLs

Mgmt

VL

Mgmt

VL

Network Service Descriptor (NSD)

VNF1

VNFD: CPU, 

RAM, Storage, 

Image

VNF2

VNFD: CPU, 

RAM, Storage, 

Image

Fig. 4. ETSI-based Network Service Descriptor

B.1. Management Network

Most of the software components in the testbed as part of the
COM system were hosted in United Kingdom; whereas some
were hosted elsewhere in Europe: this includes the Net2Plan15

hosted in Universidad Politècnica de Cartagena (UPCT), Spain
and one of the OpenROADM agents11 hosted in CNIT, Pisa,
Italy, which controls the MCEN ROADM8. To interconnect these
various software components in the control plane as well as the
data plane, a management network is used. This network is
accessed by various partners in the Metro-Haul consortium via
an OpenVPN instance hosted in Amazon Web Services. The
components hosted in Spain and Italy used this management
network to connect to other components in UK as shown in
Fig. 3. This network is not only utilized to access the NBI or
Southbound API (SBI) of the control plane components, but is
also used to access the VNFs by the administrator of the CLVS
use-case once the NS is deployed.

B.2. Network planning service

Net2Plan15 [48] is in charge of providing the network planning
service. As reviewed in Sec. 3, Net2Plan leverages Java-based
extensions for interfacing with software components, with a
variety of objectives encompassing OSM for NFV orchestration
[49], the ONOS SDN controller [50] and multiple OpenStack [51]
instances simultaneously [35]. Here, we leverage on those ex-
perimental validations and demonstrations for the allocation
of compute and network resources, namely online implemen-
tations that have real-time actions over infrastructure. For pro-
viding the network planning service, Net2Plan interfaces with
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OSM, takes into account the service requirements, computes the
allocation of the computing and multi-layer network resources,
and generates as outcome the location of the VNFs. Further
details on the working principle inside Net2Plan for providing
the network planning service are described in Sec. 5.

B.3. End-to-end network service

OSM16 [52] is used as the reference MANO system, otherwise
also known as an NFVO, which offers the End-to-end network
service to deploy the CLVS NS. OSM is aligned with the ETSI-
based NFV architecture [53] to deploy and manage NSs and the
lifecycle of its constituent VNFs. It utilizes the ETSI NFV Infor-
mation Model to model the NSs in terms of NSDs and VNFs;
in addition to using an ETSI standardized SOL005 NBI. It de-
ploys the NS using the NSD. This includes deployment of VNFs
and Container Network Functions (CNFs) as VMs or containers
respectively using underlying VIMs (for e.g. OpenStack or Ku-
bernetes). To interconnect the VNFs/CNFs, OSM utilizes WIMs
which may be a hierarchical system of SDN controllers. We use
an extended version of OSM [30] to be able to request external
WIMs to deploy network connectivity between VNFs. For the
CLVS use-case, we use an OpenStack17 VIM (to control the com-
pute resources) [51] hosted at each site: AMEN1 and MCEN2,
and a Parent SDN Controller (PSC)18 as the WIM. On OSM, prior
to the CLVS NS deployment, we specify the endpoints, which
map the connectivity of each site with the WAN network: this
mapping is used to deploy the network connectivity between
the VNFs.

B.4. End-to-end connectivity service

The PSC18 is a hierarchical SDN controller which is utilized as
the WIM in the CLVS use case and provides the End-to-end con-
nectivity service. It implements the IETF L2SM model as NBI [54],
where it provides a point-to-point L2 VPN service. Here, OSM
specifies the AMEN and MCEN network endpoints and VLAN
ID while requesting a point-to-point connectivity from the PSC.
The PSC deploys the connectivity between VNFs, composed in-
dividually of an optical connectivity service (provided by ONOS

SDN controller20) and packet connectivity service (provided by
NetOS SDN controller19).

B.5. Optical connectivity service

The ONOS SDN controller20 provides the optical connectivity
service. It involves being able to configure, upon request, a net-
work media channel between the muxponders. For this purpose,
we have implemented the TAPI v2.1 photonic media layer ex-
tensions as ONOS NBI, so the PSC can request a connectivity
service (optical channel - OCh) between Voyager muxponder
line ports. Within ONOS, the TAPI connectivity request is reg-
istered as an optical connectivity intent between the source and
destination Voyager muxponder line ports. After execution of
a Routing and Spectrum Assignment (RSA) algorithm, this in-
tent is translated into bidirectional flow rules, configured on
the Voyager muxponders and the ROADMs, representing the
lightpaths. Moreover, we have also implemented device drivers
(using NETCONF/YANG) in ONOS for both the Voyager mux-
ponder (OpenConfig terminal device data model) and for the
ROADMs (OpenROADM device data model) [32].

C. VNFs used in CLVS demo
For the demonstration of the CLVS use-case, we utilize proof-of-
concept DPI21 and FW22 VNFs which are described as part of the
overall CLVS NS in Sec. 2. Both VNFs use Ubuntu 18.04.5 LTS
as the base operating system, where Open vSwitch (OVS) [55]
software switches are used to switch traffic between ingress and
egress ports. The DPI VNF consists of an open source library
called ntopng [56], which performs protocol classification by
analyzing the packet header as well as payload information.The
FW VNF utilizes multiple OVS instances between the ingress
and egress ports to allow or block traffic based on the port num-
bers, since the interface of the compute server hosting the FW
VNF forwards untagged traffic to the FW VNF, which is then
identified based on the ingress/egress port. For this purpose,
OpenFlow rules are specified on the OVS instances to enforce
policy (allow or block) on the traffic. Within the VNFD, we spec-
ify 6 vCPUs, 8 GB RAM, and 60 GB storage as the resources for
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both VNFs.

D. VNF interfaces: VirtIO and SR-IOV
VNFs on a compute server can be connected to L2 networks
in multiple ways: the most notable ways include attaching
standard VirtIO or Single Root Input/Output Virtualization
(SR-IOV) interfaces to the VMs. VirtIO is a standardized
software-based interface which allows VMs to access physical
network interfaces on the compute servers [57]. Here, the VM’s
interface, which is based on VirtIO, is connected to the physi-
cal network interface via a standard Linux bridge while using
the Linux Bridge mechanism driver, as part of the OpenStack
Neutron networking drivers. This Linux bridge has limited per-
formance, as it requires the packets to be processed by the Linux
kernel, as will be shown in the results. Whereas an SR-IOV-
based interface behaves differently. In this scenario, an SR-IOV
enabled physical network interface can be virtualized as mul-
tiple Virtual Functions (VFs). Each VF can be directly assigned
to a VM as an interface, bypassing the bottleneck of the Linux
kernel; consequently leading to considerable throughput and
latency savings. We deploy the VNFs in the CLVS NS with either
VirtIO or SR-IOV interfaces by specifying the interface type in
the VNFD and compare the network level results in Sec. 6. For
the management VL, we use a VirtIO-based interface as it does
not require a high performance network.

5. NETWORK SERVICE DEPLOYMENT WORKFLOW

We present the CLVS NS deployment workflow (depicted in
Fig. 5) using the Metro-Haul COM services. First, a CLVS appli-
cation administrator requests the CLVS NS from Net2Plan [58],
which provides the network planning service. An ad-hoc extension
of Net2Plan has been developed for this use case. In particular,
the extension has additional fields for indicating the require-
ments of the CLVS application and also includes the client for in-
terfacing with OSM. Within this particular extension, Net2Plan
retrieves from OSM information in the form of a list of NSs.
Net2Plan leverages on a set of algorithms for computing re-
source allocation algorithms that consider both compute and
network resources, being the latter multi-layer, i.e. both packet
and optical. Based on the requirements introduced by the CLVS
application administrator in terms of compute resources, net-
work latency and bandwidth, Net2Plan executes a resource allo-
cation algorithm based on a NFV-based shortest path approach,
producing NSD and VNF locations as output. The output of
Net2Plan is the NSD with the location of the VNFs, i.e. DPI VNF
at the AMEN and FW VNF at the MCEN. Net2Plan uses this
output to deploy the network slice by instantiating the CLVS NS
using an NFVO while specifying VNF locations.

The OSM NFVO, which offers the end-to-end network service,
deploys the VNFs specified in the NSD as VMs on the compute
servers at both locations using OpenStack VIM. Once the VNFs
are active, OSM requests connectivity between VNFs using the
PSC as the WIM, while sharing the VLAN ID used for the net-
works connected to the VNFs locally at each site (AMEN and
MCEN). Moreover, OSM shares the endpoints of each site with
the PSC as part of the request.

The endpoints sent by OSM can then be used by the PSC,
along with the VLAN ID, to identify the two sites between which
the end-to-end connectivity is to be deployed. First, PSC iden-
tifies if there is an optical connectivity established between the
two sites; otherwise it proceeds to request ONOS to deploy an
optical connection between the Voyager line ports to intercon-

nect the AMEN and MCEN. ONOS then proceeds to configure
the Voyager line ports as well as the ROADMs at each site to
provide optical connectivity.

Once the optical connectivity is deployed, the PSC deploys
the L2 VLAN-based packet connectivity between the Ethernet
client ports of the Voyager muxponder using NetOS packet SDN
controller [59]. NetOS exposes the topology via TAPI context to
the PSC, where the optical link between Voyager muxponders is
discovered using LLDP. To interconnect the Voyager muxponder
client ports, NetOS configures the VLAN on both the client and
line ports, which are internally connected to the same bridge on
the Voyager muxponder. As a VLAN is deployed, the end-to-
end connectivity is established.

Since the NS is composed of multiple VLs (which map to
multiple VLANs), OSM proceeds to deploy each VLAN using
the PSC. However in each further VLAN deployment, the opti-
cal connectivity is already deployed between the sites and PSC
only uses NetOS to deploy the packet connectivity for the new
VLAN. Once all the VLANs between the VNFs are deployed,
the CLVS NS is fully deployed.

We also present the tear down process of an NS. This re-
quires first the CLVS application administrator to request the
tear down of the running CLVS NS at Net2Plan; which proceeds
to tear down the end-to-end network service from OSM. At OSM
level, first the VNFs are deleted by requesting the VIM. Once
the VNFs are deleted, OSM proceeds to request the deletion
of end-to-end connectivity per VL between VNFs using the PSC.
The PSC deletes the network connectivity in the reverse way of
deployment. This involves first deleting the L2 VLAN-based
packet connectivity using NetOS per VLAN. After this, the PSC
checks if the optical connectivity is still associated with any exist-
ing L2 VLAN-based packet connectivity between the endpoints;
otherwise it proceeds to delete the optical connectivity using
ONOS. Once the end-to-end connections per VL are deleted, the
tear down of the end-to-end network service is completed.

6. RESULTS AND ANALYSIS

This section covers the performance results of the Metro-
Haul COM system services and data plane. We present the
whole system setup and tear down times, including the planning
phase, VNF instantiation, and optical and VLAN connectivity.
We also discuss the performance comparison between VirtIO
and SR-IOV VNF interfaces. Moreover, we show the optical
link performance between the two sites. Finally, we analyze the
Metro-Haul system based on the derived results and discuss its
limitations.
A. Setup and tear down times

Metro-Haul’s most relevant KPIs to this work relate to the
various service establishment times. For this particular experi-
ment, the deployment of the network service consists of several
steps, as described in Section 5, Fig. 5.

Tables 1 and 2 summarize the setup and tear down times from
30 experiments respectively, showing averages with 95% confi-
dence intervals for an NS with 5 VLANs. The data show that the
whole network service is deployed within ≈ 5 minutes (even
when considering the network planning phase). From these
5 minutes, ≈ 6 s are taken by the network planner, whereas
remainder ≈ 292 s are taken by the network service establish-
ment. These ≈ 292 s can be further broken down into ≈ 80 s
consumed by the VMs instantiation and OSM internal process-
ing (not shown in Table 1) and≈ 212 s remaining to establish the
end-to-end connections. The end-to-end connections include the
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Fig. 6. Detailed setup and tear down times per Metro-Haul components. The times reflect one particular experiment run.

VLAN configuration and can include optical connections or not.
An end-to-end connection with optics takes ≈ 131 s (including
≈ 56 s to configure the optical connection, and ≈ 75 s NetOS
processing and discovering time), whereas each end-to-end con-
nection without optics takes ≈ 20 s. With regards to the tear
down times, the Net2Plan takes less time as it does not need
to execute the optimization algorithm. Moreover, the overall
end-to-end network service time is smaller than the setup phase;
this is due to the fact that optical connectivity tear down time
is smaller than setup time since the Voyager transponder is not
being configured and only being disabled.

To better illustrate the aforementioned results, Fig. 6 shows
the times of one of the experiment runs in detail. Addition-
ally, Table 3 presents the times taken by the equipment utilised
in this work. As expected, the Voyager switches take much
more time configuring its optics than the VLANs (in case of
setup times), and the ROADMs are not active during VLAN
configuration since the optical connectivity is already deployed.
Moreover, the difference of configuration times between AMEN
and MCEN ROADMs is due to its implementation, as discussed

Table 1. Metro-Haul service setup times. Averages and 95%
confidence interval shown.

Service Setup time (s)

Network planning 6.059 ± 0.283
End-to-end network service 292.679 ± 6.056
End-to-end connection (with optics) 131.549 ± 5.241
End-to-end optical connection 56.149 ± 0.649
End-to-end connection (no optics) 20.129 ± 0.710

in Section A.1.

At this point, it is important to expand on the scalability of
Metro-Haul architecture. The network service setup and tear
down time is dependent on the number of VNFs as well as the
links interconnecting the VNFs which are deployed as VLANs
in the network. Since the configuration of the optical equipment,
i.e. ROADMs and muxponders, is performed in parallel, the
addition of extra devices does not impact the obtained results in
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Table 2. Metro-Haul service tear down times. Averages and
95% confidence interval shown.

Service Tear down time (s)

Network planning 4.149 ± 0.332
End-to-end network service 201.156 ± 5.029
End-to-end connection (with optics) 43.275 ± 3.029
End-to-end optical connection 11.312 ± 0.453
End-to-end connection (no optics) 31.517 ± 0.788

Table 3. End-to-end connection setup time: component time
breakdown. Averages and 95% confidence interval shown.

Metro-Haul
component

Optics
connection (s)

VLANs
connection (s)

AMEN Voyager 54.747 ± 0.253 6.597 ± 0.273
MCEN Voyager 54.488 ± 0.912 6.908 ± 0.562
AMEN ROADM 10.6 ± 0.001 n/a
MCEN ROADM 0.870 ± 0.63 n/a

any meaningful way. On the other hand, since the VLANs are
configured in series, the total number of VLANs do increase the
overall configuration time in a linear fashion. As Table. 1 shows,
each extra VLAN allocated on top of an already existing optical
connection adds ≈ 20 s.

When comparing these results against the 5G-PPP KPI ser-
vice creation time of 90 minutes [4], it is clear that the presented
solution can meet the specification if the number of VLANs
needed by a given service does not exceed ≈ 270 VLANs (over
one single optical channel).
B. Performance comparison VirtIO vs SR-IOV interfaces

During the deployment of the NS, it is possible to specify both
VNFs to run with either VirtIO or SR-IOV interfaces within the
VNFD at the OSM level. In both cases, we check the round-trip
latency, from the video server at AMEN to the video editing
server at MCEN by using ICMP ping utility. Moreover, we
compare the throughput performance of both interfaces, on a
single VLAN, by running multiple parallel iPerf3 [60] clients
and servers on the video server and the video editing server
respectively. Having multiple parallel iPerf3 sessions allows
each iPerf client/server instance to run on different CPU threads,
consequently avoiding processing bottlenecks. We show the
performance in terms of averages and 95% confidence intervals
in Table 4, for the cases where the sites are connected back-to-
back (we replicate the setup of MCEN at Bristol) and while using
the optical connectivity infrastructure.

Table 4. Performance comparison: VirtIO vs SR-IOV interfaces.
Averages and 95% confidence interval shown.

Link
Interface

type
Latency

(ms)
Throughput

(Gbps)

back-to-back
(0 km)

VirtIO 0.857 ± 0.005 9.58 ± 0.13
SR-IOV 0.409 ± 0.003 35.13 ± 0.42

AMEN-MCEN
(1060 km)

VirtIO 6.939 ± 0.080 9.58 ± 0.13
SR-IOV 5.931 ± 0.071 35.13 ± 0.42

The result shows that the SR-IOV-based interface has

1.008 ms lower latency than a VirtIO-based interface in the case
of using the optical fiber infrastructure; this is considerable sav-
ing if a 5G Ultra-Reliable Low Latency Communication (URLLC)
use-case is considered with stringent latency requirements.

We observe that the SR-IOV based interfaces give a through-
put of 35.13 Gbps, which is almost 3.67 times faster than the
throughput provided using VirtIO interfaces (9.58 Gbps). This is
considerable since the industry is moving towards NFV-based
5G network service deployments, and VNF performance needs
to be at par with middleboxes and other hardware-based solu-
tions. Furthermore, with technology advancements where we
may see CLVS traffic comprised of 4K videos with high frames
per second having very high data rates in the near future, such a
throughput is highly anticipated.

It is important to mention that the throughput performance
does not reach the maximum of 40 Gbps, which is the bandwidth
on all the compute server interfaces in the deployed testbed. This
is due to the reason that further optimization such as DPDK-
based VNFs need be to used which optimize the packet process-
ing within the VMs and are out of scope of this work. The reader
may explore [61, 62] for further explanation.

C. Optical connectivity
The optical connectivity was implemented by the Voyager mux-
ponders, with the channels centred at the 1546.9 nm wavelength
(193.8 THz), using PM-QPSK modulated signals resulting in a
100 Gbps data rate. The measured pre-FEC BER was 1.33×10-3

for the Ipswich-Cambridge-Bristol link and 4.257×10-5 for the
Bristol-Cambridge-Ipswich link. The FEC in the Voyager mux-
ponders was set at 25%, sufficient to correct errors during the
transmission in both links. Fig. 7 shows the spectrum of the
two links including the intermediate node at Cambridge. As
observed, noise accumulation appears during the transmission
over the NDFF link, where filtering is not available. However,
achieved OSNRs close to 20 dB enable suitable demodulation of
the received signals in the Voyager muxponders.

D. System analysis and limitations
Here we analyze the Metro-Haul system in terms of the achieved
results. While observing the timescale in terms of setup/tear
down times along with the throughput, the Metro-Haul system
is able to support the CLVS use-case with its stringent require-
ments of high bandwidth and low latency. Based on dynamic
user activity, for e.g. if tides of users are moving between access
networks served by different AMENs, Metro-Haul infrastruc-
ture can be used to tear down old NSs and deploy new NSs
on demand in the order of minutes, thanks to the agility and
flexibility provided by SDN and NFV technologies. Moreover,
with the help of a management network, the NS administrator
can access and manage the behavior of VNFs, based on their
requirements.

In addition to the advantages offered by the Metro-Haul sys-
tem, it is worthwhile mentioning the limitations and the room
for potential improvements. For the specific case of recovery
when faced with a failure in any component, our system only
supports a “break-before-make” approach. Using the observed
results, this leads to a recovery time in the order of ≈ 9 minutes
when adding the setup and tear down times (assuming the re-
ported CLVS NS with 5 VLANs where all VLANs are set up and
torn down). Consequently, if a “make-before-break” approach
is used, the recovery time could be reduced. Moreover, this also
requires a comprehensive monitoring solution with closed loop
control to detect and fix failures in time; which is a potential
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improvement in the system. A possible solution to avoid failures
in data plane connections would be to add redundancy while
deploying network services. This may require additional config-
urations, e.g. for targeting high availability, both at the compute
nodes and network layers. Another improvement in terms of
scalability for handling dynamic user requirements could be
scaling out, i.e. increasing, the number of VMs corresponding
to a VNF. This feature in conjunction with a load balancer for
distributing traffic evenly among the VMs would increase the
scalability of the system.

7. CONCLUSIONS

In this paper, we presented an SDN and NFV-enabled solution
provided by Metro-Haul project, which consists of a multi-layer
slice deployed via NFV orchestration over packet and disag-
gregated metro optical networks. We applied this solution to
a well known CLVS use-case which has stringent requirements
of high-bandwidth and low latency, relevant to 5G networks.
We began by stressing the fact that the benefits of Metro-Haul
infrastructure can be directly leveraged by the CLVS use-case.
We reported some relevant initiatives and concluded that Metro-
Haul is the only project covering all aspects of a multi-layer
slice deployment, spanning from network planning down to
controlling disaggregated optical network components.

To validate the solution, we demonstrated the CLVS use-case
on a test-bed with data plane components hosted in the UK,
where the control plane components were deployed throughout
Europe. The testbed involved two SDN and NFV enabled data
plane nodes, with multi-layer packet and optical networking and
compute capabilities, interconnected via an optical network. The

data plane is accompanied by a COM system which provides a
hierarchy of network service as well as connectivity services, to
enable the CLVS use-case. The proof-of-concept VNFs used in
the demonstration utilized both VirtIO and SRIOV interfaces.

We show the NS deployment workflow and the messages
exchanged between various components to deploy the COM
system services. This is followed by comprehensive results,
showcasing the setup times of the services as well as the compo-
nents. Using a reference CLVS NS with 5 VLANs interconnecting
its constituent VNFs, we show that the network service setup
time meets the 5G-PPP KPI service creation time; thanks to the
agility and flexible service provisioning enabled by SDN and
NFV technologies. Moreover, we compare the performance of
VirtIO and SR-IOV based VNF interfaces; where we deployed
an end-to-end NS with VNFs having SR-IOV-based interfaces
via an NFVO. The results concluded that the SR-IOV based
interfaces provide significantly higher throughput and lower
latency as compared to VirtIO interfaces. This is very relevant to
the increasing softwarization of telecommunication networks,
where physical network functions in the form of middleboxes
are being converted to VNFs being hosted in commodity com-
pute hardware. Finally, we analyzed the results of our system
in terms of dynamicity and reported some limitations for future
improvements.
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