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Abstract

The increasing demands of the market are the stimulus that spurs on technological improvement and
innovation in the telecommunication sector. The recent arrival of 5G wireless technology promises bet-
ter communication services with data rates 20 times faster than 4G, providing a level of connectivity
never seen before. The fulfillment of 5G goals is imposing a great challenge on every building block of
mobile handsets and cellular networks. The services in the new generation require more bandwidth, and
the wireless devices will coexist in a complex environment that includes more components with better
performance and smaller size.

That is a reality, especially for filtering systems. The best-suited technology for resonators in mobile
communications filters is the acoustic wave. The stringent technological constraints are pushing this
technology to be more reliable, achieve better performance, and improve higher interference mitigation
in an already overcrowded spectrum. Due to the complexity of the filter design process, a vital part of it
is entrusted to optimization software tools. However, It is a time-consuming task that may prolong the
process for too long before obtaining the final network.

The main objective of this thesis is to offer mathematical tools to provide the required topology
straightforwardly and also to obtain the best initial design, a starting point that facilitates the optimization
software to find the filtering solution easily.

The most common filter topology is the ladder network. To the date, synthesis methodologies allow
defining their fundamental characteristics during the design process with a very low computational cost.
To obtain filter responses that fulfill technological and performance design, it is often necessary to modify
the classic ladder structure by adding reactive elements or creating couplings between some blocks of
the filter that a ladder structure does not contemplate, and no synthesis method can provide. In other
circumstances, those couplings may appear due to manufacturing defects, causing severe deterioration
of the filter response. The aim of this work is to develop advanced synthesis techniques to generate
topologies that include cross-couplings and external elements to address the most useful non-standard
filter network configurations. Leveraged on these methodologies, new topologies are proposed to cope
with technological limitations.

Another aspect of the filter design process is the phase control network. With it, it is possible to
modify the network element values, adapt standalone filters for multiplexer configurations, and assure
the feasibility of the filter after bandpass denormalization. Such control is crucial for acoustic wave
technology, which is very sensitive to any phase variations introduced with respect to the originally
designed. This document describes an effective method to control the network phase to achieve the
mentioned goals adequately.
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Resumen

Las crecientes demandas del mercado son el acicate para las mejoras tecnológicas y la innovación en
el sector de las telecomunicaciones. La reciente llegada de la quinta generación de móvil 5G promete
mejores servicios de comunicación, con velocidades de datos 20 veces más rápidas que la 4G, pro-
porcionando un nivel de conectividad nunca antes visto. El cumplimiento de los objetivos de 5G están
suponiendo un gran desafı́o para cada componente de los dispositivos y redes de telefonı́a móvil. Los
servicios de la nueva generación necesitan más ancho de banda para unos dispositivos inalámbricos que
han de coexistir en un entorno complejo, en el que habrá un mayor número de componentes, con mejor
rendimiento y menor tamaño.

Esa es la realidad de los sistemas inalámbricos, especialmente, los sistemas de filtrado. La tecnologı́a
más adecuada para los filtros de comunicaciones móviles es la basada en resonares acústicos. Las es-
trictas limitaciones tecnológicos están empujando a esta tecnologı́a a alcanzar nuevas cotas de fiabilidad,
lograr un mayor rendimiento y mejorar la supresión de interferencias en un entorno con un espectro
radioeléctrico saturado. Debido a la complejidad del proceso de diseño de filtros, una parte crucial es
confiada a herramientas de optimización. Sin embargo, es una tarea que necesita una cantidad de tiempo
considerable, y puede prolongar demasiado el proceso de diseño.

El principal objetivo de esta tesis es ofrecer un conjunto de herramientas matemáticas para propor-
cionar la topologı́a necesaria directamente, y también para obtener el mejor diseño inicial, un punto de
partida que facilite al software de optimización la búsqueda de una solución adecuada.

La topologı́a de filtros más común es la ladder. Hoy en dı́a, las metodologı́as de sı́ntesis permiten
definir las caracterı́sticas fundamentales de un filtro con un coste computacional muy bajo. Para obtener
diseños que cumplan con los requisitos tecnológicos y de rendimiento, a menudo es necesario modi-
ficar la estructura clásica del ladder agregando elementos reactivos o creando acoplamientos internos
que un filtro ladder no contempla, y que ningún método de sı́ntesis es capaz de proporcionar. Dichos
acoplamientos también podrı́an aparecer debido a defectos de fabricación, provocando un grave deteri-
oro de la respuesta del filtro. El objetivo de este trabajo es desarrollar técnicas de sı́ntesis avanzadas con
las que crear topologı́as que incluyan acoplamientos cruzados y elementos externos para crear config-
uraciones de filtros no convencionales más útiles. Aprovechando estas metodologı́as, se han propuesto
nuevas topologı́as para hacer frente a las limitaciones tecnológicas.

Otro aspecto del proceso de diseño de filtros es el control de la fase. Con él, es posible modificar
los valores de los elementos de la red, adaptar filtros para ser capaces de trabajar en configuraciones de
multiplexores, y asegurar su viabilidad después de la desnormalización paso banda. Debido a la gran
sensibilidad a cualquier variación de la fase introducida sobre el filtro original, tal control es crucial para
tecnologı́as acústicas. Este documento describe un método para controlar de forma efectiva la fase de la
red a fin de lograr adecuadamente los objetivos marcados para un filtro determinado.
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Jordi Verdú for his support and casting a critical eye over my results and reports. I also want to thank
Dr. Josep Parrón and Dr. Gary Junkin for their help and counsel. Moreover, I am also grateful to Ernesto
Dı́az for his helpful technical assistance in the laboratory.

In addition, I would like to thank my current and past office mates Alfred, Iuliia, Patricia and Eloi,
for all the good moments and laugh. I want to extend my gratitude to my other colleges Sergi, Giulio,
Edith, Edward, Ivan and Guillén, for the unforgettable time spent together.

Thanks are also due to Spanish Ministerio de Economı́a y Competitividad under grants TEC2015-
69229-R and RTI2018-096019-B-C33 and by La Secretaria d’Universitats i Recerca del Department
d’Empresa i Coneixement de la Generalitat de Catalunya i del Fons Social Europeu for their financial
support that I otherwise would not have been able to develop my scientific research.

Work apart, I am eternally grateful to my parents Marı́a Teresa and Rafael, for their unconditional
support and encouragement in all my life decisions and aspirations, without whom I would not have
come this far. I also want to thanks Elena, who has provided me through moral and emotional support at
difficult times.

Last but not least, I would like to thank my friends and everybody who influenced my life and
research activity that made me possible to become who I am today.
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CHAPTER 1

Introduction

Microwave filters are indispensable building blocks in modern telecommunication systems and one of

the critical parts of the RF front-end. Their main purpose is to reduce dramatically the noise and inter-

ference of the external signals that could affect the correct operation of any communication system. A

subpar performance of these devices could compromise the quality and integrity of the transferred sig-

nal frequencies to the following blocks by reducing the communication range, or increasing the power

consumption to keep the same range of coverage, and even causing a temporary interruption of the com-

munications.

Nowadays, mobile communications have become an essential part of our society in all environments

with a myriad of services, but this is none but stating the obvious. The insatiable demand for better com-

munication services with higher data rates, reliable communications with reduced energy consumption

in networks and devices are spurring the telecommunications industry to create innovative technologi-

cal solutions with ubiquitous high-speed connectivity. In this continuously evolving scenario, the filter

requirements are more and more stringent.

In every generation from 2G to the currently mature 4G, mobile technologies have improved con-

siderably to meet the ever-increasing market demands. The data traffic in 2018 was around 40 Exabytes

(EB) per month, and according to Ericsson report [1] the increment of data traffic is expected to be 160

EB per month in 2025 with an estimation of 8.9 billion of active smartphones. The already in deployment

5G claims to be able to deal with these challenges, providing connectivity everywhere, all the time in

any kind of framework such as buildings, industrial environments, highly dense areas, remote locations

or high-speed transports like planes and trains [2]. It is not meant to be just an incremental improvement

over 4G but to become a major evolution of communication technology with several orders of magnitude

to perform tasks that 4G networks cannot provide effectively. Another differential characteristic is that

it brings together other promising communication services that are expected to be relevant in the near

1
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future of an hyper-connected information society like IoT, V2X in the automotive industry, healthcare or

mission-critical systems [3–6] among others.

With the arrival of these new applications and changes, 5G must face the challenge of networks with

a frequency spectrum that has become more and more crowded. To make real the goals of 5G, it has been

done great efforts in different areas [7]. Other innovations aim to increase the network speeds like carrier

aggregation, MIMO antennas or QAM modulation techniques [8, 9].

With respect to mobile filters, the challenge in the present and upcoming generation is to provide

high-performance filtering in the smallest footprint possible while keeping a low manufacturing cost and

increasing the power handling capabilities at the same time [10]. High performance is attained by de-

signing filters with low insertion losses and high interference protection, that is, excellent out-of-band

rejection from the most damaging bands of the filter they have to coexist with. Currently, small size and

low realization cost can be achieved only by the acoustic wave technology [11–13]. The most used res-

onators are Surface Acoustic Wave (SAW) and Bulk Acoustic Wave (BAW) [14–16]. The characteristics

of this technology set a frequency range limited to 2.5 GHz for conventional SAW and an operation range

over 2 GHz for BAW. From the technological point of view, many advances have been done to extend

the range of AW filters up to 6 GHz [17–20] with a high-quality factor.

Material science innovation enables the technology to achieve higher levels of performance, but they

alone are not enough. The design tools to exploit the technology improvements properly are an essential

part of making the best use of it. The analytic filter design procedure generally consists of a four stages

process. The first step is the definition of the filtering function to be implemented, followed by the

generation of a lowpass prototype of the network. In the third stage, the bandpass network is obtained by

the frequency denormalization of the lowpass prototype. Finally, the network is evaluated to check the

fulfillment of the frequency mask, and the factors that influence the feasibility of the filter are validated:

power density level of each resonator, quality factors and achievable bandwidth among other parameters.

If the design is suitable, it is ready for further electromagnetic simulations and optimization process that

provide a more realistic simulation of the future physical device.

In this work, the focus is set on the filter design from a synthesis approach, a mature field in which

revolutionary methods do not seem probable to appear, but there is plenty of room for improvement. Us-

ing the already existing modern synthesis techniques, this work provides robust and systematic methods

oriented toward AW technology that introduces new topologies, along with the ladder-type networks, for

standalone filters that may help to meet real design necessities and structures to outperform traditional

filter designs, usually based on ladder filters. The objective of this thesis is to define a systematic method

to create a wide range of fully canonical filters leveraged on the lowpass prototype, providing robust

general methods that require a low computational cost to produce the exact parameters of a network.
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1.1 Thesis Outline

The current chapter is dedicated to reviewing the present and future challenges of mobile communica-

tions at the dawn of 5G. Especially filters based on acoustic wave filters and their importance in the

communication systems.

Chapter 2 presents the acoustic wave technology based on SAW and BAW, main characteristics, basic

performance and modeling. The purpose of the chapter is to serve as a bridge between the AW technol-

ogy and modeling in the lowpass domain, from the single resonator to the ladder filter. The nomenclature

and symbology of the lowpass AW filters representation are thoroughly described. The main technolog-

ical constraints are also presented together with recommendations of how to incorporate them into the

synthesis procedure.

Chapter 3 presents the synthesis methodology for ladder-type acoustic filters. It describes the def-

inition of the Chebyshev polynomials of the filtering function and includes a detailed explanation for

the parameter extraction procedure of the network elements. The information presented in this chapter is

taken into account to guide the design and synthesis methods presented in the following chapters.

Chapter 4 proposes a method based on the phase correction of the characteristic polynomials to

address a recurrent inconvenient that suffer asymmetrical filter. In these type of configurations, one the

admittance inverter of the network is not unitary, compromising the correct circuital transformation of the

resonators that requires serializations. This chapter provides an understanding on the origin of the non-

uniformity of the admittance inverters in the main-line path and the necessity of correcting them for filters

in AW technology. By a careful analysis is shown how all suitable phase values can be predicted. Finally,

several examples of standalone filters are presented in order to demonstrate the method effectiveness.

In chapter 5, it is presented a general synthesis method for fully canonical filters based on mixed-

topology networks, which has been created to accommodate AW technology for new configurations

beyond the classic ladder network. The design approach is leveraged on the lowpass prototype using a

combination of inline and parallel-connected networks. Based on the described theory, two new topolo-

gies are fully explained, with synthesis examples to validate the methodology. To guide the synthesis

toward a lowpass network that results in feasible filters in AW Technology, a comprehensible description

of the consideration to be taken into account is included.

Complementary, Chapter 6 focused on the synthesis of ladder-type filters with reactive elements

coupling parts of the structure of the filters. Three kinds of mixed-topologies filters are presented. The

first two describe cross-coupled topologies with reactive elements coupling resonators, providing the

synthesis method of already known useful structures for which no systematic synthesis method has not

yet been developed. The third is based on source-load couplings that serve to model and explain the

origin of undesired couplings like electromagnetic feedthrough that may bypass the package ports in the

design of filter based on acoustic wave resonators. To validate the presented topologies, several synthesis
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examples are provided.

Finally, the conclusions and future work recommendations are drawn in Chapter 7. The reader should

note that the synthesized and manufactured filters in this thesis do not pursue to provide designs suitable

for commercial use or final design with outstanding performances. They aim to illustrate and validates

the powerful capabilities of the synthesis methodologies for ladder filters and the rest of the topologies

presented in the document.

1.2 Research Contributions

Throughout the Ph.D. program, a number of papers have been elaborated which have taken part in this

dissertation. The list of scientific contributions includes:

• A. Triano, P. de Paco,”A Nodal Bandpass Coupling Matrix Representation Tool for Acoustic Wave

Ladder Filters,” IEEE MTT-S International Microwave Symposium , Los Angeles, CA, USA, June

21-26, 2020. (submitted)

• E. Guerrero, P. Silveira, A. Triano, J. Verdú and P. de Paco,”Synthesis Considerations for Shunt-

Starting Acoustic Wave Ladder Filters and Duplexers,” IEEE MTT-S International Microwave

Symposium , Los Angeles, CA, USA, June 21-26, 2020. (submitted)

• A. Triano, J. Verdú, and P. de Paco,”Synthesis of Acoustic Filters Based On Mixed-Topology With

Parallel-Connected Structures,” International Journal of Microwave and Wireless Technologies

(EuMCE extended), 2020 . (submitted)

• A. Triano, P. Silveira, J. Verdú, E. Guerrero and P. de Paco,”Phase Role in the Non-Uniformity

of Main-Line Couplings in Asymmetric Extracted-Pole Inline Filters,” IEEE Transactions on Mi-

crowave Theory and Techniques, 2020. (submitted)

• A. Triano, J. Verdú and P. de Paco, ”A General Synthesis Technique of Mixed-Topology Including

Parallel-Connected Structures for Fully Canonical Ladder-Type Acoustic Filters,” IEEE Transac-

tions on Microwave Theory and Techniques, 2019.

• A. Triano, P. Silveira, J. Verdú , P. de Paco, ”A synthesis Methodology of Mixed-Topology filters

with Coupling Reactive Elements,” in 2019 IEEE International Ultrasonics Symposium (IUS), Oct.

2019, pp. 1-4.

• P. Silveira, A. Triano, J. Verdú, P. de Paco, ”Complex Terminating Impedances for AW Filters: the

key for Power Amplifier Co-design,” in 2019 IEEE International Ultrasonics Symposium (IUS),

Oct. 2019, pp. 1-4.
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• A. Triano, J. Verdú and P. de Paco, ”Novel Synthesis Technique of Mixed-Topology Extracted-Pole

Resonators with Parallel-Connected Structures for Ladder-Type Acoustic Filters,” IEEE MTT-S

International Microwave Symposium , Boston, MA, USA, June 2-7, 2019.

• A. Triano, P. Silveira, J. Verdú and P. de Paco, ”Phase Correction of Asymmetrical Chebyshev

Polynomials for Extracted-Pole Fully Canonical Filters,”IEEE MTT-S International Microwave

Symposium, Boston, MA, USA, June 2-7, 2019.

• P. Silveira, A. Triano, J. Verdú, P. de Paco, ”Metodologı́a de Sı́ntesis para el Diseño de Filtros

en Escalera, Duplexores y Multiplexores en Tecnologı́a Acustica,” International Union of Radio

Science (URSI), Sevilla, Spain, Sept. 2019.

• A. Triano, J. Verdú and P. de Paco,”Synthesis of Acoustic Filters Based On Mixed-Topology With
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CHAPTER 2

Acoustic Wave Filters in the Lowpass Domain

Acoustic wave technology is ubiquitous in filters for mobile communication systems. The basic building

block of an acoustic wave filter is the resonators. They can be implemented with two different main fam-

ilies of technology: SAW and BAW. The methodology for ladder-type acoustic filter design, explained

in the following chapter, is based on a lowpass synthesis approach. Before delving into it, it is necessary

to establish a link between the bandpass network and the lowpass domain equivalent representation of

resonators and ladder filters.

This chapter aims to provide an overview of the acoustic wave technology and modeling of the

resonators in the lowpass domain. First, a description of the basic operation principles of SAW and BAW

resonators are presented. The Butter-Worth Van Dyke model (BVD) is a simple circuital representation

made of reactive lumped elements, but it is a useful tool to predict the behavior of the filtering circuit. Its

simplicity is a great advantage that makes it suitable for the parameter extraction procedure of synthesis

methodology.

After the synthesis, the network must be denormalized in frequency and impedance to provide the

bandpass network. At this stage, physical characteristics, that the synthesis does not consider, come into

play like the electromechanical coupling coefficient k2
eff , the quality factor of the resonator and power

handling capabilities, among others. To guide the design toward feasible filters, these design considera-

tions are taken into account in Section 2.3.

2.1 Acoustic Wave Technology Fundamentals

The key elements of acoustic wave technology are piezoelectric materials; they operate by converting

electrical energy into acoustic or mechanical energy. The mechanical waves propagate at a speed around

3000 and 11000 m/s [21, 22], depending on the substrate material. In general terms, the resonance fre-

7
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quency is fr = Vp/2T , where Vp is the propagation velocity and T is the thickness of the piezoelectric

materials. The area is inversely proportional to the frequency. Thus, an individual resonator can be very

small. These characteristic makes the AW filters very attractive for mobile systems where a high degree

of miniaturization is paramount.

2.1.1 SAW Resonators

The main difference between SAW and BAW comes from the acoustic wave propagation way through

the piezoelectric substrate. In SAW devices, the wave propagates along the surface from one terminal

to the other through interdigital transducers (IDTs) as depicted in Figure 2.1. The IDTs are interleaved

metal electrodes on each end of the device. They convert an electrical signal that excites one terminal

into an acoustic wave that is turned back to an electrical signal when the other terminal is excited by

the incoming wave. The acoustic wave amplitude traveling along the surface of the piezoelectric crystal

decays into the substrate material, the accumulative decay of each resonator causes the insertion loss (IL)

in SAW Filters.

IDT

Piezoelectric

Reflector

Figure 2.1: Structure of a SAW resonator.

The resonance frequency is limited by the gap of each IDT “finger”, and the most suitable are up to 1.5

GHz. For frequencies higher than 2.5 GHz, there exist manufacturing limitations because the require-

ments for line width and gap separation in the IDTs necessitate a lithography resolution lower than 0.25

µm [22]. The most widely common crystal substrate material for SAW are lithium tantalite (LiTaO3)

and lithium niobate (LiNbO3) [21], obtaining a Q factor around 1000 for conventional resonators for this

technology.

In SAW filters the performance variation is dominated by the temperature drift. For this reason,

they are required to have good temperature stability, and it must be considered for the SAW resonators

design [21]. To improve the temperature performance of SAW devices, in [23] was presented the Tem-

perature Compensated SAW (TC-SAW) that increase the effective range of operation up to 2 GHz. The

TC-SAW includes additional layers of SiO2 on top of the IDT gaining great temperature stability and

Higher Q factor [24–28].



Chapter 2. Acoustic Wave Filters in the Lowpass Domain 9

A more recent innovation is the Incredible High Performance SAW (I.H.P. SAW), made of a multi-layer

substrate material. It was presented in [19] and released by Murata Co. LTd., this kind of resonators not

only improves temperature stability but also increase the Q factor up to 4000 and reduce significantly the

transmission losses in multiplexer designs [29].

Recently, the Longitudinal Leaky Surface Acoustic Wave (LLSAW) [30] is emerging as a feasible

alternative. LLSAW is a resonator that suffers from leakage of energy through coupling with unnec-

essary displacement component through surface boundary [21]. Recent improvements have achieved a

considerable reduction of the losses to lower propagation loss than non-leaky SAW [31].

In [32] it was investigated the applicability of LLSAW and I.H.P. SAW for frequencies from 3 GHz

up to 5 GHz. Although there is no LLSAW with these characteristics in the market yet, it would be

possible to see SAW devices at higher frequencies than the current commercial resonators and filters

in the near future. In another attempt to elevate the usable frequency range, the Scandium-doping of

aluminum nitride (ScAlN) material has been proposed for SAW technology [33]. Although it has shown

promising results in terms of higher piezoelectric coefficients for 3-10 GHz frequency range than other

technologies at such frequencies, the Q factor is still below 500 [34].

2.1.2 BAW Resonators

BAW resonators are made of a piezoelectric substrate with metal electrodes on top and bottom sides.

The term bulk acoustic wave refers to acoustic waves that primary propagates within the bulk of the sub-

strate, traveling vertically through the bulk between the metallic terminals. The most common substrate

material is Aluminium Nitride (AIN). The thickness of the slab and the mass of the electrodes defines the

resonance frequency [22]. There are two types of BAW resonators used in telecommunication systems,

two different approaches that apply different strategies keep the waves from escaping into the substrate:

Film Bulk Acoustic Resonator (FBAR) and Solidly Mounted Resonator (SMR).

Substrate

Top Electrode
Piezoelectric

Air gapBottom Electrode

Figure 2.2: Sample structure of an FBAR.

The fundamental difference between FBAR and SMR is the mechanism whereby acoustic energy is

trapped within the resonator. In FBAR, an air cavity is etched between the bottom electrode an the

substrate to prevent the acoustic energy from propagating through the substrate, as shown in Figure 2.2.

SMR opts to implement an acoustic Bragg reflector, a structure formed by multiple layers of alternating

materials with low and high acoustic impedance [35], to keep the waves confined into the substrate as
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shown in Figure 2.3.

In SMR, the Bragg reflector works by reflecting a percentage of the acoustic energy back into the

resonator. The reflected wave will be approximately shifted in phase 180◦ in relation to the incident

wave. The destructive interference resulting from transmitted and reflected waves make the Bragg stack

looks like a mirror, reflecting the acoustic energy back into the resonator [36]. Imperfections in the

manufacturing process of the layers may cause part of the acoustic energy to be stored in each layer

of the Bragg reflector. This impacts negatively the Q factor and k2
eff of the resonator, reducing the

achievable bandwidth of the filter.

Substrate

Top Electrode

Piezoelectric

Bragg Reflector
Bottom Electrode

Figure 2.3: Sample structure of an SMR.

A major difference between FBAR and BAW-SMR is the thermal path for the heat generated in the

device. The SMR is attached directly to the substrate, giving the ability to dissipate heat more effi-

ciently [37]. FBAR consists of a resonator suspended over an air gap, a poor heat conductor. Thus, the

heat generated by the resonators cannot escape so easily. This characteristic causes poorer power han-

dling, higher temperature drifts and less mechanical robustness than the SMR. Although piezoelectric

attached directly to the substrate in SMR may cause the appearance of parasitic modes in the resonator

and mechanic losses. Yet, both types of resonators provide low loss and higher Q factor than SAW at fre-

quencies over 2 GHz. The Q factor depends mostly on the material choice, but FBAR is the alternative

with Q factors up to 4000 [38]. On the other hand, SMR has shown Q factors up 2000 [22] and over 2500

experimentally [39].

The 5G new radio (5G NR) standard defines ultra-wide bands (UWB) that spans bandwidths up to

600 MHz and 900 MHz with bands n79 and n77, respectively. These frequencies are a challenge for both

design and technology. In 2019, a new resonator structure called laterally excited bulk acoustic resonators

(XBAR) was presented [40,41]. This new type of AW technology can offer high k2
eff with Q factors over

1000. In [42] was presented the first XBAR filter, an n79 band with low insertion loss. Although it is only

a prototype, it seems a promising solution for the new 5G UWB filters in AW technology.

Clearly, BAW technology has better performance than SAW. Nevertheless, instead of predating SAW

in communication devices, both complement each other. BAW resonators offer good performance and

higher Q factors for their frequency range of practical application, especially LTE bands that have very

difficult out-of-band requirements where SAW displays a poorer performance, while SAW is preferable
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in lower frequency applications for which its characteristics, good performance, and easier manufacturing

make then unbeatable.

2.2 Circuital Equivalence and Lowpass Modeling

An equivalent lowpass network of the ladder filter suitable for AW technology has to be formulated

to obtain a link between the synthesis techniques and the real devices. For such purpose, the lowpass

equivalent model of bandpass filters with AW resonators must be defined. In this section, a model for

acoustic wave resonators and ladder filters in AW technology for lowpass-to-bandpass transformation

are discussed.

2.2.1 Acoustic Wave Resonator Model

Resonators may be modeled with the Butterworth-Van Dyke (BVD) equivalent circuit with lumped ele-

ments depicted in Figure 2.4. The model is suitable for both, SAW and BAW resonators [21,43,44]. The

acoustic path is represented by a series resonator composed of La and Ca, and the static capacitance C0

corresponds to parallel electrode plates of BAW resonators or the IDT of SAW resonator.

Ca

La

C0

Figure 2.4: Butterworth-Van Dyke equivalent model of an acoustic wave resonator with lumped elements.

The BVD circuit only characterizes the first mode of the resonator, i.e., the fundamental resonance,

neglecting higher order harmonics. Although it is a simple approach, it provides a good similitude to

the behavior of the geometry and physical performance of the resonators. Besides, by having only three

elements, it simple enough to be suitable for a parameter extraction synthesis and optimization with a

low computational cost. The input impedance expression is

Zin(ω) =

j

(
ωLa −

1

ωCa

)
1− ω2C0La + C0/Ca

, (2.1)

where ω is the bandpass frequency variable. The series and parallel resonances can be calculated by

setting the input impedance to zero and infinite, respectively. They can be defined as

fs =
1

2π
√
LaCa

, (2.2)
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and

fp =
1

2π

√
Ca + C0

LaCaC0
= fs

√
1 +

Ca
C0
. (2.3)

Acoustic Wave Resonator Lowpass Domain Model

To apply the lowpass synthesis techniques for acoustic wave filter design, an equivalent prototype in

lowpass domain must be created. The lowpass BVD model is achieved by a proper frequency transfor-

mation of the bandpass one. The resulting circuit is shown in Figure 2.5, where the static capacitance C0

is substituted by a Frequency Invariant Reactante (FIR), a mathematical tool firstly introduced in [45]

employed in the formulation of the lowpass prototype filter. The FIR becomes physically realizable after

the filter transformation from lowpass to bandpass, in this case, as the capacitor C0.

Ca

La

C0

jXm

Lm

jX0

Figure 2.5: Bandpass and lowpass Butterworth-Van Dyke equivalent model of an acoustic wave res-
onator.

This element introduces a frequency shift from the center frequency of the filters enabling the realization

of asymmetric filter response [46]. The input impedance of the lowpass model from Figure 2.5 is

Zin(Ω) =
jX0 (ΩLm +Xm)

ΩLm +Xm +X0
, (2.4)

whereX0 andXm are frequency invariant reactances and Lm and lowpass inductor. The variable Ω is the

normalized frequency in the lowpass domain. For a bandpass filter type, it defines a bandwidth between

±1 with a center frequency at zero and is given by

Ω = α

(
ω

ω0
− ω0

ω

)
, (2.5)

where ω0 =
√
ω1ω2 is the center frequency of the filter passband computed as the geometric mean of the

frequencies of the lower edge ω1 and upper edge ω2 of the band. The parameter α is the inverse relative

bandwidth, expressed as

α =
ω0

ω2 − ω1
. (2.6)

To obtain the relationship between the bandpass and lowpass elements [47] is necessary to set them equal

to each other, the input impedances in (2.1) and (2.4). The circuit comprises three elements. To fully de-

termine the equivalences, the first and second derivative of the impedance are necessary. The bandpass
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circuit elements evaluated at the center frequency ω0 can be expressed in function of the lowpass equiv-

alents as

La =
Z0

2

(
2αLm +Xm

ω0

)
, (2.7)

Ca =
2

Z0

1

ω0(2αLm −Xm)
, (2.8)

C0 = − 1

Z0

1

ω0X0
. (2.9)

Note that the evaluation at ω0 provides a circuit that behaves equally in both, lowpass and bandpass

domain, at that frequency. This implies that the validity of bandpass transformation is limited to narrow

bandwidth solution [45, 48]. The equivalent lowpass resonator described in this section is the basic cell

of the filter. In further analysis of the filter synthesis in chapter 3, a nodal representation of the lowpass

BVD model is employed, namely, the dangling resonator.

B

Jr

b 

jB

jb
s

Jr

jXm - SH

Lm - SH

jX0 - SH

Figure 2.6: Equivalence between the dangling structure and the circuital representation of a BVD shunt
resonator in lowpass.

The Dangling Resonator

The nodal model derived from the extracted-pole section [49] that provides with a TZ at finite frequency.

The dangling resonator shown in Figure 2.6 is a three-component structure that consists of a Resonant

Node (RN), made of a unit capacitor in parallel with a frequency-independent reactance b. The other

elements are a Non-Resonating Node (NRN) implemented with an FIRB internally connected to ground

and an admittance inverter Jr that represents the coupling between the former nodes. The meaning of

the symbols for each node is specified in Figure 2.7, this representation is based on the symbology firstly

described at [50] for the description of the lowpass prototype for the synthesis of microwave filters with

reactive nodes. The input admittance of the whole dangling resonator is

Yin(s) =
J2
r

s+ jb
. (2.10)

When s = −jb, the input admittance (2.10) becomes infinite, creating a short circuit to ground through

the NRN and producing a TZ at jΩ = −jb. The constant reactance b of the RN performs a frequency

shift to produce a TZ. This element is directly associated with the TZ implemented by the acoustic wave
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Resonating Node

Non-Resonating Node

Coupling

Figure 2.7: Nodes symbols of the dangling resonator.

resonator. They can be interpreted as the resonance frequency of shunt resonators of the anti-resonance

frequency for the series resonators. Figure 2.6 shows the equivalence for shunt resonators. By analyzing

the input admittance expressions of dangling and BVD circuits, the relationship between them results in:

Lm−SH =
1

J2
r

, (2.11)

Xm−SH =
b

J2
r

, (2.12)

X0−SH =
1

B
. (2.13)

The series resonator is obtained from serializing the shunt model with a dangling structure by placing

an admittance inverter at each side, as depicted in Figure 2.8. To maintain the magnitude and phase

characteristics of the resonator, it is a mandatory condition that both admittance inverters J have the

same value and opposite sign. Establishing the relationship between the lowpass BVD and the series

dangling structure [47] provides the following results:

Lm−SE =
B2

J2
r J

2
, (2.14)

Xm−SE =
B

J2

(
bB

J2
r

− 1

)
, (2.15)

X0−SE =
B

J2
r

. (2.16)

In both configurations, the NRN is a direct representation of the static capacitance of the BVD model.

To guarantee a positive capacitor C0 after the bandpass denormalization, the FIR B must be positive for

series resonators and negative for shunt resonators. The constant susceptance b is the lowpass normalized

TZ introduced by a resonator. The sign of the element has to considered to provide a realizable filter. In

case of shunt resonators, b must be positive to introduce a TZ in the lower side of the band and negative

for series resonators, placing a TZ above the passband.
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B

Jr

b 

J -J

jXm - SE Lm - SE

jX0 - SE

jB

jb
s

JR

-J

J

Jr

Figure 2.8: Equivalence between the dangling structure and the circuital representation of a BVD series
resonator in lowpass domain.

2.2.2 Acoustic Wave Ladder Filter

A ladder topology consists of cascaded resonators alternating series and shunt connected. In acoustic

wave, each transmission zero is controlled by an independent resonator. This characteristic provides mod-

ularity in the design as the main feature. Therefore, the ladder filter based on acoustic wave technology

is always a fully canonical network. This condition made them suitable for the use of the extracted-pole

synthesis technique [51].

In Figure 2.9, a generic ladder filter and its lowpass prototype are shown. In this example, the network

is made of electrically coupled resonators and also shunt inductors at both ports. These lumped elements

usually result from the extraction procedure as phase-matching elements. The lowpass prototype is an in-

line network made of dangling resonators. Those in shunt configuration are made of a dangling structure,

and the series are made of the same configuration but placed between admittance inverter as described in

the previous section.

2.3 Design Considerations and Technological Accommodation

To produce feasible filters, there are some restrictions of acoustic wave technology that the designer must

be concerned about before initiating fabrication procedure. Some technological requirements are differ-

ent depending on whether the technology of the filter is SAW or BAW. Even within the same technology

family, different implementations and materials of the resonators impose other conditions linked to the

manufacturing process. Other restrictions are motivated by the required reliability, performance, power

handling or chip size. The designer also has to be able to provide filters with high selectivity, low IL level

along with the defined bandwidth, high rejection level at stop-band, temperature operation range, electro-

static discharge stability and nonlinear effects that may have an significant impact in the filter operation.

Some of the above-mentioned requirements can be taken into account during the synthesis process, and

it is essential that the designer guides the synthesis of the network to facilitate its realizability.
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R1

LoutZS ZLLin

R3 R5

R2 R4

R1 R3 R5R2 R4

Figure 2.9: Equivalence between a 5th-order filter in acoustic wave and the lowpass inline network made
of dangling resonators.

Several fundamental technological considerations are described in this section to provide a better under-

standing of the constraints for BAW and SAW resonators.

2.3.1 Piezoelectric Coupling Coefficient and Achievable Bandwidth

The energy conversion efficiency of a resonator at resonance frequency is a great concern for the design-

ers. The electromechanical coupling factor in a resonator is, along with the quality factor, a parameter

that describes the efficiency of energy conversion processes. In AW technology we can distinguish two

different types of electromechanical coupling factors: K2 that belongs exclusively to the piezoelectric

material used in the resonator which only depends on the material properties, and k2
eff , a property of the

resonator that depends on the implementation of the resonator, including the metallic terminals.

Table 2.1: List of the most used piezoelectric materials for resonators fabrication and its coupling coeffi-
cient K2.

Material AIN ZnO PZT LN LiNbO3 LiTaO3

K2 (%) 6.5 8.5 23 23 5.5 0.75

The piezoelectric coupling factor K2 is a dimensionless quantity used to evaluate the efficiency of a

piezoelectric material in mutually converting electrical energy to mechanical energy. The nominal maxi-

mum piezoelectric coupling factor for the most used materials in the fabrication of resonators are listed in

Table 2.1 [52,53]. In AW resonators, the material choice set the limit of the achievable k2
eff . This param-

eter is related to the series and parallel resonance frequencies, and consequently, the fractional bandwidth
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(FBW) for filters applications. For wide bandwidths, it is necessary to have resonators with high effective

coupling coefficients. In BAW technology the maximum achievable k2
eff is around 9% [38] and can be

calculated by

k2
eff =

π2

4

(
fp − fs
fp

)
, (2.17)

where fp and fs are the anti-resonance and series resonance frequency of a resonator, respectively. In

SAW technology the maximum achievable k2
eff ∼ 11% [38, 54], although a common factor to measure

a resonator performance is the capacitance ratio r [55] which is defined as

r =
C0

Ca
=

1

(fp/fs)
2 − 1

. (2.18)

Both, r and K2
eff can be related by the following equation [56]:

k2
eff =

π2

8

(
1

r

)(
1− 1

r

)
. (2.19)

To have a viable filter, the manufacturing process requires all resonators to have the same k2
eff or r factor

where only a small variation range is acceptable. Customarily, the designs may require some resonators

with coupling coefficients out of the practicable range. In such cases, reactive elements can be added to

series and shunt resonator to increase or decrease the k2
eff value if necessary [57]. Despite adjusting the

coupling coefficient, the reactive elements modify the resonance frequencies of the affected resonators.

Moreover, if their quality factor Q is low, the performance of the passband and insertion loss (IL) may

be deteriorated significantly. Therefore, the use of reactive element should be minimized as much as

possible for a good design.

In [58], a hybrid approach is proposed that consists in adding an LC resonator in series or parallel

to resonator in the acoustic wave technology to increase k2
eff . They show a potential application for

wide-band filter designs. However, the low Q factor of the lumped elements may reduce its applicability.

From the synthesis point of view, the required k2
eff can be configured with the return loss (RL) and

the TZs set that defines the filtering function. AW filters are usually fully canonical; hence, the resonance

frequencies meet with the prescribed TZs. Their values can be changed and rearrangement along the

resonators to find the k2
eff values to satisfy the required conditions. However, there is limited leeway to

maneuver with the input parameters of the filtering function alone. Complementary, this limitation can

be overcome with the definition of mixed-topology filters that combines parallel-connected and ladder

networks in which some of the prescribed TZs are disassociated from the resonance frequencies of the

resonators. This characteristic provides a more flexible assignation of TZs and resonance frequencies to

the resonators. The synthesis of these topologies are thoroughly described in chapter 5 and 6.

2.3.2 Insertion Loss and Quality Factor

The insertion loss is one of the most relevant specifications of the filter. The requirements for IL are

usually between 1.8 and 3 dB. Its value has a direct impact on the noise figure, which delimits the
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efficiency of the receiver chain. For instance, greater values than 3 dB imply that more than 50% of the

power is dissipated in the filter. The waste of energy forces to use more power to amplify the signal,

reducing the battery life. In other cases, it may cause call interruptions if the received signal is too weak

to be processed. Even complying with the IL range, the maximum acceptable variation in the passband

or ripple is also limited as this ripple distorts the signal in magnitude and phase.

Insection loss in AW filters has several sources [22], resistive losses, material losses, thermal effects,

the order of the filter, signal leakages between the elements that form a filter such as electromagnetic

feed-through due to internal couplings or imperfect grounding [59] among others. Although many loss

sources have its origin in the material properties, the electromagnetic feed-through in particular and its

effects on the filter performance can be addressed from the synthesis point of view, a complete discussion

of the matter can be found in Chapter 6.

The quality factor of the resonators is strongly related to IL. With low Q, the losses increase dramat-

ically. With lower Q values, the losses at passband edges are more pronounces than in the middle of the

band, and they become more rounded, narrowing the passband as a consequence. Along with the K2
eff

and the characteristic impedance, the quality factor is the most important figure of a resonator. The un-

loaded Q is defined as the ratio of the stored energy divided by the power dissipated over one cycle [60].

This parameter establishes the upper limit for the overall resonator performance.

Ca La

C0

Ra

Rs

R0

Figure 2.10: Modified BVD equivalent circuit of an acoustic wave resonator considering losses.

The BVD model and synthesis procedure described in the following chapter is a lossless methodol-

ogy and considers infinite Q. To include the resonator losses in the circuital model, the modified BVD

(mBVD) is a more accurate representation of an acoustic resonator [56]. The network is depicted in

Figure 2.10, Rs models the metal electrode resistance, Ra is responsible for the acoustic losses in the

resonator, and R0 is associated to the losses introduces by the dielectric material.

The quality factor depends on the frequency. It is typically characterized at two frequencies, Qs at

the resonance frequency fs and Qp at the parallel resonant frequency fp [61]:

Qs = −1

2
fs
∂ϕ

∂f

∣∣∣∣
f=fs

≈ 2πfsLa
Ra +Rs

, (2.20a)

Qp = −1

2
fp
∂ϕ

∂f

∣∣∣∣
f=fp

≈ 2πfpLa
Ra +R0

, (2.20b)

where ϕ is the phase angle of the impedance. To aggregate the lossy characteristic of the resonator to
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the synthesized filters, the poles and zeros of the transfer function have to be detuned by shifting the real

part of complex frequency variable s with s←− s+ tan δ, where tan δ is the loss tangent. The unloaded

quality factor is given by

Q =
1

tan δ
. (2.21)

In the lowpass domain, the frequency variable can be transformed as [46]

Ω = Ω− j

QLP
. (2.22)

The transformation includes the shifted frequencies and losses. The lowpass quality factor QLP is com-

puted as

QLP = Q
∆ω

ω0
. (2.23)

This quality factor estimation shows a good agreement with the filter response in bandpass domain. Al-

though it should be noted that the quality factor is linear in the frequency range. The approximation could

make the simulation to fail in matching the real filter response accurately in some cases. A more precise

simulation needs to take into account Qs and Qp and Rs to calculate the mBVD model. Usually, these

parameters are conditioned by the technology and the manufacturing process. The remaining resistors of

the model can be obtained from (2.20) with

Ra =
2πfsLa
Qs

−Ra, (2.24a)

R0 =
2πfpLa
Qp

−Ra. (2.24b)

2.3.3 Power Handling and Temperature Effects

The acoustic wave filters used in communication devices receive powers between 29-30 dBm at the

input port from the antenna, and TX filters usually work at higher power levels. Part of the applied

power will dissipate and cause a self-heating of the filter. A phone is designed to work properly at an

ambient temperature range between -30◦C and +55◦C. Although being in the working range, temperature

increments reduce the lifetime of a filter. It is expected durability longer than 5000 hours at an average

temperature of +55◦C at maximum power [52].

Many new bands for 5G extend up to 6 GHz for mobile communication devices and even over 24

GHz for other applications. In the new frequency bands, the shrinking of the chipsets is not only a

possibility but an imposition to achieve greater levels of integration. Smaller size and higher frequencies

lead to more power density in the device, which magnifies the self-heating of the resonators, affecting

the filter performance. BAW resonators have a clear comparative advantage over SAW in terms of power

handling. In BAW technology, the power density is better uniformly distributed over the filter area [14]

and both SMR and FBAR can stand more power due to the better heat removal through the substrate,

especially in SMR because of the higher thermal conductivity of the Bragg reflector. On the contrary, the
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narrow space between the IDT fingers in SAW resonators makes them prone to exhibit lower tolerance

to high power due to electromigration and stress migration damages.

In this regard, the Temperature Coefficient of Frequency (TCF), measured in parts per million (ppm)

per degree, has become an important parameter to evaluate the temperature sensitivity and performance.

Due to the thermal behavior of the filter, temperature variation diminishes the nominal bandwidth and

provokes a shift in frequency [62, 63]. Insertion loss also increases, especially at the upper cut-off fre-

quency, where the effect is more critical.

TC-SAW and TC-BAW devices use an additional SiO2 layer to minimize the TCF. This material

has inverse thermodynamic behavior to the substrate used in standard BAW and SAW technology. A

conventional SAW resonator exhibits TCF variation of -35 to -45 ppm/◦C. Meanwhile, BAW shows a

TCF between -22 and -31 ppm/◦C [17]. The positive temperature coefficient in SiO2 provides partial

temperature compensation, reducing the drift up to -22 and -17 ppm/◦C for TC-SAW and TC-BAW

respectively. The most recent devices like No-driftTM technology from Qorvo [64] reaches TCF between

±2 ppm/◦C for BAW and SAW resonators, and the I.H.P. technology by Murata can reduce the TCF to

zero by an appropriate design [19].

The network synthesis may yield resonators which power density is more than resonator alone can

withstand. A common practice to deal with these situations consists in replacing the single resonator

by a cascading some resonators [16, 65]. The solution is effective but, consequently, the impedance and

static capacitance changes, the insertion loss increase, and the required die area is bigger. The power

density and area estimation can be done as described in [66]. The power density distribution over the

resonators depends on the RL and TZs. As ladder filters are fully canonical, the resonance frequency

of each resonator is one of the TZs of the filtering function. The TZs assignation to each resonator will

change the values of the synthesized filter. That is, the power density of each resonator. A design with a

careful selection of the filter parameters and TZs arrangement along the network is crucial to provide a

good balance between power handling, size and performance.

2.4 Chapter Summary

In this chapter, it has been presented the acoustic wave technology and the fundamentals for the two

main technology families, SAW and BAW. The first is an already mature technology that provides good

performance at frequencies below 2 GHz. On the other hand, BAW characteristics outmatch SAW coun-

terpart’s performance but, its complicated geometry results in high costs for massive manufacturing in

comparison with SAW. Despite these drwabacks, it is the best-suited technology for frequencies over 2

GHz.

The design of fully canonical ladder acoustic filters is based on the lowpass domain synthesis of a

filtering function. The nodal lowpass equivalent of an acoustic wave resonator is the dangling structure.
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A ladder-type filter is made by cascading N dangling resonators where N represents the filter order and

number of transmission zeros. The frequency and impedance transformation of the lowpass prototype to

the bandpass network is based on the BVD model of the acoustic resonators.

Although further physic behavior of the resonator is not taken into account by the synthesis tech-

niques, some technological requirements have to be considered for better accommodation of the synthe-

sized network to the acoustic technology at this stage of the design process. A good understanding of the

technological constraints is crucial to obtain a good design.





CHAPTER 3

Synthesis Fundamentals of Lowpass Filters

The methodology for the design of ladder-type acoustic filters is typically based on a lowpass synthesis

approach. The procedure generally consists of a four stages process. The first step is the definition of

the filtering function to be implemented, followed by the generation of a lowpass prototype network.

This prototype must be able to accommodate the characteristic frequencies of the filtering function under

consideration. In the third stage, the bandpass network is obtained by the frequency denormalization and

impedance scaling of the lowpass prototype. Finally, the network is evaluated to check the fulfillment

of the frequency mask. Also, the factors that influence the filter feasibility are validated: power density

level of each resonator, quality factors, achievable bandwidth, and the fulfillment of the acoustic wave

technology constraints, among other parameters.

In the previous chapter, the AW resonators and the technological constraints have been presented. It

has been also described how to obtain the equivalence between the acoustic wave resonator and a lowpass

circuit based on the BVD model. Furthermore, a link between the ladder filter and the equivalent lowpass

prototype as an inline network made of extracted-pole section has been established.

In order to address the filter definition and design from a bottom-up approach, this chapter focuses

mainly on the first and second stages. It aims to introduce the synthesis of the general Chebyshev filtering

function that defines the transmission and reflection response of the network, and the synthesis procedure

to extract the lowpass filter parameters is described in detail. Finally, the coupling matrix representation

of the filter in both bandpass and lowpass domain, is introduced as a tool to describe the transfer function

and analyze the network.

23



24 3.1. Matrix Representation of Chebyshev Polynomials for Two-Port Filtering Networks

3.1 Matrix Representation of Chebyshev Polynomials for Two-Port Fil-
tering Networks

The filtering function is a mathematical description of a linear network frequency response that ultimately

must satisfy a particular set of electrical specifications. Several filtering functions can be found in the

literature, such as the Butterworth, Cauer, or Bessel. Nevertheless, the most adequate is the generalized

Chebyshev [67] filtering function, which provides equiripple passband, transmission zeros at infinity, and

finite frequencies with a minimum impedance variation in the network.

By considering the filters as passive and lossless networks, they can be generically described with

any equivalent two-port network matrix representation. In this section, the ABCD transfer matrix and the

scattering parameters matrix [68] are considered. From the latter, the network can be defined in a general

polynomial form:

[S] =

[
S11 S12

S21 S22

]
=

1

E(s)

[
F (s)/εR P (s)/ε
P (s)/ε (−1)NF (s)∗/εR

]
, (3.1)

where s = jω is the frequency variable and N identifies the filter order that, therefore, decides the

resonators number. E(s) and F (s) are polynomials of N th degree with complex coefficients. E(s) is

the common polynomial denominator and it is strictly Hurwitz; it implies that its roots are located in the

left half-plane of the complex plane or lying along the imaginary axis [69]. In other words, the real part

of every root must be zero or negative, this is a necessary condition to guarantee the system stability.

F (s) polynomial is the numerator of S11(s), and its roots define de reflection zeros (RZ) of the filtering

function. The real constant εR normalizes F (s) to turn it monic. The numerator of the transmission

parameter S21(s) is the polynomial P (s), which is calculated from normalized TZs at the prescribed

finite frequencies at the beginning of the design process. Its coefficients alternate from purely real and

purely imaginary values, and it is normalized by the real constant ε.

From the equation of energy conservation for a lossless reciprocal network can be proven the rela-

tionship between each polynomial as follows,

E(s)E(s)∗ =
P (s)P (s)∗

ε2
+
F (s)F (s)∗

ε2
R

. (3.2)

Besides, an important orthogonality condition derives from the S-parameters for these kinds of networks:

S11(s)S12(s)∗ + S11(s)S22(s)∗ = 0. (3.3)

By expressing equation (3.3) in a polar form, the relationship of S11(s), S22(s) and S21(s) phases is

obtained by

−θ21(s) +
θ11(s) + θ22(s)

2
=
π

2
(2k ± 1). (3.4)

The equation states that the right-hand side must be an odd multiple of π/2 radians, that is, the difference

between the phase of S21(s) and the average of phases of the S11(s) and S22(s) is orthogonal. A further
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development of (3.3) to express it in terms of the filter orderN and the number of TZs at finite frequencies

nfz , as in [46], yields

(N − nfz)
π

2
− k1π =

π

2
(2k ± 1), (3.5)

where k1 is an integer value. Equation (3.3) implies that the integer quantity (N − nfz) must be odd in

order to satisfy the right-hand side. From this result, the following conclusion can be drawn: in case of

fully canonical networks, where (N − nfz) = 0, thus always even, an extra π/2 radians must be added

to the left hand of the equation (3.5), which is equivalent to multiply polynomial P (s) by j.

Alternatively to S-parameters, the filter can be expressed as an ABCD transfer matrix using the

classic two-port matrix transformation relations with normalized characteristic impedance. In turn, the

scattering parameters can also be expressed in terms of the polynomials E(s), F (s) and P (s) as [46]:

A(s) =
(E(s) + F (s)/εR)− (−1)N (E(s) + F (s)/εR)∗

2P (s)/ε
=

An(s)

P (s)/ε
, (3.6a)

B(s) =
(E(s) + F (s)/εR) + (−1)N (E(s) + F (s)/εR)∗

2P (s)/ε
=

Bn(s)

P (s)/ε
, (3.6b)

C(s) =
(E(s)− F (s)/εR) + (−1)N (E(s)− F (s)/εR)∗

2P (s)/ε
=

Cn(s)

P (s)/ε
, (3.6c)

D(s) =
(E(s)− F (s)/εR)− (−1)N (E(s)− F (s)/εR)∗

2P (s)/ε
=

Dn(s)

P (s)/ε
. (3.6d)

Polynomials in (3.6) have a common denominator P (s)/ε, hence, the matrix form may be defined as

[ABCD] =
1

jP (s)/ε

[
An(s) Bn(s)
Cn(s) Dn(s)

]
, (3.7)

where polynomials An(s), Bn(s), Cn(s), Dn(s) are the numerators of their respective ABCD polyno-

mials. It must be also considered that P (s) have to be multiplied by j when (N −nfz) is even according

to (3.5). Although the S-parameter matrix is entirely equivalent to the ABCD transfer matrix, the last is

more suitable to perform the network synthesis process considered in this chapter.

3.1.1 Relationship Between ε and εR

The three polynomials are normalized so that their highest-degree coefficients are unit. That is, the pa-

rameters |S11(s)| and |S21(s)| are bounded to ≤ 1 at any value of the frequency variable s, a required to

condition to be the functions that define a passive network. The real constants ε and εR are the normal-

izing coefficients for the characteristic polynomials necessary to guarantee the condition fulfillment.

The real constant ε is obtained by evaluating P (s)/E(s) to a frequency where the values of |S11(s)|
or |S21(s)| are known. For instance, ±j where the equiripple for Chebyshev filters is easily determined.

The normalizing constant is defined by

ε =
1√

1− 10RL/10

∣∣∣∣P (s)

E(s)

∣∣∣∣
±j
. (3.8)
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By the evaluation of |S11(s)| and |S21(s)|, the relation of both constants can be determined by

ε

εR
=

1√
1− 10RL/10

∣∣∣∣P (s)

F (s)

∣∣∣∣
±j
. (3.9)

The chosen frequency s = ±j sets that the maximum level for |S21(s)| at 1. For non-fully canonical net-

work, that is, nfz < N , the transmission parameter |S21(s)| = 0. Then, by the principle of conservation

of energy, the evaluation at infinity results in

S11(s)

∣∣∣∣
±j∞

=
1

εR

∣∣∣∣F (s)

E(s)

∣∣∣∣
±j∞

= 1, (3.10)

where εR is unity because polynomials F (s) and E(s) monic. For fully canonical network, where nfz =

N , the attenuation level at ±j∞ is finite. Thus, εR can be computed from the energy conservation

equation (3.2) as

εR =
ε√

ε2 − 1
. (3.11)

Given that ε is greater than 1, the resulting factor εR is slightly higher than 1.

3.1.2 General Chebyshev Polynomials Synthesis

The Chebyshev filtering function provides the definition of filters with even and odd degree, TZs at a

finite frequency and/or infinitive with asymmetric or symmetric characteristics. This section describes a

recursive technique for generating the characteristic Chebyshev polynomials [46, 70] with a given set of

prescribed transmission zeros and a return loss level as the only necessary parameters to define it. The

general filtering function for a N degree network is described by [71]

CN (ω) = cosh

[
N∑
n=1

cosh−1 (xn (ω))

]
, (3.12)

where term xn(ω) is a function of the real frequency variable related to the complex frequency s = jω

that contains N both RZs and TZs, the latter can be either at a finite frequency or infinite. The functions

require the following properties:

• At ω = ωn, where ωn is either a transmission zero at a finite frequency or infinity, xn(ω) = ±∞.

• At the passband edges, defined at ω = ±1, xn(ω) = ±1.

• Between ω = −1 and ω = 1, 1 ≥ xn(ω) ≥ −1.

Satisfying the above-listed constraints, the expression xn(ω) is defined as

xn(ω) =
ω − 1/ωn
1− ω/ωn

. (3.13)
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The filtering function CN (ω) can be also be expressed in function of the characteristic polynomials such

as

CN (ω) =
εF (ω)

εRP (ω)
. (3.14)

The transmission zeros at finite frequencies nfz are the roots of polynomial P (ω). In case of fully

canonical network, N = nfz and the polynomial can be derived by

P (ω) =
N∏
n=1

(1− ω/ωn) . (3.15)

The roots of F (ω) polynomial are the reflexion zeros of the filter, and its coefficients are computed by a

recursive technique where the solution for the nth degree polynomial is built up from the results of the

(n− 1)th degree from the equation (3.12). The filtering function CN (ω) may be rewritten as

CN (ω) =
1

2


∏N
n=1 (cn + dn) +

∏N
n=1 (cn − dn)

N∏
n=1

(1− ω/ωn)

 , (3.16)

the denominator is the definition of P (ω) in (3.15), meanwhile cn and dn are

cn =

(
ω − 1

ωn

)
, (3.17a)

dn =ω′

√
1− 1

ω2
n

. (3.17b)

where ω′ =
√
ω2 − 1. To apply the recursive technique, only the CN (ω) numerator is necessary. It may

be expressed as

Num [CN (ω)] =
1

2

[
GN (ω) +G′N (ω)

]
, (3.18)

where the terms GN (ω) and G′N (ω) are

GN (ω) =
N∏
n=1

[cn + dn] , (3.19a)

G′N (ω) =
N∏
n=1

[cn − dn] . (3.19b)

And in turn, GN (ω) can be rearranged as the sum of two polynomials

GN (ω) = UN (ω) + VN (ω), (3.20)

where the roots of polynomial UN (ω) are the ones that belong to F (ω). The recursive procedure com-

mences by considering the first TZ ω1 setting N = 1 such as

U1(ω) = ω − 1

ω1
, (3.21a)

V1(ω) = ω′

√(
1− 1

ω2
1

)
. (3.21b)
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The result after the first recursion cycle is multiplied by the rest of TZs terms one by one until all of

them, including those located at infinite, are used. The general expression for steps n > 1 are derived by

Un(ω) = ωUn−1(ω)− Un−1(ω)

ωn
+ ω′

√(
1− 1

ω2
n

)
Vn−1(ω), (3.22a)

Vn(ω) = ωVn−1(ω)− Vn−1(ω)

ωn
+ ω′

√(
1− 1

ω2
n

)
Un−1(ω). (3.22b)

After the last recursion step, polynomial F (ω), is defined by Un(ω). Finally, the remaining polynomial

E(ω) can be calculated from the equation of energy conservation (3.2). Thus, the filtering function is

completely described by polynomials P (ω), F (ω), E(ω) and the normalizing constants ε and εR.

3.2 General Description of the Synthesis Method

In this section, the general synthesis procedure for cross-coupled filters prototypes with resonant and

non-resonant nodes proposed by Tamiazzo and Macchiarella in [72] is analyzed in detail. This work

covers the fundamental theory required for the extraction of every parameter of a filtering network for

the diverse types of topologies. The synthesis procedure described in the following chapters focuses

on mixed-topology filters combining inline with transversal networks. The analysis presented in this

chapter provides a general description of the method for inline networks, and it also supports a good

understanding of the method to be integrated with the transversal network.

As an addition to the method, the susceptance of the first and last node extraction of the network

is covered in two different ways. The conventional extraction yields a shunt FIR connected to ground,

but in some designs could be useful to extract them as a series element, providing more flexibility to the

definition of the ladder filter.

3.2.1 Sub-Network Definition

The synthesis method is based on a recursive extraction procedure from an overall network Hk that

requires N steps. At each k step, a two-port sub-network is extracted, which scheme is depicted in

Figure 3.1. The sub-network comprises a frequency invariant susceptance Bk, an admittance inverter

Jk, an admittance Yk, and a cross admittance inverter Jck between the input and output nodes. The last

element, the block Hk+1, contains the rest of the sub-networks to be extracted after the kth step.
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Jck

Hk+1

NkMk

Hk

Pk

jBk YkJk

Figure 3.1: Recursive network and sub-network Hk scheme. This figure has been adapted
from [72], © 2015 IEEE.

CkjBk

Yk

(a)

Lk

jXk

jBk

Yk

(b)

Figure 3.2: Sub-network admittance Yk scheme of (a) a resonant node and (b) an NRN-RN pair.

One of the capabilities of the synthesis method is the definition of different network topologies for the

same filtering function. To identify the location of the parameters to be extracted in a specific topology,

three nodes are identified. The node Mk establishes where the extraction begins at each kth step. The

second node Nk represents the input or output node, depending on the extraction direction. The third is

the inner node Pk and indicates where the admittance Yk is extracted. This element can be defined as

either capacitance or inductance in series with an FIR. Thus, together with Bk, it can configure an RN or

an RN-NRN pair as shown in Figure 3.2. Notice the equivalence with the lowpass BVD circuit presented

in Figure 2.5.

Additionally, a binary word W is introduced to control the extraction process. The variable must be

initially specified, and it defines both the topology and the extraction order, from the source side to load

or vice versa. If Wk = 0, the extraction is carried out from source to load, and, conversely, Wk = 1

inverts the direction of extraction from load to source. Consecutively, the values of the three nodes at the

kth step are determined by Wk. When Wk = 0, the inner node Pk is

Pk = Mk + 1 (3.23)
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and, if Wk = 1,

Pk = Mk − 1. (3.24)

At the beginning of the process, the outer nodes are initialized as M1 = 0 and N1 = N + 1 for W1 = 0,

or as M1 = N + 1 and N1 = 0 if W1 = 0. The value of zero represents the source node and N + 1 is

the load node. In the subsequent steps, the outer nodes of the Hk+1 block are defined as

Mk+1 = min(Pk, Nk), (3.25a)

Nk+1 = max(Pk, Nk), (3.25b)

if Wk+1 = 0, and

Mk+1 = max(Pk, Nk), (3.26a)

Nk+1 = min(Pk, Nk), (3.26b)

if Wk+1 = 1.

3.2.2 Realizable Topologies

The number of achievable topologies is determined by the length of the word W . Any filter synthesized

with this method is made of an inline structure of N sub-networks. Thus, the total number of possible

topologies is 2N , the number of W combinations. However, not all combinations of W produce different

topologies.

For a N th-order filter, there are groups made of 4 combinations of W that form a topological fam-

ily, that yields topologies structurally equal. Therefore, the number of distinct topologies is reduced to

2(N−2). Among a family, two topologies yield the same result, and the other two are mirrored. That is,

the extraction procedure has been carried out inversely with respect to one another. Every topology can

be classified as

[T ] =


T1,1 T2,1 · · · T2(N−2),1

T1,2 T2,2 · · · T2(N−2),2

T1,3 T2,3 · · · T2(N−2),3

T1,4 T2,4 · · · T2(N−2),4

 , (3.27)

where T is a matrix that contains all possible topologies and Ti,j is a binary word that defines a specific

topology. This word is just a configuration of the binary term W that is used only for the sake of the

analysis for the different topologies. The subindex i denotes the topological family, which takes values

from 1 to 2(N−2), and the subindex j indicates a topology within a family, which is a number between 1

and 4. The binary words Ti,1 in the first row of Gi,j defines the initial value of each topology. They can

take the values

Ti,1 = 2[0, 1, 3,· · · , 2(N−2) − 1], (3.28)
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the values in (3.28) have been expressed in decimal for simplification. The corresponding value has to

be converted to a binary word of length N . Within a topology, the four possibilities are

Ti,j =


Ti,1
Ti,2
Ti,3
Ti,4

 =


Ti,1

Ti,1 + 1

Ti,1 + 1

Ti,1 + 1 + 1

 , (3.29)

where the capping line represents the NOT Boolean binary operator.

The first element is defined as shown in (3.28). The second, Ti,2, is the previous one incremented by

1. Ti,3 is obtained by inverting the binary word Ti,2 or applying the binary operation one's complement.

Finally, Ti,4 is computed by adding 1 to Ti,3 or two's complement to Ti,2. For example, let us consider

an arbitrary network of order N = 3. The total number of topologies is 8, but the distinct topologies are

reduced to 2. The matrix T is

[T ] =


T1,1 T2,1

T1,2 T2,2

T1,3 T2,3

T1,4 T2,4

 =


000 010
001 011
110 100
111 101

 . (3.30)

The nodal schemes of all topologies, if they were extracted considering only resonant nodes, can be seen

in Figure 3.3. As mentioned above, it can be noted that Ti,1 is equal to Ti,2. Topologies Ti,3, Ti,4 are

equal too and the mirrored version of Ti,1.

3.3 Synthesis Procedure

The synthesis process is carried out by means of iterative extractions of the lowpass prototype filter

elements from an ABCD transfer matrix that represents a network. This matrix is created from the char-

acteristic polynomials of the generalized Chebyshev filtering function in (3.7).

The parameter extractions at step k can be done in three ways, at infinity, at a root of Pk(s) or an

arbitrary finite frequency. Thus, the extracted node type is specified by its extraction frequency. An RN

is defined when the extraction is realized at infinity. Meanwhile, an NRN-RN pair is extracted at finite

frequency. To identify the kind of extraction, a vector Λ is introduced, whose entries are defined as

follows:

− Λk = 0: Extraction at infinity.

− Λk = −1: Extraction at a root of Pk(s).

− Λk = jΩk: Extraction at an arbitrary frequency jΩk.

At the beginning of every step k, the first extracted element of the sub-network Hk is the cross inverter

Jck. The second element of the network to be extracted is the FIR bk, which is necessary to prepare the
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T1,1 = {0 0 0} T2,1 = {0 1 0}

T1,2 = {0 0 1} T2,2 = {0 1 1}

T2,3 = {1 0 0}T1,3 = {1 1 0}

T1,4 = {1 1 1} T2,4 = {1 0 1}

Topology 1 Topology 2

Figure 3.3: Nodal diagram schemes of all possible topologies of a filter of order 3. The resonating nodes
are represented in black, the gray nodes are the source/load nodes and the black lines are the coupling
between nodes.

removal of the TZ upon the extraction of Yk after the extraction of a unitary admittance inverter. The

procedure for each type of extraction is detailed in the following sections.

3.3.1 Extraction at Infinity

This type of extraction is done by selecting Λk = 0. The elements extracted from Hk in this iteration

are the susceptance Bk, a unitary admittance inverter Jk, and the admittance of a resonating node Yk =

sCk. When the degree of Pk(s) is equal to the degree of Bnk(s) a cross inverter Jck is necessary. This

circumstance occurs when the number of Pk(s) roots to be removed is equal to the remaining sub-

networks to be extracted. The cross inverter Jck is computed as

Jck = − lim
s→∞

jPk
Bnk

, (3.31)

then, it has to be removed from the ABCD transfer matrix before continuing the extraction process as

follows:

[ABCD]′k =
1

jP ′k

[
A′nk B′nk
C ′nk D′nk

]
=

1

j(Pk + JckBk)

[
Ank Bnk

j(Cnk + 2JckPk + J2
ckBnk) Dnk

]
. (3.32)

The only updated polynomials are Cnk and Pk. Note the frequency variable s has been omitted from the

polynomials intentionally for the sake of clarity, and the normalization constant ε has been incorporated
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to polynomial P ≡ P (s)/ε.

The roots of polynomial Pk(s) represent the TZs at finite frequencies, and the roots of Bk(s) are the

eigenmodes of the whole network [73]. Therefore,Bnk(s) is a polynomial of degreeN , beingN the filter

order. Meanwhile, Pk(s) is a polynomial of degree N in case of a fully canonical filter or lower degree

in the rest of possible cases. As mentioned above, the cross inverter is only required when the degree of

Pk(s) and Bnk(s) are equal, otherwise Jck = 0. That is, only when the network is fully canonical.

The next element to be extracted is the FIR Bk
1. The extraction of this element is necessary to

prepare the circuit for removing the TZ at infinity in the next step. The value is calculated evaluating the

polynomials D′nk and B′nk at infinite.

Bk = − lim
s→∞

D′nk
B′nk

. (3.33)

After (3.33), the element must be removed from the ABCD matrix as follows:

[ABCD]′′k =
1

jP ′′k

[
A′′nk B′′nk
C ′′nk D′′nk

]
=

[
1 0
−Bk 1

]
1

jP ′k

[
A′nk B′nk
C ′nk D′nk

]
=

1

jP ′k

[
A′nk B′nk

C ′nk −BkA′nk D′nk −BkB′nk

]
. (3.34)

Next, the unitary admittance inverter is extracted and [ABCD]′′′k is updated as

[ABCD]′′′k =
1

jP ′′′k

[
A′′′nk B′′′nk
C ′′′nk D′′′nk

]
=

[
0 −j
−j 0

]
1

jP ′′k

[
A′′nk B′′nk
C ′′nk D′′nk

]
=

1

jP ′′k

[
−jC ′′nk −jD′′nk
−jA′′nk −jB′′nk

]
. (3.35)

The extraction of this element implies an interchange of the polynomials between the first and the second

row in the ABCD matrix. Finally, the extraction of the admittance Yk = sCk is performed by removing

a shunt capacitance as follows:

Ck = − lim
s→∞

D′′′nk
sB′′′nk

, (3.36)

and [ABCD]k+1 matrix is updated as

[ABCD]k+1 =
1

jPk+1

[
Ank+1 Bnk+1

Cnk+1 Dnk+1

]
=

[
1 0
−sCk 1

]
1

jP ′′′k

[
A′′′nk B′′′nk
C ′′′nk D′′′nk

]
=

1

jP ′′′k

[
A′′′nk C ′′′nk

C ′′′nk − sCkA′′′nk D′′′nk − sCkB′′′nk

]
. (3.37)

The remaining ABCD matrix after updating the polynomials in (3.37) is the network in Hk+1. After the

complete extraction of Hk, polynomials Ck+1 and Dk+1 have been reduced one degree after removing a

TZ at infinity. The iterative extraction process continues with Hk+1.

1The variable Bk identifies a frequency invariant susceptance within the network, it should not be mistaken with the ABCD
polynomials B(s) and its numerator Bn(s). The latter is also found as Bnk in this chapter.
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It must be kept in mind that when Wk+1 6= Wk the remaining ABCD matrix must be rotated before

the extraction of Hk+1. In that case, polynomials Ank+1 and Dnk+1 have to be interchanged. Hence, the

extraction would proceed from the other side.

3.3.2 Extraction of a Root of Pk(s)

At the beginning of the extraction, P0(s) contains only the prescribed TZs finite frequencies of the

filtering function. In general, the roots of P (s) polynomial represents the resonance frequencies that will

implement the resonators. Therefore, this kind of extraction requires Pk(s) to be, unless, of degree one.

The procedure sequence is similar to the previous section. The extraction of a cross-inverter Jk is not

required this time. If we evaluate (3.31) at a root of Pk(s) instead of infinite, the result will be always

zero. Then, the first non-zero element to be extracted isBk, as a preparation of the circuit for the removal

of the Pk(s) root. It is calculated by

Bk = − lim
x→ jΩk

Dnk(jΩk)

Bnk(jΩk)
. (3.38)

OnceBk has been obtained, it must be removed from the ABCD matrix with (3.34), defining the updated

matrix as [ABCD]′k. The following element to be extracted from the sub-network Hk is the unitary

inverter Jk and the [ABCD]′′k is updated as in (3.34). In the last step, the admittance Yk has to be

obtained. The former corresponds to the input admittance of [ABCD]′′k, and it can be defined by

Yk =
D′′nk(s)

B′′nk(s)

∣∣∣∣
s=sk

=
b0k

(s− sk)

∣∣∣∣
s=sk

=
1

sLk + jXk

∣∣∣∣
s=sk

, (3.39)

where the admittance it is compound by an inductance Lk, related to the residue b0k, in series with an

FIR jXk that is related to both, b0k and the pole sk = jΩk as can be seen in Figure 3.4. The parameter

b0k can be obtained as

b0k =
D′′nk(s)(s− sk)

B′′nk(s)

∣∣∣∣
s=sk

. (3.40)

Finally, the polynomials of the remaining ABCD matrix is defined as follows:

[ABCD]k+1 =
1

jPk+1

[
Ank+1 Bnk+1

Cnk+1 Dnk+1

]
=

(s− jΩk)

jP ′′k


A′′nk

(s− jΩk)

B′′nk
(s− jΩk)

C ′′nk
(s− jΩk)

D′′nk
(s− jΩk)

 . (3.41)

With the last step, every element of Hk has been extracted, and all polynomials have been reduced one

degree. The extraction process continues with Hk+1. However, as mentioned in the previous section, if

Wk+1 6= Wk the polynomials Ank+1 and Dnk+1 has to be interchanged prior any element extraction.
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Lk=1/b0k

jXk=sk/b0k

Yk

[ABCD]''' 

[ABCD]'' 

Figure 3.4: Impedance Yk within [ABCD]′′k.

3.3.3 Extraction at an Arbitrary Finite Frequency

The elements extraction from the sub-network Hk at an arbitrary finite frequency Λ = jΩk that does not

belong to polynomial Pk(s) is carried out following the same steps of the previous section. However, the

cross inverter Jck must be extracted. Such step is a requirement to have the remaining network with a

pole at jΩk. This element is extracted as a parallel admittance inverter as follows:

Jck = − Pk(jΩk)

Bnk(jΩk)
. (3.42)

Once the cross inverter value has been calculated, the element must be removed from the ABCD matrix.

The updated matrix is defined as

[ABCD]′k =
1

jP ′k

[
A′nk B′nk
C ′nk D′nk

]
=

1

j(Pk + JckBk)

[
Ank Bnk

j(Cnk + 2JckPk + J2
ckBnk) Dnk

]
. (3.43)

Now, one of the roots of P ′k(s) is jΩk. It must be noticed that as a consequence of the evaluation to a root

that does not belong to Pk, the roots of the updated polynomial are not the same as before anymore. This

effect causes the resonant frequency of the following resonators, the ones embraced by a cross inverter,

will not match with the TZs of the filtering function. Besides, the new roots of P ′k(s) might not neces-

sarily be pure imaginary values; complex roots in conjugate pairs value may appear. As AW resonators

can not implement complex resonant frequencies, these cases should be avoided. The management of

complex roots is thoroughly detailed in Chapter 6.

The remaining extraction proceeds as in Section 3.3.2. First, the FIR Bk is determined using (3.38)

and then, it is removed from the current ABCD matrix with (3.34). Next, the unitary admittance inverter

Jk is removed with (3.34). Then, the elements of the dangling resonator in Yk are calculated with (3.39)

and (3.40). In the last step, the ABCD matrix of the following sub-networkHk+1 is computed as in (3.41).

Finally, if Wk+1 6= Wk the polynomials Ank+1 and Dnk+1 has to be exchanged before continuing with

the next iteration.
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3.3.4 Completion of the Synthesis Process

The extraction procedure involves an additional step after the completion of theN th step of the recursive

method, the residual HN+1 comprises an admittance JN+1 and two susceptances BPN
and BNN

in

parallel at input and output ports represented by the contiguous nodes PN andNN , respectively as shown

in Figure 3.5. The ABCD sub-network matrix is defined as

[ABCD]N+1 =
1

jPN+1

[
AnN+1 BnN+1

CnN+1 DnN+1

]
=

1

JN+1

[
−BNN

j
j(J2

N+1 −BPN
BNN

) −BPN

]
. (3.44)

The coupling JN+1 is extracted as the cross inverter (3.31), but considering that all polynomials are of

degree zero, it can be calculated by

JN+1 = − PN+1

BnN+1
. (3.45)

Finally, the last FIR elements that remain to be extracted can be obtained by

BPN
= −jDnN+1

BnN+1
, (3.46)

and

BNN
= −jAnN+1

BnN+1
. (3.47)

In ladder topologies, it is desirable that the main-line admittance inverters can be obtained or scaled to

the same value; for convenience, they usually are set to±1 alternately. Depending on the TZs values and

arrangement along the topology, from the input and output point perspective, one admittance inverter

may result in an uneven value. When the extraction is carried out from source to load, the uneven one

will be JN+1. The even distribution is requisite for a correct series resonator serialization, like shown in

Figure 2.8, where the admittance inverters at each side of the dangling resonator have the same value and

opposite sign. This event is analyzed in-depth and solved in Chapter 4.

HN+1

NNPN

jBPN jBNNJk+1

Figure 3.5: The last elements to extract from the network after the N th step.

3.4 Extraction of Non-Shunt FIR at Input and Output Nodes

The first and last FIRs extracted are the external elements of the filter. They are connected to source and

load and coupled to the rest of the network by admittance inverters. In ladder configurations, the inverters
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are required to serialize the dangling resonators between them when the first resonator from source or

load is series. Therefore, they are just a tool for the circuital transformation and do not exist physically.

If the external resonators are shunt, a leftover admittance inverter that cannot be associated with any dan-

gling resonator will remain. In such cases, it can be neglected after the circuital transformation because

the filter response would not be affected, although a 90◦ shift will be applied to the phase response in

regard to the lowpass prototype. However, if the normalized source and load terminals of the network

are complex instead of unity, they can not be ignored. The filter response depends now on the input

and output phase, and the omission of remaining admittance inverter may affect it severely. To avoid its

physical implementation, a compatible option with the described extraction method is considered for the

definition of the source and load FIR element.

J1 J2 H2

jB1 Y1

B1

b1 

J2J1
H2

Jr1

Figure 3.6: Extraction scheme of the first network element as an FIR between admittance inverters and
its equivalent nodal diagram, the light gray parts in the nodal schemes are non-extracted elements yet.

This alternative consists in extracting the input/output element between admittance inverter in such a way

that they will be serialized as a series impedance. The extraction procedure may begin from source or

load, and the first step is the extraction of a cross inverter as in (3.42). Next, a unitary admittance inverter

is obtained, updating the network as in (3.35). The following steps are carried out as in Section 3.3.3

to extract b1 and Y1. The result can be seen in Figure 3.6. After that, the extraction of the network can

continue using the conventional methodology.

Again, the process also may end at source or load elements. The extraction of the last element as an

FIR between admittance inverter involves the last two iterations, HN and HN+1. First, the network is

turned by interchanging polynomial Ank and Dnk by setting WN = 1 in order to continue the extraction

from the output terminal. Now, an admittance inverter JN+2 is extracted, followed by the extraction

of source/load element bN+1 at the jΩN as in (3.38). Next, another unitary admittance inverter JN+1

and YN are extracted. Finally, the last two FIRs and the last admittance inverter of the main path JN
is obtained following the steps described in Section 3.3.4, where the susceptances bN−1 and bN are the



38 3.5. Coupling Matrix Representation of the Network

NRNs of resonatorsN−1 andN , respectively. The resulting network is depicted in Figure 3.7. Following

these sequences when needed, the input and output terminals can be serialized so that none of the main

path admittance inverters are required to be implemented physically.

JN+2JN+1JN

jBN+1jBN YNjBN-1

BN-1

JN+2

BN

JrN

bN 

JN

BN+1

JN+1

Figure 3.7: Extraction scheme of the last element of the network as an FIR between admittance inverters
and its equivalent nodal diagram, the light gray parts in the nodal schemes are non-extracted elements in
this iteration.

3.5 Coupling Matrix Representation of the Network

A coupling matrix is a useful tool for modeling any kind two-port networks that contains all relevant in-

formation of the filter lowpass prototype, where the matrix entries emerge from the synthesis procedure.

The coupling matrix is not only used for representation purposes but also simplifies the reconfiguration

of the topology by taking advantage of the matrix operations, like inversions, similarity transformations,

or partitioning the network [74]. In the present work, the main utility is for lowpass and bandpass sim-

ulation of the filter response for ladder or any other topology. Besides, it is employed for the electric

characteristic computation of each element, such as the power that a resonator has to withstand [75].

The common descriptions include the conventionalNxN and the extendedN+2 version of the coupling

matrix [46] for N coupled resonators. The synthesis technique presented in this work is adequate for this

kind of representational tool. However, the classical coupling matrix has to be expanded in order to hold

the NRNs too, leading to a (2N + 2)× (2N + 2) square matrix. A general coupling matrix is symmetric

around the main diagonal as can be seen in Figure 3.8, where we can distinguish four types of elements:

• Source and load: they are located in the first two positions of the main diagonal (M11 and M22).

They are the matching elements BS and BL at input and output ports, respectively.
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NRN susceptances

RN-to-NRN coupling

RN constant susceptances

Source and load elements

Figure 3.8: General coupling matrix representation.

• Resonant nodes: a set of N diagonal elements that are distributed from M33 to M(N+2)(N+2).

They are the self-coupling of the resonators, represented by the FIRs bi in parallel with unity

capacitors.

• Non-Resonanting Nodes: a set of N diagonal elements that are distributed from M(N+3)(N+3) to

M(2N+2)(2N+2). The elements are the susceptance of the NRN of the dangling resonator, coupled

to their respective RN bi by Jri.

• Couplings: admittance inverters Jri and Ji that connect all the diagonal nodes. They are the RN-

to-NRN coupling and the admittance inverter in the main path, respectively.

3.5.1 Analysis Based on the Coupling Matrix

To perform a full analysis of the network, the coupling matrix by itself does not provide all the infor-

mation required. We need to incorporate two additional matrices, one for the unitary parallel capacitors

of the resonant nodes and another for the conductance of each port. In order to analyze the two-port

network, the input port is excited through an internal conductanceGS , and the second port is loaded with

a conductance GL as depicted in Figure 3.9. Then, the expression of the network using a matrix notation

is defined as

−j [i] = [A] [v] = [ΩW +M − jG] [v] , (3.48)

where the current array only excites the source node, resulting in column vector is = [1, 0, . . . , 0]T .
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GSiS GL
Multicoupled 

Network

Figure 3.9: Multicoupled network connected to a current source of conductance Gs and loaded with GL.

Matrices G and W have the same size of M . G is the matrix of conductances in whose all elements

are zero except for the G11 = GS and G22 = GL, and they reflect conductances of the ports. In our

case, the reference admittance is normalize to 1, that is, GS = GL = 1. On the other hand, W is a

diagonal matrix which entries are the unit capacitance of the resonator node. Therefore, the elements of

the diagonal between W33 and W(N+2)(N+2) are unity, and the rest are set to zero to provide frequency

dependency only to the resonating nodes. As the W entries are frequency variant elements, they have to

be multiplied by the normalized lowpass frequency variable Ω (3.48). The lowpass S-parameter of the

network in Figure 3.9 can be computed as

S11 = 1− 2jGS
[
A−1

]
11

(3.49a)

S12 = −2j
√
GSGL

[
A−1

]
12

(3.49b)

S21 = −2j
√
GSGL

[
A−1

]
21

(3.49c)

S22 = 1− 2jGS
[
A−1

]
22

(3.49d)

In the presented network matrix representation and the scattering parameters definition in (3.49), the

input and output ports are at the first and second position of the diagonal, respectively.

3.5.2 Bandpass Transformation of the Coupling Matrix

A frequency transformation of the lowpass prototype yields the BVD bandpass parameters of the res-

onator as described in Chapter 2. Alternatively, the bandpass coupling matrix offers an equivalent tool to

simulate the behavior of the filtering network.
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B

- B > 0

- B < 0

Figure 3.10: NRN and its bandpass equivalent elements according to its value.

Analyzing the energy in each node, simulating the S-parameter and optimizing the ladder filter param-

eters may become complicated and time-consuming. These negative traits are even more pronounced

in complex networks with cross-couplings and additional reactive elements. The solution based on the

coupling matrix facilitates the task. To extend the advantages to bandpass domain, the coupling matrix

bandpass transformation is presented in this section.

The transformation of each element must be done considering its corresponding bandpass equivalent

of the nodal scheme. For example, the source and load nodes are usually shunt FIRs, the bandpass

elements equivalence may be a shunt capacitor or an inductor, the result depends directly on the values's

sign as shown in Figure 3.10, where Z0 is the characteristic impedance of the network, and ω0 is the

central frequency of the band.

Alternatively, the FIR placed between admittance inverters is turned into a series reactive element

like the depicted in Figure 3.11. Notice that for an exact transformation, the admittance inverters must

be of equal value and opposite sign. Although a dangling structure can model the lowpass AW resonator,

we can distinguish different configurations for series and shunt resonators, and their respective trans-

formation must be analyzed separately. The NRN of a shunt resonator is positive value, according to

Figure 3.10 their bandpass equivalent is a shunt capacitor, which represents the static capacitance C0 of

the BVD. The resonating node is substituted by an inductor in parallel to a 1 pF capacitor coupled to the

NRN through Jrx.

The bandpass nodal equivalence is shown in Figure 3.12. The equations that relate the nodal scheme

in lowpass and bandpass are derived by

bx =
3 + 2ηsh
2ηsh − 1

1

ω2
0Cx

, (3.50a)

Jrx =

(
1− 2ηsh − 1

3ηsh + 2

)√
ω0Cx(λ− α)

2
, (3.50b)

Bx =
1

ω0

[
α+

λ− α
2

(
1− 2ηsh − 1

3ηsh + 2

)]
, (3.50c)
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-1

B

1

- B < 0

- B > 0

Figure 3.11: NRN between admittance inverts and its bandpass equivalent elements according to its
value.

where the variables Cx, ηsh, α and σ, are

Cx = 1pF, (3.51a)

σ = B − J2
r

b
, (3.51b)

α =
2J2

rFBW

b2
, (3.51c)

ηsh =
ξ

α− σ
, (3.51d)

ξ =
2FBW

b

(
2α+

J2
r

b

)
, (3.51e)

and FBW = ω0/(ω2−ω1) is the fractional bandwidth, the variables ω1 and ω2 are the upper and lower

cut-off frequencies of the band, respectively. The detailed proof of the transformation is provided in the

Appendix A.

Bx

Jrx

bx 

Bx

bx

1pF

Jrx

Figure 3.12: Nodal shunt resonator model in BP domain and its equivalent circuital bandpass prototype.

Figure 3.13 illustrates the equivalent circuit for series resonators. The NRN has a negative value. There-

fore, it is transformed into a shunt inductor. Given that the element is placed between admittance invert-

ers, it will turn into a series capacitor (Figure 3.11) after circuital the transformation, representing the

also C0 in the BVD of a series acoustic.
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Bx

Jrx

bx 

J -J Bx

bx

1pF

Jrx

-J

J

Figure 3.13: Nodal series resonator model in bandpass domain and its equivalent circuital bandpass
prototype.

The equations that relate the nodal scheme in lowpass and bandpass are

bx =
1 + 2ηse
2ηse − 3

1

ω2
0Cx

, (3.52a)

Jrx =

(
1 + 2ηse
2ηse − 3

− 1

)√(
λ+ α

)(
2ηse − 3

)
ω0Cx

2
(
1 + 2ηse

) , (3.52b)

Bx =
1

ω0

2ηse − 3

α
(
1− 2ηse

)
− 2λ

, (3.52c)

where variables ηse is

ηse =
ξ − λ
λ+ α

. (3.53)

Finally, the bandpass coupling matrix MBP is

MBP =



BmS 0 0 0 · · · 0 J1 0 · · · 0

0 BmL 0 0 · · · 0 0 0 · · · JN+1

0 0 bm1 0 · · · 0 Jrm1 0 · · · 0

0 0 0 bm2
. . . 0 0 Jrm2 · · · 0

...
...

...
. . . . . . . . .

...
...

. . .
...

0 0 0 0
. . . bmN 0 0 · · · JrmN

J1 0 Jrm1 0 · · · 0 Bm1 J2 · · · 0

0 0 0 Jrm2 · · · 0 J2 Bm2
. . . 0

...
...

...
...

. . . 0
...

. . . . . . JN

0 JN+1 0 0 · · · JrmN 0 0 JN BmN



(3.54)
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The coupling matrix entries can not be directly the transformed ones because the final value in the matrix

depends on their location. According to Figure 3.10, the source and load parameters BmS and BmL are

defined generically as

B > 0 −→ BmS/L = C =
B

Z0ω0
, (3.55a)

B < 0 −→ BmS/L = − 1

L
=
Bω0

Z0
. (3.55b)

The entries for the susceptance bmi of resonator are defined as

bmi = − 1

bxi
. (3.56)

For the rest of the resonator parameters, the entries are introduced differently. In series resonator, Jrmi
and Bmi are given by

Jrmi = Jrxi
√
Z0, (3.57a)

Bmi =
−Z0

Bxi
, (3.57b)

and for shunt is given by

Jrmi =
Jrxi√
Z0
, (3.58a)

Bmi =
Bxi
Z0

. (3.58b)

As well as the lowpass matrix representation (3.48), the two-port network to be completely analyzed in

bandpass requires additional matrices. The nodes equations resulting from Kirchhoff's law for the circuit

depicted in Figure 3.9 can be expressed in matrix notation as

−j [i] = [A] [v] = [ωWBP + (ωm ◦MBP )− jGBP ] [v] , (3.59)

whereGBP is the conductances matrix, with all elements are set to zero except for the port entriesGBP11

and GBP22, which value are 1/Z0, the characteristic admittance of the system. The matrix WBP has the

diagonal entriesW(N+3)(N+3) toW(2N+2)(2N+2), set to 10−12, the resonator's parallel capacitor (Cx = 1

pF), the rest of the matrix are zero. The matrix is multiplied by the frequency scalar variable ω in rad/s.

In contrast to the lowpass coupling matrix, the diagonal elements MBP are frequency dependent,

the denormalizing factors are applied by the operation (ωm ◦MBP ), where the symbol ◦ is the Schur

product or the entrywise matrix product [76]. The matrix ωm has to apply the frequency dependency only

to de diagonal elements. Thus, the rest of the entries are set to one. The diagonal elements at the position

of input and output port WBP11 and WBP22 are

B > 0 −→WBP11/22 = ω, (3.60a)

B < 0 −→WBP11/22 =
1

ω
. (3.60b)
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The diagonal entriesWBP33 toWBP (N+2)(N+2) (the position of the resonant nodes) are 1/ω. The NRNs

are defined between WBP (N+3)(N+3) and WBP (2N+2)(2N+2). The correspondent factors are 1/ω and ω

for series and shunt resonators, respectively. Finally, the S-parameters of the network are calculated with

(3.49).

3.5.3 Extended Coupling Matrix

The coupling matrix can be extended to any kind of 2-port network like the topologies presented in

Chapters 5 and 6. For cross-coupled and mixed-topologies that may require FIRs to play the role of

reactive lumped elements, the size of the coupling matrix needs to increases to (2N + 2 +Xl), where Xl

is the number of FIR elements. For instance, Bk in Figure 5.2 will be turned into capacitors or inductors

after the circuital transformation. The equivalent between the FIR and the bandpass element is depicted

in Figures 3.10 and 3.11. The extended coupling matrix is built upon the general one described for the

ladder topology. To simplify the management, it is divided into three sub-matrices:

• MC : (2N + 2 x 2N + 2) sub-matrix that contains the ladder coupling elements, and it is built like

in Figure 3.8.

• MXl
: (Xl x Xl) sub-matrix with the extra FIRs that are not part of the dangling resonators nor

input/output elements. They are located in the diagonal like the NRN and RN nodes.

• MCXl
: sub-matrix with the connections between the FIRs from MXl

and the sub-matrix MC .

The extended coupling matrix Me built by the sub-matrices defined above is

Me =

[
MC MCXl

MCXl
MXl

]
. (3.61)

The network analysis by Me and the bandpass transformation follow the same procedure than the previ-

ously described for the plain ladder network.

3.6 Synthesis Example

In this section, a numerical example of a synthesized filter is elaborated to illustrate the synthesis method.

The example covers the whole process from the definition of the characteristic polynomials, the extrac-

tion procedure and the bandpass transformation.

In this example we consider a 7th-order symmetric filter in band 1 Tx with a passband from 1.920

to 1.980 GHz (relative bandwidth 3.07%). The effective coupling coefficient k2
eff considered is 8%.

The filter specifications to calculate the characteristic polynomials are RL = 20 dB and Ωtz =

{2.60,−2.46, 2.26,−2.28, 2.26,−2.46, 2.60} rads/s. The Chebyshev polynomials synthesis yields the

polynomials F (s), E(s), P (s) listed in Table 3.1.
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Table 3.1: Synthesized characteristic polynomial co-
efficients of the 7th-order filter.

Degree F (s) E(s) P (s)

7 1 1 j
6 -0.2107j 1.9668 - 0.2107j 2.5200
5 1.8109 3.7449 - 0.4221j 17.3432j
4 -0.3312j 4.1270 - 0.7538j 43.5018
3 0.9522 3.6963 - 0.7905j 100.0275j
2 -0.1341j 2.2377 - 0.6297j 249.6853
1 0.1294 0.9285 - 0.3179j 191.7886j
0 -0.0087j 0.1963 - 0.0885j 476.3966

Table 3.2: Extracted elements of the
7th-order filter prototype.

Bk bk Jrk

Res. 1 -2.1136 -2.60 2.2198
Res. 2 3.6636 2.46 2.9063
Res. 3 -3.3970 -2.26 2.7723
Res. 4 3.8267 2.28 2.9456
Res. 5 -3.3970 -2.26 2.7723
Res. 6 3.6636 2.46 2.9063
Res. 7 -2.1136 -2.60 2.2198

BS -0.4233
BL -0.4233
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Jr1 Jr3Jr2

b1 b3 b2 
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Figure 3.14: Nodal diagram of the synthesized 7th-order filter.

Given that the filter is fully canonical, the extraction procedure is done at the P (s) roots every iteration.

The extraction order is from source to load, that is Λ = {−1 − 1 − 1 − 1 − 1 − 1 − 1} and

W = {0 0 0 0 0 0 0}. Following the procedures described in Section 3.3.3 and Section 3.3.4 yield

the lowpass prototype depicted in Figure 3.14 after the last iteration. The parameter values are listed in

Table 3.2. The bk parameters are the FIRs that tune each resonator to its resonance frequency. Notice that

the admittance of the resonator node is (s+ jbk) and, therefore bk = −Ωtzk to introduced the TZs at the

prescribed frequency.

The transformation to bandpass domain of the coupling matrix results in the nodal parameters in

Table 3.3. The simulation in both lowpass and bandpass domain, using the coupling matrix, can be

compared in Figure 3.15. In addition, the simulation of the filter using the BVD has been included in

Figure 3.16. Note that, except minor differences, the simulation with the bandpass coupling matrix and

the BVD are equivalent.

Notice that the admittance inverters in the main-line are chosen unitary, with the same value and

alternating sign and, therefore, the network is directly transformable to the BVD model like explained in

Section 2.2. Their values, the resonance frequencies, and K2
eff are listed in Table 3.4.
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Figure 3.15: S-parameters of (a) the lowpass coupling matrix and (b) bandpass coupling matrix response.
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Figure 3.16: S-parameters of the bandpass filter using the BVD model of the resonators.

Table 3.3: Elements of the 7th-order filter prototype in bandpass domain.

Bmk bmk(10−9) Jmrk

Res. 1&7 -1.1966×10−12 -0.1620 0.2906
Res. 2&6 5.5699×1012 -0.1395 0.0074
Res. 3&5 -1.9438×10−12 -0.1605 0.3679
Res. 4 5.8439×1012 -0.1402 0.0076

BmS(10−9) -0.1037
BmL(10−9) -0.1037
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Table 3.4: BVD elements of the synthesized 7th-order ladder filter.

Res. 1&7 Res. 2&6 Res. 3&5 Res. 4

La (nH) 119.96 18.25 198.99 1.9579
Ca (pF) 0.0551 0.3926 0.0334 0.4076
C0 (pF) 0.7806 5.5699 0.4809 5.8439
K2
eff (%) 8 8 8 8

fs (GHz) 1.9579 1.8800 1.9497 1.8848

LS 9.64 nH
LL 9.64 nH

3.7 Chapter Summary

In this chapter, the procedure of synthesis and design of ladder filters based on acoustic wave resonators

have been presented. The theoretical content of the chapter is the cornerstone not only for the design

of ladder filters but to create more advanced topologies that may result advantageous in acoustic wave

technology that is fully described in the following chapters.

From the very beginning, with the TZs set and RL level as filter specifications, a general class Cheby-

shev function is introduced to describe the mathematical expression of the transmission and reflection

response of the acoustic wave filter.

The lowpass network parameters are obtained by using a synthesis technique based on a recursive

extraction method from a transfer matrix of the network computed from characteristic polynomials.

The synthesis methodology is a versatile tool capable of providing different topologies. Nevertheless,

the extraction procedure is employed in this chapter for the realization of fully canonical filters, which

lowpass prototype is N cascaded dangling resonators. An interesting characteristic of the methodology

is the capability to create ladder-like cross-coupled topologies by the extraction of cross inverters. The

advantages of this characteristic have been exploited to model parasitic effects in Chapter 6.

The lowpass prototype frequency transformation yields the bandpass parameters of the BVD model

of the resonators as described in Chapter 2. For the analysis and simulation of the network, a coupling

matrix arrangement in his nodal representation has been introduced in both lowpass and bandpass. The

coupling matrix has been presented for the ladder-type filters, but it is an agile representational tool

that can be expanded to any topology configuration, specially for cross-coupled and parallel-connected

topologies covered in Chapters 5 and 6.

In general, this chapter has aimed to describe a robust methodology that provides a fast software

tool to define a filtering network inclined to ladder networks in AW technology, in a short time with

a low computational cost. The implementation of the real device requires further steps, including elec-

tromagnetic simulations, physical layout, package design, etc. Nevertheless, the solution obtained with

methodology settles a good starting point for the following stages of the whole design steps.



CHAPTER 4

Phase Adjustment for Ladder-type Acoustic Wave
Filters in Lowpass Domain

In the previous chapter, a synthesis methodology for the design of ladder filters has been presented. It

was shown that they could be modeled with an inline filter topology, allowing the use of the extracted-

pole synthesis technique. The equivalent lowpass model corresponds to a series of dangling resonators

between admittance inverters, and such networks are adequate to accommodate a fully canonical filtering

function, defined by a set of transmission zeros and return loss level. The circuital extraction procedure

yields a nodal scheme like the one depicted in Figure 4.1, where N corresponds to the filter order.

It is interesting to notice that during the extraction process, it is not possible to determine both the

main-line admittance inverter and the RN-to-NRN coupling, respectively Jk and Jrk, but only their

ratio [51]. This fact leads to multiple solutions suitable for different technologies providing the same

transmission and reflection responses [46]. In the particular case of ladder topologies, very common

with acoustic wave technology, the admittance inverters in the main-line are employed in pairs as an

instrument to serialize shunt connected resonators, as explained in Section 2.2.1, that is, they do not

exist physically. For simplicity, all Ji can be set to a common value with alternation in sign along the

source-to-load path. This is a necessary condition for further lowpass-to-bandpass transformation [77] of

the network elements.

Regarding the filter specifications, it may occur that one admittance inverter in the main-line path

cannot be scaled to the common value conveniently, and it is required to take a different one than the

rest [51]. When extraction procedure is performed from source to load, the uneven inverter is located

closest to the output port, e.g., JN+1 in Figure 4.1. Even when one admittance inverter is not equal to

the others, the serialization can be carried out assuming that it has the same value, ignoring the real one.

However, it should be expected degradation of the reflection coefficient in such case. The effects will be

more severe the more different is the uneven admittance inverter.

49
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Figure 4.1: Lowpass nodal scheme of an inline prototype filter with N transmission zeros.

The most common solution to equalize the inverter is to apply an admittance redistribution of the output

elements of the network. However, despite its simplicity and utility, it may not be appropriated for ev-

ery case. Depending on the filter specifications, the redistribution may require to change the output port

impedance, which produces a mismatch that will affect the filter response up to a certain degree. More-

over, in other cases it is not applicable, like in cross-coupled topologies described in Chapter 6, where

there are ladder networks with a source-to-load coupling embracing the whole main-line inverters. In

such scenario, the redistribution method has to be discarded as it is not possible to scale the network

without changing the value of the cross-coupling.

To overcome its limitations, the origin and effects are thoroughly studied in this chapter. It is also

proposed an alternative method based on the phase correction of the characteristic polynomials of the

filtering function F11(s), F22(s) and E(s). The phase modification method attains the same result as

the admittance redistribution by changing the phases of the input and output port simultaneously in

other to equalize the admittance inverters in a fully canonical lowpass prototype. Unlike the admittance

redistribution, this new method achieves a unity terminating output admittance GL in every case, and it

also provides a myriad of suitable phase values. Although the chapter focus is only on the advantages of

standalone filters, the differentiated phase correction of F11(s), F22(s) may also be useful for duplexer

design, where one of the most important features is the isolation between transmitter and receiver filters.

In [77, 78], it is described that the loading effects in both filters can be minimized by modifying the

input phase of each filter at the antenna port for having 0◦ input phase at the central frequency of the

counter band. Thereby, by a proper phase correction, both conditions, uniform admittance inverter in the

main-line and the phase match for duplexers, can be achieved simultaneously.

Part of the content of this chapter has been published by thesis author in [79], where the method is

particularized to a specific distribution in odd-order filters. In addition to the previous publication, this

chapter discusses all possible cases and a more detailed explanation of the problem statement.

4.1 Uneven Admittance Inverters in Inline Fully Canonical Filters

Generically, when the nodes in the main-line of the network are surrounded by admittance inverters, it is

possible to scale the impedance at each node to arbitrary values, once the characteristic immittances of
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the inverters are set to the desired value. This is equivalent to adjust the transformer ratios of the input

and output coupling transformers such that the total energy transferring through the node remains the

same [46].

In ladder topologies, it may be desirable that main-line admittance inverters can be obtained or scaled

to the same value. For the sake of simplicity, all admittance inverter Jk can be set to ±1, where the sign

alternation of side inverters along the source and load path is a necessary condition for further lowpass-

to-bandpass elements transformation [77]. The unitary condition in ladder filters is dependent on the

filter function specifications. When the TZs are allocated symmetrically over the ladder topology, e.g.,

ΩAk = {Ω1,Ω2,Ω3,Ω2,Ω1}, where they are the same at both sides of Ω3, all the main-line admittance

inverters can be scaled to ±1 successfully during the extraction procedure. However, if another type of

TZs distribution is used, hereafter asymmetrical TZs distribution, like ΩBk = {Ω1,Ω2,Ω1,Ω2,Ω3}, an

uneven admittance inverter in the main-line path with a different value than the rest will be required.

Table 4.1: Extracted elements of the
5th-order filter prototype with ΩAk

TZs distribution.

Bk bk Jrk

Res. 1 -1.0927 -1.8 1.1768
Res. 2 3.4897 2.0 2.4193
Res. 3 -2.6930 -2.5 2.6548
Res. 4 3.4897 2.0 2.4193
Res. 5 -1.0927 -1.8 1.1768

BS -0.7388
BL -0.7388

Table 4.2: Extracted elements of the
5th-order filter prototype with ΩBk

TZs distribution.

Bk bk Jrk

Res. 1 -1.0927 -1.8 1.1768
Res. 2 3.3440 2.0 2.4193
Res. 3 -1.8121 -1.8 1.7911
Res. 4 3.5215 2.0 2.4946
Res. 5 -1.4090 -2.5 1.7951

BS -0.7388
BL -0.4553

For instance, let us consider a filter with TZs at ΩAk = {1.8,−2, 2.5,−2, 1.8} rad/s and RL =

20 dB. The resulting network scheme is depicted in Figure 4.1, and the filter elements are listed in

Table 4.1. In this case, the admittance inverters are Jk = {1,−1, 1,−1, 1,−1}. Because all TZs are

symmetrically distributed at each side of ΩA3 = 2.5, their values are all one with the alternated sign.

However, with a TZs distribution like ΩBk = {1.8,−2, 1.8,−2, 2.5} rad/s, in which ΩA3 and ΩA5

have been interchanged, the admittance inverters are Jk = {1,−1, 1,−1, 1,−0.8689}, where the |J6|
value differs from the others. The rest of the network parameters are shown in Table 4.2. Different TZs

sorting yields other network parameters. However, as they implement the same filtering function, the

S-Parameters for both networks coincide (Figure 4.2).

To adequately accommodate the network to a given topology, a simple solution consist in applying

a circuital transformation approach where the real and imaginary parts of the admittance of the last

elements of the network are redistributed. That is, by re-accommodating the output port elements, a

unitary value is attained.
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Figure 4.2: S-parameters of the extracted filter using TZs distributions ΩAk and ΩBk.

1JN+1

Figure 4.3: Network nodal diagram of the last three elements before (left) and after (right) the admittance
redistribution. The grey elements are actually part of the network, but they are irrelevant in this situation.

In the scenario depicted in Figure 4.3, the admittance expression Y comprises the last NRNBN , the load

element BL and the coupling admittance inverter between them, where JN+1 is assumed a non-unity

inverter. The admittance before and after the redistribution can be defined as

Y = jBN +
J2
N+1

jBL + YL
=

YLJ
2
N+1

Y 2
L +B2

L

+ j

(
BN −

BLJ
2
N+1

Y 2
L +B2

L

)
= Yr + jYi, (4.1a)

Y ′ =
Y ′L

Y ′
2

L +B′
2

L

+ j

(
BN −

B′L
Y ′

2

L +B′
2

L

)
= Y ′r + jY ′i . (4.1b)

Notice that J ′
2

N+1 has been substituted by 1 in the equation. By equaling the real parts Yr = Y ′r of both

expression, B′L can be derived as

B′L = ±

√
Y ′L
Yr
− Y ′2L . (4.2)

The NRN B′N can be obtained by equaling the imaginary parts of the admittance with

B′N = Yi +
B′LYr
Y ′L

. (4.3)
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Usually, Y ′L is expected to be 1. However, it can be observed in (4.2) that it is only possible if the condition

Y ′L ≤ 1/Yr is satisfied, i.e., Yr ≤ 1. Otherwise, BL would be imaginary and, therefore, non-realizable.

To avoid this result, Y ′L can be modified, but a mismatch will be produced in the output port for not been

unitary terminated. For example, in the network obtained with ΩBk TZs set, YrB and YiB are

YrB = 0.6254, (4.4a)

YiB = −1.1243. (4.4b)

The real part of the admittance Yr is lower than one. Therefore, Y ′L = 1 can be assured. The redistributed

element values can be calculated with (4.2) are (4.3) as

B′L = ±
√

1

YrB
− 1 = ±0.7739, (4.5a)

B′5 = YiB +B′LYrB. (4.5b)

Notice that the admittance redistribution offers two solutions. The FIR B′L can be either positive or

negative depending on the chosen sign. Both results are valid but yield different values ofB′L andB′5. As

mentioned in Section 2.2.1, the NRN must be negative to transform the dangling resonator into a series

one or positive in case of being shunt. Thus, B′L sign must be decided considering the nature of the N th

resonator upon the bandpass transformation of the filter prototype.

Table 4.3: 5th-order filter prototype elements with a ΩCk TZs distribution.

Bk bk Jrk

Res. 1 -0.6489 -1.80 1.1761
Res. 2 1.1085 1.16 0.5833
Res. 3 -2.9532 -1.80 2.3379
Res. 4 2.0059 2.00 1.8959
Res. 5 -2.5918 -2.50 2.4198

BS -0.7353
BL -0.4519

In contrast, if the TZs are ΩCk = {1.8,−1.16, 1.8,−2, 2.5} rad/s, the extraction procedure yields the

network parameters in Table 4.3, and the admittance inverters are Jk = {1,−1, 1,−1, 1,−1.1693}.
The real and imaginary parts of the admittance are YrC = 1.1353 and YiC = −2.0787, respectively. The

real part is greater than one, and this forces an impedance mismatch at the output port. To minimize it,

the closest value to unity that can be chosen is Y ′L = 1/YrC = 0.8808. In this case, the FIR at load port

will be zero, thus, the new element values are B′L = 0 and B′5 = −2.0787. Although the admittance

inverter JN+1 is now equalized, and the circuital transformation can be done flawlessly, the return loss

and in-band response may present a severe deterioration because of the impedance mismatch.

In any case, this method forces the non-equal inverter to be the same as the rest, at the expense of

indirectly modifying the output phase of the network, which is θ22(s). This involves that a phase shifter
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Figure 4.4: S-parameters (a) and (b) phase response of a 7th-order B28Rx filter.

is necessary to achieve a fully synthesized filter. The works [80, 81] show how the filter response is

affected when this phase shifter is neglected. Of course, this solution is useful with stand-alone inline

configurations, but it requires external reactive elements to compensate for the extra phase, for example,

when parallel-connected configurations are involved [81, 82]. In a sense, the non-unitary inverter in the

given topology can be understood as a phase reconditioning issue that the filtering function does not

provide for a specific TZs distribution among the resonators.

The general polynomial synthesis method for the Chebyshev filtering function is generated from the

filter order, an arbitrary set of TZs and RL. The filtering function and the transfer matrix is built assuming

F11(s) = F ∗22(s) = F (s). If their roots are coincident upon the imaginary axis or they are symmetrically

arranged about it, then, the ith root of F11(s) is related to the corresponding root of F22(s), where the

polynomial numerator of F22(s) is the complex conjugate of F11(s). In terms of reflection coefficient

phase, it is known that θ11(s) = θ22(s).

However, if the prescribed TZs are distributed asymmetrically along the network in a ladder topology,

the phase terms θ11(s), θ22(s) should be expected to be different in order to comply with the even

distribution of admittance inverter’s values in the network. In other words, if the resonators of the filter

are asymmetrically distributed, asymmetric characteristic polynomials are needed. For instance, there is a

measure of a B28Rx 7th-order filter with an asymmetrical TZs distribution in Figure 4.4a. It is observable

in Figure 4.4b that the input and output phase are not equal. This occurrence can be clearly seen in the

OoB regions, where the difference between θ11(s) and θ22(s) are directly the offset between both traces.

In this chapter, the phenomenon is addressed from the polynomials that define the filtering function

to avoid the addition of reactive elements, producing the same effect by changing the characteristic

polynomial phases. In the following sections, the generation of asymmetric polynomials is explained.

Through observation of the uneven admittance inverter values in function of the additive phase terms, two
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mathematical models and the method followed to implement them are discussed. It is also demonstrated

that the solution provided by the method based on the circuital transformation is only a particular result

that belongs to the solutions map provided by the models described in this work.

4.2 Asymmetrical Polynomial Definition

The procedure for the definition of the asymmetrical polynomials to deal with asymmetric filter networks

is based on the work in [83]. The relationship between modified scattering parameters and Chebyshev

characteristic polynomials is given by

S11(s) =
F11m(s)

Em(s)
, S22(s) =

F22m(s)

Em(s)
,

S21(s) = S12(s) =
Pm(s)

Em(s)
.

(4.6)

where the subscript m refers to modified characteristic polynomials that are defined as follows:

F11m(s) =
F (s)

εR

√
Ψ/Φ, F22m(s) =

(−1)NF ∗(s)

εR

√
Φ/Ψ,

Em(s) =
E(s)√

ΨΦ
.

(4.7)

The parameters Ψ and Φ are complex constants which absolute value is |Ψ| = |Φ| = 1. With the angles

associated to these new variables (ψ, φ)(4.8), the phase of F11m and F22m can be modified. Both phase

terms are bounded together and linked to the phase of Em(s).

Ψ = ejψ, Φ = ejφ. (4.8)

By using the classic two-port [S] matrix to [ABCD] matrix transformation formulas, the polynomials

An(s), Bn(s), Cn(s), and Dn(s) in (3.7) may be directly expressed in terms of the coefficients of mod-

ified characteristic polynomials F11m(s), F22m(s) and Em(s):

An(s) =
(Em(s) + F11m(s))(Em(s)− F22m(s)) + P 2

m(s)

2Em(s)
,

Bn(s) =
(Em(s) + F11m(s))(Em(s) + F22m(s))− P 2

m(s)

2Em(s)
,

Cn(s) =
(Em(s)− F11m(s))(Em(s)− F22m(s))− P 2

m(s)

2Em(s)
,

Dn(s) =
(Em(s)− F11m(s))(Em(s) + F22m(s)) + P 2

m(s)

2Em(s)
,

(4.9)
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where the P (s) polynomial is

P (s) =
Pm(s)

ε
. (4.10)

Adopting the equations in (4.9), as a substitute for (3.6), the extraction process can be carried out as usual.

If Ψ and Φ are properly defined, it is expected that the extraction process will yield the last JN+1 to a

unitary value. However, the definition of the asymmetrical polynomials depends directly on the chosen

value for Ψ and Φ.

4.3 Phase Determination

Initially, the shape of each case has been unveiled by performing a sweep in ψ and φ. The resulting space

map of input and output phase correction parameters, that yields all the inverters in the main-line unitary

after the extraction procedure, are explored to identify their geometric patterns. They depend on the

network order into consideration. For odd-order filters, the suitable phase values are like an equilateral

hyperbola, and for even-order filters, the phase values describe an ellipse. Although both are different,

they belong to the same group of geometric shapes, conic sections. They can be defined as non-degenerate

curves shape that can be obtained when a plane intersects one or two right circular cones [84]. The

attribute that differentiates them is the eccentricity e, a constant value that characterizes the shape of a

curve. When it is greater than 1, the geometric shape corresponds to a hyperbola, conversely if 0 < e < 1,

the result is an ellipse. In the following, the method to find all suitable phase values for both cases is

described.

4.3.1 Odd-Order Ladder Filters

To fully characterize a network, for each TZs array Ωtzi, a double phase sweep has been conducted

doing nψ×nφ complete circuital extractions from the network ABCD matrix where the effect is located

to the last admittance inverter. The evolution of JN+1 value is obtained as a function of (ψ, φ). Both

parameters have been swept in a range from −180◦ to 180◦. Although the obtained outcome depends on

the filter TZs and RL specifications, a large number of realizations have been done obtaining consistent

results. In all of them, the pair (ψ, φ) describes a map that can be fitted with the parametric equation of a

conjugate hyperbola, as shown in Figure 4.5a and Figure 4.5b, respectively. For illustration purpose the

only considered JN+1 values are those within a tolerance of 0.1% (JN+1 = 1± 0.001).

A hyperbola can be completely defined by four parameters: the hyperbola type (horizontal or verti-

cal), the two slant asymptotes, the origin locus and the distance from it to the vertex of one branch (α).

Whereas it is equilateral in any case, its slant asymptotes have a slope 1 at ψ = ±φ. Through observation,

it has been discerned that unitary JN+1(φ, ψ) describes an equilateral hyperbola-like shape which origin
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Figure 4.5: (a) Horizontal hyperbola and (b) vertical hyperbola representation. The black trace represents
those combinations of φ, ψ that yields |JN+1| = 1. For illustration purpose all |JN+1| values that fit in
1±0.001 have been plotted. The red traces correspond to the asymptotes. The point (φ0, ψ0) is the origin
and (φ′0, ψ

′
0) the origin of another hyperbola with a 180◦ in both directions.

location coincides with ψ0 = θ11, φ0 = θ22, given by

θ11 =
F (s)

E(s)

∣∣∣∣
s=jω1

and θ22 =
F (s)

E(s)

∣∣∣∣
s=jωN

, (4.11)

where θ11, θ22 are the phases of S11(s) and S22(s) evaluated at first and last TZ respectively.

The general equation for equilateral hyperbolas is

(φ− φ0)2 − (ψ − ψ0)2

α2
= ±1. (4.12)

If the LHS of equation (4.12) is negative, the hyperbola aperture is vertical, and horizontal otherwise.

The hyperbola type is determined by the |JN+1| value that results from the network synthesis considering

ψ = 0◦, φ = 0◦. If |JN+1| < 1 the hyperbola is vertical and horizontal when |JN+1| > 1, as it is stated

in (4.12). The |JN+1| value determines the orientation of the hyperbola, but it can be only known after

performing a whole network extraction. In filters which TZs distribution presents internal symmetry and

different outer TZs like Ωtz = {Ω1,Ω2,Ω3,Ω2,Ω4}, the hyperbola type could be recognized a priori

from the absolute value of the input and output phases |θ11| and |θ22|. If |θ11| > |θ22|, the hyperbola is

vertical and horizontal if |θ11| < |θ22|. However, this behavior is only observable in such case. These

phase terms are obtained with (4.11) using the normalized frequency of the first and last TZs of the

network. A phase term is greater as the TZ is closer to the center frequency and vice versa. It also should

be noted in both, Figure 4.5a and Figure 4.5b, that the hyperbola-like shapes present periodicity every

±180◦ degrees in ψ0 and φ0 directions regardless its aperture.

Apart from these two orientation types, there is also a third possibility, filters with TZs distribution
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in such a way that it is achieved |JN+1| = 1 before correcting the polynomial phases. Here, the vertex of

both branches is located in the origin of the hyperbola, as shown in Figure 4.6. This situation is given, but

not exclusively, when the TZs are symmetrically allocated over the network. As expected, the asymptote

with positive and negative slope are given by ψ = (φ−φ0) +ψ0 and ψ = −(φ−φ0) +ψ0, respectively.

However, the vertices cannot be inferred directly from the function representation. The calculation

is carried out by an indirect approach that will be described in Section 4.4.1. In the following, they are

going to be under discussion to illustrate in more detail the three possible results. In the first two cases,

the horizontal and vertical hyperbolas are shown; the third case explores filters with TZs distribution

which |JN+1| = 1 directly with the initial starting set-up (ψ = φ = 0). Finally, the method used to

obtain the vertex location Vh is described.

Hyperbola Types

The analysis of the three cases has been done following the same procedure. First, a network synthesis is

done without modifying the polynomials to obtain the JN+1 used to identify the hyperbola type. Then,

the phase sweep is carried out, and the results are plotted.

Let us consider first a 5th-order lowpass fully canonical filter with a TZs set Ωtz1 =

{2.6,−1.6, 2.6,−2.5, 3} rad/s and RL1 = 10 dB. An initial network synthesis yields |JN+1| =

1.005503. As the admittance inverter is greater than one, the hyperbola is horizontal. Such property

can be seen in Figure 4.5a. The center, calculated using (4.11), is located in φ0 = θ22 = −23.7531◦,

ψ0 = θ11 = −27.8209◦.

For the vertical case, a 5th-order lowpass fully canonical filter with a set of TZs Ωtz2 =

{1.4,−1.7, 2.6,−2, 1.8} rad/s and RL2 = 10 dB is considered. An initial network synthesis yields

|JN+1| = 0.878566, the admittance inverter is lower than 1, meaning that the hyperbola is vertical as

shown in Figure 4.5b. The center is located in φ0 = θ22 = −42.7635◦, ψ0 = θ11 = −61.5988◦.

As seen in Figure 4.5b, the continuity in the function is interrupted at some points. This discontinuity

occurs when traces cross the asymptotes of the hyperbolic response. It was mentioned before that the

hyperbolas show periodicity every ±180◦. The traces that appear after the end of the interrupted traces

belong to another hyperbola on the map. A large number of realizations have been carried out, obtaining

a margin of ±45◦ for ψ and φ around the origin point where the continuity is assured.

Considering the absolute value of the uneven admittance inverter as a measure of the values asym-

metry in a specific TZs distribution, as |JN+1| tends to move away from unity, the further the hyperbola

branches are from each other.

The third case occurs in filters with symmetric TZs distribution. Let us consider a 5th-order lowpass

fully canonical filter with a TZs set Ωtz3 = {1.8,−2, 2.6,−2, 1.8} rad/s and RL3 = 10 dB. An initial

network synthesis yields |JN+1| = 1. As shown in Figure 4.6, the sweep yields two slopes that cross in
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Figure 4.6: Phase sweep plot when the distance to the vertex is zero. The black trace represents those
combinations ofψ, φ that yields |JN+1| = 1. For illustration purpose all |JN+1| values that fit in 1±0.001
have been plotted.

the center point. That is, the valid pairs φ, ψ are those that lie directly over the asymptotes. It must also be

highlighted that in this case, the area in which |JN+1| = 1±0.001 is more extensive than previous cases.

That occurrence leads to less sensitive networks from the input/output phase shifts perspective. This

special case corresponds to a degenerate conic section that is described as two intersecting lines [85],

which mathematical expression is

(φ− φ0)2 − (ψ − ψ0)2

α2
= 0. (4.13)

Effectively, it can be observed in Figure 4.6 that there are identified pairs of angles (φ, ψ) suited to

correct the input/output phase of the network. Moreover, as the solution is not unique, the designer has

the chance to select that phase pair of values which lead to obtain |JN+1| = 1. But at the same time, it

is possible to consider other phase requirements as it could be the case of avoiding loading effects in the

design of duplexers or multiplexers [78]. When the network is synthesized applying the phase correction

using (φ, ψ) corresponding to one of the vertices, one of the reactive input/output elements will be zero

because one of the phase terms cancels the input or output phase. If the hyperbola is vertically-orientated

ψ = ψ0, which is θ11, the new input phase will be zero and no reactive element BS at source port is

necessary [51]. Conversely, if the hyperbola is horizontal, the reactive element at the output port will be

zero. Besides, if different valid (φ, ψ) pairs are used, none of the input/output reactive elements will be

null.

Relationship Between the Phase Map and the Admittance Redistribution Method

Section 4.1 describes a method to equalize the inverter values in the main-line by an admittance redis-

tribution of the last three elements of the network. The solution changes θ22(s) in the process without



60 4.3. Phase Determination

altering θ11(s). Hence, this is equivalent to pre-modify the characteristic polynomials before the circuital

extraction with ψ = 0 and certain value for φ.

The filter used in Section 4.1 to exemplify the admittance redistribution with ΩBk TZs, which net-

work parameters are in Table 4.2, showed two solutions for BL, positive or negative depending on the

sign of the square root. These solutions lead to two different circuit elements or equivalently, two addi-

tive output phase terms, φB1 and φB2. They can be computed from the difference between the phase of

the reflection coefficients before and after the admittance redistribution. The calculation is made at the

output port when the S-parameters are evaluated at ΩB5, that is, the resonance frequency of the closest

resonator to the output port. Under such condition, the only circuit element from the output port is BL.

Before the admittance redistribution the FIR is BL = −0.4553 and the phase term is φ0 = −48.96◦.

The redistributed FIR is (4.5) B′L = ±0.7739, that yields φ′0 = ±75.4726◦. Thus, the phase terms φB1

and φB2 are

φB1 = φ0 + |φ′0| = 26.51◦, (4.14a)

φB2 = φ0 − |φ′0| = −124.43◦. (4.14b)

In the original synthesized filter, the last admittance inverter is |J6| = 0.8689, lower than one. Thus,

a double phase sweep of the characteristic polynomials describes the vertical hyperbola shown in Fig-

ure 4.7a. It can be noted that two points are cutting the ψ axis at ψ = 0◦. These two values correspond

with φB1 and φB2. This result reveals that the circuital transformation done by the admittance redistri-

bution is actually a particular case within the hyperbola.

?

A ?B1 = 26:51/

?B2 = !124:43/

(a)

?

A

(b)

Figure 4.7: (a) Horizontal hyperbola of the filter with ΩBk TZs and (b) vertical hyperbola of the filter
with ΩCk TZs. The black trace are those combinations of φ, ψ that yields |JN+1| = 1± 0.001. The red
line cross the φ axis is at ψ = 0.
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However, it was demonstrated in Section 4.1 the existence of filter specifications that produce networks

for which the admittance distribution can not be done unless an impedance mismatch is forced, what

kind of information the phase map can provide to clarify such circumstance?

The case has been illustrated with a network with TZs ΩCk = {1.8,−1.16, 1.8,−2, 2.5} rad/s,

which network parameters are listed in Table 4.3. The double phase sweep of this filter yields the phase

map in Figure 4.7b. It can be observed that no point is cutting ψ = 0◦. In other words, there is no additive

output phase φ that can correct the last admittance inverter if the input phase term ψ is zero. This brings

to light the cause of the applicability limitations for redistribution method, and reinforce the necessity of

the asymmetrical polynomial definition in such cases.

From both phase maps in Figure 4.7, it can be concluded that in all networks which phase maps de-

scribe vertical hyperbolas (|JN+1| < 1), the redistribution is always possible because there exist cutting

point at ψ = 0 in both branches. However, for those networks with horizontal hyperbolas (|JN+1| > 1),

it may occur that no branches cross the line at ψ = 0. To equalize the uneven inverter is necessary to

change, unless, the input phase with a non-zero ψ.

4.3.2 Even-Order ladder filters

In odd-order filters, the symmetric distributions can be achieved by having the same resonance frequen-

cies at both halves of the network, considering the central resonator as an axis of symmetry. Hence,

even-order filters do not possess symmetry under these terms, and the unitary admittance inverters can

only be achieved, without any phase correction, by a careful selection of TZs and RL values. For exam-

ple, with the network with TZs ΩDk = {2.5,−1.3, 1.5,−2.64, 2,−1.86} rad/s andRL = 20 dB, which

network parameters are listed in Table 4.4, the admittance inverters are Jk = {1,−1, 1,−1, 1,−1, 1}.

In any event, the unique geometric shape that defines the input and output phases (Ψ,Φ) providing

an unitary admittance inverter for even-order filters is an ellipse. To illustrate the phenomenon, let us

Table 4.4: Extracted elements of the
6th-order filter prototype with a ΩDk

TZs distribution.

Bk bk Jrk

Res. 1 -1.6233 -2.50 2.0910
Res. 2 1.2539 1.30 0.9785
Res. 3 -2.4661 -1.50 1.8270
Res. 4 3.1101 2.64 2.9667
Res. 5 -3.4831 -2.00 2.4392
Res. 6 1.2111 1.86 1.2928

BS -0.4460
BL 0.6775

Table 4.5: Extracted elements of the
4th-order filter prototype with a ΩEk

TZs distribution.

Bk bk Jrk

Res. 1 0.9234 1.80 1.1080
Res. 2 -2.3310 -1.60 1.6192
Res. 3 1.8854 2.00 1.8385
Res. 4 -2.4007 -2.50 2.3224

BS 0.7782
BL -0.4700
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Figure 4.8: (a) S-parameters of the network with ΩEk TZs and (b) the phase map of the ellipse with a
sweep between ±180◦.

consider a 4th-order fully canonical filter with a TZs ΩEk = {−1.8, 1.6,−2, 2.5} rad/s and RL = 20

dB, with the network parameters in Table 4.5 and S-parameters in Figure 4.8a. The synthesis yields

Jk = {1,−1, 1,−1, 1.1593}. The result of the sweep reveals the ellipses in Figure 4.8b.

Although being different from the hyperbola, the origin location at ψ0 and φ0 is determined with (4.11)

likewise, and it can also be observed periodicity in the ellipse every ±180◦ in both axis, ψ and φ. The

origin in this case is located at (ψ0 = −50.3462◦, φ0 = 75.7811◦). However, unlike the odd-order filters,

the even-order do not show any variation in shape.

Besides, it can be noted that the black trace in Figure 4.8b never cuts ψ = 0◦. That is, even-order fil-

ters may be susceptible not to have any output additive phase term φ that can provide a unitary admittance

inverter |JN+1| without modifying the input phase. In consequence, it may be network configurations in

which the admittance redistribution method is not applicable either.

The ellipse can be completely characterized by three parameters: the center location, the major radius

and minor radius. To keep coherence with the rest of the text, the radii will be referred as rψ and rφ, in

function of the axis in which they are defined, instead of their length from the center. The general ellipse

equation is

(φ− φ0)2

r2
φ

− (ψ − ψ0)2

r2
ψ

= 1. (4.15)
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Figure 4.9: Comparison between the phase sweep in φ for filter with Ωtz1 TZs and the parabolic estima-
tion model.

4.4 Fast Estimation of the Phase Maps

Performing a phase map for every network is a time-consuming task, doing a sweep from −180◦ to

180◦ in both ψ and φ with a good precision requires about 106 full extractions. In this section, a method

to obtain an accurate model for both shapes, the hyperbola and the ellipse is described. The proposed

methods are generic with the intention to make unnecessary the phase exploration each time, enabling to

arrive into a proper solution directly with a low computational cost.

4.4.1 Hyperbolic Model Estimation

As mentioned earlier, four parameters are required: the hyperbola type (horizontal or vertical), the two

slant asymptotes, the origin locus and the distance from it to the vertex of one branch. All of them are

obtained from the network parameters except the vertices. The vertex is the point at each branch closest

to the center. In order to find its value, an indirect approach has been employed.

Since both vertices belong to the hyperbola, they will provide |JN+1| = 1. A phase sweep has

been carried out along the transverse axis, the line going from one vertex to the other. If it is a vertical

hyperbola, the transverse axis is defined in φ axis, being also the sweeping parameter. Meanwhile, ψ is

fixed and set to ψ0 = θ11. In the horizontal hyperbola case, ψ is the sweeping parameter and φ0 = θ22.

The traced curve is accurately described by a geometric parabolic function that is continuous within the

range of interest given by (4.16) and (4.17) for the vertical and horizontal hyperbola case, respectively.

φ = ±(180◦ − |θ11|), (4.16)

ψ = ±(180◦ − |θ22|). (4.17)
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The parabola and hyperbola vertices have been denoted as Vp and Vh, respectively to avoid confusion.

For the vertical hyperbola case, the parabola vertex is identified by Vp(φ0, |JN+1(φ0, ψ0)|). At equal

distance to the vertex, there are two |JN+1| values that are unitary; these points meet with the hyperbola

vertices. Although the curve is not exactly a parabola, the approximation is valid for range close to the

vertex Vp because it is where the solution usually is, and Vp does not takes values far from one. The

equation is defined as follows:

(φ− φ0)2 = 4p(|JN+1(φ, ψ0)| − |JN+1(φ0, ψ0)|), (4.18)

where p is a constant that controls the parabola steepness. It can be obtained by

p =
(φ− φ0)2

4(|JN+1(φ, ψ0)| − |JN+1(ψ0, φ0)|)
. (4.19)

The φ value for calculating p should be chosen close to the vertex Vp to achieve an accurate approx-

imation to the curve steep. Obviously, higher polynomial fit can be successfully used to increase the

range and accuracy of the approximation, but based in the conducted experiments, the parabolic model

is computationally faster, accurate enough and facilitates the understanding. The hyperbola vertices can

be obtained from (4.18) by setting |JN+1(φ, ψ0)| = 1 and solving for φ that are the angles where the

vertices are located.

φ = φ0 ± 2
√
p(1− |JN+1(φ0, ψ0)|) (4.20)

Using equation (4.20), the vertices points of a vertical hyperbola are Vh(φ0 ± α,ψ0), where α is defined

as

α = 2
√
p(1− |JN+1(φ0, ψ0)|). (4.21)

Considering the filter used in the previous section with TZs Ωtz1, the vertices are located at φ = θ22 ±
35.04◦ and ψ0 = θ11. As seen in Figure 4.9, the approximation is accurate around the parabola vertex.

Analogously, when the hyperbola is horizontal, the parabola function equations are calculated, as follows:

(ψ − ψ0)2 = 4p(|JN+1(φ0, ψ)| − |JN+1(φ0, ψ0)|), (4.22a)

p =
(ψ − ψ0)2

4(|JN+1(φ0, ψ)| − |JN+1(φ0, ψ0)|)
, (4.22b)

ψ = ψ0 ± α. (4.22c)

Finally, the vertices points are defined as Vh(φ0, ψ0 ± α).

4.4.2 Illustrative Synthesis Example

A Chebyshev 7th-order fully canonical filter with an asymmetric TZs distribution is presented

to demonstrate the accuracy of the proposed method. The transmission zeros are Ωtz =

{2.4,−2.1, 1.7,−1.8, 2,−1.7, 1.5} rad/s and RL = 18 dB. All characteristic polynomials are listed

in Table 4.6.
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The lowpass prototype filter resulting from the network synthesis is like the one depicted in Figure 4.1

with N = 7. The extracted parameters are shown in Table 4.7, leading to the transmission and reflection

response in the lowpass domain depicted in Figure 4.10. In this example, the extracted uneven admittance

inverter is |JN+1| = 1.2405, meaning that the hyperbola is horizontal as shown in Figure 4.11a. The

center of the hyperbola, obtained with (4.11), is located in C(φ = −83.6889◦, ψ = −45.814◦), θ22 and

θ11, respectively.

Table 4.6: Synthesized characteristic polynomial coefficients

Initial characteristic polynomials

Degree P (s) E(s) F11(s) F22(s)

7 1 1 1 1
6 2.0000j 1.7997 - 0.3115j -0.3115j -0.3115j
5 10.7200 3.4792 - 0.5680j 1.8598 1.8598
4 20.7380j 3.6860 - 1.0261j -0.5080j -0.5080j
3 37.6407 3.3274 - 1.0378j 1.0165 1.0165
2 70.4446j 1.9944 - 0.8376j -0.2183j -0.2183j
1 43.3847 0.8449 - 0.4246j 0.1470 0.1470
0 78.6542j 0.1852 - 0.1290j -0.0161j -0.0161j

Modified polynomials by φ = −83.6889◦, ψ = −36.6610◦

Degree Em(s) F11m(s) F22m(s)

7 0.4974 + 0.8675j 0.9170 + 0.3990j 0.9169 + 0.3989j
6 1.1653 + 1.4064j 0.1243 - 0.2856j 0.1242 - 0.2855j
5 2.2232 + 2.7359j 1.7053 + 0.7420j 1.7053 + 0.7420j
4 2.7234 + 2.6874j 0.2027 - 0.4658j 0.2026 - 0.4658j
3 2.5552 + 2.3705j 0.9321 + 0.4056j 0.9321 + 0.4055j
2 1.7186 + 1.3137j 0.0871 - 0.2001j 0.0870 - 0.2001j
1 0.7885 + 0.5218j 0.1348 + 0.0586j 0.1347 + 0.0586j
0 0.2040 + 0.0965j 0.0064 - 0.0147j 0.0064 - 0.0147j

Modified polynomials by φ = −53.51◦, ψ = −14.18◦

Degree Em(s) F11m(s) F22m(s)

7 0.8305 + 0.5569j 0.9417 + 0.3365j 0.9416 + 0.3365j
6 1.6682 + 0.7436j 0.1048 - 0.2933j 0.1048 - 0.2932j
5 3.2060 + 1.4660j 1.7513 + 0.6259j 1.7513 + 0.6258j
4 3.6328 + 1.2007j 0.1710 - 0.4784j 0.1709 - 0.4783j
3 3.3415 + 0.9912j 0.9572 + 0.3421j 0.9572 + 0.3420j
2 2.1230 + 0.4152j 0.0734 - 0.2055j 0.0734 - 0.2055j
1 0.9382 + 0.1179j 0.1384 + 0.0495j 0.1384 + 0.0494j
0 0.2257 - 0.0040j 0.0054 - 0.0151j 0.0054 - 0.0151j
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Figure 4.10: Lowpass transmission and reflection response of the extracted network.
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Figure 4.11: Hyperbola representation of the 7th-order filter: (a) the black trace represent those com-
binations of ψ, φ that yields |JN+1| = 1, and (b) a comparison between the modeled and simulated
hyperbola. For illustration purpose, all |JN+1| values that fit in 1± 0.001 have been plotted.

The vertices must be provided to characterize the hyperbola. Considering its nature, Vh has to be calcu-

lated using the expressions in (4.22). The parabolic steepness parameter p = 6.6294 × 103 is obtained

using φ = φ0 + 45◦. Then, the distance from the center to the vertices is α = 9.2096◦. The hyperbola

modeled with (4.12) using the estimated parameters, matches the simulation accurately enough in those

points in which |JN+1| is unitary as seen in the comparison in Figure 4.11b.

The filter, with the same set of TZs and RL, has been re-synthesized applying the proper polynomial

modification in (4.6) and (4.7) using the vertex point φ = −83.6889◦ andψ = θ11+α = −36.6610◦. The

coefficients of the modified polynomials are found in Table 4.6. Since the allocation of the TZs has not

been modified, the polynomial P (s) remains the same. The values of the different extracted parameters

are listed in Table 4.8. The value of the last admittance inverter results in JN+1 = −0.99996 ≈ −1.
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Table 4.7: Lowpass elements of the synthesized 7th-order ladder filter.

Bk bk JRk

Res. 1 -2.0663 -2.4 2.1118
Res. 2 2.9706 2.1 2.4151
Res. 3 -2.4493 -1.7 2.0115
Res. 4 2.7822 1.8 2.2187
Res. 5 -2.9497 -2.0 2.4700
Res. 6 2.2032 1.7 1.7362
Res. 7 -1.3197 -1.5 1.0718

Source -0.4226
Load -0.8955

Table 4.8: Lowpass elements of
the synthesized 7th-order ladder fil-
ter with phase correction φ =
−83.6889◦,ψ = −36.6610◦.

Bk bk Jrk
Res. 1 -2.0794 -2.4 2.2853
Res. 2 2.5367 2.1 2.2317
Res. 3 -2.8683 -1.7 2.1767
Res. 4 2.3758 1.8 2.0502
Res. 5 -3.4543 -2.0 2.6728
Res. 6 1.8815 1.7 1.6044
Res. 7 -0.6499 -1.5 1.1598

Source -0.0800
Load -

Table 4.9: Lowpass elements of
the synthesized 7th-order ladder fil-
ter with phase correction φ =
−53.51◦,ψ = −14.18◦.

Bk bk Jrk

Res. 1 -2.1254 -2.4 2.2058
Res. 2 2.7228 2.1 2.3122
Res. 3 -2.6722 -1.7 2.1010
Res. 4 2.5501 1.8 2.1241
Res. 5 -3.2181 -2.0 2.5799
Res. 6 2.0194 1.7 1.6622
Res. 7 -0.8568 -1.5 1.1195

Source -0.2833
Load -0.2696

It should be noted that in this particular case, the coefficient φ = θ22. Therefore, the output phase after

correcting polynomial F22m(s) becomes zero. That is, the load element is null. On the other hand, if the

filter is re-synthesized with other suitable phases pair like φ = −53.51◦,ψ = −14.18◦, the non-even

admittance inverter is JN+1 = −0.99968, but now none of the loading elements are null as seen in

Table 4.9.

The precision of both synthesis examples results demonstrates the effectiveness of the method con-

vincingly. A complementary analysis shows a significant variation of the network parameters Bk, Jrk
and the external elements in function of ψ and ψ. This circumstance is a double-edged sword. It may be

useful to force values convenient for a design, but it must be considered that some phase pair may yield

a good lowpass prototype that turns to be a non-feasible for acoustic wave technology.



68 4.4. Fast Estimation of the Phase Maps

4.4.3 Ellipsoidal Model Estimation

For even-order filters, the characterization of the ellipse only requires three parameters: the center loca-

tion and the major radius and minor radius. The radii are the only parameters that can not be obtained

from the network specifications or extracted elements.

The radii length must be obtained using a similar approach to the one described in Section 4.4.1. In

contrast to the vertex estimation, the radii are the furthest point from the center in both ψ and φ axes.

As depicted in Figure 4.12a, two parabolic estimations must be used to obtain their values. The parabola

for rψ is defined in the plane (|JN+1|, ψ) given by the equation (4.22a) with a steepness p (4.22b) in the

range stated by (4.17). The radius is the distance from the center to a crossing point in ψ between the

ellipse and the parabola that yields |JN+1| = 1. Its value can be computed as

rψ = ψ0 ± 2
√
p(1− |JN+1(φ0, ψ0)|). (4.23)

In the complementary case, the parabola that helps to estimate rφ is in the plane (|JN+1|, φ), and it is

defined by (4.22a). The steepness p is calculated with (4.19), within a range delimited by (4.16). The

radius is calculated as

rφ = φ0 ± 2
√
p(1− |JN+1(φ0, ψ0)|). (4.24)

Let us consider the 4th-order fully canonical filter with a TZs ΩEk, which network parameters are listed

in Table 4.5. The origin of the ellipse is located at (ψ0 = −50.3462◦, φ0 = 75.7811◦). The sweep shows

the ellipses in Figure 4.8b. Using the proposed method, the calculated radii are rψ = 67.9811◦ and

rφ = 68.4862◦. In Figure 4.12b it can be seen the result of ellipsoidal model in (4.15) over the simulated

ellipse from the phase map. Like the hyperbola, the ellipsoidal shape is incomplete in some parts.

|JN+1|

(a)

? °

A
° (?

0
,A
0
)

A

?

(b)

Figure 4.12: (a) Illustrative representation of the double parabolic estimation for the ellipsoidal model,
and (b) the result of applying it to the filter with ΩEk (blue trace) superimposed to the phase map (black
trace).
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4.5 Experimental Validation

In order to validate the proposed methodology, a N = 5 order filter has been synthesized using the

procedure described in Chapter 3, with the usual polynomial definition, RL = 20 dB, and allocation

of the transmission zeros in the lowpass domain Ωtzk = {1.7342,−1.8170, 1.2350,−2.2460, 2.4673}
rad/s. The extracted elements of the lowpass prototype are shown in Table 4.10. The elements with

subscript a correspond to those obtained directly from the synthesis procedure. In this case, the last

inverter JN+1 = −0.8936, from the phase point of view, Figure 4.13 shows that θ11(s) = θ22(s), as

expected since symmetric polynomials have been used.

Table 4.10: Lowpass elements of the synthesized 5th-order ladder filter without phase correction before
and after JN+1 redistribution.

Bka bka Jrka Bkb bkb Jrkb

Res. 1 -1.0043 1.7342 1.1104 -1.0043 1.7342 1.1104
Res. 2 2.6867 -1.8170 2.0959 2.6867 -1.8170 2.0959
Res. 3 -1.0426 1.2350 0.9444 -1.0426 1.2350 0.9444
Res. 4 3.6246 -2.2460 2.8412 3.6246 -2.2460 2.8412
Res. 5 -1.5172 2.4673 1.8313 -1.6887 2.4673 1.8313

Source -0.7737 -0.7737
Load -0.4575 -0.7133

+

311(Jn+1 6= !1)
322(Jn+1 6= !1)
311(Jn+1 = !1)
322(Jn+1 = !1)

Figure 4.13: Input and output reflection coefficient phase θ11(s) and θ22(s).

The dangling resonator can only be serialized if the side inverters are equal with opposite sign. As it was

previously discussed, a possible solution consists of applying a redistribution of the values of the last

three elements of the network, the last two FIRs and the admittance inverter coupling them, to turn the

last admittance inverter into unity. This is seen in the elements with subscript b in Table 4.10, where the

FIRBkb for resonator 5 and the load element have been modified. Now, the last inverter is JN+1 = −1, so
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the serialization is possible. However, a phase shift of −11.05◦ in the main-line is required for the exact

and complete synthesis. The lack of such phase shift entails that the new phase terms θ′11(s) 6= θ′22(s)

because θ′22(s) = θ22(s) + 22.1◦ and θ′11(s) = θ11(s).

For clarity, the nodal representation of the directly synthesized network in Figure 4.15 is compared

with the network after the element transformation is carried out to achieve the JN+1 = −1. Thereby, the

presence of the phase shifter in the main-line path is mandatory to have a perfect equivalence between

both networks. The admittance redistribution only introduces an additive term in θ22(s) to correct the

admittance inverter.

? °

A
°

(-89.3, -27.7)

(22.1, 0)

Figure 4.14: Hyperbola of the 5th-order filter in which the point (-89.3, -27.7) is the phase term used in
the manufactured filter. The additive phase term applied after the circuital transformation is (22.1, 0).

1.8313

-2.4673

 -0.8936

-1.5172j -0.4575j YL = 1

1.8313

-2.4673

 -1

-1.6887j -0.7173j YL = 1

  

' 

-11.05°

Figure 4.15: Nodal network representation with the direct synthesis of the elements resulting in JN+1 6=
−1 (left), and after the network transformation done to achieve JN+1 = −1 (right).

In other words, it is equivalent to synthesize the network with ψ = 0◦ and φ = 22.1◦ as shown in the

phase map in Figure 4.14. In order to have an exact and complete synthesis of the filter, the proposed

phase correction method has been applied with φ = −89.3◦ and ψ = −27.7◦ which locus in the phase

map can be seen in Figure 4.14. In this case, the resulting last inverter JN+1 = −1 as expected. The

transformation to the bandpass domain is the BVD equivalent circuit as shown in Figure 4.16a, where

the values for the elements are summarized in Table 4.11. The frequency transformation has been done

considering f0 = 245 MHz, and BW= 100 MHz.
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Table 4.11: Bandpass elements of the 5th-order filter with phase correction φ = −89.3◦,ψ = −27.7◦.

La (nH) Ca (pF) C0 (pF)

Res. 1 53.18 7.35 13.28
Res. 2 81.14 8.90 15.13
Res. 3 135.24 2.68 11.03
Res. 4 48.83 16.59 18.33
Res. 5 41.63 14.86 6.65

Source 73.3 nH
Load 4.74 pF

S

Ca1 La1

C01

L

Ca5 La5

C05

Ca3 La3

C03
LS CL

Ca2

La2

C02 C04

Ca4

La4

(a)

(b)

Figure 4.16: Implemented filter: (a) equivalent electric circuit using the Butterworth-Van Dyke model for
the designed filter, (b) fabricated prototype using lumped elements.
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S11 Simulated
S21 Simulated
S22 Simulated
S11 Measured
S21 Measured
S22 Measured

(a)

"
3

3
3

(b)

Figure 4.17: Filter response: (a) measured and simulated filter transmission response and input/output
reflection coefficient, (b) difference between measured reflection coefficient phase ∆θ = θ22 − θ11.

As a proof of concept and for rapid prototyping, the filter was fabricated using Wirewound High-Q Chip

Inductors and Multi-layer High-Q Capacitors from Johanson Technology. The estimated Q factor for

inductors and capacitors are respectively QL = 45 and QC = 800. The measured transmission response,

as well as the input/output reflection coefficient, are shown in Figure 4.17a. The insertion losses are−0.6

dB as expected, taking into account the finite Q factor of the lumped components. The tolerances in the

used commercial values of the components are also responsible for the detuning of the upper TZ closest

to the bandpass, which at the same time results in a certain degradation of the RL and achieved BW.

On the other hand, Figure 4.17b shows the measured difference between the phase of the input and

output reflection coefficient at f0 ∆θ = θ22− θ11 = −58.73◦. The response is in a very good agreement

with the specifications of the filter where the theoretical difference at f0 is φ−ψ = θ11− θ22 = −61.6◦.

It has to be highlighted that, unlike the method based on the redistribution of the network, no phase

shifters are required for the serialization of resonators by modifying the input and output phases.

4.6 Chapter Summary

In this chapter, the necessity of asymmetric polynomials for networks with asymmetric transmission

zeros distribution in order to overcome phase offsets when using Chebyshev polynomials has been pre-

sented. To equalize all the admittance inverters in the main-line path to the same value, a method for

the phase correction of the characteristic polynomials has been described for inline networks. A suitable

pair of phase values can be accurately estimated using the developed hyperbolic and ellipsoidal models,

whose main parameters are obtainable from the transmission zeros and reflection scattering parameters.

The proposed method has been compared with the usual circuital transformation and has been demon-
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strated that it is a particular case in the hyperbolic and ellipsoidal phase maps. The phase modifications

are useful for stand-alone filters in order to eliminate input/output reactive elements, equalize the value of

the admittance inverters, and also in multiplexers to provide a balanced input port by means of phase ad-

justment to avoid loading effects. To obtain all phase pair values, it has been proposed a fast estimation

method that provides a low computational cost that models both conic sections. Finally, a ladder-type

filter has been fabricated and measured to validate the proposed methodology.





CHAPTER 5

Synthesis of Mixed-Topology Filters

Filters based on acoustic wave technology play an essential role in solving the complex challenges in

present and next-generation of wireless devices. The ladder topology, with either SAW or BAW technol-

ogy, is the most widely adopted solution by the market. One of the major drawbacks of ladder-type filters

is related to their achievable bandwidth, limited by the effective electromechanical coupling constant of

the AW resonators. Moreover, the required alternation of series and shunt resonators in this topology, or

equivalently transmission zeros above and below the passband, may impose some limitations to obtain

even greater out-of-band rejection levels. Despite the utility of the ladder topology, the quantity of TZs in

each side of the passband is fixed by this condition. For example, some applications may require higher

OoB or a steeper roll-off. The only option to achieve such performance in ladder networks is increasing

the order filter while keeping the alteration between resonators. Consequently, the network complexity,

the die area and insertion losses increase significantly.

Moreover, the resonance frequency of each resonator matches a TZ implemented by the filter. Thus,

the parameters of the resonator are defined by them. That means that there exists low flexibility to decide

the physical characteristics of the resonators. This fact may imply having some restrictions on the feasi-

bility if some requirements can not be satisfied because of technological restrictions. Alternatively, the

filtering function be can de modified to provide a realizable filter, but its performance may not meet the

frequency masks.

In this regard, mixed-topology networks may represent a suitable alternative. For the synthesis of

these kinds of networks, some general methods have already been developed. Specifically, in [86], it

is described a particular method where the filter is created by cascading different two-port blocks: the

outer blocks are synthesized with extracted-pole topology, while the inner block is obtained with a cross-

coupled configuration. In [87, 88], the method starts building a canonical coupling matrix for the filter,

which is based on a set of characteristic polynomials with complex coefficients to generate extracted-pole

75
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sections at the source and load directly. Then, a specific matrix rotation sequence is introduced to reduce

the filter to a more practical configuration.

In both, higher flexibility to the filter design process is introduced, where cross-coupled structures

and extracted-pole sections are combined. These techniques expand the range of configurations that

can be implemented. However, the cited synthesis methodologies can be impractical in many cases. The

ladder-type structure with dangling resonators is not directly considered by the cross-coupled inner block

in [86], which results in a non-suitable configuration for AW topology. Although in [87], the inner block

can be configured as a set of dangling resonators, the result is just a conventional ladder.

The proposed topologies in this chapter are partially based on a cross-coupled lowpass prototype or

transversal network. Unlike the fully canonical ladder filters, the resonance frequencies are not necessar-

ily tied to the prescribed TZs of the filtering function. That is, the TZs are not individual contributions of

series or parallel resonances of each resonator, but generated by the whole sub-network. This property

provides higher flexibility to deal with the effective electro-mechanical coupling coefficient for better ac-

commodation of the technology constraints. By disassociating TZs from their resonances, it is possible

to achieve higher bandwidths by sorting the parameters with alternative topologies.

The aim of this chapter is to introduce a general synthesis method for fully canonical filters based on

mixed-topology networks, which has been created to accommodate AW technology for new configura-

tions beyond the classic ladder network. The proposed methodology enables the synthesis of filters with

more flexible TZs assignation to the resonators, for instance, maximizing an arbitrary number of TZs in

the above or below the passband. This characteristic is very useful to achieve a higher out-of-band rejec-

tion and steeper roll-off at the same time. Using the fundamentals of the synthesis method, the procedure

to define two different topology families are described. Additionally, a detailed explanation to orient the

extraction process to achievable networks in AW technology is provided. Finally, several examples have

been included to validate the proposed methodology. Part of the content in this chapter is published by

the author in [89–91].

5.1 Transversal Networks

The synthesis of inline ladder network has already been detailed in Chapter 3. Before moving to the

synthesis mixed-topologies, the basic theory of transversal networks in [74] is briefly described in this

section for a better understanding of the methodology developed later in this chapter.

The networks of interest are fully canonical, and its general form is depicted in Figure 5.1. It consists

of a set of resonator nodes connected in parallel between the source and load terminations, but not

to each other. A direct coupling from source to load JSL is included to allow the realization of fully

canonical filtering functions, otherwise JSL is zero. The minimum path rule [92] states that the maximum

number of TZs at finite frequencies realizable by a network is N − nmin, where nmin is the number of
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Figure 5.1: General N th-order fully canonical transversal network.

resonator nodes in the shortest path between source and load nodes. In fully canonical networks, the

maximum number of TZs nfzmax = N . That is, it can implement as many TZs as the degree of the

network. The transversal network may be synthesized from the admittance matrix [Y ], built from the

characteristic polynomials, which may be associated with the general diagram scheme using the partial

fraction expansions as follows:

[Y ] =
1

yd(s)

[
y11n(s) y12n(s)
y21n(s) y22n(s)

]
= j

[
BS JSL
JSL BL

]
+

N∑
i=1

1

(s− jλi)

[
r11i r21i

rJ12i r22i

]

= j

[
BS JSL
JSL BL

]
+

N∑
i=1

1

(sCi − jBi)

[
J2
Si JSiJLi

JSiJLi JLi

]
, (5.1)

where y11n(s), y12n(s), y21n(s) and y22n(s) refer to the numerator polynomials of their respective Y-

matrix polynomials, while yd(s) is the common denominator polynomial, which roots jλi are the eigen-

values or resonance of the resonating nodes. Note that the expression sCi−jBi is the circuital equivalent

of the resonator node as depicted in Figure 3.2a, where Ci = 1 and Bi = λi.

The extraction of the source-load coupling JSL must be carried out in first place to reduce the degree

of polynomial y21n by one and prepare the extraction of the couplings JSi and JLi by subtracting the

frequency-independent term. The value is found by

JSL = lim
s→∞

y21n(s)

yd(s)
. (5.2)

Note that in terms of ABCD polynomials, y21n(s) = jP (s)/ε and yd(s) = Bn(s). The updated polyno-

mial y′21n(s) is calculated as

y′21n(s) = y21n(s)− jJSLyd(s). (5.3)
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The elements BS and BL are the FIRs at source and load terminals, respectively. They are evaluated at

s = j∞ as

jBS = lim
s→∞

y11n(s)

yd(s)
, (5.4a)

jBL = lim
s→∞

y22n(s)

yd(s)
. (5.4b)

The polynomials y′11n and y′22n are updated with the following expressions:

y′11n(s) = y11n(s)− jBSyd(s), (5.5a)

y′22n(s) = y22n(s)− jBLyd(s). (5.5b)

Normally, y11n(s) and y22n(s) is one degree lower than yd(s), so BS and BL are expected to be zero.

Now, all the frequency-independent terms have been extracted. The network is ready to calculate the

couplings JSi and JLi. They are related to the residues directly by:

JLi =
√
r22i, (5.6a)

JSi =
r21i√
r22i

. (5.6b)

Having N couplings from input and output, the transversal network topology seems to be impractical to

realize in AW technology, but it can be transformed to a more convenient configuration. The use of this

topology is developed in the following sections.

5.2 Class I Mixed-Topology Filters Made of an Inner Parallel-Connected
Structures

The proposed synthesis combines transversal networks and the extracted-pole technique to create mixed-

topology fully canonical filters with dangling resonators. Figure 5.2 describes the general scenario where

the network is made of input and output inline sections connected to a central transversal network. The

equivalent scheme in AW technology is depicted in Figure 5.3. There exist two ways to integrate the

inline sections with the transversal structure. The first of them is to join them at the NRN of the last

dangling resonator as shown in the left inline section in Figure 5.2. In practice, it means this AW resonator

will be shunt. In the second option, an FIR is created at the transversal structure side, coupling to the

inline section through an admittance inverter, as can be seen in the right inline section. The FIR will

be transformed into a reactive element in shunt configuration and connected to ground like Figure 5.3

shows. That means, the AW resonator before the parallel-connected structure will be series.

The extraction procedure starts from the outside in, moving further from source and load nodes, until

reaching the transversal section. In the following, it is described the extraction and reconfiguration stages

that must be considered for the network synthesis, starting first with the inline sections and moving to

the parallel-connected structure afterward.
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Figure 5.2: General N th-order mixed-topology class I filter. The network is divided in three parts, two
inline sections flanking the center part made of fully canonical transversal structure with l dangling
resonators.

5.2.1 Inline Sections

The extraction procedure is done by an iterative process from the ABCD transfer matrix with the method

described in Chapter 3. As mentioned before, the extraction process is done from the outside in. Begin-

ning from the source node and using the general scheme in Figure 5.2, the extraction process is carried

out as usual until the mth resonator (see Figure 5.4). Once the transversal section has been reached, the

extraction of the junction node has to be done. If the dangling resonator m is meant to be a shunt AW

resonator, only Bm is necessary to extract it with (5.7).

Bm =
D1(si)

B1(si)
(5.7)

The polynomialsD1(si) andB1(si) belongs to the matrixABCD1 in Figure 5.4. The frequency variable

si should be one of the TZs not already assigned to the resonators in the inline sections. For simplicity,

it could be taken as si = jΩm+1, although any of the TZs that remain to be annihilated from P (s)

are eligible. Next, the process is repeated from load node to the closest resonator to the transversal sub-

network, extracting the junction in the same manner as in the previous case. If the resonator is intended to

be implemented as a series AW, an additional admittance inverter is required for its serialization, like in

Figure. 5.5. However, the standalone FIR will implement a reactive element. To accommodate the inline

section in phase with the transversal one, only a fraction of the partial extraction is assigned to the NRN
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Rm +2
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Figure 5.3: General N th-order mixed-topology transversal array with N TZs in AW technology. The
network is divided in three parts, the inline parts are formed by extracted-pole sections, and the center
part is a fully canonical transversal structure generating l TZs. In a real design, part of the resonators in
the transversal structure will require a 180◦ phase shift.
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Figure 5.4: Nodal scheme of the network extracted from source node to the mth resonator. The FIR Bm
in grey color is the next element to be extracted that, at this point it is part of the remaining [ABCD]1.

Bk as follows:

Bk = α
D2(si)

B2(si)
, (5.8)

where α is the setting factor for the portion assigned to Bk that can be any arbitrary percentage. The

polynomials D2(si) and B2(si) belong to the matrix ABCD2 in Figure 5.4. The ABCD network has to

be updated with (3.34). Finally, a unitary admittance inverter is extracted with (3.35). The non-extracted

portion of Bk will be in the remaining ABCD network, and it will appear in the central transversal

structure. The final aspect of the network at this stage of the process is represented in Figure 5.6, where

both inline sections have been completely extracted.

5.2.2 Parallel-Connected Sections

The matrix [ABCD]rem is implemented as a fully canonical transversal network before being trans-

formed into a parallel-connected structure. To be synthesized, the ABCD matrix is converted to an ad-
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Figure 5.5: Nodal scheme of the network extracted from load node to resonator m+ l + 1. The FIR Bk
and admittance inverter Jm+l in grey color are the next elements to be extracted, but at this point, they
are part of the remaining network [ABCD]2.
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Figure 5.6: Nodal scheme of the network after the extraction of both inline sections. The remaining
network in [ABCD]rem is the central transversal sub-network.

mittance matrix [Yrem] using the classical conversion formulas for two-port networks [93]. It can be

expressed in terms of its residues in a similar form to (5.1) by[
Yrem

]
=

1

yd(s)

[
y11n(s) y12n(s)
y21n(s) y22n(s)

]
= j

[
Bm Jmk
Jmk Bk

]
+

l∑
i=1

1

(s− jλi)

[
r11i r12i

r21i r22i

]
, (5.9)

where the order of the sub-network is l = k−m. That is, the number of resonators between resonator m

and k in Figure 5.2.

To transform this section into a parallel-connected configuration, the transversal sub-network must

be split in as many branches as eigenvalues; they will be used to form a dangling resonator between

admittance inverters by circuital transformation where each resonator resonates a finite frequency. The

basic structure to carry out the transformation is named singlet, along with the dangling resonator, it is

capable of producing TZ at finite frequency. It is made of three nodes: a resonant node and the outer

FIRs at the input and output terminals. The nodes are coupled to each other by admittance inverters, two

connect the resonant node to the other two, and the third inverter is a direct coupling between input and

output nodes. The equivalence of the singlet and the dangling resonator is depicted in Figure 5.7.

Together with the eigenvalues, the input-to-output coupling Jmk plays an important role in the defi-

nition of the resonance frequency of the resonators in each branch. In order to implement them, a direct

source-to-load path at each branch is required. A good follow-up strategy to assign a specific portion of

Jmk to each split is to compute it from the desired normalized resonance frequencies of the dangling

resonator bi. Using the equations in Appendix B, that relates the singlet and dangling structures between

admittance inverters, the mathematical expression of the input-output coupling can be defined for all l
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Figure 5.7: Equivalent nodal scheme of a singlet and a dangling resonator structure.

branches as

Jmki = − JmiJki
(bi − λi)

. (5.10)

Notice that bi can be set arbitrarily. The equation not only establishes a relationship between eigenvalues

and resonance frequencies but allows to disassociate the resonators from the TZs generated by the whole

filter. However, not every resonance frequency can be chosen freely. In order to not alter the network, up

to (l−1) resonance frequencies can be determined with (5.10). Otherwise, the sum of all Jmki would not

equal to Jmk. Because of that, the coupling assigned to the lth resonator must be the remaining coupling

after subtracting the sum of the rest. The value of this input-to-output coupling can be computed as

follows:

Jmkl = Jmk −
l−1∑
i=1

Jmki. (5.11)

In turn, Jmki is directly related to the NRN of the resonators m+ 1 to l, as can be seen in (5.12).

Bi = −Jmi/Jki
Jmki

(5.12)

The admittance matrix for each branch is defined as

[Yi] = j

[
Bmi Jmki
Jmki Bki

]
+

1

(s− jλi)

[
r11i r12i

r21i r22i

]
. (5.13)

Every [Y ]i matrix is turned into an [ABCD]i matrix using the classical two-port network conversion

equations. Then, they are extracted as inline networks using the process described in Chapter 3. The

roots of polynomials Pi(s) determines the resonance frequency of the resonators at each branch, which

meets with the bi selected in (5.10). After all individual extractions have been carried out, the final form

of the central section is depicted in Figure 5.8. As last step, all branches are merged together from their

input and output nodes. Then, they are joint to the rest of the network to form the whole filter. To validate

the synthesis methodology, a numerical example is provided in Section 5.4. In addition, a experimental

validation is provided in Appendix C.
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Figure 5.8: Central transversal sub-network after the transformation to dangling resonators between ad-
mittance inverters of each eigenvalue.

5.3 Considerations for the Design of Feasible Class I Filters in AW Tech-
nology

In this section, the different aspects to be taken into account in order to produce a lowpass network that

could be turned into a realizable filter with acoustic wave technology are discussed.

5.3.1 Selection of Resonance Frequencies for the Parallel-Connected Sub-Network

As mentioned previously, the TZs implemented by the transversal network do not necessarily meet

the resonance frequency of the resonators implemented by the parallel-connected section. According

to (5.10), they can be chosen without restriction to meet the design requirements. One of the stated ad-

vantages of the proposed method is precisely the freedom to choose both the TZs and the resonance

frequencies of the resonators that form the parallel-connected structure. Nevertheless, those dangling

resonators between admittance inverters are going to be implemented as series AW resonators.

The electrical branch of AW resonators can be modeled with a static capacitor. In the lowpass pro-

totype, the equivalent dangling resonator between admittance inverters requires a negative NRN value

upon the circuital transformation if they are to be the static capacitance of a BVD resonator afterward.

To force that parameter to be negative, the NRN Bi value is computed with (5.12), where JSLi depends

directly on the eigenvalue λi and the desired resonance frequency in (5.10). To always assure a negative

NRN value, the denominator in equation (5.10), (bi − λi) must be negative.



84 5.3. Considerations for the Design of Feasible Class I Filters in AW Technology

R2

  

R1

Figure 5.9: An all pole 2nd-order AW filter with a phase shift in the lower branch.

The source-to-load admittance inverter is inversely proportional to the difference between the resonance

bi (roots of P (s)) and the eigenvalue λi (roots of B(s)). However, strong couplings mean resonance

frequencies moved far away from the center frequency. The narrow-band characteristic of the frequency

transformation implies that the further a resonance frequency is from the center one, the impact of the

transformation deviations is more significant. In any case, the sign of the JSLi coupling must be pos-

itive in series resonator in order to obtain a negative NRN. Evidently, how the overall source-to-load

coupling is shared will impact all the resonators, requiring more effort for a whole tune. Adjusting it,

the static capacitance can also be tuned. This means that, by extension, the NRN is also related to the

electromechanical coupling coefficient k2
eff of an AW resonator, so it should be chosen carefully.

5.3.2 Serialization of the Parallel-Connected Resonators

This circuital transformation requires the dangling resonators, in the parallel-connected branch, to be

placed between two admittance inverters with the same value and opposite sign (see Chapter 4). The

sign is dependent upon the associated residues to an eigenvalue within the transversal network. Such

alternation is only achieved if the residues also show that characteristic. The eigenvalues represent the

odd and even modes of the transversal coupling matrix. The even-mode eigenvalues associated residues

are of equal sign. Meanwhile, odd-mode eigenvalues present alternation in sign. Generically, an N th

order transversal network possesses the same quantity of even-odd eigenvalues pairs if the N is an even

number, or (N + 1)/2 odd modes and (N − 1)/2 even modes, in case of an odd order filter.

Therefore, not all dangling resonators created in the parallel-connected section can be directly turned

into AW series resonators. The physical implementation of those created from even-mode eigenvalues

will require a 180◦ phase shift. In AW technology, this structure is one of the filtering networks that has

been defined in the patent proposal [94], where its authors propose a phase shift made of metamaterials

and a microstrip delay line as possible solutions. This can be seen in Figure 5.11, where the response of

a 2nd-order filter in Figure 5.9 with a phase shift in the lower branch is depicted. The filter provides a

response without TZs at finite frequencies with 48 MHz bandwidth and return loss RL = 13 dB.
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Figure 5.10: Response of a 2nd-order filter with four different ideal phase shifts: (a) 170◦, (b) 180◦, (c)
185◦ and (d) 190◦.

The resonators employed are BAW-SMR using AlN as a piezoelectric material. The first resonator shows

a resonance and anti-resonance frequency fr1 = 1.962 GHz and fa1 = 2.018 GHz, respectively. The

resonance frequencies of the second resonator are fr2 = 1.908 GHz and fa2 = 1.962 GHz. An even-

mode and odd-mode eigenvalues form this network. Therefore, when both are directly connected in a

transversal configuration, the network is not fully synthesized. A 180◦ phase shift is required in the

lower branch for proper implementation of the filter in Figure 5.9.

The network is very sensitive to phase deviations in any of its branches. In Figure 5.10, four scenarios

are considered for the 2nd-order filter, an ideal phase shift with values 170◦, 180◦, 185◦ and 190◦. In

Figure 5.10a, it can be appreciated the appearance of two TZs by just a 10◦ difference from the filter with

a 180◦ phase shift in Figure 5.10b. The cases in Figures 5.10c and 5.10d shows a worse OoB rejection

level at both sides of the band and a slight deterioration of the RL.
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Figure 5.11: 2nd-order filter response with a phase shift implemented with the commercial balun model
HHM1534.

These results suggest that even a small deviation from the nominal value may be very damaging for the

filter response, but adjusting it could be useful to tune the location of the TZs in further stages of the

design process. Nevertheless, these cases consider ideal phase shifts that introduce a constant phase over

all frequency spectrum. Using a commercial balun having a 180◦ phase shift does not assure a perfectly

matched filter either. Figure 5.11 shows the same filter but implementing the phase shift with a balun

HHM1534 by TDK that shows an IL= 0.5 dB, a 5◦ phase balance and amplitude balance of 0.7 dB

within a frequency range between 1.700 MHz to 2.300 MHz. The phase unbalance introduces an evident

response deterioration in comparison with the ideal phase shift. Although it can be considered adequate

for illustration purposes, the phase error within the bandwidth range should be considered due to the high

sensitivity of the network.

5.3.3 Junction Nodes

By choosing a shunt resonator as the last one before the parallel-connected structure, the NRN can as-

similate the FIR. Hence, no reactive element is necessary. For example, the NRN Bm value in Figure 5.2

is the combination of the initially extracted Bm and the sum of all series dangling in parallel from the

central structure. This situation can be seen in Figure 5.12, where the FIRs in the left colored area is at

the same node. Therefore, the FIR Bm is computed by

Bm = B′m +Bm1 +Bm2 + · · ·+BmN . (5.14)

However, when the adjacent resonator to the parallel-connected structure is series, the extraction of an

admittance inverter is required. Consequently, an new FIR to ground appears in the common node of the

parallel-connected resonators.
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Figure 5.12: An inline section in the left, joint to the parallel-connected structure directly to the NRN of
the last dangling resonator. On the right side, the inline section is connected to a junction element. The
FIRs in the colored areas at the same node, the inside black lines that do not possess a label, are just
connecting lines instead of admittance inverters.

Such case can be observed in the right colored area in Figure 5.12, wherein the junction node Bk is

computed by

Bk = B′k +Bk1 +Bk2 + · · ·+BkN . (5.15)

Figure 3.10 illustrates that if such element is positive, it may be implemented as a capacitor, or an

inductor otherwise. Despite being necessary for an exact network synthesis, the inclusion of this element

may introduce more difficulties in the fabrication process by increasing the physical network complexity.

In case of requiring a series resonator, the FIR could be possibly eliminated during the design by selecting

an adequate splitting factor α (5.8) to turn its value to zero. Although it may not be affordable in some

situations, it could be minimized enough to make it negligible. Alternatively, a phase correction of the

polynomial phase, as proposed in Chapter 4, can be employed to overcome this limitation, although no

predictable model or conic section resemblance has been found for this kind of topologies.

5.4 Numerical Example

To validate the synthesis methodology, a numerical example is provided in this section. Additionally,

the requirements exposed in Section 5.3 are also discussed. The network is a 5th-order Chebyshev fully

canonical filter with 2 TZs in the lower passband and 3 TZs in the upper side of the passband. The

transmission zeros of the filtering function are Ωtz = {2, 1.5,−2,−1.6, 2.5} rad/s and RL = 20 dB.

The lowpass prototype filter configuration is depicted in Figure 5.13.
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Figure 5.13: 5th-order mixed-topology fully canonical filter. The admittance inverter values are in black,
the values after the phase adjustment in resonator 3 and 4 are displayed in red.

Table 5.1: Synthesized characteristic polynomial coefficients of the 5th-order filter.

Degree F (s) E(s) P (s)

5 1 1 j
4 -0.2397j 1.9991 - 0.2431j 2.4
3 1.3354 3.3383 - 0.4907j 6.65j
2 -0.2631j 3.2599 - 0.8020j 15.6
1 0.3788 2.2170 - 0.6671j 10.6j
0 -0.0433j 0.8497 - 0.4462j 24

The parallel-connected section comprises resonators 2 and 3. These are the ones in which resonance

frequency can be selected independently from the TZs set. The left inline section is made of a single

resonator between admittance inverters with the same value and opposite sign that will implement a

series AW resonator. The resonator is connected to the central section by an FIR Bx1. Finally, the right

section is conformed by two resonators with no extra elements. The characteristic polynomials are listed

in Table 5.1.

The synthesis begins from source node to the junction element after resonator 1. Then, the second

inline section is extracted from load to resonator 4. After this step, all elements in the inline sections have

been obtained. The remaining part of the filter is implemented as a transversal sub-network that contains

two eigenvalues (an even-mode and a single odd-mode), and its respective couplings. This sub-network

is split in two branches to implement dangling resonators k = 2, 3. It can be seen in Table 5.2 that those

resonators present a negative FIR value Bk, in agreement with the capacitive nature of the element for

acoustic wave technology since they will be serialized. The junction element Bx1 = 1.8098 has been

chosen by setting α = 0.316. It is a positive value. Therefore, it will turn into a shunt capacitor to ground.

The input-to-output coupling of the transversal network is divided in two using equations (5.10) and

(5.11) for resonators 2 and 3, respectively. The resonance frequency of the upper branch resonator is

denoted by the constant susceptance s = −jb2. In this example, the value has been arbitrarily chosen
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to be b2 = −0.5. Since only one can be set freely, the lower branch resonance frequency is indirectly

determined by the one in the upper branch. For resonator 3 is s = −jb3. The rest of the extracted elements

are provided in Table 5.2. As shown in Figure 5.13, the admittance inverters associated to resonator 2 are

1 and 0.84896. Meanwhile, the admittance inverters of resonator 3 are 1 and 1.3211.

Table 5.2: 5th-order lowpass filter elements made with a central parallel-connected section between res-
onators 2 and 3.

ψ = φ = 0◦ ψ = 14.68◦, φ = 68.96◦

Bk bk Jrk Bk bk Jrk

Res. 1 -0.6451 -2.0000 1.4530 -0.2300 -2.0000 0.6893
Res. 2 -5.1024 -0.5000 2.8312 -4.1365 -0.5000 2.4437
Res. 3 -3.9877 -1.2922 1.8477 -2.2479 -1.2852 1.2946
Res. 4 1.6713 1.6000 1.5105 1.8779 1.6000 1.6174
Res. 5 -1.7608 -2.5000 2.0722 -1.6551 -2.5000 1.9353

BS -0.6181 -2.2674
BL -0.4531 -0.6179
Bx1 0.5909 1.8098

+

S11

S21

Figure 5.14: 5th-order filter lowpass response made with a parallel-connected section between resonators
2 and 3.

Note that resonator 2 is created from an even-mode eigenvalue, and it will require a 180◦ phase shift.

Moreover, none of the resonators are placed between unitary admittance inverters. To equalize them,

a phase correction can be applied to the characteristic polynomials using the asymmetric polynomial

definition. The new values are 1.0049 and 0.9991. The final network scheme is depicted in Figure 5.13.

Now, they are sufficiently equalized to not affect the filter response significantly. The network elements

with the phase correction are listed in Table 5.2. Finally, the response of the filter is shown in Figure 5.14.
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5.5 Class II Mixed-Topology Filters Made of Source-Load Parallel-
Connected Structures

The second topology class consists in the transversal network to create a parallel-connected structure

that represents the filter in Figure 5.15. The proposed synthesis begins directly with the lowpass N th-

order transversal network, as shown in Figure 5.1. It is split in two main branches, one will be used

to implement a classical ladder topology, and the second will form a transversal sub-network. In the

latter, each resonant node (eigenvalues) will be employed to implement a set of series AW resonators in

parallel-connected configuration. An illustrative diagram of the whole synthesis procedure is illustrated

in Figure 5.16. The general admittance function of the filter can be expressed in a matrix format using

the partial fraction expansions like in (5.1).

R1 R3 Rm

R2

Rm +1

RN

S L

Figure 5.15: General scheme of a N th-order mixed-topology filter in AW technology, made of m res-
onators in ladder configuration and N −m array of transversal.

5.5.1 Series Resonators in Parallel Configuration

After splitting the transversal network, one branch configures an inline ladder sub-network withm eigen-

values. The remaining are allocated to implement single dangling resonators in parallel to each other. To

configure them, the equivalent singlet requires a source-to-load path, the mathematical expression of the

input-to-output coupling for each singlet JSLi is the same as (5.11). As in the previous topology, bi can

be set arbitrarily too.
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5.5.2 Synthesis of the Inline Lower Branch

The elements of the transversal network used to form parallel-connected series resonators are subtracted

from the admittance matrix expression (5.9). The remaining input-to-output coupling and the elements

from the transversal coupling matrix are assigned to the ladder sub-network, forming the matrix Yld. The

coupling is computed as follows:

JSLld
= JSL − JSLpar, (5.16)

where JSLpar is the input-to-output coupling that results from the combination of all calculated partial

couplings of the parallel-connected resonators conforming the transversal sub-network:

JSLpar =
N∑

i=m+1
JSLi, (5.17)

being JSLi the individual couplings required by the N −m resonators in parallel. Next, the admittance

matrix of the ladder sub-network Yld is defined as follows:

[Yld] = j

[
0 JSLld

JSLld
0

]
+

m∑
i=1

1
(s−jλi)

[
r11i r12i

r21i r22i

]
. (5.18)

Once it is created, the inline network elements are extracted with the synthesis procedure in Chapter 3 as

usual. Finally, each branch of the filter has its own input and output elements, required for a perfect phase

matching. As the branches are joint from those nodes, the final network is assembled by merging into

one the values of the individual parameters. To validate the synthesis methodology, a numerical example

is provided in Section 5.7.

5.6 Considerations for the Design of Realizable Class II Filters in AW
Technology

The topics discussed in Section 5.3 apply to this topology class too. However, in this context, the eigen-

values of the transversal network have to be distributed carefully among the different branches. In con-

figurations like the described in Figure 5.16, a part of the network is used to implement a set of dangling

resonators in parallel to each other. The ladder branch is built from the remaining values. Therefore, the

extracted parameters of this sub-network cannot be controlled arbitrarily, and it may result in a network

not suitable for AW technology. For instance, some eigenvalues configuration could require the ladder

sub-network to synthesize a complex resonant frequency instead of purely imaginary, which cannot be

physically implemented.

However, with a meticulous design, it is possible to find eigenvalue combinations that produce purely

imaginary resonant frequencies. When more than one eigenvalue has to be gathered in the same group, it

is recommended to assort the eigenvalues and their associated input-to-output couplings in complemen-

tary pairs within each group [46], in order to avoid complex roots. That is, if an odd eigenvalue and their

couplings are selected to be part of one group, there should be an even eigenvalue in the same group.
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Figure 5.17: 7th-order mixed-topology fully canonical filter with two dangling resonator in a parallel-
connected configuration from source to load nodes.

Alternatively, if the scenario cannot be avoided, the synthesis method described in Section 6.2 to realize

complex resonance frequencies can be used, where a cross-coupling is introduced within the ladder

network to turn the complex resonance frequencies to purely imaginary again without changing the TZs

generated by the sub-network.

5.7 Numerical Example of a Class II Topology

In this section, an example is presented to demonstrate the capabilities of the method described

for class II topologies. The design requirements exposed in Section 5.6 are discussed. The filter

corresponds to a 7th-order Chebyshev fully canonical network. The transmission zeros are Ωtz =

{−3,−2, 1.2, 1.2, 2.5, 1.8, 4} rad/s and RL = 20 dB. The resonators from 1 to 5 are in ladder

configuration. Meanwhile, resonators 6 and 7 are configured as series resonators in parallel. As shown,

we configure five series resonators but only two parallel resonators. The nodal scheme of the lowpass

prototype is depicted in Figure 5.17. The characteristic polynomials are listed in Table 5.3.

First, we obtain the transversal network elements, which values are shown in Table 5.4. Resonators

6 and 7 have been created using eigenvalues λ3 and λ4, respectively. Meanwhile, The rest are assigned

to the ladder section. The input-to-ouput admittance inverter calculated with (5.10) for both parallel

resonators are JSL6 = −0.2371 and JSL7 = 0.1707, using Ω3 and Ω4, respectively. The remaining

coupling for the ladder branch is JSLld
= −0.1709. Notice that λ4 is an even-mode. Therefore, resonator

7 will require a 180◦ phase shift.
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Table 5.3: Synthesized characteristic polynomial co-
efficients.

Degree P (s) E(s) F (s)

7 j 1 1
6 5.7000 1.9715 - 1.2729j -1.2729j
5 4.4400j 3.0906 - 2.5573j 1.1471
4 69.0680 2.7690 - 4.3707j -1.8024j
3 -77.3520j 1.4517 - 4.3675j 0.1130
2 145.8720 0.0776 - 3.1505j -0.6032j
1 -317.0880j -0.4715 - 1.3350j -0.0848
0 -155.5200 -0.2433 - 0.2235j -0.0233j

Table 5.4: Transversal elements of the
7th-order network.

i λi JSi JLi

1 -0.1919 0.4875 0.4875
2 0.5235 -0.4106 0.4106
3 0.9066 0.2848 0.2848
4 -0.9436 -0.4730 0.4730
5 1.0874 -0.3133 0.3133
6 1.0958 0.2774 0.2774
7 -1.2048 0.3155 0.3155

JSL 0.0011

Table 5.5: Lowpass elements of the synthesized 7th-order filter.

Parameters Bi bi Jri

Res1 -0.4139 -1.2000 0.2554
Res2 8.1785 0.6594 2.1787
Res3 -0.0843 -1.1376 0.4509
Res4 0.1357 2.0635 5.4688
Res5 -0.0741 -0.8330 0.0885
Res6 -3.6182 -1.2000 1.0303
Res7 -9.5797 -1.2000 4.5316

BS -2.4524
BL -0.5272

+

S11

S12

S21

S22

Figure 5.18: Lowpass response of the 7th-order filter.



Chapter 5. Synthesis of Mixed-Topology Filters 95

After defining the expressions of each branch, the ladder section is extracted by synthesis, and the series

resonators in parallel are obtained using the circuital transformation. The network elements are listed in

Table 5.5. Notice that the resonance frequencies of resonators 6 and 7 have been chosen to meet with Ω3

and Ω4. However, the resonance frequencies of the resonators in the ladder branch are not the remaining

prescribed TZs anymore. They are fully determined by the P (s) polynomial of the ABCD matrix defined

for the ladder sub-network.

From the filter response shown in Figure 5.18, it is confirmed that the TZs are created at their pre-

scribed location despite the aforementioned different resonance frequencies. It can also be noticed that

five TZs have been generated on the upper side of the band, thus achieving a good OoB rejection. Finally,

the denormalization and bandpass transformation will follow the same procedure laid out in [77].

5.8 Chapter Summary

The use of mixed-topology improves the flexibility in filters design. This chapter presents a synthesis

method that combines inline and parallel-connected structures to create ladder-like fully canonical fil-

ters based on acoustic wave technology. Two topologies classes have been presented, one consists of a

parallel-connected section flanked by two inline ladder sections. The other is made of two branches, one

implemented as a parallel-connected sub-network and the other as a classic ladder network.

The parallel-connected section of the filters provides a degree of freedom by disassociating the res-

onance frequency of a dangling resonator from the TZs of the filtering function. This kind of topology

allows implementing filter responses with steeper roll-off in one of the sides of the passband than a ladder

filter of the same order. Also, the degree of freedom to select the resonance frequency independently can

be useful to find suitable parameters to accommodate the technology constraints. A guidance to orient

the synthesis of the lowpass network toward a feasible filter in AW technology has been provided. To

illustrate the synthesis method, the extraction process of two filters has been detailed.





CHAPTER 6

Synthesis of Ladder Filters with Multiple
Cross-couplings

Once the synthesis technique for the design of ladder-type filters has been introduced in Chapter 3. The

design of AW filters has moved a step forward by presenting the synthesis of mixed-topology filters

based on acoustic resonators. The new topologies in Chapter 5 describe filters that combines ladder and

transversal network by organizing the AW resonators in a non-conventional way. In contrast, this chapter

focus only on a ladder topology with cross-coupling configurations. These filters consists of circuits with

bypassing couplings between non-contiguous resonators or coupled with reactive elements.

In bandpass filters, external elements like inductors and capacitors are added to the network in order

to achieve a better performance, and also for better accommodation of the technology constraints. With-

out a general method, these elements are not extracted during the synthesis but added to the synthesized

network afterward. Consequently, the original filter response is degraded up to a certain extent. Recov-

ering the original characteristics and maintaining the advantages introduced by the additional elements

requires a time-consuming optimization process with a high computational cost.

There are some structures that have been proved to be useful for which a systematic synthesis method

has not yet been developed, specifically those shown in Figure 6.1. They are a sample of two generic types

of configuration, filters with Ground-Loop Inductor (GLI) couplings, and filters with L-C inter-resonator

couplings (LCC). Both types of structures were issued in the patent [95].

Direct addition of reactive cross-couplings may cause a negative impact to the filters like TZs detun-

ing and in-band return losses degradation. However, the reactive elements help to introduce an additional

TZ in a region far away from the passband without introducing an extra pole. The immediate effect is a

significant improvement of the rejection level, attaining higher levels of isolation between bands in case

of multiplexers.
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Figure 6.1: Examples of cross-coupled networks. The filter (a) represents a GLI and (b) is a filter with a
LCC coupling.

These effects can be seen clearly in Figure 6.2, where three simulation cases are presented to illustrate

them. Figure 6.2a shows the S-parameter comparative of a classic ladder filter with seven TZs and the

same filter with an additional 0.15 nH inductor, coupling resonators 2 and 4 to ground like in Figure 6.1a.

This element produces the detuning of the TZs at each side of the passband. Those above are moved

toward the same frequency, and those located below are moved away from each other. Nevertheless,

it can be noted that a new TZ appears at 2.24 GHz, improving the rejection level in the OoB region

above the passband more than 20 dB. The second case in Figure 6.2b corresponds to an LCC in which a

capacitor CX = 0.3 pF and an inductor LX = 0.8 nH between source and the second resonator like in

the scheme shown in Figure 6.1b. The effects, in this case, are again the TZs detuning and the appearance

of a new TZ at 2.26 GHz. The achieved level in the OoB region above the passband is below -80 dB. The

TZs detuning on both sides of the passband also increases the rejection level in the lower side. In both

cases, GLI and LCC, there is a slight degradation of the in-band return losses band, but the gain obtained

in terms of rejection level is far superior.

The cross-coupled topologies can also be useful to model and explain the origin of undesired cou-

plings like an electromagnetic feedthrough bypassing the package ports in the design of filter based on

acoustic wave resonators which may cause a severe limitation of cross-isolation levels in multiplexers,

a degraded response and transmission zeros vanishing in standalone filters. This phenomenon has been

well documented in [18, 59, 80, 96].

The limiting factors can be classified in two types of signal leakage: one occurs via the main signal

path due to the finite impedance of the RX filter in the TX band in a duplexer; the second one is due to

ElectroMagnetic Feedthrough (EMF), electromagnetic couplings or imperfect grounding.

The aim of this chapter is to take advantage of the capabilities of the synthesis techniques described

in Chapter 3 and 5, to obtain the exact lowpass prototype network ready to implement three types cross-

coupled standalone filter structures in a general way without requiring optimization. The cross-coupled

topology that models the EMF derives directly from the synthesis method for cross-coupled filters de-

scribed in Chapter 3. However, the developed procedure for GLI and LCC topologies addresses the
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S11 B25Tx
S21 B25Tx
S11 B25Tx + GLI
S21 B25Tx + GLI

(a)

S11 B25Tx
S21 B25Tx
S11 B25Tx + LCC
S21 B25Tx + LCC

(b)

Figure 6.2: Simulation of the 7th-order filter with three different configurations: a plain ladder, the same
filter in GLI configuration with an additional inductor L24 = 0.15 nH coupling resonators 2 and 4 (see
Figure 6.1a) (a), and the ladder filter with in LCC configuration (b) with a capacitor CX = 0.3 pF and
an inductor LX = 0.8 nH between source and resonator 2 like in Figure 6.1b.

synthesis of prototypes filters based on a mixed-topology extraction. The basic principle is the same

described in Chapter 5, where it was used to define new topologies. But for this case, it is applied to

generate cross-coupled filters that retain their ladder structure while aggregating reactive elements to the

network. Part of the content in this chapter has been published by the author in [97].

6.1 Filters with Reactive Element Cross-Couplings

In this section is proposed a systematic methodology to obtain the exact lowpass prototype configuration

of GLI and LCC structure types in a general way. The developed procedure is based on the theory

described in Chapter 5, which combines inline ladder networks with parallel-connected structures. The

methodology provides the exact resonator parameters required to maintain the frequency position of TZs

for ladder acoustic wave filters while generating the reactive elements within the network.

6.1.1 General Synthesis Procedure

The general scenario is similar to the class I topology in Section 5.2, where the network is made of a

central transversal network connected to inline sections at each side. For this specific case, the junction

nodes are FIRs at both sides, as depicted in Figure 6.3. The extraction will also start from the outside

in, moving further from source nodes until reaching the transversal section at resonator m − 1, and

concluding with the extraction of Jm and Bm−1. The last two elements are obtained by means of partial

extractions using (5.8).
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Figure 6.3: General N th-order mixed-topology transversal array with N TZs.

Continuing from the load terminal, the extraction process is carried out up to resonator m + l + 1

and finishes after the extraction of Jm+l and Bk. At this point, the rest of the network is implemented

as a transversal structure like the central section of Figure 6.3. The remaining ABCD matrix for the

transversal network is converted into an admittance matrix [Yrem] that can be expressed in terms of its

residues by partial fraction expressions like in (5.1):

[
Yrem

]
= 1

yd(s)

[
y11n(s) y12n(s)
y21n(s) y22n(s)

]
= j

[
Bm Jmk
Jmk Bk

]
+

h∑
i=1

1
(s−jλi)

[
r11i r12i

r21i r22i

]
, (6.1)

where the order of the sub-network is h = m− k, the number of resonators between resonator m and k.

To transform the transversal sub-network to the parallel-connected configuration, it must be split in

two branches, upper and lower, in order to obtain two fully-canonical networks. Moreover, the eigen-

values of the transversal sub-network must also be distributed between the branches in a specific way.

In the previous chapter, it was stated that there must be complementary pairs of eigenvalues and their

associated residues between Bk and Bm nodes within each branch in case of having a more than one

eigenvalue in a group. For example, in a structure with three eigenvalues, there are two odd-mode and a

one even-mode, one group should be made of even-odd pair, instead of two odd-modes.

Both branches require a part of the input-to-output coupling Jmk, the distribution of the parameter

between them must be done accordingly. Following the proposal in Section 5.2.2 and reformulating

(5.10) and (5.11), the coupling for the upper and lower branches Jmkup and Jmklo are calculated as

Jmkup =
h∑
i=1
− JmiJki

(bi−λi) , (6.2)

Jmklo = Jmk − Jmkup. (6.3)
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Figure 6.4: General N th-order mixed-topology fully canonical filter. The network is divided in three
parts: The inline sections are formed by extracted-pole resonators, and the center part is a parallel-
connected structure made of two branches of extracted-pole inline sections that generate m− k TZs.

where bi represents the resonant frequencies implemented by the resonators in the upper branch, and λi
the eigenvalues that will be used to form it. The rest are assigned to the lower branch. The admittance

matrices for both parts are defined as follows:

[Yup] = j

[
0 Jmkup

Jmkup 0

]
+
nup∑
i=1

1

(s− jλi)

[
r11i r12i

r21i r22i

]
, (6.4)

[Ylo] = j

[
0 Jmklo

Jmklo 0

]
+

h∑
i=nup+1

1

(s− jλi)

[
r11i r12i

r21i r22i

]
. (6.5)

where nup is the array number with the desired parameters in the upper branch.

Both matrices, [Yup], [Ylo], are turned into [ABCDup] and [ABCDlo], respectively. Then, they can

be extracted as inline networks. The roots of polynomials Pup(s) and Plo(s) determines the resonance

frequencies of the resonators at each branch. Like in the previous chapter, they may not be the pre-

scribed TZs anymore, because the TZs are implemented by the whole structure and not as the individual

contribution of each resonator.

Finally, both upper and lower branches are merged and joint to the rest of the network to form the

whole filter. After applying this step, the generic scheme of the final network is shown in Figure 6.4. The

procedure to achieve the filter structures shown in Figure 6.1 using the general method described detailed

in the next sections.
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6.1.2 Ground-Loop Inductor Coupling

In this section, an example procedure for the synthesis of GLI couplings is detailed. Let us consider

a 5th-order lowpass fully canonical filter to illustrate the method. The GLI coupling synthesis yields a

network topology shown in Figure 6.5, which equivalent in AW technology is like the filter in Figure 6.1a

but lower order. FIRs Bx2 and Bx4 are the junction nodes that connect every network part, while B24 is

the lowpass equivalent of the coupling inductor.

BS B1

Bx2
Jr1

b1 

J2J1

BLB5

Bx4
Jr5

b5 

J5 J6

Jr3

b3 

B3

b2 
Jr2B2 B4

B24

b4 
Jr4

Jx1

Jx2

J3

Jx3

J4

Jx4

Figure 6.5: Nodal scheme of a 5th-order filter with a GLI coupling between resonators 2 and 4.

The TZs set, corresponding with the five roots of P (s), is j{Ω1, Ω2, Ω3, Ω4, Ω5}. The inductor is

coupling resonators 2 and 4. Thus, the inline sections are formed by resonators 1 and 5. The parallel-

connected section is created with resonators 2, 3 and 4. The reactive element, modeled as an FIR, is

introduced in the lower branch that is made up of resonators 2 and 4. The upper branch is composed of

resonator 3, which contributes with the TZ jΩ3.

At the first step, the parameters of resonators 1 and 5 are extracted. In the first iteration, the values of

BS , Jr1 and b1 are obtained, and after the second extraction iteration, the values of BL, Jr5 and b5 are

computed too. The resonant frequencies for resonator 1 and 5 are b1 = Ω1 and b5 = Ω5, respectively.

After two iterations, every parameter from both resonators has been determined completely, except

the NRN nodes B1, B5, and their respective admittance inverters J2 and J5, which couple them to the

internal network. The NRNs values are computed by means of a partial extractions at the next TZ i.e.

s2 = jΩ2 forB1 and s4 = jΩ4 forB5. To accommodate in phase the inline with the transversal sections,

only a fraction of the partial extraction is assigned to the NRNs. B1 is extracted sequentially as follows:

B1 = α1
D1(s)

B1(s)

∣∣∣∣
S=jΩ2

, (6.6)

where α1 is the setting factor for the reactance portion assigned to B1 that can be set arbitrarily in a

range α1 = [0, 1]. Polynomials D1(s) and B1(s) use subindex 1 to differentiate the original ABCD
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polynomials from the updated matrix after the extraction that has already taken place. After extracting

B1, the updated matrix used subindex 2. Then, the adjacent admittance inverter is also extracted. The

process is repeated in for resonator 5, B5 is extracted as follows:

B5 = α5
D2(s)

B2(s)

∣∣∣∣
S=jΩ2

, (6.7)

where α5 is the equivalent factor for the reactance portion assigned toB5 that can be set arbitrarily within

the same range as α1. Finally, the adjacent admittance inverter is extracted, the network matrix is updated

to [ABCD]rem in the scheme shown in Figure 6.6.

BS B1

Jr1

b1 

J2J1

BLB5

Jr5

b5 

J5 J6[ABCD]rem 

Figure 6.6: Status of the network after complete extraction of resonators 1 and 5 flanking the remaining
ABCD matrix.

The network will be synthesized as 3rd-order fully canonical transversal network. First, the ABCD matrix

is converted into an admittance matrix [Yrem] that can be expressed by

[
Yrem

]
= j

[
Bx2 JSL
JSL Bx4

]
+

h∑
i=1

1

(s− jλi)

[
r11i r12i

r21i r22i

]
, (6.8)

where the order of the network is h = 3. The nodal scheme is shown in Figure 6.7. Next, the parameters

Bx2 and Bx4 are extracted with (5.4) prior to splitting the transversal network in two branches.

Bx2 Bx4

λ2

λ3

Jx22

Jx23

Jx42

Jx43

λ1

Jx21 Jx41

J24

Figure 6.7: Transversal nodal diagram of a 3rd-order filter.
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The upper branch is intended to form a single dangling resonator between unitary inverters, as the case

of resonator 3 in Figure 6.5, using a single odd-mode eigenvalue. On the other hand, the lower branch

will be a two-dangling resonator configuration in series, coupled by an FIR using the other odd-mode

and the single even-mode eigenvalue available.

Upper Branch

The upper branch can be implemented directly employing a circuit transformation to dangling resonator

from a singlet (see Appendix B). To carry out the aforementioned transversal network splitting, the input-

to-output coupling must be divided in two for the upper and lower branches respectively. Otherwise

would not be possible to implement the network as extracted-pole sections. The admittance matrix of the

upper branch [Yup] expressed in terms of its residues is

[Yup] = j

[
Bx2up J24up

J24up Bx4up

]
+

1

j (Ω3 − λ1)

[
r111 r121

r211 r221

]
. (6.9)

Particularizing equations (6.2) and (6.3), that relates eigenvalue to the desired transmission zero for J24up

and J24lo , the split results in

J24up = − Jx21Jx41

(Ω3 − λ1)
, (6.10)

J24lo = J24 − J24up. (6.11)

Note that J24up has been computed using the transmission zero Ω3. Forcing b3 = −Ω3, assures that the

resonator 3 is tuned to the frequency that was meant to be in the classic ladder network. The parameters,

B3 and Jr3, can be derived from the same equations in Appendix B:

B3 = −Jx21/Jx41

J24up
, (6.12)

Jr1 = |Jx21B3| . (6.13)

Besides the dangling resonator parameters, other pair of input and output NRN elements appear, Bx2up,

Bx4up. They have to be added to Bx2 and Bx4, respectively. The equations to calculate these elements

are defined as follows:

Bx2 =
J2
x21

B3
, (6.14)

Bx4 =
J2
x41

B3
. (6.15)
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Lower Branch

The lower branch is formed by the elements from the transversal coupling matrix not already used for the

upper branch, and it is synthesized as an inline network. Before any extraction, it is necessary to define

its admittance matrix [Ylo] by subtracting the upper branch matrix [Yup] from [Yrem] in (6.16) and then,

convert it into a ABCD matrix.

[
Ylo
]

=
[
Yrem

]
−
[
Yup
]

= j

[
Bx2lo J24lo

J24lo Bx4lo

]
+

3∑
i=2

1

(bi − jλi)

[
r11i r12i

r21i r22i

]
(6.16)

The Plo(s) roots determine the resonance frequencies in the lower branch. They may be different from

any of the roots of P (s). The extraction procedure yields a 2nd-order fully canonical network of dangling

resonators shown in Figure 6.8.

Bx2lo B2x B4x

Jr2 Jr4

b2 b4 

Bx4lo

Jx4JxJx1

Figure 6.8: Lower branch circuit configuration nodal scheme.

It must also be noticed that if b3 in the upper branch is chosen from the prescribed TZs of the filter, one

root of Plo(s) will be the value assigned to b3 too. When the filter is evaluated at one of the finite TZ

frequencies, the source-to-load path is blocked. If that occurs at a TZ of the filtering function, the lower

branch path must also be blocked for that TZ to be generated. Thus, it becomes evident that the P (s)

polynomials from both branches ought to share a common root in this particular case.

For the generation of B24 (Figure 6.9), the FIR to implement the reactive element, a circuit transfor-

mation is applied to the admittance inverter Jx, B2x and B4x (see Appendix D). The value of the final

parameters are

B24 =
Jx2Jx3

Jx
, (6.17a)

B2 = Bx2 −
Jx2

Jx3
Jx, (6.17b)

B4 = Bx4 −
Jx3

Jx2
Jx. (6.17c)
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Bx2lo B2 B4

Jr2 Jr4

b2 b4 

Bx4lo

Jx4Jx2Jx1 Jx3

B24

Figure 6.9: Lower branch circuit with the FIR B24 generated by circuit transformation.

Network Assembling

In the last step, the sub-networks are connected in parallel between the input and output terminations,

combining the input and output parameters of each branch.

6.1.3 Ground-Loop Inductor Numerical Example

Considering a 5th-order fully canonical filter as in Figure 6.5 with a RL = 20 dB and Ωtz =

{1.3,−2.4, 2.6,−1.3, 2} rad/s, yields the response in Figure 6.10. The normalized TZs exhibits a asym-

metric distribution. Resonators 1 and 5 are extracted as dangling resonators and the values of their ele-

ments are BS = −11.2957, BL = −0.6112, b1 = −1.3, b5 = −2, Jr1 = 0.0686, Jr5 = 0.5614. The

NRNs of the resonators are B1 = −0.0449 and B5 = −0.1245 using α1 = 0.5 and α5 = 0.8.

+

S11

S21

Figure 6.10: Lowpass response of the 5th-order filter with a GLI between resonators 2 and 4.

Next, the transversal coupling matrix element values are calculated and shown in Table 6.1. The transver-

sal sub-network is divided in two to generate upper and lower branches. The upper branch resonator is

desired to resonate at Ω3 = 2.6 using λ1, Jx21 and Jx41. Therefore, using (6.2) and (6.3), the input-to-

output coupling for each branch is J24up = 0.2519, J24lo = −0.1375.
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Table 6.1: Transversal sub-network
parameters of GLI-coupled filter.

i λi Jx2i Jx4i

1 -1.1917 0.5163 -0.2293
2 -0.9067 0.5821 1.0165
3 0.4900 0.4511 -1.1782

J24 0.1144
Bx2 -0.9664
Bx4 -0.2634

Table 6.2: Final lowpass elements of the
extracted 5th-order filter with a GLI cou-
pling.

Bk bk Jrk

Res. 1 -0.0449 -1.3000 0.0686
Res. 2 -3.2357 -2.6000 3.3770
Res. 3 -1.5201 -2.6000 1.7909
Res. 4 -0.0047 1.2564 0.0469
Res. 5 -0.1245 -2.0000 0.5615

BS -11.2957 Bx02 20.1045
BL -0.6112 Bx04 42.7268

BL24 -30.1798

The upper branch element values in a dangling configuration are Bx2up = −1.6243, Bx4up = −0.3598,

B3 = −1.5201, Jr3 = 1.7909 and b3 = −2.6. The lower branch elements are extracted as represented

in Figure 6.9, the values of the input and output FIRs are are, Bx2lo = 21.7287, Bx4lo = 6.6225.

After joining both branches, the FIRs connecting the parallel-connected to the inline section are Bx2 =

20.1045 and Bx4 = 42.7268. The rest of parameter of the filter are listed in Table 6.2.

6.1.4 Inter-Resonator L-C Coupling

The coupling described in this section is made of an inductor that couples a shunt resonator to ground, and

a series capacitor that couples a series resonator to the inductor and the shunt resonator. Figure 6.1b shows

a sample configuration. In this particular case, the second resonator is coupled to ground through LX and

a capacitor CX connects the first resonator from the source port to the inductor and shunt resonator R2.

The equivalent nodal scheme is depicted in Figure 6.11. The nodes BCx, BLx play the role of CX and

LX in the lowpass prototype, respectively.

BS B1 B3

Jr1 Jr3

b1 b3 

BL

J6

Jr5

J3J2J1

B4

Jr4

b4 

J4

B5

b5 

J5

B2
Jr2

b2 

Jx4

Jx3

Jx2

Jx1

BCx BLx

Bx2

Figure 6.11: Nodal Scheme of a 5th-order filter with a LCC coupling.
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Figure 6.12: Network nodal scheme after the extraction from the resonator 5 to 3.

In the same way that it was done for the case of the GLI coupling, the extraction is carried out in two

steps. First, we need to isolate the parallel-connected section, comprised of resonators 1 and 2, from the

rest of the network. Then, the extraction will be carried out from the load until resonator 3, resulting in

the structure shown in Figure 6.12.

The remaining matrix [ABCDrem] implements as a 2nd-order fully canonical transversal network.

Again, to reconfigure this sub-network in the parallel-connected, it must be divided in two branches,

upper and lower. Each branch is made of a single eigenvalue and a coupling to input and load nodes. For

the network splitting, we also need to divide the input-to-output coupling in two using the expressions

(6.2) and (6.3). Once divided, the upper branch is implemented as explained in the previous case.

The FIRs BCx and BLx are in the lower branch. Before extracting them, the admittance matrix of

the lower branch [Ylo] must be built and turned in an ABCD matrix. The lower branch is obtained as

an inline network by synthesis, which nodal scheme can be found in Figure 6.13, being the resonance

frequency s = −jb2 the root of Plo(s). First, BLx and BCx are obtained by evaluating polynomial D(s)

and B(s) at the single root of Plo(s) as follows:

jB =
D(s)

B(s)

∣∣∣∣
S=jb2

(6.18)

The parameter is computed but not immediately extracted from the matrix. B is distributed with the

expressions (6.19a) and (6.19b), where factor α can be set arbitrarily between 0 and 1.

Bx1lo = B(1− α) (6.19a)

B′Cx = Bα (6.19b)

Next, the matrix ABCD1 is updated with the removal of Bx1lo. The process continues by extracting

sequentially a unitary admittance inverter, J ′x1 and B′Cx. The remaining parameters in the lower branch

are extracted as usual. The FIR BLx is created by circuital transformation in Appendix D which set the

final values of each element, yielding the network shown in Figure 6.13. Finally the parallel-connected

sub-network is assembled by joining both branches between source and load ports where BS = BSup +

BSlo and B02 = BLup +BLlo.
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Figure 6.13: Lower branch nodal scheme of the LCC coupling configuration with only BC (left), and the
complete lower branch after generating BL(right).

6.1.5 Numerical Examples

In this section, two realization examples are presented to validate the synthesis methodology. During the

extraction process, the values of admittance inverters Ji are set to±1 over the main and secondary paths.

5th-Order Fully Canonical Filter with a LCC Between Source and Resonator 2

The filter design considered in this example is a fully canonical 5th-order filter which TZs are Ωtz =

{2.7,−2.8, 1.5,−1.3, 2.1} rad/s and RL = 18 dB. Its nodal scheme can be seen in Figure 6.11. Fol-

lowing the procedure described in Section 6.1.4, the inline part of the network is extracted from load

node to resonator 3, while the parallel-connected section is defined between source node and resonator

2. Thus, the transversal structure is a 2nd-order network, which parameters are provided in Table 6.3.

Table 6.3: Transversal sub-network
parameters of the 5th-order LCC cou-
pled filter.

i λi Jx1i Jx2i

1 -0.9578 -0.3801 0.6184
2 0.7473 0.3507 0.7294

J12 -0.0667
Bx1 0.0029
Bx2 0.6260

Table 6.4: Final lowpass elements of ex-
tracted 5th-order filter with a LCC cou-
pling.

Bk bk Jrk

Res. 1 -0.8509 -1.2000 0.6207
Res. 2 -5.0208 0.4860 0.5967
Res. 3 -0.1539 -1.5000 0.7914
Res. 4 7.5358 1.5000 2.9082
Res. 5 -0.6313 -2.1000 -0.8138

BS -2.3098 Bx2 0.2083
BL -2.1190 BCx -5.4539

BLx -0.4178

The sub-network is split in two. The upper branch is formed to have a resonator which resonant frequency

is s = −jb1 = j1.2, using λ2 together with its associated couplings Jx12 = 0.3507 and Jx22 =

0.7294. The input-to-output coupling J12 is separated in two, resulting in J12up = −0.5650 and J12lo =

0.4983. The remaining eigenvalue λ1 and its associated coupling are used for the lower branch. Next, the

individual matrices for the upper and lower branches are created by building [Yup] and [Ylo], respectively.

Subsequently, they are converted to ABCD matrices. The upper branch is extracted with the procedure

described in Chapter 3.
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+

S11

S21

Figure 6.14: Lowpass response of the 5th-order filter with a LCC between resonators 1 and 2.

The extraction of the lower branch is carried out as explained in the previous section. To assign a value to

BCx and Bx1lo, the sharing factor is α = 0.6, yielding BCx = −5.4539 and BLx = −0.4178. The value

of all extracted elements is provided in Table 6.4. The resonance frequency in the lower branch resonator

is s = −jb3 = −j0.48. That is, it is located within the in-band range. Finally, the filter response is

shown in Figure 6.14.

7th-order Fully Canonical Filter with a LCC Between Source and Resonator 4

For this example a fully canonical order filter with TZs Ωtz = { 3.8, 2,−2.5, 2.7, 1.6,−1.5, 1.3} rad/s

and RL = 23 dB is used. In this configuration, five of the TZs are generated above the passband, while

only two of them are located below. For this case, the cross-coupling is created between source node and

resonator 4. Its nodal scheme can be seen in Figure 6.15, and the filter response is shown in Figure 6.16.
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Figure 6.15: Transversal nodal diagram of a 7th-order filter with a LCC between source and resonator 4.
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The extraction begins from the inline section from load until resonator 5. The rest is reconfigured as a

4th-order transversal network, which parameters are listed in Table 6.5. The LCC coupling embraces

three resonators. Upon the sub-network split, the upper branch requires three eigenvalues. Meanwhile,

the lower branch only needs one. To facilitates the splitting step, the transversal network is divided by

fixing the resonance frequency of the lower branch resonator with b4 = −1.342, created with λ3 and its

associated couplings Jx13 and Jx13. The input-to-output coupling is distributed between both branches,

resulting in J14up = −0.2994 and J14lo = 0.2927.

Next, matrices [Yup] and [Ylo] are created to be converter to ABCD matrices, afterwards. The ex-

traction of the lower branch is carried out as an inline network, the sharing factor is α = 0.9, yielding

BCx = −1.3968 and BLx = −1.2828.

The resonance frequencies in the upper branch are determined by the roots of polynomial Pup(s).

When it is made of more than one resonator, it is necessary to determine the extraction order of each

root. In this case, the upper branch is extracted as a 3rd-order fully canonical network. The first and

third resonators will be implemented in series configuration. Normally, they require to have a resonance

frequency above the passband, thus, a positive root in the lowpass domain. In order to synthesize a

feasible filter, the extraction procedure must be realized alternating the sign of the Pup(s) roots in each

iteration.

In this example, the roots of polynomial Pup(s) are j{1.4420,−1.4027, 0.4346}. The extraction

procedure has been done using the given order, yielding the elements in Table 6.6. It should be noticed

that this is another degree of freedom. With different root sorting, it is possible to achieve other values

for the network elements. Ultimately, it must be decided which roots extraction order produces the most

convenient result.
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Figure 6.16: Lowpass response of the 7th-order filter with a LCC between source and resonator 4.
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Table 6.5: Transversal parameter’s
values of the 4th-order inner parallel-
connected section.

i λi Jx1i Jx4i

1 -1.1438 0.3385 0.5403
2 -0.3813 -0.7169 0.5529
3 0.5805 0.4532 0.4917
4 1.1240 -0.0952 0.5106

J14 -0.0067
Bx1 -
Bx4 2.1485

Table 6.6: Lowpass elements of the syn-
thesized 7th-order ladder filter with a
LCC between source and resonator 4.

Bk bk Jrk

Res. 1 -0.5097 -1.4420 0.6071
Res. 2 1.9195 1.4027 1.2575
Res. 3 -1.7072 -0.4346 1.2721
Res. 4 -6.7856 -1.3420 1.9554
Res. 5 -0.3662 -1.6000 -1.1578
Res. 6 4.2523 1.5000 -1.8582
Res. 7 -0.3540 -1.3000 -0.3808

BS -3.0378 Bx4 0.8782
BL -1.7588 BCx -1.3968

BLx -1.2828

6.2 Synthesis-Based Modeling of Electromagnetic Feedthrough

In AW devices, there are some effects that can distort the desired response of a filter. One of them is the

electromagnetic feedthrough, which is due to direct coupling between the input and output ports of the

device, bypassing any acoustic response [21, 98]. This effect is minimized by proper design, mounting,

bonding, and packaging. Even so, there are situations in which it may be too punishing for the design.

The presence of electromagnetic feedthrough between package ports may cause degraded isolation

levels and transmission zeros vanishing. It was demonstrated in [59, 80], that by means of a phase and

amplitude-adjusting block, added at the Rx port, some leakage is canceled out, leading to a significant

improvement in the Tx band isolation of the duplexer. Although it is an effective remedy, they do not

broach the problem with a rigorous explanation of the involved effect. Other techniques, such as the

one used in [99] eliminates the main-line leakage by an additional intentionally well-designed path with

proper phase and amplitude, achieving a high attenuation at an arbitrary frequency. Other authors have

presented circuital models to take parasitic elements into account [100–104]. However, none of them has

tried to solve it from the synthesize approach.

The EMF phenomenon can be observed in Figure 6.17, where a co-simulation of a B1Tx 5th-order

filter with three different feedthrough levels is presented. It is noticeable that a higher leakage level

implies lower isolation. The effect of an input-to-output cross-coupling is equivalent to detune the res-

onance frequency of all resonators. Under weak couplings, the network can keep the TZs allocation

practically unaltered, but some of the them may become complex with strong couplings [66, 82]. It is

known that acoustic technology is only capable of synthesizing pure imaginary resonant frequencies. In

such cases, the implemented filter would be partially synthesized and, therefore, the network response

will be severely degraded. This is more evident in the region above the passband in Figure 6.17a, where

even some TZs vanishes for −50 dB and −40 dB couplings.
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Figure 6.17: Co-simulation of a measured transmission response with three different feedthrough levels
and its equivalent bandpass circuit scheme.
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Figure 6.18: 5th-order filter scheme with a source-to-load coupling.

6.2.1 EMF Model

To address the EMF from the synthesis point of view, it is necessary to establish an equivalence between

the bandpass filter and the lowpass prototype. In general, all circuital models in the cited works include

a series capacitor between input and output nodes. Figure 6.17b models the EMF as a capacitor CSL.

The ladder networks design with bypassing cross-couplings is directly based on the extraction of

the cross inverter Jck at finite frequencies (see Chapter 3). If there exist leakage paths, the synthesis

methodology may provide the exact resonator parameters in order to maintain the position of TZs for

ladder acoustic wave filters and prevent the existence of complex transmission zeros.

The equivalent lowpass prototype is depicted in Figure 6.18. The cross inverter can be realized as an

ideal lumped elements with a Pi-network configuration like in Figure 6.19. The admittances YA can be

combined with the FIR in the input and output nodes BS and BL, respectively. The relationship between
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EMF may be modeled with the capacitor CSL (YB), and the cross-coupling is defined as

CSL = − Jc1
ωZ0

, (6.20)

where Z0 is the characteristic impedance used to normalize the lowpass source and load nodes. It should

be noticed that Jc1 must be negative to be obtained a capacitive coupling. It also worth to mention that

the realization works in a relatively narrow frequency range ω ±∆ω0.

YA YA

YB

J = -ωC

-C -C

C

J

Figure 6.19: An equivalent circuit for admittance inverters.

6.2.2 Cross-Coupling Extraction Procedure

The extraction theory of the cross-inverter follows the procedure described in Section 3.3.3. It states that

upon an extraction at an arbitrary frequency that differs from the prescribed TZs of the filtering function

that remains to be extracted, a cross inverter is required to keep the filter response unchanged.

For modeling the preexisting EMF, the given definition must be interpreted backward. That is, to

take into account the parasitic coupling, a cross inverter should be generated between the involved nodes.

Therefore, for a given cross inverter Jck the ABCD transfer matrix polynomials P(k+1)(s) and C(k+1)(s)

must be updated by

P(k+1)(s) = Pk(s) + JSLBk(s), (6.21a)

C(k+1)(s) = Ck(s) + 2JSLPk(s) + J2
SLBk(s). (6.21b)

Because the P(k+1)(s) polynomial is updated, the remaining roots do not correspond to the original TZs

implemented by the filter. In other words, the resonators have to resonate at different frequencies to keep

the transmission response completely unaffected, but their value can be controlled with the polynomial

updating procedure.

6.2.3 Complex Transmission Zeros

The new singularities of the updated polynomial P(k+1)(s), may remain pure imaginary or appear in

complex conjugate pairs [46]. In order to exemplify how complex TZs arise after a cross-coupling ex-

traction between source and load, let us consider a 5th-order lowpass filter with RL = 12 dB. The TZs

set, corresponding with the five roots jΩi
1 (i = 1..5), obtained from the numerator of the transmission

response P1(s) are shown in first row of Table 6.7. The result is an inline network is shown in Figure 6.20.
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Figure 6.20: Lowpass response of the 5th-order filter. The dash lines represent two degrees of coupling,
−70 dB (green trace) and −50 dB (blue trace).

Table 6.7: Lowpass resonance frequencies of each resonator.

Ω1
k Ω2

k Ω3
k Ω4

k Ω5
k

P1(s) 2.30 -1.60 1.60 -1.80 2.00
P2a(s) 2.46 -1.59 1.63 -1.82 1.86
P2b(s) 3.31 -1.54 1.59 + 0.21j -1.96 1.59 - 0.21j

To illustrate the effects of the source-to-load coupling, two cases will be detailed hereafter, one with a

−70 dB and another with a −50 dB leakage (case a and b, respectively). The coupling level has been

included as a design parameter during the synthesis.

Let us consider first the leakage between source load ports of−70 dB. The extraction process returns

a cross-coupling between source and load, Jc1 = 0.0001584. The updated P(k+1)(s) for case a will

define a new set of resonance frequencies (Ωi
2a) which are the roots of polynomial P2a(s), listed in the

second row of Table 6.7. The roots of this updated polynomial are not the prescribed TZs anymore, and

all resonators embraced by the cross-coupling resonate at different resonance frequencies.

It can be seen that for each resonance frequency, i.e., roots of P2a(s), the signal from source to load

is blocked through the inline resonator path and the unique available path is through the cross-coupling.

Therefore, at any resonance frequency, the transmission level of the network has to reach the value of

−70 dB. It can be observed in Figure 6.20 that the resonance frequencies are detuned to those frequencies

where the source-to-load coupling transmission level intersect with the transmission response. That is to

say, the frequency detuning is related to the coupling strength. But, despite being shifted from its original

location, they continue being purely imaginary and they can be implemented with acoustic resonators.
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Figure 6.21: Synthesized lowpass filter response with a −50 dB source-to-load coupling.

In the second example, a −50 dB coupling strength is considered. As done in the previous case, we

obtain a cross-coupling Jc1 = 0.0016 between source and load ports. The roots (Ωi
2b) of the updated

polynomial, P2b(s), are listed in third row in Table 6.7. Notice that third and fifth resonant frequencies

became a conjugate complex pair.

Given that an acoustic wave resonator is unable to implement complex singularities, the network does

not synthesize the response correctly. The filter is not ready to accommodate the transmission response,

Figure 6.21 clearly shows the return loss and OoB rejection significantly degraded. The outcome is

comparable to the filter co-simulation in Figure 6.17 where the arising complex singularities cannot be

implemented by AW resonators, producing a great impact on the isolation at the counter-band region.

The results of these two cases expose cross-couplings effects and the existence of complex transmis-

sion zeros. Although they do not show when pure imaginary roots become complex. For such purpose,

we have carried out a source-to-load leakage swept with a coupling strength ranging from −70 dB up to

−50 dB. The updated polynomial is just referred as P2(s). It can be observed in Figure 6.22 how third

and fifth resonance frequency (Ω3
2 and Ω5

2) from the roots of P2(s) in Table 6.7 move towards the meeting

point where both have the same imaginary value and then, turns into a conjugated complex pair. When the

real part of the complex roots is small, the effect on the filter response is negligible, but the degradation

is more severe as the coupling level becomes higher because, as mentioned before, pure imaginary TZs

can be implemented by NRN-RN pairs, but we cannot implement complex TZs in acoustic technology.

6.2.4 Complex Roots Realization

In this section, it will be shown how the method is also capable of annihilating complex singularities.

The methodology can provide the allocation and nature of further cross-couplings enabling the complex
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Figure 6.22: Pk+1(s) root loci depicted for a source-to-load coupling strength sweep from −70 dB to
−50 dB. The roots located below and above the passband are separated in figures (a) and (b), respectively.

roots to become pure imaginary again. That is, additional cross-couplings must be extracted, modifying

for a second time the P(k+1)(s) singularities.

To validate the proposed method, the original filter response shown in Figure 6.17 has been com-

pared with two test cases: (i) the original filter considering a −50 dB EMF leakage and (ii) a solution

considering a synthesized filter with a −50 dB coupling and with a second cross-coupling at −40 dB

from the second resonator to load. The nodal representation of the topology is found in Figure 6.23.

The transmission response of the original filter with blue trace in Figure 6.24. The synthesized network

with a coupling strength of −50 dB (Jc1 = 0.0016) yields a polynomial P2(s) which roots are listed in

Table 6.8 , requiring a conjugated complex pair: 1.41 ± 0.15j for resonators 3 and 5. The transmission

response partially synthesized is shown in Figure 6.24 with green trace. The degradation arises from the

impossibility of synthesizing the complex singularity. Therefore, an extra−40 dB cross-coupling is con-

sidered to convert the complex roots into pure imaginary by Jc2 = 0.005. The five P3(s) roots become

purely imaginary, and the transmission response is improved to almost its original OoB rejection level as

seen in Figure 6.24 with red trace. Although the response is restored, some resonance frequencies have

been moved far away from the passband, like the 4th root of P3(s) (third row in Table 6.8).

Moreover, arrangements with asymmetric resonances distributions are more prone to happen with

cross-couplings due to the roots of P(k+1)(s) are detuned in such way. Consequently, one of the ad-

mittance inverter at main-line positions gets a non-unitary value when the phase shift is neglected the

transmission response is not properly synthesized. To revert this undesired situation, the phase correction

method described in Chapter 4 allows obtaining realizable networks by providing homogeneous values

for main-line couplings.
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Figure 6.23: Lowpass filter with two cross-coupling, between source and load nodes, and between the
second resonator and load nodes.
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Figure 6.24: Comparison between the original B1Tx filter without cross-coupling (blue), the filter when
the cross-coupling is present (green), and when the second cross-coupling is included to convert complex
singularities to pure imaginary (red).

For instance, let us consider a filter with TZs P1(s) = {2.3,−1.6, 1.6,−1.8, 2} from Ta-

ble 6.7 and RL = 12 dB. If we apply a −55 dB source-to-load coupling, the updated roots

are P ′1(s) = {2.92,−1.56, 1.65 + 0.16j,−1.89, 1.65,−0.16j}. By introducing a −45 dB be-

tween resonator 2 and load node (Figure 6.23), the roots of the updated polynomial P ′′1 (s) =

{2.92,−1.56, 1.6,−1.91, 1.76}. Without modifying the input and output phases, the admittance in-

verters are Jk = {1,−1, 1,−1, 1,−1.159}. By applying ψ = 18.74◦ and φ = −33.86◦ and performing

the extraction procudure again, the last admittance inverter J6 is equalized to -1.

The additive phase terms also change slightly the values of extracted elements, including the

resonance frequencies of the resonators. The roots of the updated polynomial are now P ′′1 (s) =

{2.90,−1.57, 1.56,−1.90, 1.77}. The result from both extraction procedure yields can be compared

in Table 6.9. The filter response coincides with Figure 6.20.
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Table 6.8: P (s) roots at each step of the complex TZ removal

Ω1
k Ω2

k Ω3
k Ω4

k Ωk
5

P1(s) 2.05 -1.49 1.5 -3.42 1.49
P2(s) 2.61 -1.48 1.41 + 0.15j -3.92 1.41 - 0.15j
P3(s) 2.61 -1.48 1.52 -4.27 1.40

Table 6.9: Lowpass elements of the synthesized 5th-order ladder filter with two cross-couplings to load,
before and after the phase correction.

ψ = φ = 0◦ ψ = 18.74◦,φ = −33.86◦

Bk bk Jrk Bk bk Jrk

Res. 1 -3.5455 -2.92 3.2291 -3.3129 -2.90 3.0391
Res. 2 1.6443 1.56 1.4658 1.8442 1.57 1.5574
Res. 3 -2.9224 -1.60 2.1365 -2.5908 -1.56 2.0050
Res. 4 1.9673 1.91 1.8889 2.1862 1.90 1.9812
Res. 5 -2.4389 -1.76 1.8390 -1.8574 -1.77 1.7457

BS -0.2463 -0.4302
BL -0.6399 -0.2902

6.3 Chapter Summary

In this chapter, a synthesis methodology for the design of filters with cross-couplings has been presented.

This approach is intended to be a step forward in the process to define arbitrary cross-couplings in ladder-

type networks for acoustic wave resonators.

First, two topologies provide a robust mathematical procedure for filter synthesis. The technique is

based on the combination of inline network along with parallel-connected structures. A general method

has been described in other to obtain networks that provide the exact lowpass structure required and the

parameter’s values. The method has been applied for two specific cases, ground-loop inductor structures

and L-C coupling between resonators. Through two different synthesis examples, the method has been

rigorously proved and assets the capability to be used to implement a myriad of filters topologies based

on the two types of cross-couplings proposed considering adjacent and non-adjacent resonators.

Secondly, it has been proposed a method that provides the network parameters to consider leakage

paths different than the main signal as a design parameter. It has been demonstrated that electrical cross-

couplings will convert some pure imaginary resonant frequencies into complex if it is strong enough. In

this case, the OoB rejection will be degraded since AW technology is not able to construct such complex

singularities. However, the transmission response can be recovered by adding a second cross-coupling in

the proper allocation. Despite converting some of the resonance frequencies into purely imaginary again,

their values are not the originally prescribed. Some may be detuned far away from the center frequency,

causing inaccuracies with the bandpass transformation because it is a narrow-band approximation.





CHAPTER 7

Conclusions and Future Work

7.1 Conclusions

The already in deployment 5G telecommunication network for commercial use and the ever-increasing

stringent requirements of filters for mobile communication is spurring all manufactures to provide better

filtering solutions for the new generation set of bands. The technological improvements make possible to

achieve higher levels of performance, wider bandwidth, smaller chip size and better reliability. Although

the technology delimits the maximum achievable performance, having the right synthesis techniques

is crucial to obtain the best results from it. The objective of this research has focused on the theoretical

analysis of general synthesis techniques for the design of filters based on acoustic wave technology which

main goal was to explore new topologies beyond the widely used classic ladder filter.

Chapter 2 gives an overview of the acoustic wave technology, their capabilities, strengths and weak-

nesses. At the present time, Acoustic wave technology is the only one that can satisfy the current and

forthcoming requirements of the mobile communication standards, the most recent type of resonators

like I.H.P. SAW, LLSAW and XBAR represent a significant improvement that may help to overcome the

limits of the already mature technologies.

The filters design begins with the definition of the filtering function and the lowpass prototype ex-

traction. The basic building blocks of an acoustic filter are the resonators. To establish a link between

the physical resonator and the network prototype is necessary to create an accurate mathematical model.

For this purpose, the BVD equivalent circuit models the acoustic wave resonator reasonably good. This

helps to simulate and analyze the network in the first stages of the design process.

Even at this level in which electromagnetic behavior of the physical resonator is not considered, some

technological constraints can be taken into account to orient the synthesis toward a realizable filter with

121
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a good performance. The most important parameter of the resonator like electromechanical coupling

coefficient, quality factor, insertion loss, and power handling have been discussed.

To design a filter from the most elemental specifications, TZs, network order, and return losses, a

robust method is required. In Chapter 3, a general class of Chebyshev filtering function has been intro-

duced. The outcome of the function synthesis is the characteristic polynomials that define the transmis-

sion and reflection response of the network. They have been connected to the lowpass inline topology.

Its parameters are entirely determined by a general synthesis procedure in which every parameter is ob-

tained through a recursive extraction method. The versatility of the synthesis methodology described in

this work is capable of providing different topologies, especially the realization of fully canonical filters,

which lowpass prototype is directly linked to the ladder filter used in acoustic wave technology.

To analyze the lowpass prototype, the coupling matrix arrangement of the network in his nodal

scheme in both lowpass and bandpass is a fast and easy to use representation tool for the simulation

and analysis of the network. The coupling matrix is flexible enough to support the same functionality for

other types of topologies like cross-coupled explored in the chapters 5 and 6.

The synthesis methodology provides the exact parameters to reproduced the filtering function. How-

ever, there is no guarantee that the result is realizable by acoustic wave technology. In ladder networks,

the series resonators are modeled as a dangling resonator flanked by admittance inverters with the same

value at opposite sign. Each resonator resonates at one of the frequencies of the prescribed TZs. When

they are arranged symmetrically along the topology, all the main-line admittance inverter posses the nec-

essary values. With other configurations, one of the admittance inverters takes a different value than the

rest during the extraction procedure. This occurs because the filtering function assumes a symmetric re-

sponse in the sense that the input and output phases of the S-parameters are the same. Taking the central

resonator as a pivot or ‘center of symmetry’, the network that produces a non-evenly distributed inverters

lacks such symmetry.

To overcome this situation, in Chapter 4 is proposed a method to amend the phase correction of the

characteristic polynomials unequivocally. Analyzing the pattern traced by the combination of the input

and output additive phase terms, two differentiated geometrical models have been elaborated for even-

and odd-order filters. The method can address two important aspects during the synthesis at the same

time: the homogenization of the admittance inverters in the main-line, and it also helps to provide a

balanced input port in multiplexers through phase adjustment to avoid loading effects and to have all

the filters with a uniform value of admittance inverters. A previous solution to achieve similar results

suggested a circuital transformation of part of the network to equalize the inverters. However, that solu-

tion does not apply to every situation. The input and output phase correction described in this work is

a general method that provides a better understanding of the previous solution and enables to obtain all

possible combinations.

The ladder network is one of the most employed topologies for acoustic wave technology. Despite
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being a useful and well-established solution, it presents some drawbacks, the required alternation of

TZs above and below the passband set a limitation to obtain greater out-of-band (OoB) rejection levels.

The Chapters 5 and 6 address a different approach than the ladder, creating a new paradigm that moves

away extracted-pole technique in which the prescribed TZs of the filtering function meets with the res-

onance frequencies to a new space of mixed-topologies where the whole structure provides the TZs.

This approach expands the maximum number of achievable configurations for the same filtering func-

tion, providing more flexibility to define the resonator parameters like the K2
eff . Therefore, it creates

more options to accommodate the synthesized network to the acoustic wave technology. In addition to

the already mentioned characteristics, the methodology enables the filter synthesis with a more flexible

assignation of TZs to the resonators, for instance, maximizing an arbitrary number of TZs in the above

or below the passband.

In Chapter 5, the general synthesis method for fully canonical filters based on mixed-topology net-

works has been presented. Using the fundamentals of the synthesis method, the procedure to define two

different topologies have been described. The first allows to implement a central section of an arbitrary

number of dangling resonators in a parallel configuration with a classic inline section at both sides. While

the outer sections are conventional ladder sub-networks in which the resonance frequencies meet with the

TZs, the central section grants a more free selection of the resonance frequencies. In the second topology,

a ladder section is in parallel with an arbitrary number of resonators stuck above the inline sub-network.

In this case, none of the resonance frequencies meet with the TZs, and those dangling resonators in

parallel-connected configurations have not restrictions to choose a convenient value.

Regardless of the advantages of this new method, the production of suitable networks for acoustic

wave technology can be achieved only by a thoughtful selection of the network parameters. At the end of

the chapter, a detailed explanation to guide the extraction process to achievable networks has been pro-

vided, in which the selection of resonance frequencies, serialization of resonators, eigenvalue grouping,

and the management of junction nodes (external reactive elements), are discussed.

Chapter 6 has used the same methodology to create a systematic method for cross-coupled filters with

reactive elements that are in use for current filter design, but no synthesis method has been developed. The

GLI topology consists of two shunt resonators coupled to each other and connected to ground through

a common inductor. When they are added after the network synthesis, it introduces an additional TZ in

a region far away of the passband (above or below), detuning in the process the TZs at each side of the

passband. Both effects improve the rejection level in the OoB region where the TZ is introduced but at the

expense of deteriorating the filtering function. A different topology, the LCC, is made of an inductor that

couples a shunt resonator to ground and a series capacitor that couples a series resonator to the inductor.

The effects on the filtering function are similar to the one shown by the GLI. It requires two external

elements, but the impact is more notorious with lower values of the reactive elements.

The proposed method has proved to be capable of generating, by synthesis, the requires parameters to

create the lowpass equivalent topology that generally is obtained by optimization. Not only produce the
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required topology but also with the exact elements for the lowpass structure ready for a direct bandpass

transformation. It also provides the designer with an understating of how what should be added to the

network in order to obtain the initial response without degrading the filter performance.

Additionally, the synthesis methodology described in Chapter 3 has been used to solve and explain

the effects of undesired couplings like electromagnetic feedthrough bypassing the package ports in AW

filter. Such couplings may cause a severe limitation of cross-isolation levels in multiplexers, a degraded

response and transmission zeros vanishing in standalone filters. The proposed synthesis technique con-

siders these leakage paths as a design parameter to avoid its negatives effects, adapting the network to

them.

The theory presented in this document has the intention of pushing forward the synthesis techniques

for the design of acoustic wave filters beyond the classic ladder filter. During the Ph.D. program, different

software tools have been created. They allow the design of each topology proposed in every step, from

the definition of the filter specifications to the bandpass transformation of the network. They are an agile

tool for the design of diverse solutions to find the filtering network that can satisfy the mask specifications

and the technological constraints.

7.2 Future Work

This dissertation is an attempt to expand the design possibilities for filters in acoustic wave technology,

new topologies that aim to improve the performance and help designers to find feasible the filters to deal

effectively with the requirements of 4G and 5G network standards. However, there are still some open

challenges that need to be addressed. Some possible future work on this field include the following:

1. New 5G standards require filters with great bandwidths like bands n77, n78 and n79, that have

FBW over 11%. This is a great challenge to address their requirements, especially in AW technol-

ogy. Large bandwidths require strong k2
eff that to the date none commercial acoustic technology

is able to provide. Recently, one XBAR n79 filter prototype has been presented [42]. Although it

is a remarkable achievement, having resonators with k2
eff ' 24%. Commercial AW devices can

achieve a maximum k2
eff about 9%. With the synthesis techniques described in this document, it is

possible to attain large bandwidths with coupling factors that can be manufactured in current com-

mercial AW technology. For example, the class I 7th-order network in Figure 7.1b implements a

n79 band filter with a k2
eff ' 6.6%. Resonator 4 needs to adjust its k2

eff , but this can be fixed with

an external capacitor Cext shown in the network scheme. The prototype elements are provided in

Table 7.1.

Further research can be conducted to delimit the applicability of mixed-topology networks to create

filters with arbitrary k2
eff . Thus the technology constraints can be fulfilled more effectively from

the synthesis point of view.
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Figure 7.1: AW scheme of the n79 filter with a phase shifter in resonator 4, and the S-parameters simu-
lation using the BVD model.

Table 7.1: Bandpass elements of the synthesized n79 filter with a 180◦ phase shift.

La (nH) Ca (fF) C0 (pF) k2
eff (%)

Res 1&7 5.30 193.18 3.41 6.59
Res 2&6 22.66 59.48 1.04 6.64
Res 3 57.20 22.81 0.40 6.62
Res 4 17.55 67.29 0.44 6.6
Res 5 57.16 18.03 0.32 6.59

Source 0.78 nH
Load 0.78 nH
Cext 0.28 pF

2. It has been observed that the software tools developed show accuracy issues for high order filters

during the extraction procedure. The numerical instabilities appear due to the finite numerical rep-

resentation of the network parameters. The deviation from the exact parameter value at some point

during the extraction procedure provokes accumulative errors that grow exponentially, making the

lowpass prototype response to losing resemblance with original filtering function or producing no

realizable parameters. For fully canonical networks, the created software tools show applicabil-

ity limitations in 12th-order and higher using standard double-precision arithmetic. In case of a

network that combines extracted-pole sections (at finite frequency) with resonating node extrac-

tions (at infinite frequency), the instability has been observed at 9th-order filters. In this regard,

a research could be conducted to solve the discretization errors and reduce the instability of the

iterative method to increase the highest order filter achievable.

3. The mixed-topology synthesis techniques shown in this thesis used the transversal networks to

create dangling resonators. The distribution of the eigenvalues and its associated couplings impact

directly on the parameters of the resonators. Depending on how the eigenvalue dedicated for each
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branch are grouped, complex resonance frequencies may appear, resulting in a non-feasible res-

onator in acoustic wave technology. A precise analysis of the resonance frequency formation from

the arbitrary grouping of part of the eigenvalues can provide more accurate control of the synthesis

procedure.

4. In this work, the used of parallel-connected and cross-coupled topologies has been introduced.

To simulate such complex networks, a coupling matrix representation in both lowpass and band-

pass domain has been proposed. The adaptation of the losses from the mBVD to a nodal scheme

network representation will provide a more realistic simulation of the filter and a fast calculation

of the energy stored by individual resonators. This will dramatically increase the coupling matrix

size. However, a first estimation of the energy will help the designer to know if the resonator mul-

tiplicity is necessary, giving the possibility to reconfigure the filter in the lowpass domain to obtain

a better energy distribution over the resonators.

5. In this dissertation, the filters are assumed to be two-port networks terminated with real reference

impedances at both ends. Nevertheless, there are some situations in with the filters in the RF chain

are connected devices with a complex impedance value, like the impedance of an antenna port or

the input/output impedance of a power amplifier [105–107]. In such cases is required to design

matching networks to fulfill the design requirement. Some works explore synthesis with complex

load impedances [108–110]. Complementing the methodology of the topologies presented in this

works with complex terminated network synthesis, they could be applied to more diverse and

complex designs.



APPENDIX A

Lowpass-to-Bandpass Transformation of the
Coupling Matrix Elements

The coupling matrix elements transformation from lowpass to bandpass domain can be done by compar-

ing the admittance expression of the lowpass and bandpass circuits. Although the lowpass model of AW

resonators is the same for series and shunt resonators, they are covered separately. As the resonator is

described with three elements, we require unless three equations to determine them completely. For such

purpose, the first and second derivate, with respect to ω, of each admittance expression is provided.

B

Jr

b 

(a)

jB

jb
s

Jr

(b)

Figure A.1: Nodal resonator model (a) and its equivalent circuital lowpass prototype. (b).
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A.1 Lowpass Equivalent Model

The lowpass resonator can be modeled by a dangling resonator coupled to an NRN as depicted in Fig-

ure A.1. The admittance of the resonator is expressed as

YLP = jB +
J2
r

jΩ + jb
, (A.1)

where the normalized frequency Ω is defined as

Ω = FBW

(
ω

ω0
− ω0

ω

)
. (A.2)

The first derivative is

∂YLP
∂ω

= −
jJ2

rFBW

(
ω

ω2
0

+
1

ω0

)
[
jb+ jFBW

(
ω

ω0
− ω0

ω

)]2 , (A.3)

and the second derivative is

∂2YLP
∂ω2

= j2

2J2
rFBW

2

(
ω

ω2
0

+
1

ω0

)2

[
jb+ jFBW

(
ω
ω0
− ω0

ω

)]3 + j
2J2

rFBWω0

ω3

[
jb+ jFBW

(
ω

ω0
− ω0

ω

)]2 . (A.4)

By evaluating equations (A.1), (A.3) and (A.4) at the center frequency ω = ω0, the result is:

YLP (ω = ω0) = jB − j J
2
r

b
, (A.5a)

Y ′LP (ω = ω0) = j
2J2

rFBW

b2ω0
, (A.5b)

Y ′′LP (ω = ω0) = −jJ2
r

8FBW 2 + 2bFBW

b3ω2
0

. (A.5c)

A.2 Bandpass Equivalent Model

The lowpass acoustic resonator can be modeled similarly like the lowpass model, but we can distinguish

different configurations for series and shunt resonators.

A.2.1 Series Resonator

The series resonator admittance in bandpass domain can be expressed as

YBP =
−j
ωBx

+
J2
r

jωCx +
1

jωbx

. (A.6)
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Figure A.2: Nodal series resonator model (a) in lowpass domain and (b) its equivalent circuital bandpass
prototype.

The first derivative is given by

∂YBP
∂ω

=
j

ω2Bx
−
J2
rx

(
jCx −

1

jbxω2

)
(
jCxω +

1

jbxω

)2 , (A.7)

and the second derivative is

∂2YBP
∂ω2

= − 2j

ω3Bx
+

2J2
rx

(
jCx −

1

jbxω2

)2

(
jCx +

1

jbxω

)3 + j
2J2

rx

bxω3
(
jCxω +

1

jbxω

)2 . (A.8)

By evaluating equations (A.6), (A.7) and (A.8) at the center frequency ω = ω0 the result is

YBP (ω = ω0) = jBxω0 − j
J2
rxbxω0

ω2
0Cxbx − 1

, (A.9a)

Y ′BP (ω = ω0) = jBx + j
J2
rxbx

(
ω2

0Cxbx + 1
)

(
ω2

0Cxbx − 1
)2 , (A.9b)

Y ′′BP (ω = ω0) = −j
2J2

rxbx

((
ω2

0Cxbx + 1
)2

+
(
ω2

0Cxbx − 1
))

ω0

(
ω2

0Cxbx − 1
)3 . (A.9c)

A.2.2 Shunt Resonator

The shunt resonator admittance in bandpass can be expressed as

YBP = jωBx +
J2
r

jωCx + 1
jωbx

. (A.10)
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Figure A.3: Nodal shunt resonator model (a) in lowpass domain and its equivalent circuital bandpass
prototype. (b).

The first derivative is given by

∂YBP
∂ω

= jBx −
J2
rx

(
jCx − 1

jbxω2

)
(
jCx + 1

jbxω

)2 , (A.11)

and the second derivative is

∂2YBP
∂ω2

=
2J2

rx

(
jCx − 1

jbxω2

)2

(
jCx + 1

jbxω

)3 + j
2J2

rx

bxω3
(
jCxω + 1

jbxω

)2 . (A.12)

By evaluating equations (A.10), (A.11) and (A.12) at ω = ω0 the result is

YBP (ω = ω0) = jBxω0 − j
J2
rxbxω0

ω2
0Cxbx − 1

, (A.13a)

Y ′BP (ω = ω0) = jBx + j
J2
rxbx

(
ω2

0Cxbx + 1
)

(
ω2

0Cxbx − 1
)2 , (A.13b)

Y ′′BP (ω = ω0) = −j
2J2

rxbx

((
ω2

0Cxbx + 1
)2

+
(
ω2

0Cxbx − 1
))

ω0

(
ω2

0Cxbx − 1
)3 . (A.13c)

A.3 Lowpass-to-Bandpass Transformation

To calculate the equivalence between the lowpass and bandpass nodal parameters, the admittance expres-

sions and their respective derivatives in (A.9) and (A.13) must be equal.



Appendix A. Lowpass-to-Bandpass Transformation of the Coupling Matrix Elements 131

A.3.1 Series Resonator

The first element to determine is bx, and the process begins setting the lowpass and bandpass admittances

equal to each other. The following variable substitution for series resonators has been used to simplify

the expression:
Φ = ω2

0Cxbx − 1,

Γ = ω2
0Cxbx + 1,

α =
Bb− J2

r

b
,

λ =
2J2

rFBW

b2
,

ξ = J2
r

4FBW 2 + bFBW

b3
.

(A.14)

By equating YLP (ω0) = YBP (ω0) for the series resonator, the expression results in:

1

Bxω0
= −(α+

J2
rxbxω0

Φ
). (A.15)

Next, the same operation is done with the first derivative Y ′LP (ω0) = Y ′BP (ω0).

1

Bxω0
= λ− J2

rxbxΓω0

Φ2
. (A.16)

The two equations, (A.15) and (A.16), are equated to each other and the expression solved for J2
rxbx.

J2
rxbx =

Φ2

ω0

λ+ α

Γ− Φ
(A.17)

In third place, the second derivatives are equated: Y ′′LP (ω0) = Y ′′BP (ω0).

ξ

ω0
=

1

Bxω2
0

+
J2
rxbx(Γ2 + Φ)

Φ3
(A.18)

The term 1
Bxω0

from (A.15) is substituted in the either equations and the expression is simplified.

ξ − λ
ω0

=
J2
rxbx

(
Γ2 + Φ− ΓΦ

)
Φ3

(A.19)

The parameters J2
rxbx from (A.16) are substituted in the equation and the operating continue to determine

bx.
ξ − λ
λ+ α

=
2Γ + Φ

2Φ
(A.20)

For further simplification, the following variable substitution is carried out:

x = ω2
0Cxbx,

Φ = x− 1,

Γ = x+ 1,

ηse =
ξ − λ
λ+ α

.

(A.21)
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The equation (A.20) is rewritten as

ηse =
2
(
x+ 1

)
+ x− 1

2
(
x− 1

) → ηse =
3x+ 1

2
(
x− 1

) . (A.22)

Now, we can solve for bx as

x =
1 + 2ηse
2ηse − 3

→ bx =
1 + 2ηse
2ηse − 3

1

ω2
0Cx

. (A.23)

Finally, the equations to determine Jrx and Bx can be obtained as

Jrx =

(
1 + 2ηse
2ηse − 3

− 1

)√(
λ+ α

)(
2ηse − 3

)
ω0Cx

2
(
1 + 2ηse

) , (A.24a)

Bx =
1

ω0

2ηse − 3

α
(
1− 2ηse

)
− 2λ

. (A.24b)

A.3.2 Shunt Resonator

The first element to determine is bx, and the process begins by setting the lowpass and bandpass admit-

tances equal to each other. By equating YLP (ω0) = YBP (ω0) for the shunt resonator, the expression

results in

jα = jBxω0 − j
J2
rxbxω0

Φ
,

Bx =
α

ω0
+
J2
rxbx
Φ

.

(A.25)

Next, the same operation is done with the first derivatives Y ′LP (ω0) = Y ′BP (ω0).

j
λ

ω0
=jBx + j

J2
rxbxΓ

Φ2
,

Bx =
λ

ω0
− J2

rxbxΓ

Φ2
.

(A.26)

The resulting equations (A.25) and (A.26) are equated to each other, and it is solved for J2
rxbx.

α

ω0
+
J2
rxbx
Φ

=
λ

ω0
− J2

rxbxΓω0

Φ2
,

J2
rxbx =

λ− α
ω0

Φ2

Φ + Γ
.

(A.27)

In third place, the second derivatives are equated: Y ′′LP (ω0) = Y ′′BP (ω0).

−2j
ξ

ω2
0

= −2j
J2
rxbx

(
Γ2 + Φ

)
ω0Φ3

. (A.28)

Now, J2
rxbx from (A.27) is substituted into the equation to determine bx and then, the expression is

simplified.
ξ

λ− α
=

Γ2 + Φ

Φ
(
Φ + Γ

) (A.29)
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For further simplification, the following variable substitution is carried out:

ηsh =
ξ

λ− α
, (A.30)

using (A.21) and (A.30), equation (A.29) can be rewritten as

ηsh =

(
x+ 1

)2
+ x− 1(

x− 1
)(
x+ 1 + x− 1

) =
x+ 3

2
(
x− 1)

. (A.31)

Finally, bx is defined by

x =
3 + 2ηsh
2ηsh − 1

→ bx =
3 + 2ηsh
2ηsh − 1

1

ω2
0Cx

. (A.32)

Now, the parameters Jrx and Bx can be obtained with the following expressions:

Jrx =

(
1− 2η − 1

3η + 2

)√
ω0Cx(λ− α)

2
, (A.33a)

Bx =
1

ω0

[
α+

λ− α
2

(
1− 2ηsh − 1

3ηsh + 2

)]
, or (A.33b)

Bx =
1

ω0

[
λ− λ− α

2

(
1 +

2ηsh − 1

3ηsh + 2

)]
. (A.33c)

A.4 Bandpass-to-Lowpass Transformation

To calculate the lowpass nodal parameters from the bandpass parameters, the admittance expressions and

their derivatives in (A.9) and (A.13) must be equated as it has been done in the previous section.

A.4.1 Series Resonator

The first element to determine is the constant susceptance b, and the process begins setting the low-

pass and bandpass admittances equal to each other. To simplify the expressions, the following variable

substitution for series resonators has been used:

Φ = ω2
0Cxbx − 1,

Γ = ω2
0Cxbx + 1,

θ = BxΦ2 + J2
rxbxΓ,

σ = Φ2 + J2
rxbxBxΓω2

0,

T = Φ3 + J2
rx(Γ2 + Φ)Bxbxω

2
0.

(A.34)

The first step is to equate YLP (ω0) = YBP (ω0) for the series resonator and solve for B, the expression

results in

jB − J2
r

b
= − 1

jBxω0
− j J

2
rxbxω0

Φ
,

B =
J2
r

b
− Φ + J2

rxBxbxω
2
0

ΦBxω0
.

(A.35)
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Next, the same operation is done with the first derivatives Y ′LP (ω0) = Y ′BP (ω0).

j
2J2

rFBW

b2ω0
=

1

jBxω2
0

+ j
J2
rxbxΓ

Φ2
,

J2
r =

b2σ

2FBWΦ2Bxω0
.

(A.36)

In third place, the lowpass and bandpass second derivatives are set equal to each other.

−2jJ2
r

4FBW 2 + bFBW

b3ω2
0

=
−2j

Bxω3
0

− 2j
J2
rxbx

(
Γ2 + Φ

)
ω0Φ3

,

J2
r

(
4FBW 2 + bFBW

)
b3

=
Φ3 + J2

rx(Γ2 + Φ)Bxbxω
2
0

Φ3Bxω0
.

(A.37)

Now, the parameter J2
r from (A.36) is substituted into (A.37), and we can proceed to solve for b as

b2σ

2FBWΦ2Bxω0

J2
r

(
4FBW 2 + bFBW

)
b3

=
T

Φ3Bxω0
,

σ

2FBW

J2
r

(
4FBW 2 + bFBW

)
b

=
T

Φ
.

σΦ
(
2FBW + b

)
= 2Tb.

b =
4FBWσΦ

2T − σΦ
.

(A.38)

After obtaining the first parameter, the equations to determine Jr is

J2
r =

[
4FBWσΦ

2T − σΦ

]2
b2σ

2FBWΦ2Bxω0
,

Jr =
σ

2T − σΦ

√
8FBW

Bxω0
.

(A.39)

Finally, the expression for B is obtained by substituting J2
r from (A.39) in (A.35).

B =
b2σ

2FBWΦ2Bxω0

1

b
− Φ + J2

rxBxbxω
2
0

ΦBxω0

(A.40)

By substituting b from (A.38) and using the substitutive expressions in (A.34),B can be further simplified

to

B =
2σ2

Bx
(
2T − σΦ

)
ω0
− Φ + J2

rxBxbxω
2
0

ΦBxω0
. (A.41)

A.4.2 Shunt Resonator

The process to determine the equations is done by setting the lowpass and bandpass admittances equal

to each other, as in the previous cases. Let us start with the admittance expressions and solve for B.

jB − J2
r

b
=jBxω0 − j

J2
rxbxω0

Φ
,

B =
J2
r

b
+ ω0

(
BxΦ− J2

rxbx
Φ

)
.

(A.42)
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Next, the same operation is done with the first derivative Y ′LP (ω0) = Y ′BP (ω0).

j
2J2

rFBW

b2ω0
=jBx + j

J2
rxbxΓ

Φ2
,

J2
r =

b2ω0

2FBW

θ

Φ2
.

(A.43)

In third place, the lowpass and bandpass second derivatives are set equal to each other.

−2jJ2
r

4FBW 2 + bFBW

b3ω2
0

=− 2j
J2
rxbx

(
Γ2 + Φ

)
ω0Φ3

,

J2
r

4FBW 2 + bFBW

b3ω0
=
J2
rxbx

(
Γ2 + Φ

)
Φ3

.

(A.44)

Now, the parameter J2
r from (A.43) is substituted into (A.44) and procedure continues solving for b.

b2ω0

2FBW

θ

Φ2

4FBW 2 + bFBW

b3ω0
=
J2
rxbx

(
Γ2 + Φ

)
Φ3

,

θ

2b

(
4FBW + b

)
=
J2
rxbx

(
Γ2 + Φ

)
Φ

,

b =
4FBWΦθ

2J2
rxbx

(
Γ2 + Φ

)
− Φθ

.

(A.45)

After finding the expression for b, the parameters Jr andB can be obtained substituting (A.45) in (A.43),

Jr =

√
8FBWθ3[

2J2
rxbx

(
Γ2 + Φ

)
− Φθ

] . (A.46)

Finally, B can be determined by substituting b from (A.45) and J2
r from (A.46) in (A.42).

B =
ω0

Φ

[
2θ2

2J2
rxbx

(
Γ2 + Φ

)
− Φθ

+BxΦ− J2
rxbx

]
. (A.47)





APPENDIX B

Network Transformation from Singlet to Dangling

The lowpass prototype of a BVD resonator model can be represented with two different configurations,

the singlet trisection and the dangling resonator. The first consists of three nodes coupled to each other,

as shown in Figure B.1a. The equivalent dangling resonator is made of three elements, a resonant node

made of a unit capacitor in parallel with a constant reactance b, an NRN B, and an admittance inverter

Jr coupling each node. This structure is coupled to two nodes by admittance inverters as depicted in

Figure B.1b. The transformation procedure to obtain one structure from the other is described in [111].

In this appendix, the transformation is particularized to the generation of the dangling resonator with

unitary admittance inverters from the singlet structure.

BA BB

JAB

JA JB

λ

(a)
B

Jr

b 

B 2B1

J1 J2

(b)

Figure B.1: Equivalent nodal scheme of (a) a singlet and (b) a dangling resonator structure.

For both networks to be equivalent, they must have the same node equations from their respective admit-

tance matrices as in [111]. The matrix equation, considering the coupling between nodes for the nodal

scheme in Figure B.1a is BA JA JAB
JA ω + jλ JB
JAB JB BB

V1

V2

V3

 =

e1

e2

e3

 , (B.1)

where ω is the normalized frequency, λ is the frequency shift of the resonator, the vector ~V =

137



138

{V1, V2, V3} is the node voltages and ~e = {e1, e2, e3} is the external excitation at the nodes. For the

dangling resonator in Figure B.1b, the matrix equation is defined with four equations as
B1 0 0 J1

0 ω + jb 0 Jr
0 0 B2 J2

J1 Jr J2 B



V1

V2

V3

V4

 =


e1

e2

e3

0

 . (B.2)

where b is the normalized frequency shift of the dangling. In this equation system, V 4 is the voltage of

the internal node B and it is not externally excited, therefore, e4 = 0.

To find the equivalence between both resonators, the equation system in (B.2) must be reduced to

three equations system using the fourth row to eliminate the voltage V 4. The new equation matrix is
B1 −

J2
1

B

J1Jr
B

J1J2

B
J1Jr
B

(ω + b)− J2
r

B

J2Jr
B

J1J2

B

J2Jr
B

B2 −
J2

2

B


V1

V2

V3

 =

e1

e2

e3

 . (B.3)

The singlet elements, in function of the dangling parameters, are

BA = B1 −
J2

1

B
, (B.4)

BB = BA −
J2

2

B
. (B.5)

The admittance inverters are calculated as

JA = J1
Jr
B
, (B.6)

JB = J2
Jr
B
. (B.7)

The input-to-output coupling JAB and the eigenvalue λ are

JAB = −J1J2

B
, (B.8)

λ = b− J2
r

B
. (B.9)

To express the dangling parameters exclusively in function of the singlet elements, we need to operate

the previous equations so that JAB is linked to λ and b. First, equations (B.6) and λ from (B.9) have to

be solved for B and set equal to each other.

Jr
JA
J1

=
J2
r

b− λ
(B.10)

Hence, Jr is defined as

Jr =
J1

JA
(b− λ) . (B.11)
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By substituting (B.11) in (B.7) and solving for B, the NRN can be obtained.

B =

(
J1J2

JAJB

)
(b− λ) (B.12)

In the dangling resonator, the admittance inverters J1 and J2 are required to be unitary with alternated

sign. Thus, they must satisfy the following condition:

J1J2 =
J1

J2
=
JA
JB

. (B.13)

Hence, the coupling JAB is

JAB = −JAJB
b− λ

. (B.14)

Solving (B.8) for B and using the condition in (B.13), the NRN can be defined only by parameters from

the singlet trisection as

B = −J1J2

JAB
= −JA/JB

JAB
. (B.15)

And the RN-to-NRN coupling can be calculated using the following expression:

Jr =

(
JA
J1

)
1

B
= |JAB| . (B.16)

Once, the NRN and Jr are defined, the admittance inverters are given by

J1 = JA
B

Jr
and J2 = JB

B

Jr
. (B.17)

Finally, the input and output FIRs are defined as

B1 = BA +
J2

1

B
and B2 = BB +

J2
2

B
. (B.18)
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Mixed-Topology Class I: Experimental Validation
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Figure C.1: 6th-order mixed-topology filter scheme with (a) AW resonators and its equivalent circuit
using (b) the BVD model, where the 180◦ is implemented as an all pass network.

In order provide validation of the proposed methodology in Chapter 5, a N = 6 order filter has been

synthesized with RL = 25 dB. The transmission zeros in the lowpass domain have been allocated at

Ωtz = {1.85,−1.8, 2, 2.4,−1.8, 1.85} rad/s. The parallel-connected section is created for resonators 3

and 4 and their resonance frequencies are at Ωr3 = 2.1 and Ωr4 = 2.09, respectively. The design does

not require junction elements.
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S11

S21

Figure C.2: Simulated transmission response and input/output reflection coefficient of the B3Rx filter.

Resonator 4 is created from an even-mode eigenvalue, and the resulting dangling resonator is between

admittance inverter with the same value and sign. Therefore, a phase inverter will be needed to be fully

synthesized after serialization. The equivalent network with AW resonators would be like the one shown

in Figure C.1a. The transformation to the bandpass domain results in the BVD equivalent circuit as shown

in Figure C.1b. A bandpass simulation considering a frequency transformation for the B3Rx band using

the BVD is shown in Figure C.2. As demonstrated in [78], this kind of simulation method shows a very

good agreement between the simulation and the fabricated filter.

The phase shift in the lower branch of the parallel-connected structure has been implemented as

an all-pass filter, as described in [112]. The network is based on Pi-topology in which the inductors

are connected to ground through a capacitor. The value for all the elements, including the phase shift,

are summarized in Table C.1. The proposed synthesis methodology results in a network configuration

composed of acoustic resonators with uniform electromagnetic coupling constant K2
eff = 6% except

resonator 3 with K2
eff = 12.1%. In this case, as shown in [78], external reactive elements can be used to

accommodate this technological constraint.

Although the scheme proposed in Figure C.1b is meant for AW, the architecture of the filter is inde-

pendent of the technology. Given the difficulty to manufacture filter prototypes in AW and the generality

of the method described in this work, a rapid-prototyping proof of concept has been constructed with

a dummy lumped element filter by employing the BVD model to provide a physical validation. This

solution allows us to demonstrate more effectively the possibilities of the synthesis methodology. The

fabricated filter scheme is depicted in Figure C.1b, it has the same TZs and RL than the previous one

except the resonators 3 and 4 in the parallel-connected section which resonance frequencies are Ωr3 = 4

and Ωr4 = 6.4375, respectively. The frequency transformation has been done considering f0 = 236.64

MHz, and BW = 80 MHz. The prototype filter is shown in Figure C.3a. It has been fabricated using

Multi-layer High-Q Capacitors from Johanson Technology with an estimated QC = 800.
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Table C.1: Bandpass elements of the synthesized
B3Rx filter with a 180◦ phase shift.

La (nH) Ca (fF) C0 (pF) k2
eff (%)

Res. 1 67.80 107.78 2.08 6.0
Res. 2 31.15 257 4.92 6.1
Res. 3 144.88 527 0.48 12.1
Res. 4 512.55 14.14 0.27 6.0
Res. 5 31.15 257 4.92 6.1
Res. 6 67.80 107.78 2.08 6.0

Source 4.9 nH
Load 4.9 nH

Lph1,2 4.41 nH
Cph1 0.88 pF
Cph2 3.53 pF

Table C.2: Bandpass elements of the fabri-
cated filter with a 180◦ phase shift.

La (nH) Ca (pF) C0 (pF)

Res 1 72.28 5.15 15
Res 2 78.99 8.18 22
Res 3 105.34 3.69 1.78
Res 4 371.62 0.3 0.83
Res 5 102.96 8.95 29.26
Res 6 53.11 6.78 15.88

Source 34.62 nH
Load 42.43 nH

Lph1,2 36.38 nH
Cph1 8.2 pF
Cph2 24 pF

(a)

S11 Simulated

S21 Simulated

S11 Measured

S21 Measured

(b)

Figure C.3: Fabricated prototype using lumped elements and the measured transmission response and
input/output reflection coefficient. The result includes a comparison with the simulation.

The employed inductors are HighQ Air core from Coil Craft, with estimated Q factor QL = 100. The

network elements can be found in Table C.2.

The measured transmission response, as well as the input/output reflection coefficient, are shown in

Figure C.3b. The result has been compared to the electromagnetic simulation of the whole structure, the

real models of the lumped elements were not considered in the EM simulation and the S21 parameter

at lower frequencies below the passband shows discordance with the simulation. Yet, considering the

Q factor of the lumped components, it shows a good agreement between both simulated and measured
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filters. The tolerances in the used commercial values of the components and the limited bandwidth of the

implemented phase shift are responsible for the detuning of the TZs allocation above the passband and

degradation of the RL.



APPENDIX D

FIR Generation by Network Transformation

The synthesis of mixed-topology filters with cross-coupling implemented by reactive elements, requires

an FIR that models such element. This extra node can be created by circuital transformation from a

two-node structure coupled by an admittance inverter like the depicted in Figure D.1.

JAB

BA BB

(a)

B3 B2B1

J1 J2

(b)

Figure D.1: Nodal scheme of (a) a two-node network coupled by an admittance inverter and (b) an
equivalent three-nodes network.

For both networks to be equivalent, they must have the same node equations from their respective admit-

tance matrices. The matrix equation for the nodal scheme in Figure D.1a is[
BA JAB
JAB BB

] [
V1

V2

]
=

[
e1

e2

]
, (D.1)

where the vector ~V = {V1, V2} is the node voltages and ~e = {e1, e2} is the external excitation at the

nodes. For the three-node network in Figure B.1b, the matrix equation is given byB1 0 J1

0 B3 J2

J1 J2 B2

V1

V3

V2

 =

e1

0
e2

 . (D.2)

To find the equivalence between both networks, the equation system in (D.2) must be reduced to two

equations using the third row to eliminate the voltage V 3. The new equation matrix isB1 −
J2

1

B3
−J1J2

B3

−J1J2

B3
B2 −

J2
2

B3

[V1

V2

]
=

[
e1

e2

]
. (D.3)

145



146

Thus, the transformation equations for the three-node network are

B3 = −J1J2

JAB
, (D.4)

where the admittance inverters J1 and J2 values can be assigned arbitrarily. The other two nodes are

calculated as

B1 = BA −
J1

J2
JAB and B2 = BB −

J2

J1
JAB. (D.5)
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