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#### Abstract

This paper investigates the recursive state estimation problem for a class of discrete-time stochastic complex networks with packet disorders under Round-Robin (RR) communication protocols. The phenomenon of packet disorders results from the random transmission delays during the signal propagation process due to the unpredictable fluctuations of the network load, and such random delays are modeled by a set of random variables satisfying certain known probability distributions. For the sake of lessening the communication burden and abating the data collisions, the RR protocol is introduced to govern the order of the nodes for data transmission. Under the scheduling of the RR protocol, only one node is allowed to gain the access to the network at each time instant. Then, a recursive estimator is devised to guarantee an upper bound for the estimation error covariance, and then the obtained upper bound is locally minimized by adequately choosing the estimator parameters. Furthermore, the boundedness of estimation error is analyzed in the sense of mean square with the help of stochastic analysis techniques. At last, a simulation example is presented to show the applicability of the proposed estimator design scheme.
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## I. Introduction

A complex network $(\mathrm{CN})$ is comprised of a mass of nodes that are distributed and connected according to certain topologies, where each node represents an individual with dynamical behavior. CNs are well known to be an abstraction of many practical networks including social networks, biological networks and electrical power grids, and have therefore attracted an ever-increasing research interest in the past few decades
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simply because of their engineering significance, see e.g. [1][4], [8], [9], [43] for some representative results. In engineering practice, an inevitable phenomenon that the CNs would suffer from is the so-called stochastic disturbance which, in turn, would have direct influence on the dynamical behaviors of the CNs themselves. As such, it is of great importance to take the stochastic disturbance into consideration when analyzing the dynamics of the CN and, along this direction, much research has been done in [20], [29], [35], [40]. For instance, the global synchronization problem has been studied in [35] for the CNs in the presence of randomly occurred nonlinearities, mixed time-delays and stochastic noises. Furthermore, in [29], a new $H_{\infty}$ synchronization problem has been discussed for a class of discrete time-varying stochastic complex networks (SCNs) over a finite horizon.

In the practical applications, the network states of CNs are vitally important as they represent physical quantities that need to be closely monitored and accurately measured. Unfortunately, exact knowledge of the network states is often unavailable because of inherent resource limits in the context of large scales of the nodes and complicated topology of the networks. Therefore, it becomes an imperative task to estimate the network states of the CNs through attainable network measurements that might be incomplete, sparse and noisy. To date, considerable effort has been dedicated to the state estimation (SE) problem and numerous results have been reported in the literature, see e.g. [10], [11], [16], [47]. In particular, the recursive SE issue has been investigated in [13] for the SCNs with missing measurements, where the estimator gain can be obtained recursively at each time instant for each node by solving certain recursive matrix equations. Subsequently, a recursive estimator has been presented in [12] for a class of time-varying SCNs with uncertain inner coupling and quantized measurements. In addition, a partial-nodes-based approach has been developed in [25] to design the estimator for discrete-time delayed SCNs.

In a typical communication network with limited bandwidth, it is not uncommon that the signal transmission undergoes the so-called packet disorder, which means that the data packet sent earlier (later) might reach its destination later (earlier), and this violates the "first send first arrive" principle. Obviously, the phenomenon of packet disorders (PPD) results from the random transmission delays during the signal propagation process due to the unpredictable fluctuation of the network load. In this case, the latest arrival packet might contain outdated system information which, if not properly dealt with,
would lead to the performance degradation of the designed estimator. Unfortunately, comparing to other network-induced phenomena (e.g. packet dropout and signal quantization), the PPD has received far less research attention due probably to the difficulty in characterizing the random nature of the packet arrivals.

So far, in the literature of networked control systems (NCSs), there have been a few initial research results concerning the phenomenon of packet disorders, see e.g. [6], [14], [18], [19], [33], [41], [42], [48], where the PPD has been assumed to take place in the communication channel from the sensor to controller/filter. Nevertheless, the PPD could also occur during the sensing process where the measurement outputs experience random transmission delays before their arrivals at the ultimate receivers, see [34] and the references therein. To our knowledge, the PPD issue with respect to random sensor delays (RSDs) has not gained much research interest yet, and the first motivation of this paper is therefore to address the recursive SE problem for SCNs with RSD-induced packet disorders.

Despite the steady revolution of the wireless communication technology, the limited bandwidth remains as a main concern that would lead to data collisions when multiple data packets are transmitted simultaneously through a shared network [5], [22], [27], [39], [44]. A popular way of better utilizing the limited network resource is to adopt the communication protocols as so to administer the transmission order of network nodes, and some frequently deployed protocols include the Round-Robin (RR) protocol [17], [23], [24], [26], [37], [38], [46], the stochastic communication protocol [7], [15], [31], [45] and the Try-Once-Discard (TOD) protocol [30], [32]. Among others, the RR protocol stands out for its simple periodicity and easy implementation, under which only one node has privilege to enter the network at each time instant according to a fixed circle order. Over the past few years, although some preliminary results have appeared under RR protocols, the design of RR-regulated recursive estimator has not aroused adequate research attention yet, let alone the case where the PPD is also involved. To this end, the second motivation of this paper is to examine the impact from the RR protocol on the corresponding estimation performance.

In this article, we endeavor to address the recursive SE problem for a class of SCNs with packet disorders. A RR protocol is utilized to equally allocate the network resources to the nodes by only allowing one node to gain the access to the network at each time instant in a circular order, thereby mitigating the data congestion. In the presence of both packet disorders and RR protocols, an upper bound of estimation error covariance is derived and subsequently minimized via appropriate design of estimator gain. By resorting to the stochastic analysis techniques, we also analyze the mean-square boundedness of the error dynamics of the state estimation. In doing so, we are facing the following substantial difficulties: 1) how to describe the RSDs properly; 2) how to characterize the updating rule of the RR protocols; 3) how to design an appropriate estimator that mitigates the effect of the RSDs and also reflects the influence of the RR protocols; and 4) how to guarantee the boundedness of estimation errors.

To deal with the above difficulties, the primary contributions of this article are highlighted as follows: 1) the recursive SE issue is, for the first time, investigated for SCNs subject to packet disorders and RR protocol; 2) the considered RSDs resulting in PPD are described by a sequence of random variables following a known probability distribution; 3) a new measurement model is proposed to account for the RSDs and $R R$ protocols and then a novel recursive estimator is developed by using an integer-valued function; and 4) a sufficient condition is derived to guarantee that the estimation error is exponentially bounded in the mean-square sense.

Notation: The notation used here is fairly standard. For a matrix $Z, Z^{T}, Z^{-1}$ and $\operatorname{tr}\{Z\}$ represent, respectively, the transpose, the inverse and the trace of matrix $Z . \operatorname{col}\{\ldots\}$ denotes a column vector composed of elements and $\operatorname{diag}\{\ldots\}$ represents a block-diagonal matrix. The notation $\|\cdot\|$ denotes the Euclidean (spectral) norm of real vectors (matrices). $\mathbb{E}\{\cdot\}$ stands for the expectation operator. The Kronecker product of a $r \times s$ matrix $M$ and a $t \times h$ matrix $N$ is defined by a $r t \times s h$ matrix $M \otimes N$ as follows:

$$
M \otimes N=\left[\begin{array}{ccc}
m_{11} N & \cdots & m_{1 s} N \\
\vdots & & \vdots \\
m_{r 1} N & \cdots & m_{r s} N
\end{array}\right]
$$

The Kronecker delta function $\delta(a)$ is defined by $\delta(a)=1$ if $a=0$ and $\delta(a)=0$ otherwise. $\bmod (p, q)$ denotes the remainder of the integer $p$ divided by the positive integer $q$. The floor function $\lfloor b\rfloor$ equals the largest integer no larger than $b$ with $b$ being an arbitrary real number.

## II. Problem Formulation

Consider a class of discrete-time SCNs consisting of $M$ coupled nodes:

$$
\begin{align*}
x_{i}(r+1)= & A_{i}(r) x_{i}(r)+f\left(x_{i}(r)\right)+\sum_{j=1}^{M} \omega_{i j} \Gamma x_{j}(r) \\
& +B_{i}(r) w(r)  \tag{1a}\\
\vec{y}_{i}(r)= & C_{i}(r) x_{i}\left(r-\tau_{i}(r)\right)+D_{i}(r) v(r) \tag{1b}
\end{align*}
$$

where $x_{i}(r) \in \mathbb{R}^{m}$ and $\vec{y}_{i}(r) \in \mathbb{R}^{n}$ are the system state and the measurement output of the $i$-th $(i=1,2, \ldots, M)$ node, respectively; $f(\cdot)$ is a known nonlinear function which is continuously differentiable; $w(r) \in \mathbb{R}^{w}$ and $v(r) \in \mathbb{R}^{v}$ are, respectively, zero-mean white sequences distributed in bounded domains with covariances $Q(r)>0$ and $R(r)>0$; $A_{i}(r), B_{i}(r), C_{i}(r)$ and $D_{i}(r)$ are known matrices; $\Gamma=$ $\operatorname{diag}\left\{\gamma_{1}, \gamma_{2}, \ldots, \gamma_{m}\right\} \geq 0$ is an inner-coupling matrix, where $\gamma_{j} \neq 0$ stands for the linking with $j$-th state variable; $W=\left[\omega_{i j}\right]_{M \times M}$ is the coupled configuration matrix with $\omega_{i j}>0$ if node $i$ can receive the information from node $j$, otherwise $\omega_{i j}=0$, which satisfies $W=W^{T}$ and

$$
\sum_{j=1}^{M} \omega_{i j}=\sum_{j=1}^{M} \omega_{j i}=0
$$

$\tau_{i}(r)$ denotes the RSD at the time instant $r$ that obeys the following statistical distribution law:

$$
\operatorname{Prob}\left\{\tau_{i}(r)=s\right\}=p_{s}, \quad s=0,1, \ldots, q
$$

where $q$ is a known positive integer, $p_{s}(s=0,1, \ldots, q)$ are known constants satisfying $0 \leq p_{s} \leq 1$ and $\sum_{s=0}^{q} p_{s}=1$. We assume that $x_{i}(r)=\varphi_{i}(r)(r=-q,-q+1, \ldots, 0)$ where $\varphi_{i}(r)$ is the initial condition.

Remark 1: As shown in (1b), the model of measurement output $\vec{y}_{i}(r)$ contains the term $x_{i}\left(r-\tau_{i}(r)\right)$ that is related to RSDs occurring in the sensing process, and such RSDs would result in packet dropouts. In most existing literature, it has been assumed that the random delays follow a Markov chain satisfying a precisely known transition probability matrix [18]. Recognizing the difficulty of identifying such a transition probability matrix, in this paper, we use a set of random variables (with known probability distribution) to characterize the random delays [21]. On the other hand, as opposed to those occurring in the sensor-to-filter channel in the literature, the random delays in this paper take place in the sensing process and appear in the measurement outputs, which are more likely to induce the packet disorders and bring in more difficulties in the subsequent analysis.


Fig. 1. Diagrammatic sketch of estimation system with a RR protocol.
For notation simplicity, we let

$$
\begin{aligned}
x(r) & \triangleq \operatorname{col}\left\{x_{1}(r), x_{2}(r), \ldots, x_{M}(r)\right\} \\
\vec{y}(r) & \triangleq \operatorname{col}\left\{\vec{y}_{1}(r), \vec{y}_{2}(r), \ldots, \vec{y}_{M}(r)\right\} \\
A(r) & \triangleq \operatorname{diag}\left\{A_{1}(r), A_{2}(r), \ldots, A_{M}(r)\right\} \\
B(r) & \triangleq \operatorname{col}\left\{B_{1}(r), B_{2}(r), \ldots, B_{M}(r)\right\}, \\
f(x(r)) & \triangleq \operatorname{col}\left\{f\left(x_{1}(r)\right), f\left(x_{2}(r)\right), \ldots, f\left(x_{M}(r)\right)\right\}, \\
\bar{C}_{i}(r) & \triangleq \operatorname{diag}\{\underbrace{0_{n \times m}, \ldots, 0_{n \times m}}_{i-1}, C_{i}(r), \underbrace{0_{n \times m}, \ldots, 0_{n \times m}}_{M-i}\}, \\
D(r) & \triangleq \operatorname{col}\left\{D_{1}(r), D_{2}(r), \ldots, D_{M}(r)\right\} .
\end{aligned}
$$

By utilizing the Kronecker product, we rewrite the SCNs (1a)-(1b) as:

$$
x(r+1)=[A(r)+(W \otimes \Gamma)] x(r)+f(x(r))+B(r) w(r)
$$

$$
\begin{equation*}
\vec{y}(r)=\sum_{i=1}^{M} \bar{C}_{i}(r) x\left(r-\tau_{i}(r)\right)+D(r) v(r) \tag{2a}
\end{equation*}
$$

with the mean and covariance matrix of the initial condition $x(0)$ being $\bar{x}(0)$ and $P(0)$, respectively.

In this paper, the measurement outputs sent by the sensors are transmitted to a remote estimator through a constrained communication network, and this might give rise to data collisions when multiple nodes transmit signals simultaneously.

To avert excessive data collisions and improve the utilization efficiency of the communication resource, the RR protocol is used to regulate the transmission order of the measurement signal, where the corresponding schematic sketch is shown in Fig. 1. Under the scheduling of the RR protocol, only one node is permitted to send its data at each time instant according to a circular order. Let $y(r) \triangleq \operatorname{col}\left\{y_{1}(r), y_{2}(r), \ldots, y_{M}(r)\right\}$ denote the actual measurement received by the estimator. According to the RR protocol, it follows that

$$
y_{i}(r)= \begin{cases}\vec{y}_{i}(r), & \text { if } \bmod (r-1, M)=0  \tag{3}\\ y_{i}(r-1), & \text { otherwise }\end{cases}
$$

For the sake of convenience, we assume that $y(r)=0$ for $r<0$ and define $\Phi_{i} \triangleq \operatorname{diag}\{\delta(i-1) I, \delta(i-2) I, \ldots, \delta(i-$ $M) I\}(i=1,2, \ldots, M)$. Then, it can be inferred that

$$
\begin{equation*}
y(r)=\sum_{l=0}^{M-1} \Phi_{\sigma(r-l)} \vec{y}(r-l) \tag{4}
\end{equation*}
$$

where

$$
\sigma(r)= \begin{cases}M, & r=0 \\ \bmod (r-1, M)+1, & \text { otherwise }\end{cases}
$$

represents the selected node having the privilege to transmit its measurement signal at time instant $r$. Moreover, we set $\sigma(r)=$ $r+M$ and $\vec{y}(r)=\vec{y}(0)$ for $r=-M+1,-M+2, \ldots, 0$ with $\vec{y}(0)$ being the initial measurement.

Remark 2: The RR protocol is utilized in this paper to schedule the data transmission so as to mitigate the communication burden. Traditionally, the updating rule of the RR protocol is given by (3) as in [46]. In this paper, such a rule has been equivalently presented as (4), with which the system state and estimator input do not need to be augmented, thereby facilitating the subsequent mathematical derivation.

Based on the scheduled measurement (4), a recursive estimator is constructed as follows:

$$
\begin{align*}
\hat{x}(r+1 \mid r)= & {[A(r)+(W \otimes \Gamma)] \hat{x}(r \mid r)+f(\hat{x}(r \mid r)) } \\
\hat{x}(r+1 \mid r+1)= & \hat{x}(r+1 \mid r)+G(r+1)[y(r+1)  \tag{5a}\\
& -\sum_{l=0}^{M-1} \sum_{i=1}^{M} \Phi_{\sigma(r-l+1)} \bar{C}_{i}(r-l+1) \\
& \times \hat{x}(r-l+1-d \mid r-l-d)] \tag{5b}
\end{align*}
$$

where $\hat{x}(r \mid r) \in \mathbb{R}^{m}$ represents the estimate of $x(r)$ with $\hat{x}(0 \mid 0)=\bar{x}(0) ; \hat{x}(r+1 \mid r) \in \mathbb{R}^{m}$ stands for the one-step prediction of $x(r+1)$ at time instant $r ; G(r+1)$ is the estimator parameter; $d$ is an integer which satisfies

$$
d= \begin{cases}\lfloor\bar{\tau}\rfloor, & \text { if } \bar{\tau}-\lfloor\bar{\tau}\rfloor<\frac{1}{2}  \tag{6}\\ \lfloor\bar{\tau}\rfloor+1, & \text { otherwise }\end{cases}
$$

with $\bar{\tau} \triangleq \mathbb{E}\left\{\tau_{i}(r-l+1)\right\}=\sum_{s=0}^{q} s p_{s}(i=1,2, \ldots, M)$ and $\lfloor\bar{\tau}\rfloor$ representing the biggest integer no bigger than $\bar{\tau}$.

The main purpose of this paper is to find an upper bound matrix $\Theta(r+1 \mid r+1)$ for the estimation error covariance
$\mathbb{E}\left\{[x(r+1)-\hat{x}(r+1 \mid r+1)][x(r+1)-\hat{x}(r+1 \mid r+1)]^{T}\right\}$ on the basis of the proposed estimator (5a)-(5b). Furthermore, the upper bound $\Theta(r+1 \mid r+1)$ would be minimized at each time instant by properly choosing the estimator parameter.

Remark 3: In the proposed estimator (5a)-(5b), there are tight couplings between the nodes, the RR protocols, as well as the packet disorders. To be specific, the innovation structure
$y(r+1)-\sum_{l=0}^{M-1} \sum_{i=1}^{M} \Phi_{\sigma(r-l+1)} \bar{C}_{i}(r-l+1) \hat{x}(r-l+1-d \mid r-l-d)$ reflects, to some extent, the influence from the RR protocols and the packet disorders. The integer $d$, which appears in the innovation structure, is closely related to the random delay $\tau_{i}(r)$. Generally speaking, a reasonable estimator should not involve any random variables (e.g. $\tau_{i}(r)$ ) for its implementability. For this reason, the mathematical expectation $\bar{\tau}$ of $\tau_{i}(r)$ is taken here. It should be mentioned that, $\bar{\tau}$ might not be an integer, which means that $\bar{\tau}$ is unsuitable for representing the time instant in the discrete-time setting, and thus $\bar{\tau}$ is rounded to $d$. As such, the estimator proposed in this paper is capable of resisting the impacts from the packet disorders.

## III. Main Results

In this section, an upper bound is first derived for the estimation error covariance, and is then locally minimized by properly selecting the estimator parameter.

First of all, the one-step prediction error denoted by

$$
e(r+1 \mid r) \triangleq x(r+1)-\hat{x}(r+1 \mid r)
$$

is calculated from (2a) and (5a) as

$$
\begin{align*}
e(r+1 \mid r)= & {[A(r)+(W \otimes \Gamma)] e(r \mid r)+f(x(r)) } \\
& -f(\hat{x}(r \mid r))+B(r) w(r) \tag{7}
\end{align*}
$$

Expanding $f(x(r))$ in a Taylor series around $\hat{x}(r \mid r)$, we obtain that

$$
f(x(r))=f(\hat{x}(r \mid r))+F(r) e(r \mid r)+U(r) S(r) T(r) e(r \mid r)
$$

where

$$
\left.F(r) \triangleq \frac{\partial f(x)}{\partial x}\right|_{x=\hat{x}(r \mid r)}
$$

and the term $U(r) S(r) T(r) e(r \mid r)$ stands for the linearization error with $U(r)$ and $T(r)$ being the known matrices, and $S(r)$ being an unknown matrix that satisfies $S(r) S^{T}(r) \leq I$. Furthermore, the prediction error can be further rewritten as

$$
\begin{align*}
e(r+1 \mid r)= & {[A(r)+(W \otimes \Gamma)+F(r)+U(r) S(r) T(r)] } \\
& \times e(r \mid r)+B(r) w(r) \tag{8}
\end{align*}
$$

Denoting the estimation error as

$$
e(r+1 \mid r+1) \triangleq x(r+1)-\hat{x}(r+1 \mid r+1)
$$

we subtract (5b) from (2a) to have

$$
e(r+1 \mid r+1)
$$

$$
\begin{align*}
= & e(r+1 \mid r)-G(r+1)\left[\sum_{l=0}^{M-1} \sum_{i=1}^{M} \Phi_{\sigma(r-l+1)}\right. \\
& \times \bar{C}_{i}(r-l+1) x\left(r-l+1-\tau_{i}(r-l+1)\right) \\
& +\sum_{l=0}^{M} \Phi_{\sigma(r-l+1)} D(r-l+1) v(r-l+1) \\
& -\sum_{l=0}^{M-1} \sum_{i=1}^{M} \Phi_{\sigma(r-l+1)} \bar{C}_{i}(r-l+1) \\
& \times \hat{x}(r-l+1-d \mid r-l-d)] \tag{9}
\end{align*}
$$

Adding the zero term $G(r+1) \sum_{i=1}^{M} \bar{C}_{i}(r+1) e(r+1 \mid r)-$ $G(r+1) \sum_{i=1}^{M} \bar{C}_{i}(r+1) e(r+1 \mid r)$ to the right-hand side of (9), we have

$$
\begin{align*}
& e(r+1 \mid r+1) \\
= & \left(I-G(r+1) \sum_{i=1}^{M} \bar{C}_{i}(r+1)\right) e(r+1 \mid r) \\
& +G(r+1) \sum_{i=1}^{M} \bar{C}_{i}(r+1) e(r+1 \mid r) \\
& -G(r+1) \sum_{l=0}^{M-1} \sum_{i=1}^{M} \Phi_{\sigma(r-l+1)} \bar{C}_{i}(r-l+1) \\
& \times x\left(r-l+1-\tau_{i}(r-l+1)\right) \\
& -G(r+1) \sum_{l=0}^{M} \Phi_{\sigma(r-l+1)} D(r-l+1) v(r-l+1) \\
& +G(r+1) \sum_{l=0}^{M-1} \sum_{i=1}^{M} \Phi_{\sigma(r-l+1)} \bar{C}_{i}(r-l+1) \\
& \times \hat{x}(r-l+1-d \mid r-l-d) . \tag{10}
\end{align*}
$$

Before proceeding, we introduce the following lemma.
Lemma 1: [36] Let $F, U, S$ and $T$ be matrices with $S S^{T} \leq$ $I$. For any symmetric matrix $P>0$ and scalar $\alpha>0$, if $\alpha^{-1} I-T P T^{T}>0$ is satisfied, then we have

$$
\begin{align*}
& (F+U S T) P(F+U S T)^{T} \\
\leq & F\left(P^{-1}-\alpha T^{T} T\right)^{-1} F^{T}+\alpha^{-1} U U^{T} \tag{11}
\end{align*}
$$

Lemma 2: The one-step prediction error covariance

$$
P(r+1 \mid r) \triangleq \mathbb{E}\left\{e(r+1 \mid r) e^{T}(r+1 \mid r)\right\}
$$

and the estimator error covariance

$$
P(r+1 \mid r+1) \triangleq \mathbb{E}\left\{e(r+1 \mid r+1) e^{T}(r+1 \mid r+1)\right\}
$$

are, respectively, computed as

$$
\begin{align*}
P(r+1 \mid r)= & {[\tilde{A}(r)+\tilde{F}(r)] P(r \mid r)[\tilde{A}(r)+\tilde{F}(r)]^{T} } \\
& +B(r) Q(r) B^{T}(r) \tag{12}
\end{align*}
$$

and
$P(r+1 \mid r+1)$

$$
\begin{align*}
= & \left(I-G(r+1) \sum_{i=1}^{M} \bar{C}_{i}(r+1)\right) P(r+1 \mid r) \\
& \times\left(I-G(r+1) \sum_{i=1}^{M} \bar{C}_{i}(r+1)\right)^{T} \\
& +G(r+1) \sum_{i=1}^{M} \sum_{j=1}^{M} \mathbb{E}\left\{\bar{C}_{i}(r+1) e(r+1 \mid r)\right. \\
& \left.\times e^{T}(r+1 \mid r) \bar{C}_{j}^{T}(r+1)\right\} G^{T}(r+1) \\
& +G(r+1) \sum_{l=0}^{M-1} \sum_{i=1}^{M} \sum_{h=0}^{M-1} \sum_{j=1}^{M} \mathbb{E}\left\{\Phi_{\sigma(r-l+1)}\right. \\
& \times \bar{C}_{i}(r-l+1) x\left(r-l+1-\tau_{i}(r-l+1)\right) \\
& \times x^{T}\left(r-h+1-\tau_{j}(r-h+1)\right) \bar{C}_{j}^{T}(r-h+1) \\
& \left.\times \Phi_{\sigma(r-h+1)}^{T}\right\} G^{T}(r+1)+G(r+1) \\
& \times \sum_{l=0}^{M-1} \sum_{h=0}^{M-1} \mathbb{E}\left\{\Phi_{\sigma(r-l+1)} D(r-l+1) v(r-l+1)\right. \\
& \left.\times v^{T}(r-h+1) D^{T}(r-h+1) \Phi_{\sigma(r-h+1)}^{T}\right\} G^{T}(r+1) \\
& +G(r+1) \sum_{l=0}^{M-1} \sum_{i=1}^{M} \sum_{h=0}^{M-1} \sum_{j=1}^{M} \Phi_{\sigma(r-l+1)} \\
& \times \bar{C}_{i}(r-l+1) \hat{x}(r-l+1-d \mid r-l-d) \\
& \times \hat{x}^{T}(r-h+1-d \mid r-h-d) \bar{C}_{j}^{T}(r-h+1) \\
& \times \Phi_{\sigma(r-h+1)}^{T} G^{T}(r+1) \\
& +\mathbb{E}\left\{\mathcal{T}_{1} \mathcal{T}_{2}^{T}+\mathcal{T}_{2} \mathcal{T}_{1}^{T}-\mathcal{T}_{1} \mathcal{T}_{3}^{T}-\mathcal{T}_{3} \mathcal{T}_{1}^{T}-\mathcal{T}_{1} \mathcal{T}_{4}^{T}\right. \\
& -\mathcal{T}_{4} \mathcal{T}_{1}^{T}+\mathcal{T}_{1} \mathcal{T}_{5}^{T}+\mathcal{T}_{5} \mathcal{T}_{1}^{T}-\mathcal{T}_{2} \mathcal{T}_{3}^{T}-\mathcal{T}_{3} \mathcal{T}_{2}^{T} \\
& -\mathcal{T}_{2} \mathcal{T}_{4}^{T}-\mathcal{T}_{4} \mathcal{T}_{2}^{T}+\mathcal{T}_{2} \mathcal{T}_{5}^{T}+\mathcal{T}_{5} \mathcal{T}_{2}^{T}-\mathcal{T}_{3} \mathcal{T}_{5}^{T} \\
& \left.-\mathcal{T}_{5} \mathcal{T}_{3}^{T}-\mathcal{T}_{4} \mathcal{T}_{5}^{T}-\mathcal{T}_{5} \mathcal{T}_{4}^{T}\right\} \tag{13}
\end{align*}
$$

where

$$
\begin{aligned}
& \tilde{A}(r) \triangleq A(r)+(W \otimes \Gamma) \\
& \tilde{F}(r) \triangleq F(r)+U(r) S(r) T(r) \\
& \mathcal{T}_{1} \triangleq \triangleq\left(I-G(r+1) \sum_{i=1}^{M} \bar{C}_{i}(r+1)\right) e(r+1 \mid r) \\
& \mathcal{T}_{2} \triangleq G(r+1) \sum_{i=1}^{M} \bar{C}_{i}(r+1) e(r+1 \mid r) \\
& \mathcal{T}_{3} \triangleq G(r+1) \sum_{l=0}^{M-1} \sum_{i=1}^{M} \Phi_{\sigma(r-l+1)} \bar{C}_{i}(r-l+1) \\
& \times x\left(r-l+1-\tau_{i}(r-l+1)\right) \\
& \mathcal{T}_{4} \triangleq G(r+1) \sum_{l=0}^{M} \Phi_{\sigma(r-l+1)} D(r-l+1) v(r-l+1) \\
& \mathcal{T}_{5} \triangleq G(r+1) \sum_{l=0}^{M-1} \sum_{i=1}^{M} \Phi_{\sigma(r-l+1)} \bar{C}_{i}(r-l+1) \\
& \times \hat{x}(r-l+1-d \mid r-l-d)
\end{aligned}
$$

Proof: According to (8) and (10), the equalities (12) and (13) can be readily obtained, and the proof of this lemma is thus omitted.

On the basis of the above preliminaries, we are now ready to present our main results in the following theorem.

Theorem 1: Let $\varepsilon_{i}(i=0,1, \ldots, 10)$ and $\alpha(r)$ be positive scalars. Under the initial condition $\Theta(0 \mid 0)=P(0 \mid 0)>0$, assume that the following two recursive matrix equations

$$
\begin{align*}
\Theta(r+1 \mid r)= & \left(1+\varepsilon_{0}\right) \tilde{A}(r) \Theta(r \mid r) \tilde{A}(r)^{T}+\left(1+\varepsilon_{0}^{-1}\right) \\
\times & \left(F(r)\left[\Theta^{-1}(r \mid r)-\alpha(r) T^{T}(r) T(r)\right]^{-1}\right. \\
& \left.\times F^{T}(r)+\alpha^{-1}(r) U(r) U^{T}(r)\right) \\
+ & B(r) Q(r) B^{T}(r) \tag{14}
\end{align*}
$$

and

$$
\begin{align*}
\Theta(r+ & 1 \mid r+1) \\
= & \epsilon_{1}\left(I-G(r+1) \sum_{i=1}^{M} \bar{C}_{i}(r+1)\right) \Theta(r+1 \mid r) \\
& \times\left(I-G(r+1) \sum_{i=1}^{M} \bar{C}_{i}(r+1)\right)^{T} \\
& +\epsilon_{2} M G(r+1) \sum_{i=1}^{M} \bar{C}_{i}(r+1) \Theta(r+1 \mid r) \\
& \times \bar{C}_{i}^{T}(r+1) G^{T}(r+1) \\
& +\epsilon_{3} M^{2} G(r+1) \sum_{l=0}^{M-1} \sum_{i=1}^{M} \sum_{s=0}^{q} p_{s} \Phi_{\sigma(r-l+1)} \\
& \times \bar{C}_{i}(r-l+1) \tilde{X}_{(r-l}(r+1-s) \bar{C}_{i}^{T}(r-l+1) \\
& \times \Phi_{\sigma(r-l+1)}^{T} G^{T}(r+1) \\
& +\epsilon_{4} M G(r+1) \sum_{l=0}^{M} \Phi_{\sigma(r-l+1)} D(r-l+1) \\
& \times R(r-l+1) D^{T}(r-l+1) \Phi_{\sigma(r-l+1)}^{T} G^{T}(r+1) \\
& +\epsilon_{5} M^{2} G(r+1) \sum_{l=0}^{M-1} \sum_{i=1}^{M} \Phi_{\sigma(r-l+1)} \bar{C}_{i}(r-l+1) \\
& \times \hat{x}(r-l+1-d \mid r-l-d) \\
& \times \hat{x}^{T}(r-l+1-d \mid r-l-d) \bar{C}_{i}^{T}(r-l+1) \\
& \times \Phi_{\sigma(r-l+1)}^{T} G^{T}(r+1), \tag{15}
\end{align*}
$$

where

$$
\begin{aligned}
& \epsilon_{1} \triangleq 1+\varepsilon_{1}+\varepsilon_{2}+\varepsilon_{3}+\varepsilon_{4} \\
& \epsilon_{2} \triangleq 1+\varepsilon_{1}^{-1}+\varepsilon_{5}+\varepsilon_{6}+\varepsilon_{7} \\
& \epsilon_{3} \triangleq 1+\varepsilon_{2}^{-1}+\varepsilon_{5}^{-1}+\varepsilon_{8} \\
& \epsilon_{4} \triangleq 1+\varepsilon_{3}^{-1}+\varepsilon_{6}^{-1}+\varepsilon_{9} \\
& \epsilon_{5} \triangleq 1+\varepsilon_{4}^{-1}+\varepsilon_{7}^{-1}+\varepsilon_{8}^{-1}+\varepsilon_{9}^{-1}, \\
& \tilde{X}(r-l+1-s) \triangleq\left(1+\varepsilon_{10}\right) \Theta(r-l+1-s \mid r-l-s) \\
&+\left(1+\varepsilon_{10}^{-1}\right) \hat{x}(r-l+1-s \mid r-l-s) \\
& \times \hat{x}^{T}(r-l+1-s \mid r-l-s),
\end{aligned}
$$

have solutions $\Theta(r+1 \mid r)>0$ and $\Theta(r \mid r)>0$ subject to the constraint

$$
\alpha^{-1}(r) I-T(r) \Theta(r \mid r) T^{T}(r)>0
$$

Then, $\Theta(r+1 \mid r+1)$ is an upper bound of $P(r+1 \mid r+1)$, i.e.,

$$
P(r+1 \mid r+1) \leq \Theta(r+1 \mid r+1) .
$$

Proof: This theorem is proved by mathematical induction. First, it follows from the initial condition that $P(0 \mid 0) \leq$ $\Theta(0 \mid 0)$. Assuming $P(r \mid r) \leq \Theta(r \mid r)$, we need to prove $P(r+1 \mid r+1) \leq \Theta(r+1 \mid r+1)$.

To begin with, we rewritten (12) as follows:

$$
\begin{aligned}
P(r+1 \mid r)= & \tilde{A}(r) P(r \mid r) \tilde{A}^{T}(r)+\tilde{F}(r) P(r \mid r) \tilde{F}^{T}(r) \\
& +\tilde{A}(r) P(r \mid r) \tilde{F}^{T}(r)+\tilde{F}(r) P(r \mid r) \tilde{A}^{T}(r) \\
& +B(r) Q(r) B^{T}(r) .
\end{aligned}
$$

Applying Lemma 1 to the second term on the right-hand side of above equality, one has

$$
\begin{aligned}
\tilde{F}(r) P(r \mid r) \tilde{F}^{T}(r) \leq & F(r)\left[P^{-1}(r \mid r)-\alpha(r) T^{T}(r) T(r)\right]^{-1} \\
& \times F^{T}(r)+\alpha^{-1}(r) U(r) U^{T}(r) .
\end{aligned}
$$

Utilizing the elementary inequality $a b^{T}+b a^{T} \leq \varepsilon a a^{T}+$ $\varepsilon^{-1} b b^{T}$ (where $a, b$ are arbitrary vectors, and $\varepsilon$ is an arbitrary positive scalar) and the assumption of $P(r \mid r) \leq \Theta(r \mid r)$, we derive that

$$
\begin{align*}
P(r+1 \mid r) \leq & \left(1+\varepsilon_{0}\right) \tilde{A}(r) \Theta(r \mid r) \tilde{A}(r)^{T}+\left(1+\varepsilon_{0}^{-1}\right) \\
& \times\left(F(r)\left[\Theta^{-1}(r \mid r)-\alpha(r) T^{T}(r) T(r)\right]^{-1}\right. \\
& \left.\times F^{T}(r)+\alpha^{-1}(r) U(r) U^{T}(r)\right) \\
& +B(r) Q(r) B^{T}(r) \tag{16}
\end{align*}
$$

Next, applying the elementary inequality to the last term of the right-hand side of (13), we have

$$
\begin{align*}
\mathbb{E}\left\{\mathcal{T}_{2} \mathcal{T}_{2}^{T}\right\}= & G(r+1) \sum_{i=1}^{M} \sum_{j=1}^{M} \mathbb{E}\left\{\bar{C}_{i}(r+1) e(r+1 \mid r)\right. \\
& \left.\times e^{T}(r+1 \mid r) \bar{C}_{j}^{T}(r+1)\right\} G^{T}(r+1) \\
\leq & M G(r+1) \sum_{i=1}^{M} \bar{C}_{i}(r+1) P(r+1 \mid r) \\
& \times \bar{C}_{i}^{T}(r+1) G^{T}(r+1),  \tag{17}\\
\mathbb{E}\left\{\mathcal{T}_{3} \mathcal{T}_{3}^{T}\right\}= & G(r+1) \sum_{l=0}^{M-1} \sum_{i=1}^{M} \sum_{h=0}^{M-1} \sum_{j=1}^{M} \mathbb{E}\left\{\Phi_{\sigma(r-l+1)}\right. \\
& \times \bar{C}_{i}(r-l+1) x\left(r-l+1-\tau_{i}(r-l+1)\right) \\
& \times x^{T}\left(r-h+1-\tau_{j}(r-h+1)\right) \\
& \left.\times \bar{C}_{j}^{T}(r-h+1) \Phi_{\sigma(r-h+1)}^{T}\right\} G^{T}(r+1) \\
\leq & M^{2} G(r+1) \sum_{l=0}^{M-1} \sum_{i=1}^{M} \sum_{s=0}^{q} p_{s} \Phi_{\sigma(r-l+1)} \\
& \times \bar{C}_{i}(r-l+1) \mathbb{E}\left\{x\left(r-l+1-\tau_{i}(r-l+1)\right)\right. \\
& \left.\times x^{T}\left(r-l+1-\tau_{i}(r-l+1)\right)\right\} \\
& \times \bar{C}_{i}^{T}(r-l+1) \Phi_{\sigma(r-l+1)}^{T} G^{T}(r+1), \tag{18}
\end{align*}
$$

$$
\begin{align*}
\mathbb{E}\left\{\mathcal{T}_{4} \mathcal{T}_{4}^{T}\right\}= & G(r+1) \sum_{l=0}^{M-1} \sum_{h=0}^{M-1} \mathbb{E}\left\{\Phi_{\sigma(r-l+1)} D(r-l+1)\right. \\
& \times v(r-l+1) v^{T}(r-h+1) D^{T}(r-h+1) \\
& \left.\times \Phi_{\sigma(r-h+1)}^{T}\right\} G^{T}(r+1) \\
\leq & M G(r+1) \sum_{l=0}^{M-1} \Phi_{\sigma(r-l+1)} D(r-l+1) \\
& \times R(r-l+1) D^{T}(r-l+1) \\
& \times \Phi_{\sigma(r-l+1)}^{T} G^{T}(r+1)  \tag{19}\\
\mathbb{E}\left\{\mathcal{T}_{5} \mathcal{T}_{5}^{T}\right\}= & G(r+1) \sum_{l=0}^{M-1} \sum_{i=1}^{M} \sum_{h=0}^{M-1} \sum_{j=1}^{M} \Phi_{\sigma(r-l+1)} \\
& \times \bar{C}_{i}(r-l+1) \hat{x}(r-l+1-d \mid r-l-d) \\
& \times \hat{x}^{T}(r-h+1-d \mid r-h-d) \\
& \times \bar{C}_{j}^{T}(r-h+1) \Phi_{\sigma(r-h+1)}^{T} G^{T}(r+1) \\
\leq & M^{2} G(r+1) \sum_{l=0}^{M-1} \sum_{i=1}^{M} \Phi_{\sigma(r-l+1)} \\
& \times \bar{C}_{i}(r-l+1) \hat{x}(r-l+1-d \mid r-l-d) \\
& \times \hat{x}^{T}(r-l+1-d \mid r-l-d) \\
& \times \bar{C}_{i}^{T}(r-l+1) \Phi_{\sigma(r-l+1)}^{T} G^{T}(r+1) \tag{20}
\end{align*}
$$

Combining $x(r)=e(r+1 \mid r)+\hat{x}(r+1 \mid r)$ and the elementary inequality yields

$$
\begin{aligned}
& \mathbb{E}\left\{x\left(r-l+1-\tau_{i}(r-l+1)\right) x^{T}\left(r-l+1-\tau_{i}(r-l+1)\right)\right\} \\
& \leq \\
& \quad\left(1+\varepsilon_{10}\right) \sum_{s=0}^{q} p_{s} P(r-l+1-s \mid r-l-s) \\
& \quad+\left(1+\varepsilon_{10}^{-1}\right) \sum_{s=0}^{q} p_{s} \hat{x}(r-l+1-s \mid r-l-s) \\
& \quad \times \hat{x}^{T}(r-l+1-s \mid r-l-s) .
\end{aligned}
$$

Consequently, (18) can be handled by

$$
\begin{aligned}
& \mathbb{E}\left\{\mathcal{T}_{3} \mathcal{T}_{3}^{T}\right\} \\
\leq & M^{2} G(r+1) \sum_{l=0}^{M-1} \sum_{i=1}^{M} \sum_{s=0}^{q} p_{s} \Phi_{\sigma(r-l+1)} \bar{C}_{i}(r-l+1) \\
& \times\left(\left(1+\varepsilon_{10}\right) \sum_{s=0}^{q} p_{s} P(r-l+1-s \mid r-l-s)\right. \\
& +\left(1+\varepsilon_{10}^{-1}\right) \sum_{s=0}^{q} p_{s} \hat{x}(r-l+1-s \mid r-l-s) \\
& \left.\times \hat{x}^{T}(r-l+1-s \mid r-l-s)\right) \\
& \times \bar{C}_{i}^{T}(r-l+1) \Phi_{\sigma(r-l+1)}^{T} G^{T}(r+1)
\end{aligned}
$$

From (16)-(20), one has

$$
\begin{aligned}
& P(r+1 \mid r+1) \\
\leq & \epsilon_{1}\left(I-G(r+1) \sum_{i=1}^{M} \bar{C}_{i}(r+1)\right) P(r+1 \mid r) \\
& \times\left(I-G(r+1) \sum_{i=1}^{M} \bar{C}_{i}(r+1)\right)^{T}
\end{aligned}
$$

$$
\begin{align*}
& +\epsilon_{2} M G(r+1) \sum_{i=1}^{M} \bar{C}_{i}(r+1) P(r+1 \mid r) \\
& \times \bar{C}_{i}^{T}(r+1) G^{T}(r+1) \\
& +\epsilon_{3} M^{2} G(r+1) \sum_{l=0}^{M-1} \sum_{i=1}^{M} \sum_{s=0}^{q} p_{s} \Phi_{\sigma(r-l+1)} \\
& \times \bar{C}_{i}(r-l+1) \tilde{X}(r-l+1-s) \\
& \times \bar{C}_{i}^{T}(r-l+1) \Phi_{\sigma(r-l+1)}^{T} G^{T}(r+1) \\
& +\epsilon_{4} M G(r+1) \sum_{l=0}^{M-1} \Phi_{\sigma(r-l+1)} D(r-l+1) \\
& \times R(r-l+1) D^{T}(r-l+1) \Phi_{\sigma(r-l+1)}^{T} G^{T}(r+1) \\
& +\epsilon_{5} M^{2} G(r+1) \sum_{l=0}^{M-1} \sum_{i=1}^{M} \Phi_{\sigma(r-l+1)} \\
& \times \bar{C}_{i}(r-l+1) \hat{x}(r-l+1-d \mid r-l-d) \\
& \times \hat{x}^{T}(r-l+1-d \mid r-l-d) \\
& \times \bar{C}_{i}^{T}(r-l+1) \Phi_{\sigma(r-l+1)}^{T} G^{T}(r+1) \tag{21}
\end{align*}
$$

According to (14)-(16) and (21), we conclude

$$
P(r+1 \mid r+1) \leq \Theta(r+1 \mid r+1)
$$

which ends the proof.
In Theorem 1, an upper bound of estimation error covariance is presented. Now, we are going to determine the estimator gain by locally minimize the obtained upper bound.

Theorem 2: Design the estimator parameter as follows:

$$
\begin{equation*}
G(r+1)=\epsilon_{1} \Theta(r+1 \mid r) \sum_{i=1}^{M} \bar{C}_{i}^{T}(r+1) \Psi^{-1}(r+1) \tag{22}
\end{equation*}
$$

where

$$
\begin{aligned}
& \Psi(r+1) \\
\triangleq & \epsilon_{1}\left(\sum_{i=1}^{M} \bar{C}_{i}(r+1)\right) \Theta(r+1 \mid r)\left(\sum_{i=1}^{M} \bar{C}_{i}(r+1)\right)^{T} \\
& +\epsilon_{2} M \sum_{i=1}^{M} \bar{C}_{i}(r+1) \Theta(r+1 \mid r) \bar{C}_{i}^{T}(r+1) \\
& +\epsilon_{3} M^{2} \sum_{l=0}^{M-1} \sum_{i=1}^{M} \sum_{s=0}^{q} p_{s} \Phi_{\sigma(r-l+1)} \bar{C}_{i}(r-l+1) \\
& \times \tilde{X}(r-l+1-s) \bar{C}_{i}^{T}(r-l+1) \Phi_{\sigma(r-l+1)}^{T} \\
& +\epsilon_{4} M \sum_{l=0}^{M-1} \Phi_{\sigma(r-l+1)} D(r-l+1) \\
& \times R(r-l+1) D^{T}(r-l+1) \Phi_{\sigma(r-l+1)}^{T} \\
& +\epsilon_{5} M^{2} \sum_{l=0}^{M-1} \sum_{i=1}^{M} \Phi_{\sigma(r-l+1)} \bar{C}_{i}(r-l+1) \\
& \times \hat{x}(r-l+1-d \mid r-l-d) \\
& \times \hat{x}^{T}(r-l+1-d \mid r-l-d) \\
& \times \bar{C}_{i}^{T}(r-l+1) \Phi_{\sigma(r-l+1)}^{T} .
\end{aligned}
$$

Then, the upper bound matrix $P(r+1 \mid r+1)$ is minimized by

$$
\Theta(r+1 \mid r+1)
$$

$$
\begin{aligned}
= & \epsilon_{1} \Theta(r+1 \mid r)-\epsilon_{1}^{2} \Theta(r+1 \mid r)\left(\sum_{i=1}^{M} \bar{C}_{i}(r+1)\right)^{T} \\
& \times \Psi^{-1}(r+1)\left(\sum_{i=1}^{M} \bar{C}_{i}(r+1)\right) \Theta(r+1 \mid r)
\end{aligned}
$$

Proof: The upper bound derived in Theorem 1 can be rewritten as the following form:

$$
\begin{aligned}
& \Theta(r+1 \mid r+1) \\
= & {\left[G(r+1)-\epsilon_{1} \Theta(r+1 \mid r) \sum_{i=1}^{M} \bar{C}_{i}^{T}(r+1) \Psi^{-1}(r+1)\right] } \\
& \times \Psi(r+1)\left[G(r+1)-\epsilon_{1} \Theta(r+1 \mid r) \sum_{i=1}^{M} \bar{C}_{i}^{T}(r+1)\right. \\
& \left.\times \Psi^{-1}(r+1)\right]^{T}+\epsilon_{1} \Theta(r+1 \mid r) \\
& -\epsilon_{1}^{2} \Theta(r+1 \mid r)\left(\sum_{i=1}^{M} \bar{C}_{i}(r+1)\right)^{T} \Psi^{-1}(r+1) \\
& \times\left(\sum_{i=1}^{M} \bar{C}_{i}(r+1)\right) \Theta(r+1 \mid r) .
\end{aligned}
$$

It is easy to see that the minimization of the upper bound (15) can be obtained when the estimator parameter is selected as (22), and the proof is complete.

## IV. Boundedness Analysis

To further analyze the boundedness of the estimation error, a definition concerning the boundedness of a stochastic process and some reasonable assumptions are introduced.

Definition 1: [28] The stochastic process $\zeta(r)$ is said to be exponentially mean-square bounded, if there exist real numbers $\alpha>0, \beta>0$ and $0<\kappa<1$ such that

$$
\mathbb{E}\{\|\zeta(r)\|\} \leq \alpha\|\zeta(0)\|^{2} \kappa^{r}+\beta
$$

holds for all $r \geq 0$.
Assumption 1: There exist some positive real scalars $\bar{a}, \underline{b}, \bar{b}, \underline{c}, \bar{c}, \bar{d}, \bar{f}, \bar{u}, \bar{t}, \bar{\gamma}, \bar{\iota}, \bar{\chi}, \underline{\theta}, \bar{\theta}, \underline{q}, \bar{q}$ and $\bar{\pi}$ such that the following conditions

$$
\begin{aligned}
& \|A(r)\| \leq \bar{a}, \quad \underline{b} \leq\|B(r)\| \leq \bar{b}, \quad\|D(r)\| \leq \bar{d} \\
& \|F(r)\| \leq \bar{f}, \quad\|U(r)\| \leq \bar{u}, \quad\|T(r)\| \leq \bar{t} \\
& \|W \otimes \Gamma\| \leq \bar{\gamma}, \quad\|\hat{x}(r+1 \mid r)\| \leq \bar{l}, \quad \tilde{X}(r) \leq \bar{\chi} I \\
& \underline{c}^{2} I \leq \bar{C}_{i}(r) \bar{C}_{i}^{T}(r) \leq \bar{c}^{2} I, \quad R(r) \leq \bar{\pi} I \\
& \underline{\theta} I \leq \Theta(r+1 \mid r) \leq \bar{\theta} I, \quad \underline{q} I \leq Q(r) \leq \bar{q} I \\
& (\bar{a}+\bar{\gamma})^{2}<1
\end{aligned}
$$

hold for $i=1,2, \ldots, M$.
For simplicity, some notations are presented as follows:

$$
\begin{aligned}
& \bar{g} \triangleq \frac{\bar{\theta} \bar{c}}{\underline{\theta} \underline{c}^{2}} \\
& \varphi \triangleq \bar{b}^{2} \bar{q}+\varrho \\
& \phi \triangleq \bar{a}+\bar{\gamma}+\bar{f}+\bar{u} \bar{t} \\
& \bar{\chi} \triangleq\left(1+\varepsilon_{10}\right) \bar{\theta}+\left(1+\varepsilon_{10}^{-1}\right) \bar{\iota}^{2}
\end{aligned}
$$

$$
\begin{aligned}
\bar{z} \triangleq & \left(1+\xi_{1}\right) \bar{\chi} \bar{c}^{2} \bar{g}^{2} m M^{5}+\left(1+\xi_{2}\right) v \bar{\pi} \bar{d}^{2} \bar{g}^{2} M^{2} \\
& +\left(1+\xi_{1}^{-1}+\xi_{2}^{-1}\right) \bar{\iota}^{2} \bar{c}^{2} \bar{g}^{2} M^{4}, \\
\mu \triangleq & (1+\eta)\left[1-\left(1+\frac{\phi^{2} \bar{\omega}}{\underline{b}^{2} \underline{q}}\right)^{-1}\right], \\
\nu \triangleq & \frac{w \bar{q} \bar{b}^{2}}{\varrho}+\left(1+\eta^{-1}\right) \frac{\bar{z}}{\varrho}
\end{aligned}
$$

where $\varrho, \xi_{1}, \xi_{2}, \eta, \bar{\omega}$ are positive scalars.
Theorem 3: Consider the discrete-time complex network described in (2a)-(2b) with the designed estimator (5a)-(5b). Then, under Assumption 1, the estimation error is exponentially mean-square bounded.

Proof: Substituting (8) to (9) yields

$$
\begin{equation*}
e(r+1 \mid r+1)=[\tilde{A}(r)+\tilde{F}(r)] e(r \mid r)+\tilde{w}(r)+\tilde{z}(r) \tag{23}
\end{equation*}
$$

where

$$
\begin{aligned}
\tilde{w}(r) \triangleq & B(r) w(r) \\
\tilde{z}(r) \triangleq & -G(r+1) \sum_{l=0}^{M-1} \sum_{i=1}^{M} \Phi_{\sigma(r-l+1)} \bar{C}_{i}(r-l+1) \\
& \times x\left(r-l+1-\tau_{i}(r-l+1)\right) \\
& -G(r+1) \sum_{l=0}^{M} \Phi_{\sigma(r-l+1)} D(r-l+1) v(r-l+1) \\
& +G(r+1) \sum_{l=0}^{M-1} \sum_{i=1}^{M} \Phi_{\sigma(r-l+1)} \bar{C}_{i}(r-l+1) \\
& \times \hat{x}(r-l+1-d \mid r-l-d)
\end{aligned}
$$

From (21), it follows immediately that

$$
\begin{align*}
& \|G(r+1)\| \\
= & \left\|\epsilon_{1} \Theta(r+1 \mid r) \sum_{i=1}^{M} \bar{C}_{i}^{T}(r+1) \Psi^{-1}(r+1)\right\| \\
\leq & \| \epsilon_{1} \Theta(r+1 \mid r) \sum_{i=1}^{M} \bar{C}_{i}^{T}(r+1)\left[\epsilon_{1}\left(\sum_{i=1}^{M} \bar{C}_{i}(r+1)\right)\right. \\
& \left.\times \Theta(r+1 \mid r)\left(\sum_{i=1}^{M} \bar{C}_{i}(r+1)\right)^{T}\right]^{-1} \| \\
\leq & \frac{\bar{\theta} \bar{c}}{\underline{\theta} \underline{c}^{2}}=\bar{g} \tag{24}
\end{align*}
$$

By resorting to Assumption 1 and the properties of the trace, one has

$$
\begin{align*}
\mathbb{E}\left\{\tilde{w}^{T}(r) \tilde{w}(r)\right\} & =\mathbb{E}\left\{w^{T}(r) B^{T}(r) B(r) w(r)\right\} \\
& =\operatorname{tr}\left\{\mathbb{E}\left\{w(r) w^{T}(r)\right\} B^{T}(r) B(r)\right\} \\
& \leq w \bar{q}^{2} \tag{25}
\end{align*}
$$

and

$$
\begin{aligned}
& \mathbb{E}\left\{\tilde{z}^{T}(r) \tilde{z}(r)\right\} \\
\leq & \left(1+\xi_{1}\right) \sum_{l=0}^{M-1} \sum_{i=1}^{M} \sum_{h=0}^{M-1} \sum_{j=1}^{M} \mathbb{E}\left\{x^{T}\left(r-l+1-\tau_{i}(r-l+1)\right)\right. \\
& \times \bar{C}_{i}^{T}(r-l+1) \Phi_{\sigma(r-l+1)}^{T} G^{T}(r+1) G(r+1)
\end{aligned}
$$

$$
\begin{align*}
& \left.\times \Phi_{\sigma(r-h+1)} \bar{C}_{j}(r-h+1) x\left(r-h+1-\tau_{j}(r-h+1)\right)\right\} \\
& +\left(1+\xi_{2}\right) \sum_{l=0}^{M-1} \sum_{h=0}^{M-1} \mathbb{E}\left\{v^{T}(r-l+1) D^{T}(r-l+1)\right. \\
& \times \Phi_{\sigma(r-l+1)}^{T} G^{T}(r+1) G(r+1) \Phi_{\sigma(r-h+1)} \\
& \times D(r-h+1) v(r-h+1)\} \\
& +\left(1+\xi_{1}^{-1}+\xi_{2}^{-1}\right) \\
& \times \sum_{l=0}^{M-1} \sum_{i=1}^{M} \sum_{h=0}^{M-1} \sum_{j=1}^{M} \hat{x}^{T}(r-l+1-d \mid r-l-d) \\
& \times \bar{C}_{i}^{T}(r-l+1) \Phi_{\sigma(r-l+1)}^{T} G^{T}(r+1) G(r+1) \\
& \times \Phi_{\sigma(r-h+1)} \bar{C}_{j}(r-h+1) \hat{x}^{T}(r-h+1-d \mid r-h-d) \\
\leq & \left(1+\xi_{1}\right) M^{2} \sum_{l=0}^{M-1} \sum_{i=1}^{M} \sum_{s=0}^{q} p_{s} \operatorname{tr}\{\tilde{X}(r-l+1-s) \\
& \times \bar{C}_{i}^{T}(r-l+1) \Phi_{\sigma(r-l+1)}^{T} G^{T}(r+1) G(r+1) \\
& \left.\times \Phi_{\sigma(r-l+1)} \bar{C}_{i}(r-l+1)\right\}+\left(1+\xi_{2}\right) M \\
& \times \sum_{l=0}^{M-1} \operatorname{tr}\left\{R(r-l+1) D^{T}(r-l+1) \Phi_{\sigma(r-l+1)}^{T}\right. \\
& \left.\times G^{T}(r+1) G(r+1) \Phi_{\sigma(r-l+1)} D(r-l+1)\right\} \\
& +\left(1+\xi_{1}^{-1}+\xi_{2}^{-1}\right) M^{2} \\
& \times \sum^{M-1} \sum_{i=1}^{M} \operatorname{tr}\left\{\hat{x}^{T}(r-l+1-d \mid r-l-d)\right. \\
& \times \bar{C}_{i}^{T}(r-l+1) \Phi_{\sigma(r-l+1)}^{T} G^{T}(r+1) G(r+1) \\
& \left.\times \Phi_{\sigma(r-l+1)} \bar{C}_{i}(r-l+1) \hat{x}(r-l+1-d \mid r-l-d)\right\} \\
\leq & \left(1+\xi_{1}\right) \bar{\chi} \bar{c}^{2} \bar{g}^{2} m M^{5}+\left(1+\xi_{2}\right) v \bar{\pi} \bar{d}^{2} \bar{g}^{2} M^{2} \\
& +\left(1+\xi_{1}^{-1}+\xi_{2}^{-1}\right) \bar{l}^{2} \bar{c}^{2} \bar{g}^{2} M^{4} \\
= & \bar{z} \tag{26}
\end{align*}
$$

Now, let us consider the following iterative matrix equation with respect to $\Omega(r)$ :

$$
\begin{align*}
\Omega(r+1)= & {[\tilde{A}(r)+\tilde{F}(r)] \Omega(r) \tilde{A}^{T}(r)+B(r) Q(r) B^{T}(r) } \\
& +\varrho I \tag{27}
\end{align*}
$$

where the initial value is $\Omega(0)=B(0) Q(0) B^{T}(0)+\varrho I$.
It follows from (27) that

$$
\begin{aligned}
& \|\Omega(r+1)\| \\
\leq & \|\tilde{A}(r)+\tilde{F}(r)\|^{2}\|\Omega(r)\|+\|B(r)\|^{2}\|Q(r)\|+\|\varrho I\| \\
\leq & (\|A(r)\|+\|W \otimes \Gamma\|+\|F(r)\|+\|U(r) S(r) T(r)\|)^{2} \\
& \times\|\Omega(r)\|+\|B(r)\|^{2}\|Q(r)\|+\|\varrho I\| \\
\leq & (\bar{a}+\bar{\gamma}+\bar{f}+\bar{u} \bar{t})^{2}\|\Omega(r)\|+\bar{b}^{2} \bar{q}+\varrho \\
= & \phi^{2}\|\Omega(r)\|+\varphi
\end{aligned}
$$

and therefore

$$
\|\Omega(r)\| \leq \phi^{2 r}\|\Omega(0)\|+\varphi \sum_{i=0}^{r-1} \phi^{2 i}
$$

It can be seen from $\phi^{2}<1$ that

$$
\|\Omega(r)\| \leq\|\Omega(0)\|+\varphi \sum_{i=0}^{\infty} \phi^{2 i}
$$

$$
\begin{equation*}
=\|\Omega(0)\|+\frac{\varphi}{1-\phi^{2}} . \tag{28}
\end{equation*}
$$

On the other hand, it is easy to see that

$$
\begin{equation*}
\Omega(r) \geq \varrho I \tag{29}
\end{equation*}
$$

According to (28)-(29), there exists a scalar $\bar{\omega}>0$ such that $\varrho I \leq \Omega(r) \leq \bar{\omega} I$.

Let $V_{r}(e(r \mid r)) \triangleq e^{T}(r \mid r) \Omega^{-1}(r) e(r \mid r)$. From (23), it can be deduced that

$$
\begin{align*}
& \mathbb{E}\left\{V_{r+1}(e(r+1 \mid r+1)) \mid e(r \mid r)\right\}-(1+\eta) V_{r}(e(r \mid r)) \\
= & \mathbb{E}\left\{[(\tilde{A}(r)+\tilde{F}(r)) e(r \mid r)+\tilde{w}(r)+\tilde{z}(r)]^{T} \Omega^{-1}(r+1)\right. \\
& \times[(\tilde{A}(r)+\tilde{F}(r)) e(r \mid r)+\tilde{w}(r)+\tilde{z}(r)]\} \\
& -(1+\eta) e^{T}(r \mid r) \Omega^{-1}(r) e(r \mid r) \\
\leq & (1+\eta) \mathbb{E}\left\{e ^ { T } ( r | r ) \left[(\tilde{A}(r)+\tilde{F}(r))^{T} \Omega^{-1}(r+1)\right.\right. \\
& \left.\left.\times(\tilde{A}(r)+\tilde{F}(r))-\Omega^{-1}(r)\right] e(r \mid r)\right\} \\
& +\left(1+\eta^{-1}\right) \mathbb{E}\left\{\tilde{z}^{T}(r) \Omega^{-1}(r+1) \tilde{z}(r)\right\} \\
& +\mathbb{E}\left\{\tilde{w}^{T}(r) \Omega^{-1}(r+1) \tilde{w}(r)\right\} \tag{30}
\end{align*}
$$

From the definition of $\Omega(r+1)$ and utilizing the matrix inversion lemma, we obtain that

$$
\begin{align*}
& (\tilde{A}(r)+\tilde{F}(r))^{T} \Omega^{-1}(r+1)(\tilde{A}(r)+\tilde{F}(r))-\Omega^{-1}(r) \\
= & (\tilde{A}(r)+\tilde{F}(r))^{T}\left[(\tilde{A}(r)+\tilde{F}(r)) \Omega(r)(\tilde{A}(r)+\tilde{F}(r))^{T}\right. \\
& \left.+B(r) Q(r) B^{T}(r)+\varrho I\right]^{-1}(\tilde{A}(r)+\tilde{F}(r))-\Omega^{-1}(r) \\
= & -\left[\Omega(r)+\Omega(r)(\tilde{A}(r)+\tilde{F}(r))^{T}\left(B(r) Q(r) B^{T}(r)\right.\right. \\
& \left.+\varrho I)^{-1}(\tilde{A}(r)+\tilde{F}(r)) \Omega(r)\right]^{-1} \\
= & -\left[I+(\tilde{A}(r)+\tilde{F}(r))^{T}\left(B(r) Q(r) B^{T}(r)+\varrho I\right)^{-1}\right. \\
& \times(\tilde{A}(r)+\tilde{F}(r)) \Omega(r)]^{-1} \Omega^{-1}(r) \\
\leq & -\left(1+\frac{\phi^{2} \bar{\omega}}{\underline{b}^{2} \underline{q}}\right)^{-1} \Omega^{-1}(r) . \tag{31}
\end{align*}
$$

Substituting (31) into (30) leads to

$$
\begin{aligned}
& \mathbb{E}\left\{V_{r+1}(e(r+1 \mid r+1)) \mid e(r \mid r)\right\}-(1+\eta) V_{r}(e(r \mid r)) \\
\leq & -(1+\eta)\left(1+\frac{\phi^{2} \bar{\omega}}{\underline{b}^{2} \underline{q}}\right)^{-1} V_{r}(e(r \mid r)) \\
& +\frac{w \bar{q} \bar{b}^{2}}{\varrho}+\left(1+\eta^{-1}\right) \frac{\bar{z}}{\varrho} \\
= & \mu V_{r}(e(r \mid r))+\nu
\end{aligned}
$$

and it is easy to verify that $\mu \in(0,1)$ for some $\eta>0$.
Based on the above derivation, we have

$$
\begin{aligned}
& \mathbb{E}\left\{\|e(r+1 \mid r+1)\|^{2}\right\} \\
\leq & \frac{\bar{\omega}}{\varrho} \mathbb{E}\left\{\|e(0 \mid 0)\|^{2}\right\} \mu^{r+1}+\nu \bar{\omega} \sum_{i=0}^{r} \mu^{i} \\
\leq & \frac{\bar{\omega}}{\varrho} \mathbb{E}\left\{\|e(0 \mid 0)\|^{2}\right\} \mu^{r+1}+\nu \bar{\omega} \sum_{i=0}^{\infty} \mu^{i} \\
= & \frac{\bar{\omega}}{\varrho} \mathbb{E}\left\{\|e(0 \mid 0)\|^{2}\right\} \mu^{r+1}+\frac{\nu \bar{\omega}}{1-\mu},
\end{aligned}
$$

and our proof is complete according the definition 1.
Remark 4: In this paper, a recursive SE problem is addressed for a class of SCNs subject to packet disorders. The RR protocol is introduced to alleviate the communication burden. Based on the measurement model suffering from both random delays and RR protocols, a recursive estimator is devised under which an upper bound is first obtained on the estimation error covariance in Theorem 1 and then minimized in Theorem 2. In addition, a sufficient condition is given in Theorem 3 to ensure the exponential mean-square boundedness of the estimation error.

Remark 5: Compared to the existing literature concerning SE issue, the main results acquired in this paper exhibit the following distinctive features: 1) a comprehensive measurement model is put forward by taking into account the random delays and RR protocols; 2) a sequence of random variables is used to characterize the time delays occurring in the sensing process; 3) the influences of the coupling structure between nodes, the packet disorders and the RR protocols on the estimator performance are thoroughly investigated in a quantitative way; and 4) matrix analysis techniques are employed to derive the sufficient condition for mean-square boundedness of estimation error.

## V. Numerical Example

In this section, the validity of developed estimator for the system (2a)-(2b) subject to RR protocols and packet disorders is verified by a numerical example.

Consider a stochastic discrete-time four-node network (1a)(1b) with parameters:

$$
\begin{aligned}
& A_{1}(r)=\left[\begin{array}{lc}
0.31 & -0.31 \cos (r) \\
0.58 & 0.19
\end{array}\right] \\
& A_{2}(r)=\left[\begin{array}{ll}
0.39 & -0.39 \sin (r) \\
0.55 & 0.16
\end{array}\right] \\
& A_{3}(r)=\left[\begin{array}{ll}
0.38 & -0.51 \sin (r) \\
0.55 & 0.15
\end{array}\right] \\
& A_{4}(r)=\left[\begin{array}{cc}
0.39 & -0.71 \cos (r) \\
0.56 & 0.15
\end{array}\right], \\
& B_{1}(r)=\left[\begin{array}{cc}
-0.21+0.1 \sin (r)
\end{array}\right], \quad B_{2}(r)=\left[\begin{array}{cc}
0.91 \cos (r) \\
-0.12
\end{array}\right] \\
& B_{3}(r)=\left[\begin{array}{cc}
-0.21+0.1 \cos (r)
\end{array}\right], \quad B_{4}(r)=\left[\begin{array}{cc}
0.91 \sin (r) \\
-0.2
\end{array}\right] \\
& C_{1}(r)=\left[\begin{array}{ll}
0.3 & -0.15+0.1 \sin (r)
\end{array}\right] \\
& C_{2}(r)=\left[\begin{array}{ll}
0.1+0.1 \cos (r) & 0.6
\end{array}\right] \\
& C_{3}(r)=\left[\begin{array}{ll}
-0.2 & 0.6+0.1 \cos (r)
\end{array}\right] \\
& C_{4}(r)=\left[\begin{array}{ll}
-0.2+0.1 \sin (r) & 0.5
\end{array}\right] \\
& D_{1}(r)=0.3, \\
& D_{2}(r)=0.2, D_{3}(r)=0.4, \\
& D_{4}(r)=0.1
\end{aligned}
$$

The nonlinear function $f\left(x_{i}(r)\right)$ is described by

$$
f\left(x_{i}(r)\right)=\left[\begin{array}{c}
0.1 \sin \left(x_{i}^{1}(r) x_{i}^{2}(r)\right) \\
0.385 \cos \left(x_{i}^{1}(r) x_{i}^{2}(r)\right)
\end{array}\right],
$$

where $x_{i}(r)=\left[\begin{array}{ll}x_{i}^{1}(r) & x_{i}^{2}(r)\end{array}\right]^{T}(i=1,2,3,4)$ is the system state of the $i$ th node. The coupling configuration matrix is assumed to be $W=\left[\omega_{i j}\right]_{4 \times 4}(i, j=1,2,3,4)$ with

$$
\omega_{i j}=\left\{\begin{aligned}
-0.3, & i=j \\
0.1, & i \neq j
\end{aligned}\right.
$$

and the inner-coupling matrix is given by $\Gamma=0.2 I_{2}$. The covariances of zero-mean white noises are $Q(r)=0.005$ and $R(r)=0.005$.

In this simulation, the upper bound of the random time delay $\tau_{i}(r)$ is set as $q=3$. The initial mean and covariance of the estimate are given as

$$
\begin{aligned}
& \bar{x}_{1}(0)=\left[\begin{array}{ll}
-0.34 & 0.45
\end{array}\right]^{T}, \quad \bar{x}_{2}(0)=\left[\begin{array}{ll}
-0.24 & 0.55
\end{array}\right]^{T} \\
& \bar{x}_{3}(0)=\left[\begin{array}{ll}
-0.44 & 0.45
\end{array}\right]^{T}, \quad \bar{x}_{4}(0)=\left[\begin{array}{ll}
-0.34 & 0.35
\end{array}\right]^{T} \\
& P_{1}(0)=P_{2}(0)=P_{3}(0)=P_{4}(0)=2 I_{2}
\end{aligned}
$$

The other parameters are chosen as $\alpha=0.5, \varepsilon_{0}=0.5, \varepsilon_{1}=$ $0.25, \varepsilon_{2}=0.05, \varepsilon_{3}=0.25, \varepsilon_{4}=0.05, \varepsilon_{5}=\varepsilon_{6}=\varepsilon_{7}=\varepsilon_{8}=$ $\varepsilon_{9}=\varepsilon_{10}=5$, and the initial conditions are given by

$$
\left.\begin{array}{rl}
X(-2) & =X(-1)=X(0) \\
& =\left(1+\varepsilon_{10}\right) P(0)+\left(1+\varepsilon_{10}^{-1}\right) \bar{x}(0) \bar{x}^{T}(0), \\
\hat{x}(-2 \mid-3) & =\hat{x}(-1 \mid-2)=\hat{x}(0 \mid-1)=\bar{x}(0), \\
x(-2) & =x(-1)=\left[\begin{array}{llllll}
0 & 0 & 0 & 0 & 0 & 0
\end{array} 0\right. \\
0
\end{array}\right]^{T},
$$

For $i=1,2,3,4$, the root mean square error (RMSE) of each node is defined by $\operatorname{RMSE}_{i}(r)=$ $\sqrt{\frac{1}{N} \sum_{j=1}^{N}\left(x_{i}^{1, j}(r)-\hat{x}_{i}^{1, j}(r \mid r)\right)^{2}+\left(x_{i}^{2, j}(r)-\hat{x}_{i}^{2, j}(r \mid r)\right)^{2}}$. with $N$ being the times of independent experiments. In this simulation, we set $N=100$.

In terms of the above parameters and Theorems 1-2, an upper bound of the estimation error covariance and the estimator gain can be derived recursively. Simulation results are shown in Figs. 2-9. Specifically, Figs. 2-5 plot the trajectories of actual states $x_{i}^{j}(r)$ and their estimates $\hat{x}_{i}^{j}(r)$ ( $i=1,2,3,4 ; j=1,2$ ), which illustrate that the estimator can estimate the actual state well. In other words, the designed estimator has a satisfactory tracking performance under the RR protocols and packet disorders. To quantify the accuracy of estimation, Figs. 6-9 depict the RMSE and the minimal upper bound for four nodes respectively, it is easy to see that the RMSE of each node always stays below its minimal upper bound. Overall, the above simulation results verify the feasibility and effectiveness of the developed estimator in this paper.

## VI. Conclusion

In this paper, the recursive state estimation problem has been tackled for a class of discrete-time stochastic complex networks with packet disorders under Round-Robin (RR) communication protocols. We have considered the packet disorder issue caused by the random transmission delays that have been modelled by a set of random variables satisfying certain known probability distributions. In order to save the


Fig. 2. The actual states $x_{1}^{1}(r), x_{1}^{2}(r)$ and their estimates $\hat{x}_{1}^{1}(r), \hat{x}_{1}^{2}(r)$ of node 1.


Fig. 3. The actual states $x_{2}^{1}(r), x_{2}^{2}(r)$ and their estimates $\hat{x}_{2}^{1}(r), \hat{x}_{2}^{2}(r)$ of node 2 .
constrained communication resource and also reduce the data collisions, we have introduced the RR protocol that acts as a governor of the ordering of the network nodes gaining the right for data transmission. A recursive estimator has been devised with guaranteed upper bound for the estimation error covariance, and such an upper bound has then been minimized by adequately designing the estimator parameters. Furthermore, we have discussed the boundedness of estimation in the sense of mean square with the help of stochastic analysis techniques. Finally, we have utilized a simulation example to demonstrate the usefulness of the developed estimator design scheme. The possible topics for the future research would be the extension of the main results in this paper to the filtering problems for more complex systems subject to various communication protocols.


Fig. 4. The actual states $x_{3}^{1}(r), x_{3}^{2}(r)$ and their estimates $\hat{x}_{3}^{1}(r), \hat{x}_{3}^{2}(r)$ of node 3 .


Fig. 5. The actual states $x_{4}^{1}(r), x_{4}^{2}(r)$ and their estimates $\hat{x}_{4}^{1}(r), \hat{x}_{4}^{2}(r)$ of node 4.


Fig. 6. RMSE and its upper bound of node 1 .


Fig. 7. RMSE and its upper bound of node 2 .


Fig. 8. RMSE and its upper bound of node 3 .


Fig. 9. RMSE and its upper bound of node 4.
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