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ABSTRACT

The University of Manchester
Adrian Gainar
For the degree of Doctor of Philosophy

Soft X-ray Core Level and UV-Vis Spectroscopies Adped to Organic Molecules in
the Solid State and in Solution

March 2016

The process of homogeneous nucleation from solutwolves an incipient stage
preceding spontaneous crystal growth, in which rabrgo-like cluster is formed in a
supersaturated homogeneous phase. Elucidating hix@icpchemical processes that
govern nucleatione(g.solute speciation, solute-solvent interactionséstobn, solute-
solute ‘self’-association, as well as charge dgrasid bond length variations in the solute
molecules) is often referred to as one of the raimgigrand challenges in the physical
sciences. Laboratory analytical techniques sudRaRaman, NMR spectroscopy are in
principle sensitive to the relevant molecular legkanges in solution, but the type of
information they provide is often only indirectlglated to molecular structure. This
dissertation shows that core-level X-ray spectrpgso(near-edge X-ray absorption fine-
structure, NEXAFS, and resonant inelastic X-rayttecmg, RIXS) are emerging as
versatile techniques that provide more direct insigto the electronic and geometrical
structure of molecular species in solution andchangolid state. Another idea explored in
this dissertation is that laboratory UV-Vis spestropy provides complementary
information to NEXAFS and RIXS on the occupied amdccupied states in the valence
region of the solutes. The dissertation reportsdhgtudies through a series of work
packages, as follows.

First, a study of a series of crystalline sacclemidvas carried out to examine the
hypothesis that even subtle changes in intramaedobnd lengths should manifest
through detectable shifts in the shape resonamcdsei NEXAFS spectra even for the
solid state of relatively complex organic molecul&getection of C—O bond length
variations in the saccharides, including non-ciyis@ solids without long-range order,
demonstrates the applicability of the ‘bond lengiith a ruler’ approach and thereby
extends its use for gas-phase and adsorbed molREXAFS to the organic solid state.
Second, it is shown in two chapters how pH chaagesthe nature of the solvent induce
chemical state and local electronic structure viamna in solute molecules, including the
formation of cationic and anionic species. The haghsitivity to bond length changes in
dissolved molecular species is shown garaaminobenzoic acid (PABA) through
comparison with reference NEXAFS data for the ssilade. This technique thus provides
an avenue to computational predictions of soluteperties and solute-solvent
interactions.

Finally, combining NEXAFS and RIXS PABA in solutiowith UV-Vis spectra
demonstrates that UV absorption peak shifts assatiaith changes in the electronic
structure triggered by pH variation, are compatilith the electronic structure changes
observed by NEXAFS/RIXS. Moreover, a shift of theimUV absorption band to shorter
wavelengths as a function of solvent polarity isicenl, which further contributes to an
understanding of solute-solvent interactions imsoh.
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CHAPTER 1

INTRODUCTION

1.1. Nucleation

Materials crystallised from solutions are of gramportance to industry and academic
environments, and the form produced impacts on aa&rand physical properties that
are relevant to industrial processability and hengdlControl on the self-assembling
manner into which molecules form well-defined cayst also known as ‘crystal

engineering’, requires in-depth understanding ef tfrechanisms involved in solution

prior to crystallisatiort.

Nucleation is the stage at which an embryo-likestdu results from a supersaturated
homogeneous phase, and precedes the crystal fommatbcess. There are currently two
main nucleation theories, both assuming that samma bf molecular self-aggregation
constitutes an intermediate step in the nuclegtroness. The classical nucleation theory
(CNT)? takes into account that in a solution system, ljgrdensity and degree order
variations lead to formation of clusters with a emllar packing that is identical to a
defined crystaf. The alternative view is that the crystal packisgieceded by a liquid-
like cluster generating crystalline nuclei of higleder that will consequently lead to the

crystal structuré.

Research in the field of nucleation has evolveddigmwing to the advanced analytical
techniques and molecular simulations available. ¥ -spectroscopy, Ramam situ

FTIR, and NMR spectroscopy have all contributedtiite overall advances in the
knowledge of solution chemistry. However, the coemgdrocess of nucleation is still not
understood in detail. Employing additional expernitaé techniques, supported by
computational methods to predict spectra and cr@alecular simulations, allows the
local chemical and electronic environment and $tmacto be probed, leading to a more
detailed understanding of the nature and interastiof solution species and thereby

potential evidence for the nature of nucleation.
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1.2. Use of core-level spectroscopies

Detection of defined nuclei can be experimentatiglienging due to their reduced sizes
and generally short lifetimes. Various analytieniques such as NMR, FTIR, Raman,
UV-Vis, and neutron scattering are employed to abugormation on solute-solute and
solute-solvent associations in solutions, and dismeglous small-angle and wide-angle X-
ray spectroscopies (SAXS-WAXS) have been useddardo gain structural information
on the nucleus phasgValuable levels of details that are otherwise diffi to attain by
conventional techniqué8 can be achieved with core-level X-ray spectrose®i.g. X-

ray photoelectron spectroscopy, XPS, and X-ray rghsm spectroscopy, XAS).

The XAS, near-edge X-ray absorption fine struct(iEXAFS), probes the local
chemical and electronic structure, being specdithe type of element and to the local
environment of the X-ray absorbing atoms. This #hdie ideal to probe the stage
preceding the nucleus formation, as the structimfarmation in the nucleation germ
depends on the neighbouring environment, allowhnges in the local environment as
a function of time to be monitored using NEXAFS.

An important aspect of the NEXAFS technique is tygierimentally detectable energy
shifts can be interpreted using specific cdti€sto simulate the spectra and provide a
guiding analysis of the electronic transitions ilveal in the experiments.

1.3. Aims and objectives

The PhD programme constitutes a part of the overalject, which is a collaboration
between partners from The University of Manchested University of Leeds titled
‘Molecules, Clusters and Crystals: A Multi-Scale phpach to Understanding Kinetic
Pathways in Crystal Nucleation from Solution’. Tima&in objective is to build a more
complete understanding of the mechanisms encouhitetée solid and solution state of
organic systems across molecular, mesoscopic antbatapic scales through structural

aggregation from individual molecules to macroscapystals. The novelty of the project
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consists in combining for the first time experimar@nd computational methods with

situ synchrotron techniques that probe local electranit structural changes.
The methodology plan integrates 6 complex work mognes, described as below:

- Work programme 1 consists in managerial and adinatige support for the project
in terms of organising project meetings, semi-ahreports and annual meetings with
the Advisory Board. IT support will be provided fiacilitate data acquisition and
storage.

- Work programme 2 aims to define the characterifiermodynamic data, to
experimentally verify the presence of dimers/higheter aggregates, to model
molecular association in solution, and to quarttiy nucleation rates/induction time
measurements.

- Work programme 3 refers to single crystal growtmfl@ence of solvent,
supersaturation and temperature on crystal morgldland modelling of growth
interface

- Work programme 4 consists in synchrotron data ctdla through the available
infrastructure located at BESSY (liquid microjet XS and RIXS) and NSLS
(solid-state NEXAFS), as well as in calculationsttrare consistent with the
experimental data

- Work programme 5 aims to develop optimised clustedels corresponding to the
measured bulk systems in the working programmesiZa

- Work programme 6 has the objective of integrathregyroject results and presenting
them at conferences or in scientific journals toagate a high impact within the

international research community

In the context of the overall project, the appii@as of soft X-ray spectroscopies under
experimental conditions to systems where nucleasidaking place constitutes@rand
Challenge’in that it necessitates experimentally difficukasurements of solution state
condensed matter within fairly reduced timescalestd the short lifetime of nuclei. The
windowless microjet setup developed by groups fRESSY?>“applied to dilute and
concentrated solutions represents a revolutiondvarage as windows normally limit
the time resolution and photon depth for the meaments. Consequently, the laminar
flow region of the microjet allows measurementshwitthe timescale of less than one

second.
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While the long-term objective is to observe nudtabr cluster formation, the specific
aims of the PhD are centred on aspects that detledojpndamental understanding of the

speciation, interactions and importance of locairemment in condensed matter:

- To apply synchrotron solid and solution-state X-ye level spectroscopies to
organic materialsi.e. saccharidesparaaminobenzoic acid) for elucidating local
electronic changes in the context of bond lengfts$, concentration or solvent
dependence

- To validate data acquired through the use of aijefusmctional theory (DFT) or full
multiple scattering (FMS) code for assisting wtik tnterpretation of spectral features

- To establish a correlation between synchrotron NEZARIXS spectroscopies and
home laboratory UV-Vis as pH is varied in aqueoaduttons by combining
experimental data with DFT and time-dependent dgfsnctional theory (TD-DFT)
calculations

- To examine the level of solute self-associationsolutions through plots of UV-Vis
absorption as a function of concentration for pngldthe predominance of monomers

in aqueous and alcohol solutions.

1.4. Thesis outline by chapters

Chapter 2 (Literature Review) aims to highlight the general background of
nucleation/crystallisation aspects, focussing d@sfigoon alternative techniques in the

study of local electronic/structure changes sUCNEXAFS.

Chapter 3 (Methodology) describes general aspects on the X-ray absorptioggion
and UV-Vis spectroscopies, along with other suppgrexperimental techniques and

theoretical approaches employed.

Chapter 4 (Solid-State NEXAFS of Saccharidesjutlines the applicability of NEXAFS

in detecting minute variations in the C—OH averlagad lengths of saccharides, thus
extending the applicability of the ‘bond length kvé ruler’ concept to complex organic
molecules, including non-crystalline systems withdong-range order such as

amorphous phases.
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The work reflected in this chapter was publishetN&XAFS Sensitivity to Bond Lengths
in Complex Molecular Materials: A Study of Crysitadl Saccharides’A. Gainar, J. S.
Stevens, C. Jaye, D. A. Fisher, S. L. M. Schroedleuynal of Physical Chemistry B,
2015,119 14373.

Chapter 5 (Liquid-State NEXAFS/RIXS of PABA in Water at High/Low pH and in
Methanol Solution) presents how NEXAFS and resonant inelastic X-macgoscopy
(RIXS) microjet studies can be combined with dgndiinctional theory (DFT)
calculations to elucidate the pH- and solvent-ddpahchanges in the local chemical and

electronic environment gfara-aminobenzoic acid (PABA).

This work was published &8hemical Speciation and Bond Lengths of Organilcites
by Core-Level Spectroscopy: pH and Solvent Inflaesrt p-Aminobenzoic Acidl. S.
Steven¥ A. GainaP, E. Suljoti, J. Xiao, R. Golnak, E. F. Aziz, S. M. Schroeder,
Chemistry — A European Journal, 202%, 7256.

(®Equal contributions from the underlined authors)

Chapter 6 (NEXAFS of neutral PABA species in Wateiand in Alcohol Solutions)
examines how pH variations influence the PABA saien composition in water, and
studies the solvent effect in the alcohol and agsemlutions in terms of solute-solute

and solute-solvent interactions.

Chapter 7 (UV-Vis of PABA in Water and Alcohols)reflects the effect of pH in PABA
aqueous solutions and shows how laboratory UV-¥Yi synchrotron NEXAFS-RIXS
spectroscopies complement each other in providooess to the PABA speciation
information. The solvent influence on the UV-Visespra of PABA solutions is also

presented here.

Part of this work was published ashe Structure of p-Aminobenzoic Acid in Water:
Studies Combining UV-Vis, NEXAFS and RIXS Spedpiss, A. Gainar, J. S. Stevens,
E. Suljoti, J. Xiao, R. Golnak, E. F. Aziz, S. L..Nschroeder, Journal of Physics:
Conference Series, 201612 012034.

Chapter 8 (Conclusions)highlights the important conclusions arising frtira presented
results in the context of the overall research yedswithin the PhD programme, and

proposes views on the future work that could caifrom the results obtained.
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Appendicesshow the crystal structures of the saccharidediesiun Chapter 4, of the
PABA polymorphs and of the PABA salts presentedChapter 5, the X-ray powder
diffraction and FEFF calculations for the sacchesidfrom Chapter 4, personal
Curriculum Vitae, participations to conferences,ttings, and workshops, as well as

peer-reviewed publications.

1.5. Synchrotron experiments

The work in this thesis required experiments owss# synchrotron X-ray sources:

- Liquid microjet NEXAFS measurements at the U41-PB&Amline from BESSY II,
Helmholtz Zentrum Berlin (HZB), Berlin, Germany,réd330th June 2014

- Solid-state NEXAFS measurements at the U7A beanmilore National Synchrotron
Light Source (NSLS), Brookhaven National Laborasr{BNL), New York, US,
24th-29th July 2013

- Liquid microjet NEXAFS measurements at the U41-PB&Amline from BESSY II,
Helmholtz Zentrum Berlin (HZB), Berlin, Germany,th723rd May 2013

- Solid-state NEXAFS measurements at the U7A beanilore National Synchrotron
Light Source (NSLS), Brookhaven National Laborasr(BNL), New York, US,
29th September-4th October 2012

- Solid-state NEXAFS measurements at the U7A beanmiiore National Synchrotron
Light Source (NSLS), Brookhaven National Laborasr{BNL), New York, US,
2nd-6th of August 2012

1.6. List of publications

1. J. S. Steveris A. Gainaf, E. Suljoti, J. Xiao, R. Golnak, E. F. Aziz, S. M.

SchroederChemical Speciation and Bond Lengths of Organiat8elby Core-Level

Spectroscopy: pH and Solvent Influence on p-Amimodie Acid Chemistry: A
European Journal, (20131, 7256-7263, DOI: 10.1002/chem.201405635.

Equal contributions from the underlined authors
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. A. Gainar, J. S. Stevens, C. Jaye, D. A. Fisc8erl.. M. SchroederNEXAFS
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Saccharides Journal of Physical Chemistry B, (2015),19 14373-14381,
DOI:10.1021/acs.jpch.5b07159.

. R. Golnak, J. Xiao, K. Atak, J. S. Stevens, A. @ais. L. M. Schroeder, E. F. Aziz,
Intermolecular Bonding of Hemin in Solution andliwe Solid State Probed by N K-

edge Core Level Spectroscopihysical Chemistry Chemical Physics, (2015),
29000-29006, DOI10.1039/C5CP04529K

. A. Gainar, J. S. Stevens, E. Suljoti, J. Xiao, BInak, E. F. Aziz, S. L. M. Schroeder,
The Structure of p-Aminobenzoic Acid in Solutiandis Combining NEXAFS and
UV-Vis Spectroscopylournal of Physics: Conference Series, (20162, 012034,
(pages 1-4), DOI: 10.1088/1742-6596/712/1/012034.

. J. S. Stevens, A. Gainar, C. Jaye, D. A. FischeL,. $1. SchroederNEXAFS and
XPS of p-Aminobenzoic Acid Polymorphs: The Inflaeat Local Environment
Journal of Physics: Conference Series, (207@), 012133 (pages 1-4), DOI:
10.1088/1742-6596/712/1/012133.
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NEXAFS Chemical State and Bond Lengths of p-Amnmae Acid in Solution and
Solid StateJournal of Physics: Conference Series, (20462, 012136 (pages 1-4),
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. A. Gainar, M. C. Tzeng, B. Donnio, D. W. Bruceontrol of Mesophase Structure
Using Polyphilic Mesogensubmitted June 2016.
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CHAPTER 2

LITERATURE REVIEW

2.1. General aspects on crystallisation

Crystallisation is a process during which a higbigered solid results from a saturated
solution, melt or material deposition from a gaag#h Crystallisation from solutions has
many applications in industry such as the pharma@pumaterial or dairy productiot?

It is often used as a powerful purification tooledto the self-assemblage of solute
molecules forming a defined crystal packing.

Generally, crystallisation comprises three steps:

I.  supersaturation
ii.  nucleation

li.  crystal growth

2.1.1. Supersaturation

Supersaturation is the state above the saturatiort pf a solution when the solute is
dissolved in a higher quantity than the solvent narmally take, and represents the

principal driving force for the crystallisation ¢zcur?
There are several procedures for the supersatnrtatioe generated:

I.  solution cooling, with the immediate consequencarpincrease in the amount of
undissolved solute particles as the system is pusheards the supersaturated
region

ii.  solvent evaporation, which is preferred when tHeestd is relatively volatile

lii.  anti-solvent method, when a second solvent is adoldétle saturated solution,
creating a three-component system in which thebsldluis lower than in the
initial saturated solution; therefore, the soluteleates out and crystallisation

takes place
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2.1.2. Nucleation

Nucleation can take two different forms dependindghe nature of the system — it can be

either homogenous or heterogeneous.

Homogeneous nucleation takes place spontaneouslysatution with no other foreign
particles. In supersaturated solutions, the sohdkecules self-aggregate under the form
of nuclei, many of which are not usually able taate the critical size and immediately
tend to dissolve back into the system. Thus, alttegunucleus of spherical geometry
presents two alternatives for the free energy efsystem to decrease: either to grow or
dissolve? A way to quantify the nucleation process is to ad@sthe induction time at a

specific temperature as the time when the firgblescrystals appear.

Heterogeneous nucleation, as opposed to homogemealesation, can occur at much
lower supersaturations due to formation of a @iticucleus size involving lower free
energies, and is dictated by the similarity betwtenforeign particles and the solute
molecules. Secondary nucleation is a particulae typpheterogeneous nucleation when
the system is seeded with solute crystals andadantiace even at lower supersaturations
than the standard heterogeneous nucleation. Atteehg the seed crystals can form

when the solute particles collide with the walldtof vesset.

2.1.3. Crystal growth

Crystal growth is the next phase after the forrmatbthe stable nucleus and influences
the crystal shape, product quality and purity. Tdamplex process involves diffusional
and interfacial aspects through which moleculeseslko crystals via either adsorption
or bonding processes, and is dependent on the mwhlsgeractions or the nature of the
bonds between the crystal faces and the molecdlesriag to these, thus influencing the

growth rate. Therefore, a classification of thestayfaces can be made as follows:

i. kinked faces are surfaces where three moleaylgtal bonds can form
il. stepped faces are surfaces involving two bonds

iii. flat faces are faces where only one bond @amf

Additionally, a molecule can adhere to the crystaface in three different possible ways
through continuous growth, surface nucleation gmebkgrowth. On the other hand, mass
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transfer plays an important role in the crystalvgfo rate, as solute molecules are
transported from the solution onto the crystal atef Generally, the local concentration
at the interface between the growing crystal atdti®m is lower than the rest due to the
resulting mass transfer gradiént.

2.2. Analytical techniques for the study of nucleabn

In order to study the solution-state behaviour tagdexperimental thermodynamics of a
solute, conventional analytical methods can be atlyremployed in standard analytical
laboratories, using appropriate pieces of equipment

As a common technique, UV-Vis spectroscopy is bletdor probing solute-solute
associations in solutionand allows distinguishing between dimer formato higher-
order associations. Previous literature examplesgmt the self-association of organic
molecules such as imidazdigurine! pyridiné®® in solution by studying the deviations
(inflection points) from the Beer-Lambert I&nas concentration is increased over a

limited range.

Other conventional techniques such as solutiom-ditand Raman spectroscopies are
able to identify the stretching frequenciesg( for N-H and C=0O frompara
aminobenzoic acid, PABA), as well as bending fregies €.9. for O—H from PABA or
benzoic acid), in order to probe structural chamgegced by self-associations in solution
or to identify different hydrogen-bonded mottst? A specific published study presents
the solvent effect on the formation of isonicotinden(INA) polymorphs through the use
of IR and Raman spectroscopies; thus, solventsstiting hydrogen-bond acceptor sites
determine INA to self-associate as head-to-tailir)awhile solvents with strong

hydrogen-bond donor sites lead to head-to-headrdithe

A manner to quantify the magnitude of the thermauahgic driving force is to analyse
nucleation rates for estimating interfacial tensioMoreover, in a recent reviétit was
discussed that the fundamental kinetic processebe@xamined through determination
of nucleation rates. When combined with solution ¢&mputational simulations and
solubility data, the overall nucleation process bansuccessfully determined through
solute dimerisation and desolvatitriHowever, although the use of nucleation ratessiead
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to increasing the volume of kinetic data, the fullerpretation of interactions on a
molecular scale still remains unattainable. Onai@ant downside represents the lack
of precise control of the use of global parameteosably supersaturation, temperature
and cooling rates that are often irreproducible.

In general, it is possible to determine associatimmstants and to confirm the presence
of hydrogen bonds through NMR measureménithe case opara-acetanisidide in
chloroform reveals that solute molecules were **-4 COwydrogen-bonded similarly
to the crystal structure motité From the nuclear Overhauser effect it was inditatre
that the solute molecules self-aggregate in prdeation clusters, albeit without having
the same packing as the crystal structure.

Alternatively, neutron scattering experiments (nalfgnconducted at neutron sources)
enhanced by empirical potential structure refinen{EfSR) method describe in detail
the solution structure by determining the radiakrbution functions of both the solute
and solvent/*® A specific example for a mixture methane-wateg trder of the
hydration shell around the methane was proved tedhgced, while the methane ordering
increased after crystallisatidh. Another case represents the application of
hexamethylenetetramine (HMT) in aqueous solutionene it was possible to observe
similarities between solute-solute associations ameractions in the anhydrous
crystalline HMT, as well as between solute-sohasgociations and the crystal structure
of the HMT hexahydrat¥’

However, the acquisition time for these technigisegenerally longer than the lifetime
of the nuclei, while these consequently fail inidieiy the bigger picture on the
correlation between solution chemistry and achiea@nof the crystallinity through a
precise structural model of the global process. $yrechrotron radiation techniques
present important advantages for the study of mtidke/crystal growth, with the high
photon intensity enabling these processes to bmiexalin situ starting even from the
early stages. The wide spectral range employedear-adge X-ray absorption fine
structure (NEXAFS) or X-ray photoelectron spectopsc (XPS) allows the local
environment and chemical state to be probed wigboonds or even tenths of a second.
However, both of these techniques normally requitea-high vacuum experimental

conditions.
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Previous work at the BESSYII synchrotron (Berlirer@any) showed that solutions can
be investigated by soft X-ray absorption spectrpge (XAS) using an enclosed flow
cell in specially designed high vacuum chamB&f$providing information on the local
environment, geometry and chemical state of theigpen solution. The measurements
revealed changes in the local structure of imidazol solution as a function of

concentration caused by an increase in soluteassiticiations?

Resonant inelastic X-ray scattering (RIXS) is coenpéntary to NEXAFS to provide a
more complete picture of the electronic structyet data acquisition time is longer (order
of minutes). Small angle X-ray scattering (SAXSYanide-angle X-ray scattering
(WAXS) techniques probe a longer range order th&XAFS does. SAXS is suitable
for investigating solute-solute interactions thead to the formation of clusters/nano-
crystals, whereas WAXS examines the growth of nudehe final defined stage of
crystals. For a small organic molecule of 2,6-diboe4-nitroaniline, simultaneous
SAXS/WAXS measurements indicated that the initledge detected by SAXS leads to a
crystalline structure in several tenths of a seédnd

2.3. X-ray core level spectroscopies for liquids

Originally developed by Faub&,the use of liquid microjets for core level X-ray
spectroscopies succeeds in avoiding problems cdseatliation damage owing to the
continuous renewal of the samp?e®

The mechanisms present in solution are quite compke the solvation process is
dynamic, each solute molecule being surroundedlwason shells. The key factors for
the distribution of free energy throughout the sgstrepresent solute-solute or solute-
solvent intermolecular interactions.g. Te11 stacking, van der Waals, proton transfer,

hydrogen bonding).

In the case of imidazole in aqueous solutions,etlers been an increasing interest in
explaining the molecular self-association for aglgperiod of time, initially being
suggested thater stacking are the main driving forcE€sComparing the NEXAFS
spectra of aqueous solutions over a large condemtreange, it was suggested that the

local solvation environments remain similar, withsignificant variations. In this study,
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two possible mechanisms of solute self-associatiere proposed: one which assumes
the presence of interactions between solvated aoldanolecules that do not massively
impact on the measured spectra, and another one witeractions occur mostly at the
lower end of the concentration range investigaldok spectrum of imidazole aqueous
solution presents two pre-edge peaks corresponditrgnsitions 1s>1rt* of the N1 and
N3 moieties in the imidazole ring (Figure 2.1), &eped by a 1.7 eV energy difference
that is slightly larger, albeit closer to the sedtdte imidazole (1.5 eV), and smaller than
the gas phase monomer (2.4 eV). This indicateshy@dtogen bonding takes place in

solution with water or imidazole molecules, siniao the crystalline solid state.
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Figure 2.1.N K NEXAFS of imidazole aqueous solution showihg two pre-edge peaks
separated by a 1.7 eV energy difference. The tipt torner presents the imidazole

molecule with atoms numbered according to IUPAQuFe adapted from reference [22].

A previous X-ray scattering analysis of aqueousdanole solutions suggests that the
solute molecules self-associate in stacks throuaflemmoleculed’ To verify this aspect,
calculations using a geometry-optimised stack srecof three imidazole molecules

were employed, returning a result of 1.5 eV betwtberN 1s-11t* resonances, which is
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closer to the experimental value than geometryrupgd microsolvated clusters with
only one single imidazole molecule. This reflettattthe mechanism of self-association
can be intuitively understood by hydrogen-bondedstacks in competition with chain-

like hydrogen-bonded imidazole molecules.

Another process that may occur in solution is dgisie which involves dissociation of
solvent molecules into ionic species. For the watelecule, HO, dissociation leads to
HszO" and HO aqueous specié€Bigure 2.2), which can further interact with theuse
molecules that have either an acidic or basic dtargFigure 2.3).

2H,0 =<—= HO + HO

Figure 2.2.Dissociation of water molecules into ionic spectegO™ and HO.

_ +
B + MO =—> BH + HO AH + HO =—= A+ H0
a b

Figure 2.3. Mechanism of proton transfer between a base BHa@ species (a), and

between an acid A—H and H€pecies (b) in an aqueous solution.

The proton transfer equilibria presented in Figt&sand 2.3 can be affected if in the
aqueous system the pH value is changed when irdimgiguantities of acids or bases in
the solution. For a low pH value, the system isliacand formation of the B-H species

is favoured. The situation is different at high palues, when the system is basic and

formation of Ais preferred.

In general, pH-dependent NEXAFS measurements utiealcan be sensitive enough to
allow probing the local environment of the funcebrgroups involved in the proton
transfer by indicating the preferred charge stéke electronic structure of glycine was
previously investigated in water keeping the soluticoncentration constant and
systematically varying only the pH.Glycine is an amino acid, and therefore presents
both -NH and —COOH functional groups in the molecular dtre; the —NHgroup can

accept a proton, while -COOH can donate a prot@miagueous environment, allowing
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glycine to behave either as an acid or base (arephatharacter). Moreover, the process
of proton transfer can happen within the same nubdeof glycine, leading to a

zwitterionic form, in which —NHK" and —COO co-exist (Figure 2.4).

+
H,N COOH *+ HO0 —~—= H3N/\COOH +  HO

/\
HZN/\COOH

+_<—>/\_+H20

HO H,oN CO0

PN Hy rtl /\COO_

H,N COOH

Figure 2.4. Protonation of glycine in acidic aqueous solut{top), deprotonation of
glycine in basic aqueous solution (middle), andamtolecular proton transfer involving
the -NHand —COOH groups (bottom).

Studying the dominant form of glycine in water atious pH values provides significant
information with direct relevance to peptides amdtg@ins, as changes in the local
environment can modify its reactivity and can havéigh impact on its biological
functionality?®?® Donating or accepting protons modifies the localvi@nment
surrounding the nitrogen atom from the —Niroiety or the oxygen atoms from the
—COOH group in the molecular structure. Conseqygeaktlanges in pH can imply shifts
in the energy levels of atomic and molecular otbitavolved in the —Nk or —-COOH
functionalities®®3! Unlike the —NH and —COOH groups, the carbon-containing
backbone, —CH,is not directly affected by pH changes (Figure 2A%) a consequence,
in the C K-edge spectra it is expected there véliniegligible changes in the electronic
structure of the carbon-containing moieties, asgmeed in Figure 2.5 — only a small shift
of ~0.15 eV is noticed for the first sharp peakusnd 287 eV for pH 1, and a redistribution
of amplitudes and widths occurs for the broad rasoas between 290 and 3052 ¥or
the N K-edge (Figure 2.6), the anionic speciespfdtl12) presents distinct features
compared to the other two species, neutral (at pEn@ cationic (at pH 1) glycine. A
large energy shift of ~ 1.3 eV of the main peald(6 eV) is also visible for the pH 12

solution as the local environment of the nitrogéonais changed from the planar
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configuration of —NHto tetrahedral —Nkt via protonatiorf® On the other hand, as the
three spectra were recorded at the same glycineeotmation, the glycine-glycine
interactions are quasi-constant in magnitude andaia@ause noticeable changes in the
spectra, unlike the charge state on the nitrogeetyno

80
pH 12
HZN/\COO_
60
L Ve
s pH 6
()
=3
40 L
B H3f\]/\coo
0
©
: L’\/\,\/_\
O
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20 pH 1
Heﬁ/\COOH
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Energy / eV

Figure 2.5.C K NEXAFS spectra of glycine aqueous solutiopttl2 (top), 6 (middle),
and 1 (bottom). Figure adapted from reference [28].
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Figure 2.6.N K NEXAFS spectra of glycine agueous solutioptdtl2 (top), 6 (middle),
and 1 (bottom). Figure adapted from reference [28].

In the O K-edge spectra, the unique peak corresgptand transition from an O 1s atomic
orbital to an unoccupied* orbital in which the —COOH functionality is inwed. The
peak width and energy position are the same iplth&2 (basic) and 6 (neutral) solutions
because the local environment of the oxygen atemsedominantly —-COQas opposed
to —COOH in the pH 1 (acidic) solution where thalpexhibits a small shift of ~ 0.25
eV and a broadening (Figure 2.7).
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Figure 2.7.0 K NEXAFS spectra of glycine aqueous solutioptatl2 (top), 6 (middle),
and 1 (bottom), where due to strong water backgiponly the spectral region before

the first background resonance is shown. Figurgtadarom reference [28].

Another study presents a different amino acid,ipeg¥ with the aim to compare the pH-

induced spectral differences with the ones mehéndase of glycine and to demonstrate

the NEXAFS sensitivity to the local solvation emrniment of these two amino acids. The

chemical structures of proline at neutral and bpbki@re presented in Figure 2.8.
= g

N (0] N 0
H, H

Figure 2.8. Chemical structures of proline in a neutral (ledthd basic (right) aqueous
solution.
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Figure 2.9 shows the N K NEXAFS spectra of glycare proline, each in aqueous
solutions of pH 6 (neutral) and pH 12 (basic). Autral pH, each spectrum presents a
main feature at ~ 406.5 eV, whilst at basic pH faeture shows up at ~ 405 eV. Based
on the previous study of glycine (Figure 2.6), tipussi-constant shift of ~ 1.5 eV is an
indication that the protonation states of the & atom are the same for both amino
acids when pH is the same, namely protonated (@iatiic species) at neutral pH and
deprotonated (anionic species) at basicfMoreover, a broad resonance ~ 3 eV higher
than the main feature was found in all four spe@Haeit more pronounced for proline.

Normalised p(E) / a.u.

O—( I I I ]

400 405 410 415 420

Energy / eV

Figure 2.9.N K NEXAFS spectra of aqueous solutions of glydftop) at pH 6 (black

line) and pH 12 (grey line), and proline (botton)p&l 6 (black line) and pH 12 (grey
line). Figure adapted from reference [32].

In the pH-dependent study of glycine in solutfrghanges in the protonation and

conformational state of the molecuiee( specific rotation of the amino moiety around
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the C—N bond) are expected to lead to differencekse N K-edge spectrad. the small
features of the pre-edge region undergo intensity &idth variations). A distinctive
feature of proline is its secondary amine natwlected by the ‘locked’ —NH— moiety
that sterically hinders the C-N bond from freeltating around its axis. Turning now to
the small features noticeable in the spectra obraaiglycine at energies lower than
~ 405 eV, yet partially absent for anionic prolimalculations were implemented to
conclude that the endocyclic C—N fixed bond of pmlis the fundamental reason for
these spectral differenc&The immediate consequence is that the hydrogenitbgnd
acceptor-only conformation observed in the anigglicine is primarily due to steric
shielding from the water molecules induced by ttatron around the C—N bond, which

Is impossible for proline.

An example of using the liquid microjet uses NEXABBectroscopy as a tool to
investigate the hydration of adenosine triphospf@&iéd) as a function of concentration
and pH® The concentration-dependent measurements didutidgtenoticeable spectral
changes despite the reportedtstacking interactions for nucleotides at high
concentration$*3® In contrast, the pH-dependent measurements reflestructural

changes due to the protonation of adenine fronstitueture of ATP.

As the ribose-monophosphate component of ATP dogsignificantly influence thet*
transitions in the NEXAFS specttathe pre-edge regions of adenine in the solid and
gaseous state, and ATP in aqueous solution (pHc@rSpe directly compared. In Figure
2.10, two peaks at 286.5 eV and 287.3 eV in theepdge region of the C K-edge are in
good agreement with the spectrum of solid phaseiadg’ and gas phase adenifie,
apart from an extra peak at 286.8 eV that is entsvad only in the gas phase. These
peaks correspond to two different carbon envirortsjer. a carbon atom bound to either
one or two nitrogen atomAdditionally, the relative peak intensities of teelid and
aqueous state are similar, implying that the agsiebemical state of ATP is more similar

to the solid phase, rather than the gas phase.

Figure 2.11 shows the N K NEXAFS spectra for sahd gas phase adenine, and aqueous
ATP solution at pH 7.5. The most intense peak iseoked at 399.5 eV for adenine,
whereas for ATP in water, this is blue shifted ffagenergy) to 400.3 eV due to hydrogen
bonding with the solvent molecules. These featwmsespond to transitions of core

electrons of ring nitrogen atoms to the lowest wopeed molecular orbital (LUMO).
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Apart from the main peak, aqueous ATP presentssanence at 401.5 eV (as a
consequence of the LUMO orbital alteration dueydrhtion) and at 402.5 eV (which is
attributed to transitions of ring nitrogen coredkelectrons). Overall, it is expected that
lone pairs of electrons on the nitrogen atoms anrti donds are more involved in

hydrogen bonds than carbon atoms, hence the maieable spectral differences in
Figure 2.11.

287.4
286.7
solid phase adenine
© /J \
~ 287.4
o 286.8
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© 287.3"
E | 2865
o {\/ \ aqueous ATP
=z [ ‘
~ ~

285 287 289 291 293 295
Energy / eV

Figure 2.10. C K NEXAFS spectra of solid phase adenine (topls ghase adenine

(middle), and aqueous solution of ATP at pH 7.5t(ln). Figure adapted from reference
[33].
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Figure 2.11.N K NEXAFS spectra of solid phase adenine (togs ghase adenine

(middle), and aqueous solution of ATP at pH 7.5t(ln). Figure adapted from reference
[33].

Variations of the pH for ATP in aqueous solutiore axpected to trigger several
significant electronic changes. The measured C KAES spectra for aqueous solutions
are presented in Figure 2.12, where the peak ete@shat 287.3 eV in a solution of pH
7.5 splits at pH 2.5 in two distinct peaks with es 287 eV and 287.7 eV, while the
peak at 286.5 eV remains at the same energy positiboth spectra. In the study of
NEXAFS spectra of solid state adeniti¢he peak at ~ 287.3 eV corresponds to the four
carbon atoms in the adenine ring that are bounadmitrogen atoms (Figure 2.13). The
splitting of this peak in two features at pH 2.®iplained by the nitrogen that becomes
protonated and generates two types of carbon claéeneironments on the adenine ring
as this directly affects the states of the carbivag are attached to it, and also has

secondary effects on the other carbons of the adeimng3?
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Figure 2.12.C K NEXAFS spectra of aqueous ATP at pH 2.5 (lapd 7.5 (bottom).
Figure adapted from reference [33].
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HO-P-0-P-0-P-0— ¢
OH OH OH
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Figure 2.13.The structure of ATP, where the carbon atoms bdogo nitrogen atoms

are marked in blue, and the preferred nitrogen aimne to protonation is marked in red.

Turning to the N K-edge spectra presented in Figutd, in the acidic solution (pH 2.5),
all the features seem to be red shifted (lowergnewith respect to the peaks from the

neutral solution (pH 7.5). At pH 2.5, the dominpaaks at 399.9 eV and 401.8 eV match
the gas-phase adenine dta.
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Figure 2.14.N K NEXAFS spectra of aqueous ATP at pH 2.5 (fampd pH 7.5 (bottom).

Figure adapted from reference [33].

Another applicability of NEXAFS to liquids is thatcan probe the interaction strength
between charged molecules and their counteribffsAs part of the bigger picture of
the processes occurring in solution, a few keyodfagcsshall be considered, such as
dynamics of the solute, intramolecular interactiavighin the solute moleculee(g.
between the charged —NHand —COOgroups), and intermolecular solute-solute and
solute-solvent interactions.

A particular example is represented by electrastiatieractions between cations and
anions in water, which can be compared based oeléiotronic structure changes of the
carboxylate moiety that is closest to the alkalurter-catiorf® In this study, from
intensity variations characteristic to the solvat&@DOin the O 1s XAS, it was possible
to establish an order of the relative interactimargyths with various counter-cations, thus
contributing to the elucidation of protein assaciatand enzymatic activity mechanisms.
Similarly, the aqueous zinc acetate, ZngCBO)-(H-0),, was studied to analyse the
effect of the ZA" counter-cation on the carboxylate group, as welbfathe acetate on
water?3 For this purpose, the spectra for zinc acetasgireous solution, aqueous acetic

acid* and watet! were collected and compared. The zinc acetateepi®s peak at
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~532.8 eV that is assigned to O48* c-0,12***followed by another peak at ~ 535 eV
that corresponds to the pre-edge region of waterlapped with the &0 1s—3p from

the acetate ion. The spectrum of aqueous aceticaa@H 13 is almost identical to the
agueous zinc acetate, suggesting that the anionm fs encountered in both cases.
Comparing the RIXS spectra of aqueous zinc acatatgure water at similar excitation
energies, it was indicated that the hydrogen bandetwork is reduced when Zrand
acetate ions are introduced in water. Continuirgsttries of examples with the aqueous
ferrous (Fé&") cation, the effects on the electronic structurewafter ligands were
investigated® In the RIXS spectra at the Fe L-edge, no inteiggntl-to-metal charge
transfer transitions were noticed as a consequeinite reduced orbital mixing between
Fe?* and water. Minor changes in the RIXS spectra @tQhK-edge when compared to
pure water indicate that the ¥dons present a negligible disrupting effect on the
hydrogen bonding and local electronic structurevafer. It is also known that addition
of ions can have a strong impact on the solubityorganic moleculesA specific
example is illustrated by triglycine in water, whethe effect of salt addition was
investigated using NEXAFS. Interesting observations were acquired from spectr
comparison between aqueous solutions of pure tiigdy triglycine mixed with NaBr,
and triglycine mixed with N&QOs, keeping the same triglycine concentration in each
case. The charge state of triglycine in water aitnaé pH is the zwitterionic form that
presents a protonated amino terminus, sNind a deprotonated carboxylic terminus,
—COQ, as shown in Figure 2.15. When dissolved in wataBr dissociates forming
sodium cations, Naand bromide anions, BiLikewise, NaSQs dissociates in solution

as Nd cations and S& anions.

o]
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Figure 2.15.Zwitterionic form of triglycine in aqueous solutio

In the N K NEXAFS spectra from Figure 2.16, a distifeature at ~ 403 eV is formed in

the spectrum of triglycine aqueous solution with3&s. On the other hand, the spectrum
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of the triglycine solution containing Bainions presents negligible changes from the pure
triglycine solution?t’ This observation can serve as a guide for evalgdlia interaction
strength between the StIBr anions and the protonated amino terminus s"Néf
triglycine in water, which is stronger in the casfeSQ;> considering the noticeable
spectral differences. Another case is represenyedldrtrostatic interactions between
cations and anions in water, which can be compbesgd on the electronic structure
changes of the carboxylate moiety that is closeghé alkali counter-catiohln this
study, from intensity variations characteristi¢he solvated CO0n the O K NEXAFS,

it was possible to establish an order of the netatnteraction strengths with various
counter-cations, thus contributing to the elucmanf protein association and enzymatic

activity mechanisms.
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Figure 2.16.Compared N K NEXAFS spectra of pure triglycinenater (a), triglycine
mixed with NaBr in water (b), and triglycine mixe@dth NaSQ;s in water (c). Figure

adapted from reference [47].

A charge-transfer study on potassium ferrocyamdestef® analyses the local electronic
structures of the CNigands as well as the stroogdonation andtback-donation in the

transitional metal complex, with the aim to providebetter grasp on the biological
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catalytic processes based on the nature of théeakishemical bonds responsible for
ligand exchange in solution. This constitutes avaht example of an X-ray spectroscopic
combination NEXAFS-RIXS, distinguishing betweeneets of bonding and back-

bonding that cannot normally be analysed separatelyonventional techniques. Here,
the relative intensities of charge-transfer bands te therefore associated with

individual atomic orbital contributions for formirtge molecular orbitals.

On a different note, a microscopic approach orsthecture of hydrogen-bonded liquids
aroused continuous interest due to the challenghpretical and experimental
conditions. Although NEXAFS is generally employeat fletecting changes in bond
lengths or angles, another significant use of NEXA# liquids is to probe the existence
of hydrogen bonding that leads to cluster formatioll Acetone is an example of a
solvent forming a weak hydrogen bonding netw®rkVhile in water and alcohols the
—OH groups involved in these interactions can platy as H-donors and H-acceptors, in
acetone clusters are formed on the basis of-=-:0  IsBogen bond& %4 implying
that the CH functional group is the H-donor, while C=0 is tHeacceptor. Acetone
clusters were studied with NEXAFS to investigate #lectronic structure of these
associationé’ The immediate observations arising from the dgrfsibctional theory
(DFT) calculations (that were used to substantiage experiments) were that in the
cluster, hydrogen bonding interactions G -9  H-C c#éluselectron clouds around the
non-donating H atoms to be pushed away from thedggh bond axis and the electron
cloud on the C=0 bond to be lost. These aspectaiexipe main difference in the C K-
edge spectra, when the1s—3pr(CHs) resonance was strongly suppressed in the case
of acetone clusters compared to isolated acefthié’On the other hand, the O K-edge
spectra of the isolated acetone molecule and aeafloisters were almost identical, and
the character of the* (C=0) orbital was not majorly influenced by the@- - - H-C
hydrogen bonding interaction, with just a smallfts{0.13 eV) in the O 1s1*(C=0)

resonance towards the higher energy side was aaséov the cluster®

The most common solvent, water, has been studiedsively for centuries to understand
its anomalies triggered by the hydrogen-bondingvogk formed between molecul&°
However, there are several aspects on the locahgem arrangement of pure liquid
water molecules in clusters that were still notyfidlucidated. In its O K NEXAFS
spectrum three features are encountered: a pre+edgeance at ~ 535 eV, a main

resonance at ~ 537 eV, and a post-edge resonanc®42 eV. In combination with
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theoretical calculations, it was indicated thasth&atures correspond to different types
of hydrogen-bond coordinations: the pre-edge and mesonance are assigned to broken
networks, while the post-edge resonance to tetrahedotifs. A downside of these
previous approaches was that the theoretical msthede not sufficiently advanced to
corroborate with the experimental results, and gpectra were characteristic to bulk
water, more precisely describing an average of dgein-bond interactions. To avoid
these aspects, water was diluted with an oxygen-4$amvent, acetonitrile, which is a
hydrogen-bond acceptor. Consequently, the numbehyoirogen bonds per water
molecule is expected to reduce as the volumetricgpeage of acetonitrile in the mixture
is increased. The immediate observation from comgahe experiments is the post-edge
feature becoming attenuated which indicates thé Imgmber of coordinated water

molecules when the number of acetonitrile molecdt@sinates®

RIXS measurements were also conducted on wateosdtide mixtures’* When the
excitation energy is 534 eV (corresponding to tinst fore-edge feature in the O K
NEXAFS spectrum of liquid water), a sharp peak appat ~ 526 eV (Figure 2.17) and
corresponds to the oxygen lone-pair molecular alhifAt higher excitation energies than
534 eV, this peak splits in two features, @nd d (Figure 2.17). For example,
Tokushim&? 3considered that this stems from the occurrencevofdistinct hydrogen-
bonded motifs: one tetrahedral and one strongiypdexd hydrogen bond configuration.
Therefore, the spectrum can be decomposed in tdigidlual spectra characteristic to
each motif that differentiate through an energgeificaused by the core hole effects that
depend on the specific hydrogen bond coordinaMternatively, Fuch& suggested that
the additional feature is an indication for anafist dissociation process consisting in
the creation of proton transfer dynamics with themiediate effect of OHspecies
formation. In this case, the spectrum can be deosetbin two spectra: one characteristic
to non-dissociated water molecules and one to §pidcies. The validity of these two
theoretical approaches of Tokushima and Fuchs eavelified experimentally. Thus,
when the water concentration is decreased, thegdrbond coordination decreases and
the 1b, 3a and 1h features (Figure 2.17) do not change significantfyile the d peak
becomes less intense, indicating that the spedgabmposition approaches do not

correlate with the measurements.
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Figure 2.17.0 K RIXS spectra of water-acetonitrile binary mipds of volume ratios
1:99 (green dotted line), 5:95 (red dotted lin&59Ablue line) at the excitation energies
indicated on the left side. Figure adapted fromenexfice [71].

To explain the deviation from ideality of dimethylfoxide (DMSO)-water mixtures,
RIXS spectra at the O K-edge reveal the occurrenhtmal electronic changes triggered
by intermolecular interaction’s.When using excitation energies of 532.4, 533.3,.&3
eV (Figure 2.18) that are close to the first resmeaof DMSO (yet below the excitation
resonances for water), the features arising inRH€S spectra are specific solely to
DMSO. In the region of ~ 533 eV, the excited electpresents a localised character and
is able to fill back the core hole, generating Estc peak. The features 1 and 2 (Figure
2.18) start to shift even when water is at its Isti®ncentration in the binary mixture. A
possible explanation is the S—O bond from the DMi&@Decule becoming weaker as the

water concentration increases, due to strong hyrogonds formed with water
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molecules. The intensity ratio variation betweea tivo main spectral features 3 and 4
(Figure 2.18) was assigned to the cross sectiaatia@r for the scattering over orbitals
LUMO and LUMO+1. Conclusions arising from this syuéveal that the hydrogen bond
network becomes disrupted even in water-rich DM8IDt®ons, and at 75 vol % DMSO
the interaction between molecules occurs as clagtethus lowering significantly the

freezing temperature of the binary mixture.

530 532 534
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Figure 2.18. O K RIXS spectra of DMSO-water binary mixtures of wale ratios 100:0
(red), 75:25 (green), 50:50 (light blue), 25:75rkdblue) at excitation energies 532.4
(bottom), 533.0 (middle) and 533.6 eV (top) witle #lastic peaks magnified in an inset
for better visibility. Figure adapted from referef@5].

Comparing the RIXS and X-ray emission spectra of3@with the ones of acetone, the
elastic scattering peaks at 532 eV are less pramiioe DMSO (Figure 2.19), which
suggests that the excited electron is less lochlisee than in acetori€The resemblance
of DMSO and acetone O K-edge spectra indicateghiedbcal interactions at the oxygen
moiety are similar in both cases. As the highestg@npeak corresponds to an electron

decay from HOMO to the core hole, the double intgnsf this peak in the acetone
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spectrum suggests that HOMO has more oxygen p-ciearbere than in the DMSO
molecule. Particularly for acetone and DMSO, theMHDDis an oxygen lone-pair orbital

which is, therefore, less pronounced for DMSO.
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Figure 2.19.0 K RIXS spectra of DMSO (red) and acetone (greenhateixcitation
energies indicated on the left side. Figure adafpted reference [76].

Another example of RIXS studies in solution hightig differences induced by
dimerisation of hemin in water as opposed to DM®&®Bere hemin is encountered as
monomer.’ The absence of loss features in the spectra sugtpestielocalised character
of valence orbitals at the nitrogen equivalent rmege At the same time, the narrower
peaks for hemin in NaOH aqueous solution compacedhiemin in DMSO can be

explained by the increased degree of orbital lsasibn caused by solute-solute
interactions. The more intense elastic peaks inctige of hemin in NaOH aqueous
solution (dimer form) indicate a higher cross-sattof the N 2p-1s transition and a

preservation of the density of states with p chiarac
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A different applicability of the liquid microjet i®0 determine the orbital symmetry of
molecules in liquid phase where, unlike solid phasalecules are randomly oriented. A
RIXS study on acetonitrilé allowed preferential excitation of molecules oksific
orientation relative to the incident polarisatioector. Here, the advantage of using the
microjet is that it replaces membranes that coulmoduce artifact$ or create an

additional undesired effect of molecular orientatio
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CHAPTER 3

METHODOLOGY

3.1. X-ray absorption spectroscopy
3.1.1. General aspects

Synchrotron radiation is generated by chargedgestin accelerated motion, travelling
at the speed of light owing to a perturbation fikldt interacts with their corresponding
electric field. In synchrotron radiation source.(storage rings periodically re-filled
with electrons that are originally acceleratechia linear accelerator and the booster), the
electrons move along a circular path (Figure 3.ith welativistic energies as they pass
through bending magnets to produce X-ragdong the storage ring, the radio-frequency
generators have the role of feeding energy to iheulating electron bunches to
compensate for their energy losses during the Xeraission. The resulting radiation is
then directed towards beamlines surrounding th@ageéoring in the experimental hall.

Radio-Frequency
Generator Building

Linear Accelerator

l'lIlllIl:!::’-Il.l..'
SEEEEEE “““IIII."'
& &

Laboratory/Office Buildings

Figure 3.1. Schematic of a synchrotron light source. Figupraduced from reference

2].
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X-rays, discovered by Rontgen in 1895, can leagl@¢otron promotions from the atomic
core level. The electrons ejected out in the comiiin possess certain energies that equal
the difference in energy between the incoming beamd the electron in the ground state;
this phenomenon is called the photoelectric effemtwhich Einstein later received a
Nobel Prize in 1921.

X-ray absorption spectroscopy (XAS) involves the w§ X-rays with the effect of
promoting electrons from inner core levels to unmied levels. The ionisation potential
(IP) is a positive quantity of energy, correspogdio the energy required for an electron

from an inner core shell to be ejected out in thetiouum.

The XAS spectrum can be split in two main regiomsar-edge X-ray absorption fine
structure (NEXAFS) and extended X-ray absorptioe structure (EXAFS), represented
in Figure 3.2.
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Figure 3.2. Schematic representation of an XAS spectrum wtlibee absorption
coefficient, |, is plotted as a function of energy (the dottee ltelimits the NEXAFS
and EXAFS regions), and the energy diagram ofaingpée irradiation process at the core
level with photons of energyw (A — reduced Planck constant— angular frequency),

whereEr represents the Fermi energy level. Figure repradiéroen reference [3].
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EXAFS extends from circa 40-50 eV beyond the IPta@ few hundred eV, while
NEXAFS refers more to the region around the IP. RE% supplies information on the
electronic  structure, local structure/environmennd a chemical state, being
complementary to EXAFS, which provides details be toordination number and
oxidation state. Additionally, the terms NEXAFS addray absorption near-edge
structure (XANES) are interchangeable, although WEX usually refers to soft X-rays
applied to organic elements, whereas XANES retetisd use of hard X-rays for elements

with a higher atomic number (generally inorganisteyns).

Measurements of C, N and O K-edge spectra haviedti@om the early 19708he initial
experiments were implemented on single-crystalsignog information on the structure

of small organic molecules immobilised on the stefaf polymer films'

NEXAFS measurements are sensitive tools for ingastig electronic and structural
properties, with large applications to gas-phaeenator molecules, species adsorbed on
the surface, solid state or solutidris.was also demonstrated that NEXAFS provides
information on the existence of hydrogen-bond extdons, the first measurements being
applied to liquid water and i, where two different types of —OH groups existhe t
hydrogen-bonded water molecules: hydrogen-donor aod-hydrogen-donor —OH

groups.

3.1.2. NEXAFS technique

The NEXAFS technique uses X-rays to irradiate Hrage. When a photon of a known
energy hits an atom, its energy is transferrethécatomic systefhFigure 3.3 illustrates

the cascade of processes that occur upon irradidtithe energy of the photon is higher
than the binding energy of an inner core-shelltedeg the electron is ejected out into the
continuum, and a core hole is created (photoeleatraission), which is subsequently
filled by another electron originating from a highenergy level through a relaxation

process followed by one of the possibilities below:

I.  X-ray fluorescence, when the energy resulted frelaxation is converted under
the form of an emitted photon
ii.  Auger effect, when the resulted energy is usedhi®ejection of another electron

(Auger electron)

59



Figure 3.3. X-ray photoelectron emission (left), relaxation iddie),

fluorescence/emission of an Auger electron (right).

3.1.3. The absorption coefficient
Beer’s law can be expressed as:
=1, x e Hxd Equation 3.1

This relationship represents an exponential depw®def the X-ray intensityt, on the
sample thicknessl, starting from the position where the incidentaX+intensity o, hits

the sample (Figure 3.4).

Figure 3.4. Schematic representation of a sample of thickmgssradiated with an
incident X-ray intensity]o; after the absorption process, the outcoming texiidhas a

reduced intensityl,

The coefficient that accompanies the thickndss) Equation 3.2 is called the absorption

coefficient or absorptivityy, and in NEXAFS, it is plotted against the photoergies.

The absorptivity is a decreasing function of enérgyd can be approximated as a value

that depends on the sample dengifythe atomic numbeg, atomic massA, and the X-

ray energyk:
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pZ* Equation 3.2
SRVY:E

As p is proportional taz*, there are visible differences of several orddrmagnitude
between organie(g.C, N, O, S), and inorganic elements, especiallialade.g.Na, Fe,
Pb), as shown in Figure 3.5.
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Figure 3.5.Absorption cross-sectiop/p) for several elements of X-ray energy over the

range 1 to 100 keV. The sharp edges are assignemtédevel binding energies of the
atoms.

3.1.4. Koopman’s theorem

Koopman’s theorem is a well-known theoretical appfowhich assumes that the IP of a

specific electron, annotated iagquals the negative value of its orbital enekjy,

At the same time, the IP derives from the enerfgmdince between the excited species,
E" (obtained by promotion of the electrjpand the ground-state specigsi® Therefore,

these relationships can be written as:
IP = E*—E, = —E; Equation 3.3

The IP is a positive energetic quantity due thes@tion process, which requires energy
from outside for the electron to be promoted taaaccupied state. Following Equation
3.3, the orbital energy calculated for the electiois negative for bound states.
Additionally, the orbital energygi, represents the sum of kinetic energy, potentiatgy
within the nuclear field and the interaction eneofiglectron with the other electrorfs.

In NEXAFS, a core hole is generated upon electrmmption from a ground stated.

initial state) to an unoccupied state, determirthng other electronic orbitals to become
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contracted, and therefore will have higher absodmergies with respect to the vacuum
level, which represents a final-state effect. Whesonant inelastic X-ray spectroscopy
(RIXS) is involved, the core hole subsequently gecahen it is filled back with a

valence electron during a relaxation process tbaldcalso introduce final-state effects

on the molecular orbital energies.
3.1.5. Origin of molecular orbitals

Using a simplistic general approach available fements from the first and second row
of the periodic table, the atoms in the structdr@ molecule may form bonds that involve
1s {.e. hydrogen, helium), or 2s and 2ipe( second row elements) electrons. Based on
that, the resulting molecular orbitals are desctide combinations of the atomic orbitals

that form them.

Taking a diatomic molecule as an example and chgo#iie z axis as being the
internuclear axis, the molecular orbitals (bonding and anti-bonding) viié formed
from atomic 1s, 2s, or 2prbitals, while ther orbitals (bonding and anti-bonding) result

from mixing of 2R or 2p, orbitals, as shown in Figure 3.6.
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plorp,)  pe(orp,) n pelorp,)  p.(orp,) n

Figure 3.6. Diagram representing the formation of bondimgand anti-bondings*
molecular orbitals from individual atomic s orbgigla and a*) or individual atomic p
orbitals (b and b*), and formation of bondingand anti-bonding* molecular orbitals
from pc (or py) individual atomic orbitals (c and c*); the yellogolour represents the
positive sign of the wave function characterising orbital, while the blue colour is the
negative sign of the wave function characterising orbital. Figure adapted from

reference [11].
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In the simple case of diatomic molecules, éherbitals possess a symmetry around the
internuclear axis, whereas th@rbitals are symmetric with respect to a plandaiomg

the internuclear axis.

3.1.6. Resonances in NEXAFS

Resonances in the K NEXAFS spectra reflect eledtransitions from a 1s core-level

state to states with energetic values below an8048V beyond the IP.

Taking a diatomic molecule as a relatively simplaraple, the molecular orbitals can be
classified as occupied (filled with electrons) mouacupied (vacantp* orbitals can be
found at higher energies than theaPorbitals are present only in molecules with aiste
one double or triple bond; this aspect is usua&fiected in their characteristic NEXAFS
spectra as* resonances are below the IP, as shown in Figure=&atures just below the
IP look sharp and low in intensity; they corresptmthe Rydberg type of transitions and

are solutions of the Schrédinger equation.
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Figure 3.7.Distribution of resonances (marked with dotte@$inin a NEXAFS spectrum
for a diatomic molecule, where transitions occyofuirradiation with photons of energy
hv) from 1s core orbitals to unoccupied moleculartaibj from left to rightn* features
correspond to electronic transitions from l1gt@rbitals,c* features to transitions from
1s toc* orbitals, and the sharp step-like small featuresveent* and ¢* represent the
Rydberg transitions. The ionisation potential safes thern* transitions fromc*
transitions, and continuum states correspond tmeregehigher than* transitions. Figure

reproduced from reference [12].

Electrons promoted to* unoccupied orbitals decay more easily tledrelectrons, due
to a smaller energy gap with respect to the camel$e Generally, the width of a resonance
depends directly on the probability of an excitest®on to decay, thereforng features

appear in the spectra as sharper thawtlmnes.

An interesting aspect is the energy position of theand o* transitions for simple
molecules with single, double or even triple bofelg. C=C, C=0, C=N, &N, N=N,
H.C=0, RC=0). The approach is restricted specifically toge molecular systems, due
to the fact that here resonances are assumed tdvénlocalised bonds. A K-edge

transition involves electron promotions from 1sitals to unoccupied molecular orbitals
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localised around the bonds, and therefore tramsitio the same molecular orbital can be
seen from the 1s orbital of each atom participaitmthe bonding. For example, in the

C=0 molecule, the* transition can be noticed in both the C and Odge spectra.

Starting with ther* resonances, Table 3.1 contains the calculatedivelpositions of the

7* transitions with respect to the IP. The molecwssgrouped upon the increasing order
of the total atomic numbeiZw,: (sum of all individual atomic numbers of the atoms
participating to the formation of the bond withimet molecule). Inside each of these

groups, there are molecules with different bondeside. triple and double bonds.

As a general observation, the energy differedcés almost constant inside each group
and does not depend on the atom in the periodle,talgbridisation, or bond length.
However, this difference increases wi: (e.g.for C=C,d is around-6 eV, while for

C=0, it is around-8 eV).

Table 3.1. Calculated positionsd) of the n* resonance energiek) relative to the
ionisation potential (IP) for simple molecules @aning localised (non-conjugated)
double or triple bonds; marked with an asterisktlheeatoms for which assignments were

made relative to their edgés.

Molecule  Za 1s ionisation * resonance 6=E-1IP/
potential IP / eV  positionE/ eV eV
HC=CH 12 291.1 285.9 -5.2
H.C=CH, 12 290.8 284.7 -6.1
F.C=Ck 12 296.5 290.1 —-6.4
HC'=N 13 2934 286.4 -7.0
HC=N" 13 406.8 399.7 -7.1
N=N 14 409.9 401.0 -8.9
C'=0 14 296.2 287.3 -8.9
c=0" 14 542.5 534.1 -84
H.C'=0 14 294.5 286.0 -85
H.C=0 14 539.4 530.8 -8.6
F.C'=0 14 299.6 290.9 -8.7
F.C=0 14 540.8 532.7 -8.1
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Unlike n* resonancess* resonances show a more complex energy dependentable
3.2, similar to Table 3.1, the* resonance positiorE}, the ionisation potential (IP), the
difference between these valudy @nd the bond length are presented for moleculis w

localised bonds. Similarly, the molecules are geslippon the increasing orderZu:.

There is strong evidence thatlecreases when bond length increases within a grbup
sameZit, Which is equivalent to the fact that in the spatt, 6* resonances lie closer to
the IP as the bond length increases; this conseglso known as ‘bond length with a
ruler3%and is an immediate consequence ofdtmebitals lying along the internuclear
axis. Although this topic was debated and sevevatroversies were generated in the
pastl’22 there is enough evidence of empirical backgrouasi,well as theoretical
support?23for its interpretation as multiple scattering nesoces dependent on the bond
length. c* shape resonances can be understood as a bactordimdscattering of the
photoelectron wave between two atoms. Therefosmamg the theoretical model of a
one-dimensional square well potential, it was shtvat the position of the* resonance
relative to the IP&) depends on the square of the inverse of thenntéear distanceR),

as described by Equation 3.4:

h? n? Equation 3.4
~ 8m R?

whereh is Planck’s constanty the electron masas,is the characteristic quantum number
of the energy level in or above the w&llthe internuclear distance between the absorbing
atom and its neighbouring scatteten fact, the term valud can be approximated as a
linear dependence oR over a narrow bond length range @L5 A), for which

measurements are normally made in organic systéfis.

Another observation when analysing the data is dt@creases witli« more rapidly
than in the case af* resonance$However, these trends in energy positions for ltth
andn* relative to IP are restricted to simple moleculgsere the bonds do not extend
over the whole molecule, but are centred arounctbens directly involved in the bond
formation. Therefore, more complex systems whenedboare delocalised, or where
bond-bond interactions are preseag(conjugated bonds in aromatic systems), do not
fall into this category and may not follow suchari¢rends.
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Table 3.2.Calculated positiond] of 6* resonances relative to the ionisation potential
(IP) for simple molecules containing localised (rammjugated) bonds; marked with an

asterisk are the atoms for which assignments wederrelative to their edgés.

1s ionisation c*resonance § = E- [P Bond length/
Molecule  Zit
potential IP / eV  positionE/ eV / eV A
HC=CH 12 291.1 310.0 18.9 1.203
H.C=CH 12 290.8 301.0 10.2 1.337
H3C-CHs 12 290.7 291.2 0.5 1.533
HC'=N 13 2934 307.9 14.5 1.158
HC=N" 13 406.8 420.8 14.0 1.158
HsC'-NH. 13 291.6 2915 -0.1 1.465
HsC—N'H, 13 405.1 404.6 -0.5 1.465
FsC-N"O 13 410.5 407.5 -3.0 1.546
N=N 14 409.9 418.9 9.0 1.095
Cc'=0 14 296.2 304.0 7.8 1.128
c=0" 14 542.5 550.0 7.5 1.128
H.C'=0 14 294.5 300.5 6.0 1.209
H.C=0O' 14 539.4 544.0 4.6 1.209
B'-Fs 14 202.8 205.1 2.3 1.313
B-F3 14 694.8 699.0 4.2 1.313

3.1.7. Detection methods

The most common electron-based detection methodploged for soft X-ray
measurements are partial electron yield (PEY) atal electron yield (TEY), as the X-

ray transmission is normally preferred for hardays (> 5-10 keV¥?

In the PEY, only electrons with a kinetic energwgttis over a threshold limit (Auger
electrons) are detectéd® This method is very surface sensitive becausentan free

path of an Auger electron is around a few tenthg &. The electrons with a kinetic
energy smaller than the threshold limit are stopjpech entering the detector with the

help of a retarding grid of negative potential.

Alternatively, the TEY involves detection of allelyenerated electrons, independent of

their kinetic energy, and gives bulk sensitive infation because all the photoemitted
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electrons including the ones that may have suffersigy loss after inelastic scattefihg
are taken into account. Here, electrons with adaergy (below ~ 20 eV) dominate and
form an inelastic tail. Only a part of these represent inelastically tecatl Auger
electrons from the adsorbate (~ 1 %) and are ireebla the generated NEXAFS signal

of the spectrum?®

When irradiating the adsorbate with X-rays, thetphe penetrate the substrate to a depth
given by the inverse of the absorptivigy, This is also called the linear X-ray absorption
coefficient and depends on the atomic volume dgifsi) of the adsorbate, and on the

absorption cross section)(
Q=p, X0 Equation 3.5

Generally, the inelastic mean free path of thetedeqalso called the electron scattering
length) is a function of kinetic enerd¥?’ Upon photon absorption of energies comprised
in the range of 250 eV to 600 eV, the mean frebgat the primary photoelectrons and
subsequently generated Auger electrons are sntiadler10 A. These primary electrons
form a cascade during the inelastic scatteringl timgly reach the surface, yet only a
fraction of them possess an energy that is highugimdo cross the surface potential
barrier. Therefore, the TEY signal will be thus ited to the optimum electron escape

depth needed for this fraction of electrons.

Calculations for the electron yield are generallynerical approximations due to the
cascade effects and electron scattering that aguom irradiation. The aim of finding a
relationship between the TEY (or PEY) as functiohphoton energy, X-ray incidence
angle and electron kinetic energy is difficult thheeve and a comprehensive theory would
seem ambitious to develop; instead of complex aptions, an approximate approach
for calculating these yields is generally used. the®ry built around calculating the TEY
as effective as possible consists in presenting ey which interacts under an incidence
anglea with the exposed sample. The absorption coeffiepém) is a measure of this X-
ray—sample interaction and is expressed by th&éor&hip:

P Equation 3.6
sina

p(a) =

At an anglex < 90°, the linear absorptiviiy(a) is greater than the which is the linear

absorption at a normal incidence angle.
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In the fluorescence yield (FY) method, the photemstted upon sample irradiation are
counted with the help of a detector called a phottel FY is bulk sensitive, providing
information on a deep region of the sample, as spppdo PEY and TEY techniques,
which are more surface sensitive because of th# sstape depth of the photogenerated
electrons® As it is a photon-in/photon-out technique, FY lideato monitor surface and

bulk reactions over a large range of surface teatpezs®

3.1.8. Detectors

In the case of electron yield detection, the X{vagm resulting from the monochromator
is collimated with the help of mobile blades andetsea grid which wam situ coated
with a metal that has no absorption edge in theggrmange of interest. A typical example
is represented by gold, which may be sometimes faatured in such a way that it is
covered with a monolayer of carbon and oxygen dmddes that are transparent within
the analysis K-edge range. In the case of TEY treles coming off the grid are attracted
towards the channeltron by a small potential ddifee of ~ 50 V. A floating battery box
renders a positive potential in the range of 2-3dt\the other end of the channeltron.
Voltage is then converted to frequency and fed amtmmputer scaler. The signal from
the sample is then detected by a cylindrical miaoalyser. For the PEY, the simple
partial yield detector usually consists of two higinsmission metal grids for retardation
and a double channel plate for electron multiplccatThe first grid is maintained at the
ground voltage and the second at a negative ratakdiltage, which can be in the range
of —230 to-180 eV for carbon;:340 to—-290 eV for nitrogen and480 to—-430 eV for
oxygen. The phosphorus covered screen is a comptrarhelps for the alignment of
the X-ray beam in the chamber and of the samplehen beam. For soft X-ray
spectroscopies, the FY detectors are representsdrhiconductor diode®.g. GaAsP)
that are sensitive to incoming photons above ashiule energy value, for which their
quantum yield increases with photon energy.
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3.2. X-ray emission spectroscopy

X-ray emission spectroscopy (XES) was first implated a few decades ago in the area
of solid-state physical chemistry, but underwentlyomecently a remarkable

evolution3°-36

XES is a spectroscopy complementary to XAS with Imgi@ater information insight, as
apart from the photoexcitation of a core-level #lag, it takes into account decay of an
upper energy level electron to the resulted cotfe, vath the emission of a photon. The
simplest case is the non-resonant X-ray emissi@ttspscopy, when the excitation
energy is sufficiently high to remove the core leetectron to the continuum.
Alternatively, when the core level electron is éxdito an energy level close around the
IP (as in the case of NEXAFS), the emission spattdepends on the energy of the
incident photon. This type of technique is calledanant X-ray emission spectroscopy
(RXES) as it resonates with one of the X-ray tramss encountered in the absorption

spectra.

A particular type of RXES is RIXS in that it proes bulk-sensitive details due to its
photon-in/photon-out characteris#tThe intensity of the signal is usually much weaker
than that of an XAS process because the photorsemipresents a reduced efficiency.
Among the particular features of RIXS, the elemsmd orbital specificity are the most
important as it can differentiate between inequwathemical bonding sites. As depicted
in Figure 3.8, in most of the cases RIXS involvesitation of a 1s core electron to an
unoccupied orbital, thus creating a core hole, wiscsubsequently filled by an electron

from an occupied valence orbitsl.
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Figure 3.8. Excitation of a core-level 1s electron to an ungpded orbital (U) after
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irradiation (left), followed by a decay of an ekext from a valence orbital (V) to the 1s

orbital, with the emission of a photon (right).
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RIXS is bulk sensitive because the penetrationldepthe hard X-ray incident photons
is of about several microns, while for soft X-ragident photons this is 0.1 microns at
maximum. Another characteristic of RIXS is thateiuires comparably smaller sample
volumes for analysise(g.surfaces, thin films) than other techniques thabive neutron
sources. In spite of these considerable advantdge&S is not as widely used as
NEXAFS or X-ray photoelectron spectroscopy (XPSjause it involves a substantial
incident photon flux to obtain high-resolution sfpac Another main practical limitation
is the energy resolution, which is determined leydtailability of photon sources of high

enough intensity.

Depending on the changes in the emitted photorésgyrand momentum, the scattering
mechanisms can be direct or indirgt4%In the case of direct RIXS, the electron is extite
from the core level to an empty valence orbitahegating a core hole, which is then
filled by a decaying electron from a different vate orbital. For this direct process to
occur, both of these transitions involved needdalowed. Alternatively, the indirect
RIXS is more complex. Here, the core level electsqggromoted to an unoccupied orbital
above the IP, where it decays to fill back the dwie. In both cases, a quasi-elastic line

with energy losses due to vibrations is generatdtlé spectrum.

3.3. Liquid microjet technique

3.3.1. General aspects

Standard use of X-ray core-level spectroscopieslv@s solid surfaces with the aim to
obtain various details on the local environmergctbnic structure or local geometry. In
the case of molecules naturally found in solutitatesg.g.proteins, peptides), their local
environment may be altered if these are in a salh-dissolved state; thus, the liquid
microjet X-ray spectroscopy becomes suitable HEre.uniqueness of this revolutionary
technigue presents the advantage that the potgnhduced X-ray beam damage and
heating of the analysed sample can be avoidedadit® ¢continuous renewal. Moreover,
the absence of a membrane in the design of theriexg@al setup avoids several

potential issues presented below:
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i.  the membrane is normally transparent for the beaengy range used so that the
materials this is made of do not interact with Xaeays; nevertheless, measuring
techniques that require a high incoming influx wgice photon loss due to
generally longer data acquisition times. For exangl the beam intensity is
reduced in dilute solutions, the measurements reagompromised.

ii.  hydrophilic or hydrophobic interactions between plemand membrane may
reflect changes in the resulting spectra.

lii.  oxidation of the SN4 membrane over time may change the sample consysten

and induce an apparent molecular orientation imibasured spectra.

3.3.2. Experimental setups

With respect to soft X-ray spectroscopies for logyi the high vapour pressure in
detriment to ultra-high vacuum challenging conditialetermined a slow evolution in
commissioning compatible experimental setups. Tisedttempt was an enclosed static
liquid cell designed at Uppsala University, wheqeild water was investigated behind a
thin SN2 membrané! In order to reach better energy resolutions,tkess spectrometer
equipped with a cylindrical varied line spacing @)Lgrating and an illuminated charge-
coupled device (CCD) detector was developed forsameanents of liquid water running
through a flow celf?*3Several years later, the group from Uppsala Uniteesiapted
the static cell to a flow céfito investigate the electronic structure of varifwsctional

groups in aqueous solutions.

In 1997, Faubel developed the first fast-flowingaatus for photoelectron spectroscopy
suitable for volatile liquids using the liquid maget technique under vacuum
conditions*® An updated version of this setup is currently @é at beamline U125
from BESSY (Figure 3.9), and consists of a mairpésinental) chamber where the
microjet coming out of the nozzle is irradiatedgeerdicularly with X-rays. The resulting
photoelectrons traverse a skimmer into the elecamadyser (detection) chamber. The
pressure in the experimental chamber (® fhtbar) is maintained by a turbomolecular
pump and a liquid nitrogen trap, while the pressutbe detection chamber (~"4fbar)

is maintained by two turbomolecular punfp3he pressure difference is delivered by a
differential pump (skimmer) that is placed betwedbe liquid jet chamber and the

beamline chamber.
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Figure 3.9. Experimental setup for photoelectron spectroscOfyS) using a liquid
microjet at the third-generation synchrotron radmaftacility from BESSY Il, comprising
a skimmer through which photoelectrons pass froenlitjuid jet chamber towards the

detection chamber. Figure adapted from referengk [4

The results presented in this thesis were carniggbthe U41-PGM beamline from the
electron storage ring station BESSY I, Helmholem#Zum Berlin, using the LiXEdrom
endstatiorf/>°The strong features of LiXEdrom is that the ligjgtlcoming out of the
nozzle is extremely small (~ 20n) and owing to the fast speed of ~ 80 m/s thespires

in the vacuum chamber can be maintained withouh#ssl of a membrane.

The spectrometer possesses a GaAsP diode thalse¢bertotal fluorescence yield, while
the partial fluorescence yield is recorded by a Gldbrescence screen and microchannel
plate (MCP). By rotating the holder, one can chdmeteveen different blazed gratings on
a range from 20 to 1000 eV (Grating #1: 20-50 ethwiline density 400 I/mm; Grating
#2: 50-175 eV with a line density 600 I/mm; Grat#® 175-400 eV with a line density
1200 I/mm; Grating #4: 400-1000 eV with a line dgn4200 lines/mm), as shown in
Figure 3.10.
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Figure 3.10. Schematic arrangement of the LiXEdrom endstatidah whe liquid jet
delivered through a nozzle and irradiated by theyXbeam; XAS (NEXAFS) and XES
(RIXS) measurements can be recorded simultaneouihyn the laminar region of the
jet, after which droplets start to form and subsedly freeze, being trapped inside of a

liquid nitrogen (low-temperature) container. Figueproduced from reference [50].

3.3.3. Experimental parameters

Solvents that were previously used for the liquet are water, acetone, acetonitrile,
methanol, ethanol, isopropanol and dimethylsulfexy@ihe maximum volume of the
stock solution that can be used is 1000 mL, ohféoj rate in the range of 0.4-1 mL/min.
The solution for analysis is loaded into the liqyed reservoir by a peristaltic pump
(Figure 3.11) and then injected through the midrofzzle into the NEXAFS chamber,
by a high-performance liquid chromatography (HPpGinp. The diameter of the glass
capillary nozzle can vary from 15 to gi. Impurities need to be filtered away to avoid
blocking the micron size nozzle, therefore mictef are installed on the pathway of the
microjet before exiting the capillary. The flowtime microjet is laminar for the first 3-5

mm from the nozzle followed by droplets prone &efre after 20 mm.
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Figure 3.11.Peristaltic pump used for pumping the stock sotuin the experimental
setup from U41-PGM at BESSY (left), and schemagipresentation of the solution
circuit before reaching the experimental chamhbghty, where the sample is pushed by

the peristaltic pump into the loops with additiohalp from pumped water/pure solvent.

3.4. UV-Vis technique

3.4.1. Beer-Lambert law

In the UV-Vis technique, when a certain radiatioavelength matches the energy gap
between an occupied orbital (core typeor = molecular type) and an unoccupied
molecular orbital §* or n* type), an electronic transition occurs. The UVs\épectrum
results from plotting the degree of radiation abaoce through the sample as a function
of wavelength. The absorbance is directly propogioto the number of absorbing
molecules of the sample (in the case of solutidasthe molar concentration), as

illustrated by the Beer-Lambert law:
A= eXxcxl, Equation 3.7

whereA is the absorptiorg is the molar absorptivityg is the molarity, andlis the path

length through the sample.
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3.4.2. Electronic transitions in the UV-Vis theory

In Figure 3.12 an energetic diagram of the orbisakhown. Here, the molecular orbitals
are a mixture of the contributing atomic orbitateldor every bonding orbital that is
formed @, ©r), there is a corresponding energetically symmaeinit-bonding orbitald*,
7*). Thus, the lowest energy occupied orbitals aregeneraloc orbitals, which implies
thate* orbitals are the highest in energy. Therbitals have a higher energy than she
while then* orbitals possess a lower energy thandheThe unshared electrons of the
non-bonding atomic orbitals (n) lie usually in tméddle of the diagram; their energy is
higher than the bonding orbitals as from an energeint of view, these electrons do not

contribute to the formation of a bond.

Figure 3.12 intuitively suggests that a transifi@m a non-bonding orbital tore orbital
requires usually less energy than a transition faarto ax* orbital. The transition energy

is inversely proportional to the wavelength of #iesorbed light:

hc Equation 3.8
E = 7,

whereh is Planck’s constant,is the speed of light, aridis the wavelength.

Unoccupied
molecular orbitals
i
Energy - Atomic (core) orbital
Occupied levels
o)

Molecular orbitals

Figure 3.12.Energetic diagram of molecular orbitals showing Bfonding ¢, ), non-

bonding (n) and anti-bonding orbitals*( ©*).

The immediate implication is that#* transitions are generally encountered at longer
wavelengths than the—n* transitions in a UV-Vis absorption spectrum; tbisservation
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will be used further in Chapter 7 to outline diffiaces between the spectra for PABA

aqueous solutions of high, intermediate and low pH.

3.5. X-ray powder diffraction

3.5.1. Diffraction principles

Knowledge on how atoms are arranged within a chgstacture is essential to understand
their physicochemical properties. X-ray powderrdiftion (XRPD) derives from single
crystal X-ray diffraction and generally provideduable information on the structure,
and atomic spacing involving bond angles, unit palameters and bond lengths. This
analysis technique is suitable for systems wheystaltites are orientated in many

directions, and characterised by various interatqrtane distances.

In the diffraction experiment, an X-ray of wavelémgomparable to the interatomic
spacing hits the sample while a detector recoresniensities of the diffracted resulting
waves. The diffraction pattern constitutes a sp@ctibased on atomic periodicities in the
samplex! Long repeat (large interatomic) distances causkadtfon at small angles,

whereas short repeat (small interatomic) distadeésrmine diffraction at wide angles.

The purity of a compound can be reflected by itBatition pattern; therefore, sharp and
well-defined peaks are attributed to defect-freggsamples, while broadened, distorted
or suppressed peaks are addressed to presencpurities, defects, atomic dislocations
or internal strains. For samples without a longgeanrder (amorphous), the diffraction

pattern generally present very broad, diffuse fesftf

3.5.2. Bragg'’s law

Figure 3.13 presents the diffraction process oauginvhen an incident radiation beam

hits the surface of a sample.
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Figure 3.13. Geometry of wave scattering from two planes sepdraly distance,
forming a diffraction angl®; drawing dashed lines as normal to each wave, ffexeice

in path length for the wave scattered from theptzme and the one scattered from the
bottom plane is marked with dark lines, and wowdgresent the sum between the
distances AB and AC.

From the trigonometry of the ABD triangle:

AB = d X sinf Equation 3.9
As ABD and ACD are equivalent triangles, AB = AC.

The immediate consequence is that the path lerzgthbe written as:

AB + AC = 2 X d X sinf Equation 3.10
The constructive wave interference occurs when gt length equals an integer

multiple, n, of the radiation wavelength, as in Equation 3.11:

nXA=2xdXsiné, Equation 3.11

which is also known as Bragg'’s law.
For a planel{kl), Equation 3.11 becomes general as:

nXA=2Xdp X sind, Equation 3.12

whereh, k andl are known as Miller indices.

A diffraction pattern of a sample is composed sfidct peaks, each corresponding to an
interplanar distancen«. In the particular case of cubic crystals, ofitattparameteroa

thedh distance can be written as:
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a .
Apiag = ﬁ Equation 3.13

From Bragg’s law (Equation 3.12), the measuredeaf@iyk that is characteristic to aK])

diffraction peak becomes:

nXAXVhz+ k2 +12 Equation 3.14
2 X a )

20y = 2 X arcsin(

3.6. Density functional theory

In the recent years, density functional theory ([PF&s been adopted by quantum

chemists as it is widely used for the simulatiopatential energy surfaces in molecules.

The main concern of the theoretical aspects liethéncalculation of the ground state
energy of a collection af electrons. The energy of this system represertsdtution of
the non-relativistic Schrodinger equation for a tiellectron atom, which can be
rendered by the Born-Oppenheimer time-independeproaimatiot® contained in
Equation 3.15:

AY (1,15, ., 1) = EW (11,75, o0\ 1), Equation 3.15
whereH is the Hamiltonian operato¥ the state wave function, which dependsnon

coordinates specific to each electronra, ..., rn, andE is the system energy.

DFT differs from other wave function based methdhist approximately solve the
Schrédinger equatione(g. Hartree-Fock, perturbation theory) by using thec&bn
density concept, which is three-dimensional regaslof the number of electroms,in

the systen?* The immediate consequence is the possibility ofyapp the method to
large systems comprising even hundreds of atonustrars has become one of the most

widely used electronic structure approach&®:>®

Another essential approximation in DFT is represdntoy the local density
approximation (LDA), which has the capability opreducing in satisfactory manner
experimental results, and is even improved comptireéde Hartree-Fock theory, when
calculating the strength of the molecular bondsdifnally, lattice constants can be
obtained with an accuracy of ~ 1% in the LB/Aut has its limitations when considering

more rigorous cases such as ferromagnetic materials
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3.7. Time-dependent density functional theory

Time-dependent density functional theory (TD-DFThyastigates the dynamics of
systems where time-dependent potentialg.€lectric or magnetic field) have an impact
over the excitation energies, photoabsorption spead frequency-related properties,

unlike DFT which is used to find the ground statea gquantum system.

Zangwill and Sovet? were the first to extrapolate the DFT approacthéotime domain.

A significant progress was made in the last 20 yy@dren several physics aspects, such
as vibrational and solvent effects, were considetedhich improves the accuracy of
calculating vertical transitions. An example of @pproach that takes into account the
solvent shifts on the absorption spectra is thernsable continuum model (PCNP,
composed of two parts; the slow part representecntdr orientations that do not have
enough time to re-adjust, while the fast part cstssof solvent electronic degrees of
freedom with re-adjusting capability. In generdie tcalculated results for excitation
energies tend to be approximated with fairly gaaadard errors (a few tenths of an eV),
yet depend on the types of excitation and systeomssidered®! Apart from its
applications in spectroscopy, TD-DFT can also bedus real-time dynamics in non-
perturbative fields or in determining the groundtstexchange-correlation energy from

a response function.

In a TD-DFT method, the direct target to solvehs time-dependent non-relativistic

Schrédinger equation for the polyelectronic wawvection'V:

HOW (ry, Ty ooy Ty t) = iW’ Equation 3.16

whereH is the Hamiltonian operato¥ the state wave function, which dependsnon
coordinates specific to each electronrs, ..., s, and time (i is the imaginary unit).

TD-DFT has yet its own downsides under the conaiter of charge-transfer
estimations, two- or multi-electron excitationsconduction polymer scale-up due to its

limited accuracy of the functionals employ&d?
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3.8. Polarisable continuum model

Originally formulated about 35 years ago by Mieftthis model is based on generating
overlapping spheres for each atom of the soluteeoutd, which form a cavity inside of
a uniform dielectric continuum that representssient.

In a PCM-solvated system, where the electrostatid,dispersion-repulsion interactions
are considered, both direct and indirect effects lea disseminated. Direct effects are
generated by solvent-induced modifications on tkeetenic charge distribution of the

solute, whereas indirect effects are reflected bgnges in bond lengths, angles, or

torsional angles.

In the PCM method, the free energy of solvation lsanrepresented by a sum of three

different termsij.e. of electrostatic, dispersion-repulsion and camtatype:

Gsotvation = Gelectrostatic T Gaispersion-reputsion T Geavitation Equation 3.17
The model system reproduces the case of a vertedllution composed of a single
solute molecule immersed into an infinite solveasérvoir’. Each atom within the solute
is assigned a van der Waals radius, and then th&atan energy is computed using a
van der Waals surface resulted from the interloglgpheres. The dispersion-repulsion
energy is calculated with a solvent-accessibleaserivith radii augmented by the solvent,
and for the electrostatic energy term the initaity surface is increased by a scaling
factor considering that the first solvation layeed not have the same dielectric properties
as the rest of the bulk of the continuffn.

The cavity formed at the interface solute-solveahtmuum should reproduce the
molecular shape as much as possible, otherwisenfagylead to deformations in the
charge distribution after solvent polarisation tbamh have an impact on the accuracy of

the results.

3.9. Full-multiple scattering

Full-multiple scattering (FMS) calculations are elylused to interpret NEXAFS spectra
with the help of the FEPF software tool developed by John Rehr and collabesaln
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these simulations, the absorption coefficignis plotted as a function of energy and then

compared with the experimental results.

After an incident photon hits an atom, the outcanay be either fluorescence or Auger
effect. The photoelectron that is emitted is thastered at the neighbouring atoms within

the molecule, namely it is multiply scattered.

FEFF calculates self-consistent orbitals to obtlanscattering potentials usually using a
Hartree-Fock approach and can reproduce well NEXAp&ctra; however, in some
cases, the simulated spectra show shifts of aYeeoepared to the experimental results.
Using trimming parameters, those deviations camdyescted to a certain exterd.q.
shrinking the cluster size by reducing the atoroiardinates and interatomic distarf®s
and adjusted by rigid-shifting the energy axis vehmeeded.
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CHAPTER 4

SOLID-STATE NEXAFS OF SACCHARIDES

4.1. Introduction

Saccharides, also known as carbohydrates and swagaran important class of natural
products and are well known as foods and componehtsgestible formulated
productst® They have a propensity to present various norntaltyse and crystalline
forms, and interest in intra- and intermoleculandiag in their solid state structures goes
back to the earliest days of organic chemistBaccharides can exist as monomers or,
covalently bonded, as dimers, oligomers or polymarg/hich molecular monomers are
linked by glycosidic bonds. Well known monosacctiesi are glucose (dextrose, also
known as blood suga), fructose (or fruit sugar), and ribose, an essential component
of ribonucleic acid (RNA). Among disaccharides, Mglown representatives are sucrose
(‘table/beet/cane sugaror simply ‘sugaf) and lactose ¢hilk sugai), which is
commonly used in pharmaceutical products as anpexti The most abundant
polysaccharide occurring in nature is celluldsehich confers support, resistance and
rigidity to plants. In terms of classification byet number of carbons, saccharides with
five carbon atoms in their molecules are calledtgsss €.9. ribose, xylose, lyxose),
while six-membered ring saccharides are called $exo0é.g. glucose, fructose,

galactose).

Identifying mono-, di-, oligo- and polysaccharidgsectroscopically is often important
for understanding the properties of formulated pats® X-ray core level spectroscopies
are structurally incisive methods that are increglgi used for the analysis of interfacial
species in complex products, devices and biomé#tértd The most commonly used

variant, X-ray photoelectron spectroscopy (XPSyyvtes information on the chemical
state of atoms through sensitivity to the localceten density variations caused by
changes in chemical bonding, which lead to chensicéis of core level binding energies,
and interpretation can be complemented or enhanitbdhe results of density functional

theory (DFT) calculation® Careful C 1s core level binding energy measuresbt
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XPS of fructose, xylose, glucose, galactose, maJiw$actose p-lactose, and cellulose
have previously revealed that XPS is sensitive ghaio distinguish mono-, di- and

polysaccharide®®

Near-edge X-ray Absorption Fine Structure (NEXARSO0 called X-ray Absorption
Near-edge Structure, XANESprovides more incisive information than XPS atoaal
chemical and electronic structure in condensedandiietermination of bond lengths,
static and dynamic disorder as well as coordinati@ambers and coordination geometry
around the X-ray absorbing atoms in organic comgdswan sometimes also be achieved
by extended X-ray absorption fine-structure analy&XAFS)!"18 However, C K
EXAFS analysis is often not possible because aprecal space limitations caused by
(i) spectral overlap of absorption edges from othlements (for the present case of
saccharides the O K-edge ~ 250 eV above the C I&)eatdd (ii) instrumental limitations
such as source transmission variations due to gonéion on optics, abrupt variations
in photon flux or non-linearities ino Imonitoring. However, NEXAFS offers the
possibility to obtain information about bond lengtin organic molecules through
determination ob* shape resonance energies relative to the ionrsatotential of the
core level from which excitation takes placs: shape resonances arise because
photoexcited core electrons can be temporarilypedy a centrifugal potential barrier
near the absorption edge of the molecule, so elesttraverse the molecule multiple
times before escaping from the molecular core tyelling?”1%22 The use of shape
resonance energy shifts for determining bond lengts been referred to as the ‘bond
length with a ruler method.?°-?224The method relies on the determination of the core
level binding energies.é., variations in the core level ionisation potergtjdPs) from the
absorption spectra and the energetic position ®@tthshape resonances relative to the
IP.2> We have recently reported evidence that this niettam also be applied to C—N
bonds of organic molecules in solution and in tiganic solid staté The likely reason
for this transferability of a method originally ddeped for gas phase molecules is that
intermolecular interactions in the organic condengbase are much weaker than the
internal covalent bonds in the molecules. While ékact physical origins af* shape
resonances, and thus the validity of their usebfund-length determination, has been
controversially discussed in the p&stPthere is considerable empirical evidence, as well
as theoretical suppd?tt! for their interpretation as multiple scatteringsorances

dependent on the bond lendth.
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Full deconvolution and interpretation of all feasiin NEXAFS spectra can be a complex
task, but our previous success in detecting diffees between saccharides by core level
binding energy analysis in XP3ed us to hypothesise that the structurally mocésine
NEXAFS spectroscopy may also be sensitive to diffees in structure and bonding in
saccharide systems. Note that unlike diffractiomthroés, core level spectroscopies do not
require long-range order and can therefore alsafgpdied to non-crystalline forms. A
deeper understanding of the core level spectrhettystalline forms would therefore
establish a basis for the characterisation of logaractions in materials without long-
range order, such as melts, solutions, coatingmamocrystalline forms. Literature
references describing applications of NEXAFS tockaddes have been rather

sporadié®3*and generally did not relate the spectra to sjpestifuctural details.

In this chapter C K NEXAFS data of a series of ngamzharides (fructose, xylose,
glucose, galactose), disaccharides (maltose momateydo-lactose monohydrate,
anhydroug3-lactose) and one polysaccharide (cellulose), baldiscussed with the aim
to provide a database of spectral fingerprintsestedblish what level of structural detail
is evident in these spectra. In particular, it vieé shown by reference to the crystal
structures that the* shape resonance analysis of the NEXAFS providesss to rather

small variations in intramolecular C—OH bond lersgithnthe molecules.

4.2. Experimental section

4.2.1. Materials

Polycrystalline powder samples were obtained fromma-Aldrich, UK. Fructose,
xylose, galactose, maltose monohydrate and cedutas> 99% purity. Glucose was
99.5% pureo-lactose monohydrate afidlactose had been provided by Sanofi-Aventis
(Alnwick, UK) and were the same samples examinedunprevious XPS study.All
samples were used as provided. Thick layers of powatre spread onto double-sided
copper tape (VWR, US) with a clean thin spatulaueimg complete covering of the tape
surface and then pressed on mechanically to okdaitompact layer. Figure 4.1
summarises the chemical structures of the analyaecharides. The pentose (xylose) in

the first row has the chemical formulaHz00s, the hexoses (fructose, glucose, galactose)
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in the second row have the general chemical fori@ghta-Os, the disaccharides (maltose,
a-lactose, B-lactose) in the third row have the general form@aH2:011. The
polysaccharide (cellulose) in the fourth row isodymer ofp-glucose, having the formula
[CeH100s]n.

Generally, monosaccharides crystallise in the pygsarform,i.e., as 6-membered rings;
fructose can crystallise in either a pyranose oarfase (5-membered ring) form; the
pyranose form of fructose is usually obtained bgustrial crystallisation processes,
whereas the furanose form occurs in natural pradu€ylose is naturally found in
pyranose form. For the disaccharides, maltedactose, an@-lactose are formed of two
monosaccharide units in pyranose form. The polysaode, cellulose, is formed of

linked glucose units in the pyranose form.

4.2.2. X-ray powder diffraction (XRPD)

A Rigaku Miniflex XRPD instrument was used to detare the polymorphic form of
each saccharide powder, taking diffraction pattener a 2 range from 5° to 40°, at a
rate of 1°/min with a 0.02° step. The X-ray souoperated with 30 kV voltage and 15
mA current. The experimental patterns were compuaiiéitl calculated crystal structure
patterns based on published crystal structuresaenahcluded in the Appendix B of this
thesis (Figures B1-B8). Results indicated thatftrens werep-fructose,a-xylose, a-
glucose, a-galactose,B-maltose, a-lactose monohydrate, anhydrogislactose. The
positions of the broad features in the pattermadrhous cellulose (Figure B8 from the
Appendix B) indicated that residual local order witermined by nuclei of the, |
polymorph of cellulose.

4.2.3. NEXAFS

NEXAFS spectra were measured at the National Ustibf Standards and Technology
U7A beamline of the National Synchrotron Light Sm(NSLS) at Brookhaven National
Laboratory (BNL) in New York, USA. Partial electrgmeld (PEY) C K-edge spectra
were obtained using a channeltron electron mudtipkith the sample positioned at the

magic angle (54.7°) relative to the incident beamth a photon flux of approximately
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5x10'° photons/s. An entrance grid bias of =150 V wasl isethe C K-edge in the case

of galactose and —50 V for the rest of saccharides.

Monosaccharides

CSHIOOS
H
Hs o
HO 4 Lk
HO
3[ H 2 oH
H OH

a-Xylose

C6H1206

HOH HO OH

6
s Lo H.o
HO 4 LH H
HO HO H
3] H 2 0H H “oH

H OH H OH

B-Fructose a-Glucose o-Galactose

Disaccharides
C12H22011

HOH

H “oH Ho Latbo Ho
H 0 - H? H Ho
HO HO o) -
HO OH H2 OH 1 H OH
H oH HO > HO OH
0 ! 3 H OHI H H H  “oH

B-Maltose a-Lactose B-Lactose
Polysaccharide

(CeH1905),

Cellulose

Figure 4.1.The saccharides analysed by NEXAFS. The IUPAC nuimdpef the carbon

atoms is included for xylose, fructose, glucose axdctose. The other mono- and

disaccharides and the polysaccharide adopt anadagoubering.
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At =50 V grid bias the detected electron-yield sigs essentially the total Auger yield,
i.e., the probing depth of the electron-yield signatléermined by the escape depth of
all C KLL Auger electrons, including the whole bgcund of inelastically scattered
electrons on the low energy side of the Auger eimisBnes®>38 which probes deeper
than the elastic Auger or photoemission peaks.eXipus experimental determination of
the C K-edge probing depth in polymers yielded lasaf ~ 2 nnt® while experiments
with signal attenuation in Cr metal indicate foofims at the C K-edge that the maximum
probing depth is approximately 3.5 rifhThese values are equivalent to probing a few
molecular layers deep into the saccharide matesaal$ should hence confer bulk
sensitivity. In line with this, our previous XPSadysis of the same saccharide materials
through C 1s emission with an Alksource, which is associated with signal attenuaatio
lengths only slightly higher (~ 3 nr),yielded chemical compositions consistent with
those expected from the saccharide stoichiometkeseover, for molecular materials
surface effects on internal bond lengths should niegligible, as intermolecular
interactions in organic molecular solids are weahtive to the strength of the internal
bonds in the molecules. The strongest intermoleaaiaraction in the saccharide bulk is
hydrogen bonding. It is therefore expected thatGk©®© bond lengths derived from the

bulk crystal structures used for the interpretabbour data are good models.

A toroidal spherical grating monochromator with @dtes mm? grating was used to
acquire the C K-edge data, yielding an energy utmwni of approximately 0.1 eV. After
collection, the spectra were normalised by the Kaneously recorded drain current from
anin situ gold-coated, 90% transmission grid) (Which is situated in the X-ray beam
path, to eliminate the incident beam intensity thations and absorption features in the
beamline optics. The monochromator energy scaileratibn was performed through the
285.1 eVr* graphite absorption by a carbon mesh locatedh&urtipstream obl(lo_up).

All spectra were processed using standard prepasidedge normalisation methods. The
peak-fitting capability of Athena softwdre™ was employed to determine the energetic
positions of all NEXAFS transitions at the C K-edgad the spectrum was modelled
with Gaussians for the peaks and tarotan step functions for the edge steps arising at
the IPst’ The positions of the IPs were determined assumingbnstraints: the expected
intensity ratio for OC—OH and C—OH moieties, an€itlenergy difference, which was
known from our previous XPS study to be 1.35 eVhbigfor the OC-OH

hemiacetal/hemiketal group$.The first IP was set as the experimental edge step
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inflection point, i.e., the zero-crossing of the second derivative of ékperimental
spectrum. For investigating the ‘bond length withruder’ correlation, the standard
deviation for the C-OH bond lengths in the reportexystal structures was
< 0.007 A% For the curve-fitted C K-edge spectra, by fittingh different models
(variation of peak positions, functions and the bemof included peak functions) and
using different initial values for the peak paraengtit was found that the error in energy

positions for comparably good final fits wa®.02 eV.

4.2.4. Sample contamination and X-ray degradation

Slightly varying levels of adventitious surface tamination were previously observed
in the XPS data for the same set of sacchatfés. the NEXAFS spectra this
contamination is evident as weak pre-edge pealfseilC K-edge spectra. Similar to the
constant peak position of the hydrocarbon contantimaXPS C 1s result$these pre-
edge peaks were in a narrow energy range, fron828%285.4 eV. We carefully checked
by examination of the signal from the incident bearanitor (a gold coated mesh)
whether varying levels of surface contaminationitomight have led to normalisation
errors that could account for these pre-edge featdttowever, no variations in the mesh

signal were evident that could cause the obserngeals.

In the previous XPS analysis of saccharides, it alas noted that the intensity of the
peaks from the C—OH and O—-C-O hemiacetal/hemiketaéties in the C 1s spectra
decreased as a function of X-ray expo¥iuae to radiative damage, with the strongest
effect on ribose and xylogéIn the NEXAFS measurements, no significant chariges
peak positions and intensities, nor formation of peaks were observed as a function of

exposure to the X-ray beam, even after six scatiseo€ K-edge.

4.2.5. FEFF8 full-multiple scattering calculations

FEFF8.2° was used to simulate th& shape resonances in the C K NEXAFS for a cluster
cut from the crystal structure of glucose (CCD@refce: GLUCSAO03) The XANES,
FMS and SCF cards were used — FMS for full-multgaattering X-ray absorption near-
edge structure (XANES) calculation; SCF to enalelé-®nsistent field iterations. To
identify the shape resonance contributions duecttteying near the potential of the
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C—-OH single bonds we also ran calculations werarruvhich the C—OH bond length in

the hemiacetal/hemiketal position was increaseddmueased by 0.1 A relative to the
equilibrium value in the crystal structure (Figdr@ and Figures B9-B14 from Appendix
B).

4.3. Results and Discussion

The C K NEXAFS spectra of the saccharides are pteden Figures 4.2 and 4.3 together
with the results of the fitting analysis involvitgaussian and edge step functions. For a
deeper analysis of these spectra we need to thaakbaccharide molecules present only
single C—C, C-H and C-0 bonds (Figure 4.1), sbeipected that the NEXAFS spectra
are dominated by transitions to unoccupied, antidoy c* states. The most prominent
features arec* shape resonances, which arise from multiple sgag of the
photoelectron wave along the internuclear axis betwthe absorbing atom and its
neighbour; thus the* shape resonance energies depend sensitivelyeagbociated

intramolecular bond lengths.

In a previous study of the C K-edge spectra ohaatlinoside derivative adsorbed on Au,
the prominenic* resonance at ~ 289 eV was attributed to the C-+teties of the
saccharide, and the feature at ~291 eV to the GCadiety®* In line with this
assignment, the intensity of peak 1 is reducecytwse (Figure 4.2) as there is one less
contributing carbonife. one less C—OH bond in the structure) so the weatitensities

of the peaks arising from the two moieties are edéht compared to the other
monosaccharides. The small pre-edge peak at ~\28bthe spectra can be attributed to
adventitious contamination with unsaturated hydrosas containing C=C bonds,
while the second pre-edge peak at ~ 288 eV, obdease shoulder, is associated with
C—H transitions® The broader features at higher photon energiasndr@94 eV may

arise from C—C bonds.
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Figure 4.2. ExperimentalC K NEXAFS spectrum of fructose (top plot) and tBeK
NEXAFS spectra (bottom plot) for the monosaccharixiose (top), glucose (middle),
and galactose (bottom). Each spectrum is accomgparyibest fits obtained to determine
peak positions, with the*c-on and 6*oc-on peaks marked with numbers 1 and 2,

respectively. The IP edge steps are marked withethknes.
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Figure 4.3.Experimental C K NEXAFS spectra for the di- andysakcharides studied:
maltose (top),o-lactose (second from topp;lactose (third from top), and cellulose
(bottom), alongside fits with the*c_onandc* oc-onpeaks marked with numbers 1 and

2, respectively. The IP edge steps are markeddaisihed lines.

To examine how theé* transitions associated with C—OH bonds vary iergetic position

as a function of bond length, FEFF8 calculationsevgeerformed on each inequivalent C
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atom in the crystal structure of glucose, firstwtihe equilibrium C—OH bond length in

the crystal structure and then for the same boodeted and elongated by 0.1 A. One
set of resulting spectra is presented in Figureadithe others in Figures B9-B13 from
the Appendix B. The strong shifts of the shapemansoes originally in the region around
290-292 eV are evident, with a shorter bond lengghlting in a blue shift (higher photon

energy) by approximately +4.7 eV whereas the lomgerd length results in a red shift
(lower photon energy) by about —4.2 eV.

42eV 4.7eV
10 4
9 | :+0.1A:~0.1A% 1.01 bond length variation

Normalized p(E) / arb. units

Energy / eV

Figure 4.4. FEFF8 simulations for C1 absorbing atom in: anltened crystal structure
of glucose (black line), an altered crystal stroetf glucose with C1-0O1 bond shortened
by 0.1 A (dashed grey line), and an altered crystakture of glucose with C1-O1 bond
elongated by 0.1 A (dotted grey line).

As mentioned above, during peak fitting of the $fzem Figures 4.2 and 4.3, a 1.35 eV
difference in energy between the IPs arising frorO8 and OC-OH moieties was
assumed, as this is (with a margin of about +0\)5ee value of the C 1s binding energy
separations observed by XS he intensity ratios between the two edge steptions
representing the IPs were fixed to be in line i stoichiometries of the saccharides.
Note that in the extended X-ray absorption finaitire (EXAFS) region at higher

photon energies, where the spectra are determingchittering of the photoelectron wave
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by neighbouring atoms, the fitted Gaussian funstibave no physical meaning, but
modelling of the post-edge background was requmeshsure accurate fitting results in
the spectral regions of the electronic transitiohisiterestj.e. around and below the IPs.

The parameters derived with the fitting resultsoggh in Figures 4.2 and 4.3) are
summarised in Table 4.1. It can be seen thastheontransitions are in a narrow range
of energies, from 290.0 eV to 290.1 eV. Tec-ontransitions are found between 291.5
eV and 292.1 eV.

Table 4.1.1Ps and centroid energies of th& shape resonances determined by curve
fitting; the term valued are calculated as the difference between eadentroid energy

and its corresponding IP.

Oc_o Oo-c-0
o IPe *o C IPoc. * o0 <
Saccharide /Qe\O/H G/é\?H (G*Q_OH—”:)Q_OH) /Oé:VOH G/OeQVOH (G*og_oH—“Dog_oyD
[ eV [ eV
B-Fructose  289.55 290.07 0.52 200.90  292.11 1.21
a-Xylose ~ 289.55 290.02 0.47 200.90  291.65 0.75
a-Glucose  289.60 290.11 0.51 200.95  291.66 0.71
a-Galactose 289.70 290.06 0.36 201.05  291.65 0.60
p-Maltose ,04 55 289,08 0.43 200.90  291.58 0.68
monohydrate
o-Lactose ,q9 65 290.06 0.44 200.97  291.61 0.65
monohydrate
pB-Lactose  289.63 290.14 0.51 200.98  291.53 0.55
Cellulose  289.60 289.99 0.39 200.95  291.61 0.66

We can now turn to examining how the crystallogregly determined C—OH bond
lengths correlate with the shifts in tb& shape resonances and IPs. This ‘bond-length-
with-a-ruler’ analysi&’ 222 consists of plotting the term valde which is the energy
difference between the* shape resonance energy and its correspondingabld€ 4.1),

as a function of the length of the bond from whidrises. Because of the significant IP
difference between the C—OH and OC-OH moietieshan gaccharides, their shape
resonances are distinct and their bond lengthdeatetermined separately. There are of
course several C—OH moieties with slightly differband lengths in each saccharide, so
their average bond length was used for the anafysisle 4.2), as available from their
published crystal structuré§#95253The OC—OH hemiacetal or hemiketal groups are

associated with a shorter-OH bond length (Table 4.2) than for the other C—-OH
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groups?*495253 and averaging of two values has to be used in tsesc of the
disaccharides and for cellulose, which is compadedpetitive interconnected motifs of
two distinct cyclic glucose units bound by a glyidos bond (.e. cellulose can also be
regarded as a polymer of a disaccharide). For tbeosaccharides no averaging was
required as there are no inequivalent-@El groups in the crystal structures. It is also
pointed out that contributions from the rather shemdocyclic GO bonds of the
hemiacetal and hemiketal groups were omitted framdblength averaging as they are
located in the energy region beyond 293 eV, whér tcontribution cannot be
distinguished against the strong background ariéiomm the CG-C bonds. The other
endocyclic GO bond is always similar in length to the@H bonds and was therefore

included in their average.

Table 4.2. C-OH bond lengths determined by crystal structuralyasis, where (1)
represents the C—OH bond length from the hemiacetaémiketal group (as in Figure
4.1), and (av) represents the average values ottiee the C—OH bond lengths (including

one endocyclic €O bond — see main text).

C-OH bond length average length of

Saccharide CSD identifier at remaining C—OH (av)/
OC-OH (1) / A A

B-Fructose FRUCTOT1 1.412 1.423

a-Xylose XYLOSE’ 1.393 1.424

o-Glucose GLUCSA08 1.391 1.428
oa-Galactose ADGALAO%® 1.409 1.437

p-Maltose MALTOS114 1.402 1.418
monohydrate

o-Lactose LACTOS03? 1.390 1.425
monohydrate

B-Lactose BLACTOO0Z 1.381 1.423

Cellulose PADTUR? 1.403 1.427

The resulting plot of thé values as a function of the bond lengths is shioviigure 4.5.

It is evident that apart from two outliers (the €QH groups inB-lactose and fructose;

see discussion below), there is a good linear lative despite the small range
(~ 0.05 A) of bond length variations covered (Fagér5). More precisely, for a change
in the C—OH bond length by 0.047 A, a term valuiét st 0.393 eV occurs (which is

equivalent to a shift of ~ 0.8 eV for a 0.1 A véioa). Assuming that the term values can
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be determined with an accuracy of approximatelyp @0, this suggests a sensitivity of
the method to bond length variations slightly bretiben ~ 0.01 A, making the precision
of the technique comparable to accuracies achievapktandard X-ray crystal structure
determination. The trend observed in these expetatlg derived figures is in good
agreement with the €OH shape resonance shifts predicted by the FEFIE8latons
(vide suprd, which indicated shifts of approximately 4.5 edr 9.1 A variation in bond
length. However, the smaller variation of term ealun the experimental data may
originate from the strain in the cyclic saccharidelecules that impacts on the bond
angles and bond-bond interactions between adjacents>*

Turning to the outliers in the plot in Figure 4y, fructose the C—OH bond at the ©CH
group is considerably longer (1.412 A) by comparisdgth the other saccharides (range
1.389-1.409 A). The associated term value is aigben than for the other saccharides.
Both deviations are likely due to the fact that @@-OH group in fructose represents a
hemiketal rather than a hemiacetal moiety. As altethere is an additional«C (rather

than C—H) bond at the GOH moiety>® Interestingly, this result suggests that the
NEXAFS analysis of EOH o* shape resonances and IPs provides an avenue to
distinguishing hemiketals from hemiacetals.(ketoses from aldoses). However, more
systematic work should be carried out to confirmethkler this observation can be
generalised.

B-lactose, the other outlier in Figure 4.5, hasgmificantly shorter €OH bond at the
OC-0OH group than the other saccharides. It is diststgpd from the other hemiacetals
by a different configuration at the anomeric pasitiin which the OH group is positioned
cis (rather thartrans) to the —CHOH group in the molecule. Moreover, unlike the othe
two disaccharidespfmaltose andx-lactose), the two monosaccharide units in ke
lactose structure are rotated relative to eaclr @itoeind the glycosidic bond. These local
structure differences may perhaps combine to caesd electronic structure variations
and hencee.g, slight differences in core hole relaxation ordbscreening differences
that may affect the term valde A deeper analysis of other saccharide structwoesd

be required to confirm or refute these points.

In any case, the outliers appear to underline gortant constraint of the bond-length-
with-a-ruler methodology, namely that variations thre term valued can only be

compared for bonds in which the two atoms aresimalar chemical state, so additional
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dependencies on functional group (as in, aldehgd&etone) identity and (in condensed
matter) secondary interactions with other functiogeoups due to conformational
differences, configurational isomerism and/or fimwal group interactions in the crystal

structure may influence the results.
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Figure 4.5.Linear correlation between term valdieand (O)C—-OH bond length for the
crystal structures of saccharides, where Frucustfise, Xyl = xylose, Gluc = glucose,
Gal = galactose, Malt = maltosee,Lact =a-lactose3-Lact =3-lactose, Cell = cellulose;

annotation (1) refers to the OC—OH bond lengtihattemiacetal/hemiketal position (as
in Figure 4.1), and (av) refers to the averageevalithe remaining C—OH bond lengths;
fructose an@-lactose, outliers away from the fitted line (ségcdssion in the text), are

represented with an empty triangle and an emptgreguespectively.

The possibility to additionally determine term wveduin the O K NEXAFS spectra was
investigated, but the determination and interpi@tabf these values is more complex
than for the C K-edge due to the additional infleeeof intermolecular hydrogen bonding,
so that no firm conclusions could be drawn. Overallvever, the C K-edge results that
has been obtained indicate that for hemiacetals witonfiguration at the anomeric
centre the small relative energy variations betwi&snand shape resonance features in
the C K NEXAFS are, within experimental error, dstent with the variations of the

C—-0 bond lengths known from single crystal struetanalysis. Our data lead to an
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estimate of a sensitivity to bond length variationsthe order of ~ 0.01 A, which is in
very good agreement with the previously reportetsisieity for gas phase moleculés.
These results suggest that careful use of soltd 8t&8XAFS can provide very incisive
structure information for molecular materials, ahduld perhaps be considered more for
the characterisation of local bonding in non-criisia systems, not only dissolved
species as in a recent studyaut also colloidal systems as well as melts andlaim

amorphous phases.

4.4. Conclusions

Analysis of the C K NEXAFS spectra of solid monasearides, disaccharides and a
polysaccharide indicates that the precise detetiomaf IPs ands* shape resonance
energies is sensitive enough to distinguish betwdifarent saccharides through the
minute variations in C-O bond lengths in theseesyst The analysis of the experimental
data as well as FEFF8 calculations show that #msisivity arises because bond length
variations are associated with term value shisptting determination of bond length
variations of ~ 0.01 A. These observations sugtiestNEXAFS can be used to obtain
valuable bond length information for other molecutaaterials of similar complexity.
Very importantly, NEXAFS is known to be applicalite non-crystalline systemeg.g.
species in solutions, melts, amorphous phases dsartzed species), opening up an
avenue towards structural information that can beduto confront computationally
derived models for systems without long-range ordéoreover, the C K-edges of
fructose angs-lactose do not fit into the trend set up by tHeeotsaccharides, suggesting
that NEXAFS may also be sensitive enough to disistghemiketals from hemiacetals,
as well aso andp forms of the otherwise identical saccharides, rhote systematic

experimental work should examine these hypotheses.
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CHAPTER 5

LIQUID-STATE NEXAFS/RIXS OF PABA IN WATER AT
HIGH/LOW pH AND IN METHANOL SOLUTION

5.1. Introduction

The ability to observe chemical and structural ¢fgsnin organic molecules in solution
is of central importance for progress in chemiaad éfe sciences. For example, the
activity of biological systems is strongly influeattby pH variations causing changes in
chemical speciatiohwhile the structural outcomes of self-assembly enystallisation
processes define physical and chemical propertipsoolucts>® In particular, details of
the structural evolution of nucleating solutions af contemporary interéstbecause of
their far-reaching impact on both structural andphological outcomes, the tailoring of

product properties, and the design of materials.

A crucial pre-requisite for further elucidationmblecular structure in such processes is
having the experimental capability to incisivelydy conformational structure, bonding
and electronic properties of organic molecular s situ.®° Core-level spectroscopies
are emerging as suitable probes for this taslegsdre highly sensitive to local electronic
structure and bonding. Even X-ray photoelectrorcspscopy (XPS$,one of the most
facile core-level spectroscopies in the laboratgugrmits the characterisation of
protonation and hydrogen bonding in both solides@hd solution acid-base systems

through determination of chemical shifts in coreelebinding energies®

Near-edge X-ray absorption fine structure (NEXAFR83%0 known as X-ray absorption
near-edge structure (XANES), is chemically andcttmally much more incisivé!®as it
involves excitation of core electrons to unoccupiedence orbitals that are readily
interpreted by use of molecular orbital (MO) caftidns. In addition,o* shape
resonances in the NEXAFS are very sensitive to Bength variations, thus providing
incisive molecular structure parameters, even fom-erystalline systems. Resonant
inelastic X-ray scattering (RIXS) probes occupiatence orbitals when the correlation

of the valence electrons is weak, by monitoringtthasitions of electrons from occupied
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valence orbitals into core-hole statésThe combination of NEXAFS and RIXS thus
provides a comprehensive picture of the local eb@@t structure and is ideally placed
for investigations of local environment and bondiafjy molecular solutes. Recent
development of the liquid microjet technidéé* allows windowlessn situ probing of
solute species in solution and, importantly foramigs, alleviates potential problems
caused by radiation damage. In addition, the di#tsa-nature of the electronic transitions
(~ 10%° s means that every detected event represents ahenaps molecule rather an
average over vibrational or conformational changesreby permitting population

analysis when transient species co-ekist.

This chapter will present how NEXAFS and RIXS mjetstudies can be combined with
density functional theory (DFT) calculations to@tiate the pH- and solvent-dependent
changes in the local chemical and electronic enwirent ofpara-aminobenzoic acid
(PABA, Figure 5.1). PABA is an intermediate for itolacid synthesis and has
pharmaceutical applicatiod®. Depending on pH and solvent it forms neutral,
zwitterionic, cationic and anionic species in sionf’'8 Direct observations of these
chemically and electronically distinct species possible by monitoring the nitrogen 1s
core-level excitation (nitrogen K-edge), therebgviding electronic structure signatures
for agueous solutions with varying pH as well asalooholic solutions. This chapter will
also present a correlation of the electronic stmecand bond length changes with the
effects of ionisation at Brgnsted donor and aceaptweties, and a comparison with non-

ionic species in the solid-state and DFT molecaoibitals.

5.2. Experimental section
5.2.1. Solid-state NEXAFS

The solid-state PABA sampl@PABA*®) was formed through an aqueous slurry of the
commercial form (>99%, Sigma-Aldrich, UK) at 5°C.oll8-state NEXAFS
measurements were performed at the U7A beamlitleeoNational Synchrotron Light
Source (NSLS) at Brookhaven National Laboratory,. NPértial electron yield (PEY)
spectra for the N K-edge were collected via a chdron electron multiplier with the
sample at the magic angle (54.7°) relative to tloedent beam. An entrance grid bias of

-150 V was used for PEY collection and a monochromatth a 600 I/mm grating,
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which provided energy resolution of ~ 0.15 eV. Aftllection, the spectra were
normalised by the simultaneously recorded drainecuifrom ann situ gold-coated, 90%
transmission grid §) placed in the incident X-ray beam to eliminate dffect of incident
beam intensity fluctuations and beamline optics oglison features, and the
monochromator energy was calibrated using the 4€0.6rst 1 feature of a titanium

nitride grid.

Peak fitting and normalisation was performed ushegAthena softwar& with arctan
steps for the IPs (edge steps) and Gaussian fasdio the peak$222For investigation
of the relationship of EN bond length with the NEXAFS term valde-n (0*c—n — IP),
standard deviation for the-@l bond lengths from single crystal X-ray diffractipXRD)
is < 0.003 A'%2324and good correspondence is observed for the fiReghergy shifts
with the XPS N 1s core binding energig®(15 eV standard deviatiof) The correlation
between the N NEXAFS and-@l bond length reveals that a 0.1 eV change ingha t

valuedc-n corresponds to a 0.0025 A alteration iiNCbond length.

5.2.2. Solution-staten situ NEXAFS

Solution-state N K-edge spectra were recorded thighLiXEdrom endstatiof at the
U41-PGM beamline of the BESSY Il synchrotron atrHlebltz Zentrum Berlin (HZB),
by using the liquid microjet technique. The 0.5 ditic (HCI) and basic (NaOH) aqueous
solutions and 0.5 M methanol solution of PABA werepared and filtered at ambient
pressure to remove impurities or undissolved clysiartial fluorescence yield (PFY)
data were recorded in scanning mode by a gratitiy kme density 1200 lines/mm and
radius 7.5 m dispersing the emitted photon enexgy the samplé* and subsequently a
detector consisting of a charge-coupled device (L Clllorescence screen and
microchannel plate (MCP) stack collecting the afrgdisignal. The sample, grating and
detector were arranged in Rowland circle geometraécurate focussing. Although total
fluorescence yield —TFY— can be recorded with a &Fafhotodiode mounted in the
vicinity of the liquid jet, there were problems tvithe signal recording and solute could
crystallise on the photodiode, interfering with @ignal). Use of the microjet ensures
fresh sample is probed by the X-ray beam, vasthimising the potential for any X-ray
induced damage. An 18n diameter glass nozzle with 0.6 mL/min flow rateswsed,

and the measurement performed around 2 mm fromdhaee within the laminar part of
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the jet flow (droplets start to form after 3-5 mmith the resulting frozen residues
collected by a liquid nitrogen trap) with ¥Ombar pressure in the main chamber.
Beamline energy calibration was performed withgdls (TEY XAS 1s»>2p 1ttransition)

and the resolution was0.1 eV.

5.2.3. Solution-statan situ RIXS

Microjet N RIXS spectra were recorded at BESSY¥4t by using the same setup and
solutions as for the NEXAFS. N RIXS data were rdedrat multiple excitation energies
corresponding to NEXAFS resonances. In line witls,tlsimilar spectral features at
constant emission energy with varying excitatioargg were observed, and only changes
in relative intensity occurred across the NEXAF&nsition thresholds (excitation
energies of 404.5, 410, 408 eV for the anionic, -lmomc and cationic species,
respectively, were used for further analysis).

5.2.4. DFT calculations

Non-ionic, anionic, and cationic PABA monomers weimised with the B3LYP
functional and 6-31G* basis set in Gaussiaf® @ obtain molecular orbita§for the
ground state. This permitted identification of &lenic structure changes originating
from chemical (initial-state) variatiodsStrictly speaking, NEXAFS interpretation
should also include the influence of relaxatioreetf$ due to the presence of the core hole,
which were expected to affect the final state ef divserved electronic transitions. We
have recently included such effects in CASTEP datmns for crystalline PABA" and
found that the inclusion of final-state effects diok alter the MO interpretation of the
NEXAFS substantially. The reason for this insemsitilies in a combination of the
strong localised character of core-level excitatiand the weakness of intermolecular
interactions (with hydrogen bonding dominant) ajanic molecules relative to internal
covalent bonding and protonation effects. The gdestate calculations used for the
interpretation of the NEXAFS are therefore expediedsomewhat overestimate the

absolute energies associated withmtiéransitions, but less so the relative energiet an

sequence of the unoccupiatistates.
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5.3. Results and discussion
5.3.1. Expected speciation in solution and in theobd state

The solubility of PABA in aqueous solution is véoyv (0.03 M) and dissolution leads
to a complex mixture at the isoelectric point (pH6%, comprising non-ionic and
zwitterionic neutral speciéSalongside small percentages of cationic and anismécies
(Figure 5.1%% Based on the pKvalues?® upon increasing the pH above 4.87 the
carboxylate anionic species dominates, while deangathe pH below 2.50 results in
solutions containing almost entirely the catiorpedes (Figure 5.1). These ionic species
have greatly increased solubility (> 0.5 M) andballmicrojet NEXAFS and RIXS
measurements to be recorded with good signal-teentio. In the solid state, PABA
exists as neutral, non-zwitterionic molecules bahtteough a series of intermolecular
hydrogen bonds and-t interactions?2232%roviding a spectrum of the non-ionic form
for comparison with the ionic species expectedigt and low pH. For comparison we
have also examined alcoholic solutions, in whiclBRAs expected to primarily exist in

the non-ionic neutral formi.€. non-zwitterionic)!’

Cationic Neutral Anionic
0, 4+ PKa250 O pKa4.87 Q
>—< >—NH3 — >—< >—NH2 —,>>—< >—NH;
HO HO o
Non-ionic
Q +
5]
Zwitterionic
1
0.9
0.8 —
2
0.7 8 deprotonated
c = . .
S 06 53 = (anionic)
s} > =]
£ 054 @ é
Q @
5 044 §
= o
0.3 5
0.2 p-aminobenzoic acid
0.1 A (PABA) in H,0
0

01 2 3 4 5 6 7 8 9 10 11 12 13 14
pH

Figure 5.1.Equilibria between the cationic, neutral and aredPABA species in water
(top) and speciation diagram as a function of pbtttin).
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5.3.2. NEXAFS

Comparison of the N K NEXAFS spectra for non-iorgolid-state PABA andh situ
measurements at high/low pH in aqueous solutiayufi€i5.2) reveals marked differences
between the electronic structure of the specigddatl and pH 1, as well as variations
between the non-ionic and pH 11 species. Two pge-eesonances (energetically below
the ionisation potential, IP), are evident for tfws-ionic form and at pH 11, which arise
from 1s—T* transitions due to conjugation of the nitrogendgpair with the aromatic
ring, and these are followed by the broader % resonances that are more susceptible

to variations in geometric structute.

Anionic
pH11,05M

*
26%
1c*

Non-ionic
Crystalline

Normalized u (E) / a.u.

398 402 406 410 414 418
Energy / eV

Figure 5.2.N K NEXAFS spectra for anionic (top), non-ionididestatef3- (middle), and
cationic PABA (bottom), together with the fits teetdata, IPs marked with vertical dashed

lines, and the magnitude of the term valgey indicated by shaded boxes.
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The IP for the species present at pH 1 is verebfit from that observed at pH 11, with
a positive energy shift of 2.3 eV (Figure 5.2, Babl1). This increased IP for the pH 1
solution species reflects acquisition of a posittb@arge on nitrogen for the cationic
species (decreased electron density, orbital coidrg. A slight decrease in IP occurs at
pH 11 compared to the non-ionic form (Table 5.1jhwonjugation of the carboxyl and
amine groups through the aromatic ring leading ¢ones orbital screening and
redistribution of electron density occurring withamge to the anionic species (Figure
5.1). Due to the absence of the lone electron qgraithe nitrogen atom with Nf the
cationic nitrogen will not be able to participate the tmolecular orbitals with the
aromatic ring, therefore no pre-edgepeaks show in the pH 1 N K-edge (Figure 5.2),
further signifying transformation to the cationjmesies. Interestingly, the* resonances
become closer to one another in the anionic spatipkl 11 compared to the non-ionic

form, leading to a smalleyrt* value for the anionic species (Figure 5.2, Téhib.

Table 5.1.Experimental N K NEXAFS resonance and IP energma® frigure 5.2 along

with the term valuéc-n.

Nitrogen Non-ionic ~ Anionic Cationic Non-ionic
[eV] B-PABA pH 11 pH 1 methanol
IP 403.60 402.90 405.20 403.47
1m* 400.58 401.22 / 400.68
3n* 402.30 402.14 / 401.98
16™N-H 405.11 404.15 405.20 403.66
26* c-N 409.09 408.30 408.36 408.66
Arm* 1.72 0.92 / 1.30
dc-N 5.49 5.40 3.16 5.19
(o* c-n—IP)

DFT calculation$ of the unoccupied MOs with nitrogen contributioaow us to
pinpoint the electronic transitions leading to pdgert nitrogen intensity in the anionic
and non-ionic NEXAFS and to interpret the magnitofiehe calculated energy shifts.
Figure 5.3 shows the lowest unoccupied MOs (LUM®Oishon-ionic and anionic PABA,

" Acknowledged work of Dr Joanna S. Stevens
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revealing the calculated gap between the two loemstgy nitrogemt* orbitals (ATt*) is
over twice as large for non-ionic PABA as for theaaic species. In addition, the
energies for anionic PABA are raised above thatRaBA, with the nitrogen f*
becoming the LUMO+1 rather than the LUMO (Figur8)5.

Non-ionic Anionic
LUMO+2 ’ } o | % 3+
s ] L )
< 1.81eV 0.949 eV
[ ] * =
LUMO+1 ,,o"e 2 m %
< 0.731eV 0.117eV
L]
LUMO Q@ =~ 2 AT

Ar* for N 2.541eV 0949 eV
Figure 5.3. Lowest unoccupied molecular orbitals for the nguton-ionic and anionic
monomers of PABA. The* orbitals are labelled#, 2x*, 3n* from the lowest energy
relative to non-ionic PABA and those with weight thie nitrogen absorber are marked
with boxes; transitions from the N 1s core level to these radrérbitals are visible in the
N K NEXAFS.

The experimental trend in the IP (Figure 5.2) foe different PABA species is also
reproduced by the calculations (Figure 5.4), wittearease in core-level N 1s energy for
cationic species (thus increased IP) and slightesse for anionic relative to non-ionic
PABA (decreased IP). The nitrogah LUMOSs for the anionic species mirror the change
in the core-level energy, with an increase in epeetative to non-ionic PABA (Figure
5.4). The energy gap between the and 3™ MOs also narrows for the anionic species
(Figures 5.3 and 5.4); this decrease in the gapdmgt the nitrogem* resonancesAr*)

for the anionic species parallels that observaterexperimental NEXAFS (Figure 5.2),

explaining it by a significant increase in the4&* energy and small decrease in the
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1s—-3m* energy relative to non-ionic PABA occurring witrmation of the carboxylate
form (Table 5.2). Comparison of calculations foe thwitterionic form (Table 5.2)
illustrates that its presence would significantlyse the IP, albeit perhaps not quite as
much as for the cationic species, alongside treedbsesolved pre-edge peaks through
the positive charge on the nitrogen. While the nitage of the calculated energy shifts
may not be accurate due to the absence of corerktdgation and screening from
intermolecular interactions, the direction and d®mbserved correlate well with the
experimental data, indicating that variations iougrd-state (initial-state) properties allow
the interpretation of electronic structure probeaugh core-level excitation, tending to

dominate over final-state effects.

10

3n* — =
04 1p* =
-10
>
v 20
-~
>
=
g -380
w
-390 - Nis -
-400 - -
Non-ionic Anionic Cationic

-410
PABA species

Figure 5.4.Calculated orbital energies for PABA showing tfents in nitrogem* (top)

and core 1s (bottom) orbital energies for non-ipargonic and cationic species.

Table 5.2.Calculated orbital energies and shifts for difféf@ABA species.

For N/ eV Non-ionic Anionic Cationic Zwitterionic
N 1s -390.66 -387.10 -399.24 -396.02
N 1s—1n* 389.86 391.16 / /
N 1s—3r* 392.40 392.11 / /
Ar* (1n* —3n*) 2.54 0.95 / /
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5.3.3. &N bond lengthg

The experimental N K NEXAFS spectra (Figure 5.8pahow variation in the position
of the broader, post-edge resonances relative to the IP for the non-ioamipnic, and
cationic species. For a bond between two atoms & “arthe term valuedx-v, the
difference between the energy ofatsx-y orbital and the IP of either X or Y, provides a
highly sensitive measure of the bond lentthAs can be seen in Figure 5.2, and from
the term valuesdt-n) in Table 5.1, the separation between the endrgy @~ resonance
and the IP is of a similar magnitude for anionid arn-ionic PABA. In contrast, the
energy ofo*c-n and the IP are much closer for the cationic speeubsch reflects an
increase in IP and decrease in the energy ofn resonance following protonation of the
amino group, and results in a substantially sma&tet value (Figure 5.2). As the-Gl
bond lengths are known from X-ray diffraction (XR@Yystal structures for the solid state
(B non-ionic fornt® and cationic HCI saft! as well as the additional non-iorddform??
previously investigatedf, Table 5.3), these can be used to obtain a catibrgiot for
bond length determination in the solutions. Plgttine term valuéc-n against the €N
bond distances in the corresponding crystal strastundicates a linear dependence
(Figure 5.5, black data points). The correlatiotwaen XRD-derived bond lengths and
NEXAFS-derived term values is very high (Figure)bwhich suggests sensitivity to
bond length variations of less than 0.005 A (T&bB. The term values for the solution
species are similar to those found in their comesing solid-state structures, thus
suggesting that determination of the term valieg measures their bond length reliably

(Table 5.3, Figure 5.5 grey data points) in bothghblid state and in solution.

* Partly acknowledged work of Dr Joanna S. Stevens on the bond length determination;
synthesis of cationic HCI salt, and peak fitting represents my own work
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< NEXAFS

y =-39.664x+61.133
R?=0.9889

Oc_n/ eV
P, N W B U OO N
|

136 138 140 142 144 146 148
C-N/A
Figure 5.5. Correlation between the NEXAFS term valde-{) and C-N bond lengths
from XRD'%324 (black), and comparison with -Gl bond lengths obtained from
NEXAFS (grey) for the non-ionic and ionic PABA spec(Table 5.3).

The observed impact on the- bond length is of the order of less than tentharo
Angstrom, but appears to be within the detectiomitli Certainly the expected trend,
overall longest EN bonds for protonated nitrogen in the cationiccgge and shorter
bonds for the neutral as well as the non-ionic gsecs evident for both the solid and the
liquid phase. This indicates strong potential fgeaeralisation of the* shape resonance
analysis to other organic molecular solutes, anenevneasuring’ bond lengths in

solution.

Table 5.3.Experimental €N bond lengths from XRD and those derived from NEESA

Nitrogen dc-N XRD C-N NEXAFS C-N
JeV /A 1A
Non-ionica-PABA 6.3F 1.379(2% 1.3822
Non-ionic3-PABA 5.49 1.408(3) 1.4029
Anionic pH 11 5.40 [1.410(2) 1.4052
Non-ionic methanol 5.19 / 1.4105
Cationic pH 1 3.16 / 1.4617
Cationic HCI salt 3.05 1.4626(5) 1.4644
aRef. 21
b Ref. 23
¢ Ref. 19

4 C-N bond length from the hydrated Na salt crystalatré* shown for comparison
°Ref. 24
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5.3.4. Methanol species

Comparison with the N K NEXAFS for PABA obtainednrethanol (Figure 5.6) reveals
a shape in agreement with that of non-protonatedgen species (Figure 5.2). The*l
resonance (with its previously demonstrated sefityitio the chemical species present)
is consistent with those observed for the non-ifmrim rather than anionic species (Table
5.1). If the molecules in the 0.5 M methanol saatwere primarily zwitterionic (Figure
5.1), a spectrum resembling that of the cationexss (Figure 5.2) would be expected,
with no pre-edgert* resonances and an increased IP resulting frorpakgive charge on
nitrogen. The fact that this is not observed presidirect evidence that (at least the
majority of) PABA molecules in methanol exist iretimeutral, uncharged (non-ionic)
form. The smalledc-n for the methanol species relative to the solides(@able 5.1)
suggests that the-@l bond is slightly longer in the methanol solutiand applying the
correlation above gives a predictedNCbond length of 1.4044 A (Table 5.3).

Normalised x (E) / a.u.

398 402 406 410 414 418
Energy / eV

Figure 5.6.N K NEXAFS of PABA in 0.5 M methanol.

5.3.5. RIXS

While NEXAFS probes electron transitions from tloeeclevel to unoccupied orbitals,
RIXS involves transitions from occupied valence itals to the core hole after
excitation? For nitrogen, this follows the 2p1s transitions. The N RIXS spectra for the

non-ionic and anionic species (methanol and pHolutisns, respectively) initially look

$ Acknowledged work of Dr Joanna S. Stevens
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similar, whereas that for pH 1 is clearly distirghed (Figure 5.7). Following protonation
of nitrogen for the cationic species at low pH, lthghest energy peaks arising from the
occupied 2ptvalence orbitals>1s are absent due to the use of the nitrogen laimerp

forming an additional NH bond and not part of threMOs.

Closer inspection of the N RIXS for anionic and fionic species reveals a significant
shift to lower energy for the anionic species (Fegb.8, left). This is particularly

noticeable towards the higher-energy region of Ri€S data. As the highest energy
(inelastic) peak in the RIXS arises from the deatglectrons from the nitrogen highest
occupied MO (HOMO) to the core N 1s level, thisiaades a lower energy for this MO

for the anionic species.

Anionic
pH11,0.5M
404.5eV

Non-ionic
Methanol, 0.5 M
410eV

Normalized intensity / a.u.

Cationic
pH1,0.5M
408 eV

LI N N B S E R S B E N S S E B S B B R R

378 382 386 390 394 398 402
Energy / eV

Figure 5.7.N K RIXS spectra for anionic (top), non-ionic (mid}l and cationic (bottom)

species in solution at excitation energies 40419, &nd 408 eV respectively.
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Anionic HOMO-LUMO
Non-ionic —

RIXS | "r\, M\(“EXAFS
f | A

378 386 394 402 410 418

Normalized intensity / a.u.

Energy / eV

Figure 5.8.N K RIXS and K NEXAFS showing the shift in energgtiveen anionic
(grey) and non-ionic (black) solution species arelHHOMO—LUMO gap.

Comparison of the relative energies for the HOM@k witrogen contributions for non-
ionic and anionic species reveals that the HOMI3 leads to the first RIXS peak for the
non-ionic form (Figure 5.9). In contrast, this M®lowered in energy for the anionic
species, becoming the HOMQ (Figure 5.9), thereby elucidating the shift tovéw
energy seen experimentally (Figure 5.8). Furthesigimt can be obtained through
combination of the RIXS and NEXAFS data (Figure) 58oviding a model of the local
density of valence states. The energy differentedsn the highest-energy RIXS peak
and lowest-energy NEXAFS peak is a probe of thelmipreen the HOMO and LUMO
per atomic chemical state (Figure 5.8); an altéveanethod for the band gap is to take
the difference of the intersections between thet faeak slopes and the backgrounds
(tending to underestimatéj.For nitrogen in the non-ionic form, this represetite
HOMO+<LUMO gap, whereas for the anionic species, thfeitHOMO-3—LUMO+1
(Figure 5.9). Experimentally, this leads to eneggps of 5.06 and 5.89 eV for the non-
ionic and anionic PABA species respectively, whimympares favourably with the
predicted values of 5.01 and 5.86 eV.
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Non-ionic Anionic

LUMO*1 ,:*.'-: m |m*

\ 0.731eV 0.117eV
LUMO I*Q ‘ | * }'.y
C 5.010eV 4.496eV

1.245¢eV

$8de

HOMO-LUMO 5.010eV 5.858¢V
N contributions

Exp. HOMO-LUMO 5.06 eV 5.89eV

(RIXS-NEXAFS gap)
Figure 5.9.Highest occupied and lowest unoccupied moleculaitads involved in the
first RIXS (purple outline) and NEXAFS (pink outéhresonances, respectively, with the
experimental and calculated nitrogen HOMQUMO gap for neutral and anionic
PABA.

5.4. Conclusions

Directly monitoring the core-level transitions d¢fetamino group by N NEXAFS and
RIXS as a function of pH successfully charactertteschemical and electronic state of
PABA species in aqueous solution. Formation ofdonic species by protonation of
the amino group at low pH leads to a significartt $h IP to higher energy, along with
an absence at* resonances in NEXAFS and afvalence peaks in RIXS. Although the
amino group is not protonated in the anionic and-iomic species, differences are
observed in both NEXAFS and RIXS. There is a slgihtt to low energy for the IP and
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a widening of the HOM@>-LUMO gap for the anionic species, in agreement with
predictions of DFT calculations. In methanol, thEXMFS resembles that of non-ionic
PABA, with no indications of the presence of that®vionic form. Structural as well as
chemical and electronic changes impact the NEXApeRtsa, with variation of the-N
bond length influencing the energy of tb&c-n resonance relative to the IP, thereby
providing access to bond length determination aftes in solution by comparison with
NEXAFS data of PABA species in the solid state.
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CHAPTER 6

NEXAFS OF NEUTRAL PABA SPECIES IN WATER AND
IN ALCOHOL SOLUTIONS

6.1. Introduction

Understanding the molecular basis for changes lates@nd solution structure as a
function of solvent composition and the presencetbkr components such as salts,
surfactants, acids and bases is a pre-requisitgdnerating a deep understanding of
speciation and pre-nucleation processes in solditidn chapter 5 it was shown how
detailed information about the propertiespafa-aminobenzoic acid (PABA) solutions
at high and low pH could be obtained from N K nedge X-ray absorption fine structure
(NEXAFS) and resonant inelastic X-ray scatteringX® spectroscopies of solution
microjets? providing structural and chemical state informatian the ionic forms of
PABA. The spectrum of neutral PABA species at imtediate pH could at the time not
be obtained due to the low concentrations in neatral aqueous solutions. However, it
would be interesting to obtain the spectrum of redlRABA, as it can exist in either non-
ionic (uncharged) or zwitterionic formThe proportion of each, and the level of their
self-association, is known to vary between solv@tust there are not many techniques
that are at the same time structurally incisive NEXAFS and allow the determination

of the balance between non-ionic and zwitteriomatral organic species in solution.

N K NEXAFS is expected to be extremely sensitiveghe balance between the two
species, as the previous N K-edge study highligtitegtrong effect of protonation at the
amino group of PABA.The N 2p lone pair of the non-protonated primanyre group

is electronically conjugated to tliesystem of the aromatic ring, representing &ligp
electronic configuration at the N centre. As a lledlils electrons can be excited into the
unoccupiedr states that arise from conjugation to the aromsyitem. In contrast,
protonation leads to the formation of arf-ke configuration at the N centre, resulting
in the loss of the electronic transitiongtéstates. This probably singles out NEXAFS as

one of the spectroscopic techniqgues most sengditiee protonation state of the amino
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group, and examination of the N K-edge spectrurthefneutral species should be able

to determine speciation unequivocally.

In the following, the speciation in aqueous solusiavill be investigated at pH values that
are characteristic for mixtures of cationic, neludred anionic species of PABA. Analysis
of the electronic signature for PABA in these speeutill provide an indication of whether
the nature of interactions alters as the conceotras increased towards the saturation

limit, and with variation of the solvent.

6.2. Experimental section
6.2.1. Materials

The PABA crystalline powder(99%) was purchased from Sigma-Aldrich (UK). Far th
preparation of solutions, laboratory distilled atelonised water, methanat ©9.9%)
from Carl Roth (Germany), ethanat 09.8%) and 2-propanok(99.8%) from Sigma-
Aldrich (Germany) were used as solvents. pH ofsthietion was adjusted by dropwise

addition of 1.2 M aqueous solution of NaOH or ofIHC

6.2.2.In situ solution-state NEXAFS

The N K-edge spectra were recorded with the LiXBuendstatiofi*! at the U41-PGM
beamline from BESSYII at Helmholtz Zentrum Berlid4B), by employing the liquid
microjet technique, thus allowing continuously frégjuid sample to be probed by the
X-ray beam and avoiding potential radiation damadde 0.05 M (pH 2.20), 0.05 M (pH
2.50), 0.03 M (pH 3.69), 0.05 M (pH 4.85) aqueoolsitions, 0.30 M, 0.60 M, 0.75 M
ethanol solutions, and 0.30 M 2-propanol solutia@rerprepared and filtered at ambient
pressure to remove impurities or undissolved clystBhe experimental setup allows
spectra to be recorded in partial fluorescencad(BFY) scanning mode by a grating
with line density 1200 lines/matwhile the amplified signal is collected by a detect
consisting of a charged-couple device (CCD), flsoemce screen and microchannel plate
(MCP) stack.

The measurements were performed using @2 8iameter glass nozzle with 0.7 mL/min

flow rate within the laminar region (first 2 mm ayBom nozzle), after which droplets
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start to formThe temperature varies along the jet from 26 °@atlanm distance from
nozzle to lower values, when the resulting frozesidues are collected by a liquid
nitrogen trap. Energy calibration was performedgsib gas (against the total electron
yield for X-ray absorption spectroscopy on the-Pp 1t transition) with a resolution of
< 0.1 eV. Peak fitting and normalisation were perfed using the Athena software,
with arctansteps for the IPs (edge steps) and Gaussian dmsdidr the peak¥14

Total fluorescence yield (TFY) spectra were recdrdanultaneously with a GaAsP
photodiode mounted in the vicinity of the liquid;jaevertheless, likely due to solvent
condensation or solute crystallisation on the disddace (thus interfering with the

signal), these were of poor quality and not useduher analysis.

The concentration range that is accessible nearagen while still into the metastable
regime was limited because of the formation ofdsoliround the microjet nozzle, which
led to jet instability and/or nozzle blockage. e tase of water, also ice can accumulate

inside the main chamber, build up, grow and subsettyiobstruct the nozzle.

6.2.3. Density functional theory (DFT) calculations

Gaussian 09 software was used for DEcalculations on a geometry optimised non-
ionic PABA monomer with the B3LYP functional and3&G* basis set to obtain the

molecular orbital (MOY energies for the ground state.

6.2.4. Prediction of speciation as a function of pH

The expected concentration of ionic and neutratiggecan be calculated as a function
of pH from the acidity constants of PABKa1 andKa2. Experimental techniques for the
determination of acidity constants have recentignbeeviewed? For the present study

values reported in the previous literature werelj%$é*

For a concentration of 1 mol/L, the sum of the jpddoncentrations of species (cationic,

anionic, neutral) is equal to unity:

[cationic] + [neutral] + [anionic] = 1, Equation 6.1
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where the [cationic] is the partial molar concetdra for cationic PABA species,

[neutral] for the neutral PABA species, and [an@iior the anionic PABA species.

The dissociation constanks: andKa2 are responsible for equilibria in solutféi® and

can be expressed as:

__ [neutrallx[H*] __[anionic]x[H?] Equation 6.2
Ka1 = [cationic] '’ andK,; = [neutral]

Therefore, the neutral species concentration cae-beitten as:

[neutral] = % Equation 6.3

Likewise, the anionic species concentration caeXpeessed as:

KgzX[neutral] Equation 6.4

[anionic] = TEE

which, based on Equation 6.3, is equivalent to:

[anionic] _ KalxKazx[c;ztionic] Equation 6.5
[H*]
Knowing that:
pH = —log[H*], pK, = —logK, , Equation 6.6

Equations 6.3 and 6.5 become:

__ 10”PXaix[cationic] .. 1 _ 10"PKa1PKazx[cationic] Equation 6.7
[neutral] = To=pH , [anionic] = ——on q
Thus, going back to Equation 6.1,
[cationic] n 10_pKa1><_[cationic] n 10_pKa1_pK_a2><[cationic] —1, Equation 6.8
10-PH 10—2pH

from which the partial concentration for the catmspecies can be expressed as a
function of pH:

onicl = 1 Equation 6.9
[CathTllC] T 1+10PH-PKa14102PH-PKa1-PKa2 q

The partial concentrations of neutral and aniopecges can then be written as:

10PH-PKa1
1+10PH-PKa1 +102PH-PKa1-PKqa2’

and Equation 6.10

[neutral] =
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10%PH-PKa1-PKaz Equation 6.11
1+10PH-PKa1 +102PH-PKq1—-PKa2

[anionic] =

The partial concentration of a species in the swiubf known concentration 1 mol/L is
equivalent to the mole fraction for that particidgecies, as shown for PABA in Figure
6.1.

Cationic Neutral Anionic
o) 4+ PKz250 Q pKa4.87 Q
HO HO o)
Non-ionic
Q +
o
Zwitterionic
1
0.9 4 pKal pl pKaZ
084 — ;
© :
074 & deprotonated
- = : N
S o064 ® = (anionic)
© g ]
@ ° s
&= 0549 & g
0] © '
° 044 § ;
= IS
034 &
0.2 1 p-aminobenzoic acid
0.1 A i (PABA)in H,0
0

0123 45678 951011121314

pH
Figure 6.1.Equilibria between cationic, neutral and aniomd®BA species in water (top)
and speciation composition in mole fractions of PA&Rjueous solutions as a function of
pH (bottom); dashed lines mark the pkalues at pH 2.50 and 4.87, and the isoelectric
point pl 3.69.

6.3. Results and discussion
6.3.1. Speciation distribution diagram of PABA in @ueous solutions

In water, the neutral PABA molecule presents amgiotcharacter as it can either
become cationic by accepting a proton at théH> group at low pH values (acidic

environment), or anionic by donating a proton frin@-COOH group at high pH values
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(basic environment). Figure 6.1 shows the deperalesic mole fraction (partial
concentrations) as a function of pH below pH ~ @ above pH ~ 11 the speciation is
almost entirely cationic and anionic, respectiv€yparticular interest is the point where
the concentrations of cationic and neutral speasiessqual, which corresponds tozpK
Likewise, concentrations of neutral and anionic cggge are equal at pK The
concentration of the neutral species is at a maxiratthe pH value corresponding to the
isoelectric point (pl, half of the sum of pKand pkw). Figure 6.1 highlights that in
agueous solutions of pH values near the isoelgatiitt a mixture of species is expected,
consisting of mostly neutral but also a few % dfiar@c and anionic PABA (see also
Table 6.1).

Table 6.1. Mole fractions (contributions) of PABA species water at extreme and
intermediate pH values.

pH Cationic  Neutral Anionic
1.00 0.9694 0.0306 /
2.20 0.6662 0.3331  0.0007

pKa.1(2.50)  0.4989  0.4989  0.0021

pl (3.69) 0.0576  0.8848  0.0576

PK2(4.87)  0.0021  0.4989  0.4989
11.00 / / 1

6.3.2. Solution-state NEXAFS for PABA in water atmtermediate pH values

The nature of the neutral present in aqueous solsitas a function of pH was examined
through direct comparison and peak-fitting of spectn the absence of significant
interactions between the solute molecules the NEXApectrum of PABA mixtures is

expected to be a linear combination of the spaidtthe individual solute molecules. For
example, the NEXAFS spectrum of an aqueous PABAtsol at pH = 2.50 should be

composed of spectrafrom cationic, neutral and anionic components (Feg6.1) as

follows:
TS = (0.4989 X 5.4¢) + (0.4989 X 5,5,¢) + (0.0021 X 54,,), Equation 6.12

where TS represents the total (original) spectrdithe solution at pH = 2.50 andas

Sheut Sn@re the spectra for cationic, neutral and anioMBAR, respectively.
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As shown in Figure 5.2 in Chapter 5, the N K-edgecsrum of cationic species in
solution differs strongly from that of the aniomsigecies and of the non-ionic form in the
solid state, as the pre-edge peaks arising frons-Nté transitions to it* and 3t are

absent due to protonation, which forms afH\bond with the lone pair electrons at the
nitrogen centre.

From Figure 6.1 and Table 6.1, the mole fractiotihefcationic species (and consequently
the contribution of the individual cationic spectrto the total spectrum) should decrease
when the pH is raised from 2.20 to 3.69 (pl). Wptlogressive reduction of the cation
concentration with increasing pH, the pre-edge peak and 3™ become more

prominent, and thedt feature grows in intensity as the proportioniué neutral species
increases (Figure 6.2).

——TS at pH 2.20
——TS at pH 2.50
20* atp

. ——TS at pH 3.69
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©
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398 403 408 413 418

Energy / eV

Figure 6.2.N K NEXAFS total spectra (TS) of PABA agueous $iolus at pH 2.20 (red),
2.50 (blue) and 3.69 (green).

When compared to the methanol solution, the spectlUPABA at pl = 3.69 (‘normal’
agueous solution) presents a similar overall shggtethe intensities of thert and 3t
peaks are reduced (Figure 6.3). This observatigpais the rationale accounting for
PABA being > 99% in its non-ionic form in methar{Ghapter 5), while previous work
indicated that only ~ 89.5% in aqueous solutioplahould be in non-ionic form, while

the remainder should be zwitterioRi@he zwitterionic form is not expected to present
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T¢* resonances and its presence therefore appeés itoline with the slightly reduced

intensities of that* resonances relative to the methanolic solution.
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Figure 6.3.N K NEXAFS of PABA in water at pl 3.69 (green) aimdnethanol (dashed
black line).

Raising the pH of the aqueous solutions abovesiheectric point to pH = 4.87, the pre-
edge peaks arising from transitions w* land 3t become slightly broader, perhaps

indicating the additional presence of some anispecies (Figure 6.4).

——TS at pH 3.69
——TS at pH 4.87
S
©
~
™)
=3
o
Q
2
g
1t
5 31
2
= T T T T T T T T T T T T T T T T T
398 403 408 413 418

Energy / eV

Figure 6.4. N K NEXAFS for PABA aqueous solutions at pH = 3.@feen) and
pH = 4.87 (purple).
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Having recorded the spectra of cationic and ani®®8A (Figure 5.2, Chapter 5) it is
now possible to obtain the spectra for neutral PAdp&cies in solution at different pH

by subtracting the corresponding contributions figgandsanfrom the original spectra:

i. ForpH=2.50:

Sneut = TS — (0.4989 X s.4¢) — (0.0021 X s4,), Equation 6.13
ii. ForpH=4.87:
Speut = TS — (0.4989 X s,,) — (0.0021 X Sz0¢), Equation 6.14

The predicted speciation distribution serves maam orientational theoretical guide
rather than an exact appreciation of the indivicweltributions from the PABA species.
However, the relatively high level of noise resdlfeom the spectra substraction may
alter the absolute energy positions and intensitfebe shape resonances, although the
overall shape resembling the one of the originatspm of PABA in water at pl = 3.69
suggests the dominance of the non-ionic over thdenenic species.

—————— diff at pH 2.50

———TSat pH 3.69
diff at pH 4.87

Normalised W(E) / a. u.

398 403 408 413 418
Energy / eV

Figure 6.5.N K NEXAFS difference spectra of aqueous PABAHt2.50 (blue dashed

line), pH = 4.87 (purple dashed line), and theiaafspectrum at pH = pl = 3.69 (green
line).

If the original spectra at pH = 2.50 (where the position is half cationic and half

neutral) and pH = 4.87 (half anionic and half naljtare peak fitted keeping the same
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ionisation potentials (IPs), resonance positiortsfal widths at half maximum (FWHM)

as for the cationic and anionic standard spedtesptesence of the neutral species in each
of these two mixtures alongside the cationic oromaiti becomes evident (Table 6.2,
Figure 6.6 and 6.7).

Table 6.2.Experimental N K NEXAFS resonances and IP enefgieBABA in water at
pH = 2.50 and pH = 4.87.

Nitrogen pH = 2.50 pH = 4.87
[eV] Cationic Neutral Anionic Neutral
IP 405.20 403.20 402.90 403.20
1n* / 400.95 401.15 400.95
3n* / 402.02 402.25 402.02
10* N-n 405.20 403.56 404.15 403.56
20* c-N 408.36 407.55 408.30 407.90
Water,
pKa1 2.50

Normalised p(E) / a. u.

398 403 408 413 418
Energy / eV

Figure 6.6. N K NEXAFS for agueous PABA at pH = 2.50, togethath the fits to the
data and IPs marked with dashed lines. Contribatfoom cationic species are marked

in blue, while the ones from neutral species iregre
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Water,
pKaz2 4.87

Normalised p(E) / a. u.

398 403 408 413 418
Energy / eV

Figure 6.7.N K NEXAFS for aqueous PABA at pH = 4.87, togethéth the fits to the
data, and IPs marked with dashed lines. Contrihaticom anionic species are marked

in purple, while the ones from neutral speciesregeg.

Specifically referring to the secomd resonancei(e. 20* c-n) from the contributions of
the neutral species indicated in Table 6.2, thindisenergy values 407.55 eV and 407.90
eV (for pH = 2.50 and pH = 4.87, respectively) npagsibly be explained through the
electrostatic influence of the charged componemicigs {.e. cationic and anionic,
respectively) creating an electric field that pdstuthe regular electronic structure of the

other component from the mixture, neutral PABA.

6.3.3. Solution-state NEXAFS for PABA in alcohols sa function of concentration

Having established the solvent and pH sensitivitNBXAFS in Chapter 5 and in the
previous sub-section the possibility of detectingute-solute and solute-solvent
interactions as a function of concentration ughdgaturation limit, and perhaps into the
pre-nucleation supersaturated regime was examiredinfluence of the type of alcohol

on the NEXAFS spectrum was examined as well.

An initial comparison of the NEXAFS spectra of PABgolutions at different
concentrations below saturation (0.83 M) in ethatmws the close resemblance of the

spectra (Figure 6.8). To support this observatergystematic peak-fitting analysis
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indicated a quasi-constafstt energy separation of the first two pre-edge pedksand
3 (Figure 6.9, Table 6.3).

As described in Chapters 4 and 5, the positionhef hiroader, post-edge* shape
resonances with respect to the IP, named as timevidue dc-n), depends linearly on the
bond lengtt*26 Therefore, the calibration curve presented in Fédgu5 (Chapter 5) can

serve as a tool to determine C—N bond lengths(BLfor PABA in solution, using the
following linear dependence:

dc_n = —39.664 X BLc_N + 61.133 Equation 6.15

The results for PABA molecules in undersaturatddtsms (0.30 M and 0.60 M) are

quite close, with a slight shortening of theNCbond intimated near-saturation (0.75 M),

getting somewhat closer to that of the solid-s{atble 6.3).

——0.30 M ethanol
——0.60 M ethanol
. ——0.75 M ethanol
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Figure 6.8.N K NEXAFS spectra of PABA in ethanol at variowncentrations: 0.30 M
(blue), 0.60 M (purple), and 0.75 M (red).
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Table 6.3. Peak positions, and IPs at the N K-edge from Edu®, along with the
determined €N bond lengths.

Nitrogen 0.30 M PABA  0.60 M PABA  0.75 M PABA  Non-ionic3-PABA

[eV] ethanol ethanol ethanol
IP 403.20 403.20 403.20 403.60
1m* 400.81 400.84 400.82 400.58
3n* 402.04 402.06 402.10 402.30
10*n-n 403.55 403.60 403.62 405.11
20%cN 408.50 408.55 408.68 409.09
At 1.23 1.22 1.28 1.72
Oc-N 5.30 5.35 5.48 5.49
C-N 1.4076 1.4064 1.4031 1.4029

Normalised WU(E) / a. u.

398 403 408 413 418
Energy / eV

Figure 6.9.N K NEXAFS spectra for 0.30 M PABA in ethanol (Jpp.60 M PABA in
ethanol (middle), 0.75 M PABA in ethanol (bottortoggether with the fits to the data; IPs
are marked with dashed lines.
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Investigating the influence of the nature of theolbl solvent on the type of
intermolecular interactions in solution, no sigeéint energy shifts are noticed for the
overall shape of the spectra, apart from extransitg around 401.5 eV for the 2-propanol
solution (Figure 6.10). This feature appears tadoesharp for an additional resonance,
so it is likely to be an artefact. Similar to PABA methanol (Chapter 5), (at least the
majority of) PABA in ethanol and 2-propanol is falim the neutral, non-ionic forhas
the IP (~ 403.2 eV) andt (~ 400.8 eV) resonance (that characterise the ofghemical
species — Chapter 5) are closer to the non-iomio f@ther than anionic species (Table
5.1 from Chapter 5). If the molecules were prinyaalitterionic, then the spectrum
would resemble that of the cationic species (Figugefrom Chapter 5), for which pre-

edgert* resonances are absent and the IP is significalffigrent (405.2 eV).
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Figure 6.10.N K NEXAFS spectra of PABA in methanol (red), etbhiblue), 2-
propanol (green).

Focussing on the pre-edge spectral region, a daeeiparison for solid-state PABA
polymorphs ice. a and3) with PABA in alcohol solution€.g. ethanol) reveals that the
position of the N 1s>11t* peak is somewhat shifted to lower energydeP ABA (Figure

6.11), reflecting variations in the local envirormand type of -COOH interactions at
the opposite end of the ring. As the spectrum oBRAn alcohol resembles that of the

B polymorph, this suggests a similarity of the —CO}drogen bonding motifs for the
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two systemsj.e. indication of solvation without PABA dimer formati in alcohols.
Furthermore, a shift by ~ 0.2 eV of the*Ipeak to higher energy for PABA in water at
pH = pl compared to PABA in ethanol indicates ihan aqueous environment the local
electronic structure and molecular interactions different from the situation in the
alcohols. The position of thatlpeak for PABA in water is closer to its equivalé@mthe
spectrum of soli@-PABA thana-PABA (which contains hydrogen-bonded carboxylic

acid dimers), further supporting the view that logén-bonded carboxylic acid dimers
are absent.

- - - -alpha-PABA
beta-PABA

——PABA in ethanol
5 —— PABA in water at pl 3.69
<
~
)
=1
-]
]
2
©
€
S
o
2
398 399 400 401 402 403

Energy / eV

Figure 6.11.Pre-edge region of the N K NEXAFS spectra dePABA (black dashed
line), B-PABA (black line), PABA in ethanol (blue line), @afPABA in water at pl (green
line) with the It peak of interest highlighted by a grey area.

To correlate the 11 and 37 experimental resonances to the lowest unoccuples
(LUMOs) involved in the electronic transitions, DE&lculations for a ground-state non-
ionic PABA monomer were carried out (Figure 6.18ng the same methodology as in
Chapter 5. The LUMO+2 (=18) orbital is evident through density of states (BO
localised at the —N¥Fmoiety, while for the LUMO orbital (=1%*) the DOS is more spread
out over the rest of the molecule. This indicales the energy shift of the LUMO orbital,

which is reflected in the position of therl peak, would also depend on local
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interactions/electronic changes occurring at theeroend of the molecule such as the

amino moiety, as shown in Figure 6.11.

As in ethanol solutions hydrogen bonds between-t{Nél> moiety of PABA and
solvent/solute molecule broadly exist as I"-:1 O ardd~=- N (possibly inducing
more pronounced variations in the electron deradithis moiety), the subtle shifts of the
3* peak with concentration (Table 6.3) may therefbesinfluenced by variations in

these interactions.

Non-ionic PABA

LUMO+2

LUMO+1

LUMO

Figure 6.12.Unoccupied molecular orbitals for the non-ionicBMmonomer. Ther*
orbitals are labelled LUMO @), LUMO+1 (27*), LUMO+2 (3n*); transitions from the
N 1s core level to these marked orbitals are \esibtthe N K-edge spectra.

6.4. Conclusions

Employing the liquid microjet technique at the Nelge for aqueous solutions across pH
values near the isoelectric point, and for différ@inohol solutions provides insight into
the dominant interactions characterising chemipatstion and for detecting electronic

changes caused by local intermolecular interactions
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When raising the pH up to the isoelectric pointh@ spectra show an intensity increase
for the Ire*, 31* and lo* peaks, which indicates that the neutral speatesitribution
grows progressively in the mixtures at the expa@isationic species. The spectrum at a
pH value above the pl reveals slight broadeninthefli* and 3t* peaks likely due to
an increase in the contribution of anions. Lineambination analysis reveals that the
spectrum of the neutral species at pH values wikedispeciation is virtually identical
to the spectrum at pH = pl where the neutral fasrdaminant. Deconvolution by curve

fitting using the standard spectra of the ioniccggefurther confirms this.

Comparisons between ethanol solutions of varyingcentrations up to near-saturation,
and between alcohol solutions do not reveal siggifi differences, indicating that the
local environment and interactions do not changaicantly. However, a shift of the
1 peak is observed in the aqueous solution whenpeoed to the alcohol solutions.
DFT calculations support the experimental shiftthef It peak by means of the nature
of interactions at the opposite end of the =Nhbiety, suggesting absence of dimers in

alcohols and in water.
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CHAPTER 7

UV-VIS OF PABA IN WATER AND ALCOHOLS

7.1. Introduction

Fundamental understanding of the physical proedfeorganic materials is central to
advancing the development and engineering of newenms and products?
Investigating the chemical and structural propsrtieorganic solutes can provide details
of their physicochemical properties determined dlyation and self-associatioRara-
aminobenzoic acid (PABA) has therapeutic effeatsd sunscreen properfiésiue to its
capability to absorb UV radiation determined by éhectronic conjugation of theara

orientated amino and carboxylic acid groups thratingharomatic ring.®

The results in chapters 5 and 6 have shown howlevet spectroscopies such as near-
edge X-ray absorption fine structure (NEXAFS) aegonant inelastic X-ray scattering
(RIXS) give detailed insight into the electroniatst of PABA species in solution and in
the solid state, including the anionic and catidaims in water® As illustrated in Figure
7.1, NEXAFS involves promotion of electrons from dare orbitals to unoccupied
molecular orbital (MO) levelse(g.lowest unoccupied MO, LUMO), whilst RIXS probes
transitions from occupied MOeg.g. highest occupied MO, HOMO) to 1s core orbitals.
UV-Vis spectroscopy is quite similar to these claneel techniques in that it probes
electronic transitions, but from occupied MOs sastw, n (non-participant) ort type
orbitals tooor mJunoccupied MO$>1213The combined measurement NEXAFS, RIXS
and UV-Vis in conjunction with electronic structucalculations (particularly density
functional theory, DFT, and time-dependent denguwpctional theory, TD-DFT)
therefore provides an opportunity to arrive at epe understanding of the electronic
properties in the valence region, which can beidiff to elucidate based on UV-Vis
spectroscopy alone. This chapter will reflect tfiea of pH in PABA aqueous solutions
and will show how laboratory UV-Vis and synchrotiEXAFS-RIXS spectroscopies
complement each other in providing access to in&bion about the speciation of PABA,

and opening up a methodology to interpret the laooy UV-Vis results more deeply
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and quantitatively. A solvent influence on the UVs$pectra of aqueous, methanolic and
ethanolic PABA solutions will be demonstrated &nstfrom polarity differences between
water and the two alcohols. Moreover, the analgbitie data will highlight that solute-
solute aggregation in these systems is negligible.

Unoccupied MOs (IP) ----- . B A

LUMO It :

HOMO ]
Occupied MOs n

o

2s

18 A A4

Core levels

NEXAFS RIXS UV-Vis

Figure 7.1.Possible electronic transitions (marked with waltarrows) between orbital
levels (represented by horizontal lines) in NEXA#St), RIXS (middle), and UV-Vis
(right). The ionisation potential (IP) is markedhva horizontal dashed line.

7.2. Experimental section
7.2.1. Materials

PABA crystalline powder (99% purity) was purchagedn Sigma-Aldrich (UK). For the
preparation of solutions, laboratory distilled atelonised water, methanat ©9.9%)
from Fisher Scientific (UK), and ethanat ©9.8%) from Fisher Scientific (UK) were
used.

7.2.2. Transmission UV-Vis

For the agueous systems, a saturated stock solati@03 M PABA in water was
prepared, and successively diluted to reach thecten range of the spectrophotometer.
The high and low pH solutions were obtained by diep addition of 1.2 M aqueous
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solution of NaOH (for high pH) or 1.2 M aqueoususimn of HCI (for low pH), and
measured using a benchtop S220 SevenCortbadettler-Toledo pH-meter. The
alcohol solutions (methanol and ethanol) for analysere obtained by successive
dilutions from 0.03 M stock solutions.

The UV-Vis spectra were measured with a 1 cm patlgth quartz cuvette inserted into
a Beckman DU 520 spectrophotometer. The waveleragitpe was from 210 to 320 nm,
with an accuracy of +1 nm and a repeatability ofi#Om. At wavelengths shorter than
210 nm the absorption of the solutions became igb to obtain reliable spectra, and

these data were excluded from the plots.

7.2.3. Time-Dependent (TD) DFT calculations

Non-ionic, anionic and cationic PABA monomers wgreund-state optimised with the
B3LYP functional and 6-31G* basis set in Gaussiafii®obtain the DFT MO Using

these optimised monomers in a water continuum, HJ-Zalculations were then
employed to generate the simulated UV-Vis spectrd the MOs involved in the

transitions.

7.2.4. Solution-staten situ NEXAFS/RIXS

Solution-state N K-edge spectra were recorded thighLiXEdrom endstatiofi at the
U41-PGM beamline of the BESSY Il synchrotron atrHlebltz Zentrum Berlin (HZB),
by using the liquid microjet technique. Partialditescence yield (PFY) data were
recorded in scanning mode by a grating with linesitg 1200 lines/mm and radius 7.5 m
dispersing the emitted photon energy from the safipind subsequently a detector
consisting of a charge-coupled device (CCD), flsoemce screen and microchannel plate
(MCP) stack collecting the amplified signal. Thengde, grating and detector were
arranged in Rowland circle geometry for accuratei$sing. Although total fluorescence
yield (TFY) can be recorded with a GaAsP photodiotg®inted in the vicinity of the
liquid jet, there were problems with the signalameling and solute could crystallise on
the photodiode, interfering with the signal. N KXSI data were recorded at multiple
excitation energies corresponding to NEXAFS resoaanin line with this, similar

spectral features at constant emission energy wétlying excitation energy were
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observed, and only changes in relative intensituoed across the NEXAFS transition
thresholds (excitation energies of 404.5, 410, é08for the anionic, non-ionic and
cationic species, respectively, were used for &rrdmalysis). An 1&m diameter glass
nozzle with 0.6 mL/min flow rate was used, and tieasurement performed around 2
mm from the nozzle within the laminar part of teefjow (droplets start to form after 3-
5 mm, with the resulting frozen residues colledgda liquid nitrogen trap) with 10
mbar pressure in the main chamber. Beamline ereaigyration was performed withoN
gas (TEY XAS 1s»2p=* transition) and the resolution was ~ 0.1 eV.

7.3. Results and discussion
7.3.1. Effect of pH on the UV-Vis spectra of aque®PABA solutions

This section presents changes in the UV-Vis abgwrptspectra induced by
protonation/deprotonation of PABA in water, as veslevidence of almost absent solute

self-associations.

At the isoelectric point, pH ~ 3.7, PABA is presemistly in its neutral, non-ionic form,
with a small percentage of zwitterionic foffwhich has no significant impact on the
absorption spectra. One main peak is observedeirUitVis range at ~ 275 nm, and
another peak at ~ 220 nm (Figure 7.2). The TD-D&€uation of the UV-Vis spectrum
of a non-ionic PABA monomer in a water continuunmgetes a spectrum (Figure 7.3)
that is similar in shape to that observed expertaibn just overall shifted to shorter
wavelengths (Figure 7.2).

An important aspect, probably responsible for tiffleigtnces between the experimental
and theoretical spectra, is that in the polarisablginuum model (PCM) calculations
involving a self-consistent reaction field (SCRR tsolvent polarity creates an electric
field that induces a surface charge density onstilete molecule so that electrostatic
forces arise. The calculation does not fully takke mccount interactions such as van der
Waals, hydrogen bonding gt stacking that are often encountered in solutfdd.
Table 7.1 shows that the primary transition fromM@to LUMO gives rise to the main

absorption peak at ~ 267 nm from Figure 7.3.
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Figure 7.2.UV-Vis absorption spectra of neutral PABA in waggrintermediate pH for
dilute solutions: 6.39 x TOM (red a), 3.19 x 1®M (green b), 1.60 x IOM (orange c),
7.99 x 16 M (purple d), 3.99 x 1OM (blue e).
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Figure 7.3.TD-DFT calculated spectrum of non-ionic PABA morarm water.
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Table 7.1.Comparison between main absorption peak wavelsrgtlountered in the
experimental UV-Vis and TD-DFT simulated spectraP@BA species in water, along

with their corresponding primary transitions.

PABA species Wavelength Wavelength Primary transition

(experimental) / nm  (simulated) / nm

Non-ionic ~ 275 266.96 HOMOLUMO
Anionic ~ 265 228.26 HOMO—-2%LUMO
Cationic ~ 225 218.95 HOMO—-4LUMO

At high pH (at which PABA is almost entirely aniont Figure 5.1, Chapter 5), there is
a main peak in the UV-Vis spectrum at ~ 265 nm (Feg7.4) and a rising absorption
band below 210 nm. TD-DFT calculations for a monom®ABA anion in a water
continuum return a similar shape of the overallcspen (Figure 7.5), yet the main
absorption peak is shifted to a shorter waveleagth 228 nm. This peak is attributed to
the HOMO-1—LUMO primary transition as shown in Table 7.1.

2
a(pH 12.2
15 | (p )
—b (pH 11.9)
1.6 1
. ——c(pH 11.4)
S 14
© ——d (pH 11.0
<., a (p )
3 ——e(pH12.2)
c 1
©
2 0.8
2 b
< 0.6
0.4
0.2 d
0O +—TTT T T T T T T T T T T T T

210 220 230 240 250 260 270 280 290 300 310 320
Wavelength / nm

Figure 7.4.UV-Vis absorption spectra of anionic PABA in watdrhigh pH for dilute
solutions: 6.10 x I®M (blue a), 3.05 x 1®M (purple b), 1.53 x 1BM (red c), 7.63 x
10° M (green d), 3.77 x 1OM (orange e).
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Figure 7.5.TD-DFT simulated spectrum of anionic PABA mononmewater.

At low pH values, PABA is almost entirely presestthe cationic species (Figure 5.1,
Chapter 5). The UV-Vis spectra presents one maak p&~ 225 nm, and another weak
absorption centred at ~ 275 nm (Figure 7.6). TheDHY calculated spectrum for

monomeric cation in a water continuum is presemdeigure 7.7, where the main peak
is slightly shifted to a shorter wavelength (~ 21)) than in the experimental UV-Vis

spectrum (Figure 7.6). This primary transition peskassociated with the HOMO-

1-LUMO transition (Table 7.1).
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Figure 7.6. UV-Vis absorption spectra of cationic PABA in watg low pH for dilute
solutions: 5.39 x 1B M (green a), 2.57 x TOM (red b), 1.25 x 1® M (blue c), 6.12 x
10° M (purple d), 2.95 x 1®M (orange e).
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Figure 7.7.TD-DFT simulated spectrum of cationic PABA monorrewater.

In the absence of concentration-dependent selagsm or strong variations in

solvation structure the absorbance depends lineartie concentratiof?:
A = ecl, Equation 7.1

where A is the absorptiong is the molar absorptivity; is the molarity, and is the
absorption path length through the sample. Plpttive absorbance values at the main
peaks (~ 275 nm for neutral PABA, ~ 265 nm for aigoPABA, and ~ 225 nm for
cationic PABA) as a function of concentration, Anelependencies are obtained in each
case across the range of concentrations studigdré=v.8), which implies that speciation
changes in solvation and self-associations are Wieakmonomeric forms are widely

encountered) in aqueous systems.
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Figure 7.8. Linear dependence of main peak absorption values dsnction of
concentration for neutral (pink dots), anionic @ldots), cationic PABA aqueous

solutions (green dots).

7.3.2. Correlation between trends in UV-Vis, NEXAFSand RIXS for PABA in

agueous solutions

The main differences observed in the UV-Vis speofrgationic, neutral and anionic
PABA in aqueous solution are the wavelength sloiftdhhe main absorption peaks in the
order cationic < anionic < neutral. At low pH (catic PABA) the absorption maximum
is at ~ 225 nm, while the low intensity peak at7s 2im (observable in the intermediate
pH, neutral PABA spectrum) is highly attenuateds®@spect may be interpreted in terms
of the forbidden A>Tt transition assigned to the suppressed peak Zb+ngh, due to the
effect of protonation at the amino moiety at low,f3Hvhich engages the ‘n’ lone pair
electrons of the nitrogen centre in a covalent b@ttapter 5) rather than allowing them
to be promoted tat* unoccupied leveld® In the case of high pH solutions (anionic
PABA), the main absorption peak occurs at ~ 265(oampared to ~ 275 nm in the
neutral PABA spectrum) due to the negatively chdrgarboxylate group that is less
susceptible tar-conjugation with the aromatic ringt €lectrons are less delocalised) than

the carboxylic group??3

The TD-DFT calculations reproduce the observediireith the main absorption shifted
to shorter wavelengths compared to non-ionic PABAtiOnic < anionic < non-ionic,

Table 7.1). Within this trend, it is noticeable tthhe calculated value for the anionic
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species is significantly lower than the experimiytabserved value. It has been
suggested previously that calculated charge traesigtations can be less accurate for
ionic Ttsystems due to underestimated excitation enenfjiesic component$ Perhaps

it also plays a role here the electron withdrawivagure of the carboxylate, and thus
electrons are more consolidated around this growe Gupra.

The MOs generated from the TD-DFT calculationgli@rnon-ionic, anionic and cationic
monomers in water (Figure 7.9) reveal that the printransition in neutral PABA (~ 267
nm, 4.64 eV, Figure 7.3) stems from a transitimnfrorbital A (HOMO) to the f*
(LUMO). The shift of the main absorption peak t@oghr wavelengthif. larger energy
gap) in anionic PABA (Figure 7.5) is due to widemienergy separation between A and
1t (~ 228 nm, 5.43 eV), with A lowering in energydabecoming HOMO-1Similarly,
the noted shift to lower wavelength for cationicBPA(~ 219 nm, 5.66 eV) can be

explained by the primary transition between A, vahi now the HOMO-1, andrd.

0 o 0 N
@NHz S D—nh, @NHa
HO [©) HO

Non-ionic Anionic Cationic

> 2
LUMO 2 L JIE= @ - 7
& 0
S )
I 2 >
o (5]
K @ i : i
HOMO ¢ - A ¢ >e = .0 >
S = = 2 ©
, = " s
O Ve
o0 o0
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HOMO-1 % ‘ o ".‘ A mé &
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Figure 7.9.Transitions (arrows) between MOs of interest |ladzbls A and®* (marked

with boxes) in the TD-DFT calculations for non-iofieft), anionic (middle) and cationic
(right) PABA monomers in a water continuum. Fronmgarison with the experimental
UV-Vis spectra, these transitions are the onesvaitbfor the simulated main absorption
peaks.
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These observations can now be correlated with f@amfbrmation for these systems that
has been previously obtained by RIXS and NEXAEBapter 5)° Figure 7.10 illustrates
that the experimentally determined HOM{QLUMO gap for nitrogen (which for the
cationic PABA is not applicable due to the protoorabf nitrogen) is correlated with the
calculated energy gap between orbitals A amdffom the DFT calculations for the non-
ionic and anionic species. In the case of non-idgPABA, orbital A corresponds to
HOMO and orbital r* to the LUMO, whilst for the anionic species, debiA lowers in
energy to become HOMO-3 and orbitat Taises up in energy as LUMO+1.

Non-ionic 7 Anionic

No‘n-it‘mlc % LUMO+1 ):e...: _ s m 1
Anionic

;O
e
5.010 eV
Y )
t
>
5.858 eV
&
#

HOMO-3 .‘Q e N ighe A

Experimental NEXAFS-RIXS DFT calculations

Figure 7.10.N K RIXS and NEXAFS showing the HOMGLUMO gap for non-ionic

and anionic species, correlated with transitiomsoges) between DFT MOs of interest

labelled as A andTt.

Although core hole relaxation effects are expedte@ffect the energetic position of
features in the NEXAFS and RIXS data, the impactaking the experimental RIXS-
NEXAFS energy gap as a measure of the HOMO-LUM®eiteved to be of the order
of at most a few 100 meV; additionally, when sutfiects were included in CASTEP
calculations for crystalline PABA the inclusion of final-state effects did not charige

MO interpretation significantly~or the DFT calculations, omitting relaxation etemay

lead to a slight overestimation of transition emesgand thus of the RIXS-NEXAFS

energy gap. The reason for the weak effects okadilan are the strong localised core-
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level excitations and the weak nature of the intdetular interactionsi.e. hydrogen
bonding) compared to intramolecular interactions. €ovalent bonds and protonation

effects).

The differences noted in the<ALT* gap presented in Table 7.2 between UV-Vis and
RIXS-NEXAFS spectroscopies may be explained thrainghpresence of a hole in the
valence band in the UV-Vis that exerts a smalléatfover the final state than the core
hole from RIXS-NEXAFS. The TD-DFT PCM calculatiorso involve a water
continuum (thus PABA surface-polarised monomers wiightly different MO energy
levels), yet this rather simplistic model is suiat to picture the increase of the-Arr*

energy gap when moving from non-ionic to anionidBRAspecies.

Table 7.2.Values for the energy gap of interest-Att* reflected by the experimental
UV-Vis, RIXS-NEXAFS, and by TD-DFT and DFT calculats.

Energy gap A-1m* Non-ionic PABA Anionic PABA

UV-Vis (experimental) ~4.51 eV ~4.68 eV
TD-DFT (calculated) 4.64 eV 5.43 eV
RIXS-NEXAFS (experimental) 5.06 eV 5.89 eV
DFT (calculated) 5.01 eV 5.86 eV

7.3.3. Solvent effect in UV-Vis spectra of PABA sofions

This section aims to bring together the UV-Vis speof intermediate pH ~ 3.7 agueous
(where PABA is ~ 89.5% non-ionic), methanol andaettl solutions (where PABA
predominantly occurs as > 99% in its non-ionic fer@hapters 5 and 6 Additionally,
plots verifying the Beer-Lambert 1&%’enhance the argument that PABA is mostly

found as monomers in these polar solvents.

For PABA in methanol, one main peak shows up inkeVis spectra at ~ 285 nm and
another less intense peak at ~ 220 nm (Figure .7Ttg UV-Vis spectra of ethanol
solutions present one main absorption peak at ~n290and another peak at ~ 220 nm
(Figure 7.12).
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Figure 7.11. UV-Vis absorption spectra of PABA in methanol fditute solutions:
3.19 x 16 M (green a), 1.60 x 10OM (red b), 7.99 x 1® M (blue c), 3.99 x 1O M
(orange d), 2.00 x 1OM (purple e).

The UV-Vis spectra of ethanol solutions present imaén absorption peak at ~ 290 nm,

and another peak at ~ 220 nm (Figure 7.12).
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Figure 7.12. UV-Vis absorption spectra of PABA in ethanol forludeé solutions:
3.19 x 1 M (orange a), 1.60 x TOM (green b), 7.99 x 1®M (purple c), 3.99 x 16
M (red d), 2.00 x 18 M (blue e).

The main absorption peaks for both methanol (~r2&% and ethanol (~ 290 nm) are at

slightly higher wavelength than for the neutral@ese in water (~ 275 nm). The increase
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in solvent polarity from ethanol via methanol toter® is expected to cause a shift to
shorter wavelengths known as a hypsochromic effecegative solvatochromigfhon

the absorption peaks over the examined range 2Q032(Figure 7.13). In the UV-Vis
theory, this characteristic is consistent with eysd that possess substituents with non-
bonding electron pairs (‘n’) on the aromatic risgch as PABA presenting the lone pair
electrons at the nitrogen atom; here, the solverdrjpy lowers the energy of the non-
bonding electrons and does not affect the finalsitéon statet*.?223The result is a larger
energy gapi(e. a shorter wavelength) of the-st* absorption bands for the increasing

polarity.
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Figure 7.13. Hypsochromic effect observed for PABA in polar soits: decreasing
wavelength with increasing solvent polarity foratbl (blue line), methanol (green line)

and water (red line) for solutions of molarity 3.49.0° M.

The plot in Figure 7.14 summarises the absorptelnes of the main peaks (~ 285 nm
for methanol, ~ 290 nm for ethanol) as a functiboamcentration. The linear dependence
for the methanol solutions indicates fairly insfggant solute speciation changes due to
solvation effects. For the ethanol system, a dewiafrom a linear dependence is

observed, reflecting relatively stronger PABA sa&dociation effects than for methanol
or water. The explanation lies in the less polarahbter of ethanol compared to methanol
and water, which determines PABA molecules to exhabhigher degree of self-

aggregation in ethanol.
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Figure 7.14.Dependence of absorbance as a function of contentrior PABA in

methanol (green dots), and ethanol (blue dots).

7.4. Conclusions

Monitoring the electronic transitions of PABA inethJV range in aqueous solution at
intermediate, high and low pH, and interpretingrésults with TD-DFT calculations and
the known NEXAFS and RIXS data provides a spectioiscidentification of PABA
species that is complementary to the fine detasiray from the previously reported
NEXAFS-RIXS combination (Chapter 5). The effectpsf can be translated in the UV-
Vis by the shifts to shorter wavelengths in thenrasorption peaks encountered in the
spectra of high and low pH solutions with respedhe intermediate pH solutions, which
are reflected by the TD-DFT simulations. Thesetshafe explained by 411 energy
gap alterations with the changes in electroniccstine accompanying the pH variation;
the DFT calculations associated with the experi@dREXS-NEXAFS identify well with
the orbital gap observed in the TD-DFT simulatioinat reflects the main absorption
peaks in the UV-Vis, thus bridging the synchrotigwray core-level spectroscopies
NEXAFS and RIXS with the laboratory UV-Vis technaju

When solvent polarity is increased from ethanah&thanol, and then to water, a shift of
the absorption peaks to shorter wavelengths (hypsatc effect) in the experimental
spectra is also noticed, arising from lowering lvé £nergy of non-bonding electrons.
When plotting the absorption values at the mairkpes a function of concentration, a
linear dependence is obtained in the case of agusmutions of intermediate, high and
low pH, and methanol solutions, with a major presenf PABA monomers in these

systems (albeit less abundant in ethanol solutions)
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CHAPTER 8

CONCLUSIONS

The thesis presents the use of soft X-ray core-l@NEXAFS, RIXS) and UV-Vis
spectroscopies applied to organic systems in bahsolid and solution state, with the
aim to understand their electronic structure chardgtermined by chemical structure,
pH, concentration and nature of the solvent. Dgnihctional theory (DFT), full-
multiple scattering (FMS) and time-dependent dgnfinctional theory (TD-DFT)
calculations enhance the value of the experimedéah by providing an intuitive

approach towards a careful interpretation of tleetebnic spectra.

Saccharides as solid state molecular materials preisented in Chapter 4 to outline the
use of NEXAFS in detecting minute variations inith€—OH bond lengths, thus
extending the applicability of the technique to @bax organic molecules, including non-
crystalline systems without long-range order suslarmorphous phases. The sensitivity
of the ‘bond length with a ruler’ approach is a®da@s that originally reported for gas-
phase and adsorbed molecules. Some results indicttter analytical value in that the
o* shape resonance analysis may distinguish hentikétam hemiacetals.g., derived

from ketoses and aldoses) as welbidom 3 forms of otherwise identical saccharides.

Turning now to the core-level spectroscopies pafa-aminobenzoic acid (PABA)
presented in Chapters 5 and 6, the ‘bond length wituler approach was this time
extended to solution-state systems to reveal pWesband concentration dependent
spectral variations. The novelty represents thia prgcision in the determination of bond
lengths for molecular species in solutions throogimparison with NEXAFS data in the
solid state, providing an avenue to examining cdamnal predictions of solute
properties and solute-solvent interactions. The gitdnges induce local electronic
structure and chemical state variations with foramabf cationic and anionic species,
compared to neutral (non-ionic) PABA. Thus, there marked differences for the
position of the ionisation potential (IP), alongthvian absence aft* resonances in
NEXAFS and ofrtvalence peaks in RIXS for the cationic speciesnrall shift of the IP
to a lower energy and a wider HOM&Q.UMO gap is noticed for the anionic species and

related to the DFT energy levels and MOs. Accogntiaw for the solvent influence on
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the PABA molecule, the N K-edge spectra look simittaalcohol solutions (methanol,
ethanol, 2-propanol), with no dramatic changes wbencentration increases up to
saturation. The species present in this case agisteutral, non-ionic PABA, with no
indication of zwitterionic form. The spectra of PAEn the alcohols resemble more that
of B rather than the-PABA, implying that the hydrogen bonding pattesmimore similar
to the former polymorph, which does not form —COG@ikhers’? On the other hand, for
the aqueous solutions the first peakt)lis higher in energy than for the alcohols,
suggesting that the electronic structure and iotemas are different in water. In addition,
the sensitivity of ir* to the interactions and local chemical statehwf para -COOH
group is reflected through energy shifts for theBR&polymorphs$ and anionic PABA in
water? The second resonance peakt3ds more sensitive to the nature of interactiahs
the nitrogen moiety; for example, the additionadtogen bonding involving the nitrogen

in B-PABA increases the energy aft3

Based on the NEXAFS-RIXS combination interpretedGhapter 5 through DFT
calculations, the UV-Vis spectra for PABA in aqusawolution (backed up with TD-DFT
calculations) in Chapter 7 reflect main absorppeak shifts associated with changes in
the electronic structure accompanying the pH vianatAdditionally, a shift of the main
absorption peak to shorter wavelengths (hypsocloafiect) with solvent polarity is
observed. Studying the level of solute self-asgmeia in solution through plots of
absorption as a function of concentration, a faabundant presence of monomers in

methanol and aqueous solutions is suggested, #imeitirns out to be reduced in ethanol.

With respect to future work, it would be of realarest to validate the characteristics of
NEXAFS in differentiating between hemiketals andnrecetals, oo and3 forms from
larger sets of saccharides. This step could hasmgraficant impact in the food and

pharmaceutical industries to identify distinct farfnrom mixtures of isomers.

On the other hand, for the PABA system a challeggim is to obtain information from
temperature-dependent core-level spectroscopiciestuoh the nucleation processes
encountered in PABA solutions within the metastabtme, based on previously
determined induction times for these systéms. order to achieve this goal, the
experimental setup at the LiXEdrénendstation (where th@ situ liquid microjef
experiments were conducted) could be improved titradditional modifications that

allow heating/cooling control of the stock solutitorna set temperature for the metastable
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zone/supersaturation level to be achieved. On #meesnote, three designs of small
volume Confla® cube cells were generated with the purpose toegiated to the in-

development 109 beamline at Diamond (Didcot, UK3¢cle being compatible with a
previous chamber developed for X-ray photoelecspactroscopy (XPS) near-ambient

pressures:

i.  The prototype cell body for a windowed flow celi féEXAFS fluorescence yield
detection with liquid flow inlet/outlet and s membrane windows was
assembled and tested by running deionised wateughr the pipes with a
peristaltic pump. The follow-up would be running BA solutions of various
concentrations to check whether the membrane cdustand the pressure.

ii. A microjet cell for windowless studies of liquidsy belectron yield and
fluorescence vyield detection of NEXAFS (similar tioe microjet setup) is
currently in the design phase and will be the tettically most advanced and
ultimately the most versatile.

iii.  An environmental NEXAFS cell was designed for stgdof solid samples under
controlled solvent vapour pressures by electronfeundescence yield detection.
This device is composed of a separate manipulatdrdan be fitted inside the
cubic chamber. It will allow experiments on powdarsl single crystal facets
under control of sample temperature (including icm)l and gas environment.
The main use of this system will facilitate spergtudies of surfaces. Polar angle
control will allow studies of the single crystalriaces as a function of X-ray
polarization vector, and hence the determinatiotheforientation of adsorbed

molecules.

Additionally, another set of beamtime experimendsld be focussed on N RIXS for
PABA in alcohols (methanol, ethanol, 2-propanoljl avater at intermediate pH values
to account for the determination of the HOMQUMO gap through combination with

the previously analysed N K NEXAFS. The very ndgpsvould be to identify the main

absorption peak position in the UV-Vis spectra witiis HOMO—~LUMO gap and

compare the results with PABA aqueous solutiorievatand high pH.

On a different note, comparative interpretatiosydtems that form dimers in non-polar
solvents €.g.benzoic acid in toluene) would serve as guidanaeviestigate how changes

in the local hydrogen bonding pattern influences étectronic structure of the solute.
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Following the same approach, other systems reptiagegerivatives of benzoic acid can
be studied by NEXAFS and complementary spectrostegyniques such as RIXS and
UV-Vis; it will be of potentially high interest tobserve how substitution with various
functional groups€.g.—NQ,, —F, —CI, —Br, —I, —CON}J at different positions on the

benzene ring impacts on the local electronic stinecand solute-solute/solute-solvent
interactions. An alternative would be to changerttative positions of the substituents
on the aromatic ring. These aspects would allowedignation of the self-association
mechanisms through systematic comparison of stralbfuelated molecules.
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APPENDIX A. Crystal structures of saccharides, PABA
polymorphs and PABA salts
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AMBNACO1 (non-ionica-PABA) AMBNACO04 (non-ioni@-PABA)

PAMBZA (cationic HCI salt of PABA) NAABZH (awinic NaOH salt of PABA)
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APPENDIX B. X-ray powder diffraction of saccharides and

FEFF8 simulations on the crystal structure of glucee
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Figure B1l. X-ray powder diffraction of experimentd-fructose (bold black), and
calculated3-fructose (dark grey, Refcode FRUCTO11) patterns.
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Figure B2. X-ray powder diffraction of experimental-xylose (bold black), and
calculatedu-xylose (dark grey, Refcode XYLOSE) patterns.
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Glucose
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Figure B3. X-ray powder diffraction of experimentatglucose (bold black), calculated
a-glucose (dark grey, Refcode GLUCSAOQ3), and catedig-glucose (light grey,
Refcode GLUCSE) patterns.
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Figure B4. X-ray powder diffraction of experimentalgalactose (bold black), calculated
a-galactose (dark grey, Refcode ADGALAOQ1), and clatad B-galactose (light grey,
Refcode BDGLOSO01) patterns.
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Maltose
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Figure B5. X-ray powder diffraction of experimentf-maltose monohydrate (bold
black), calculatedB-maltose monohydrate (dark grey, Refcode MALTOSIdnd
calculatedn-maltose (light grey, Refcode MALTOT) patterns.
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Figure B6. X-ray powder diffraction of experimental-lactose monohydrate (bold

black), and calculated-lactose monohydrate (dark grey, Refcode LACTO$@3jerns.
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Anhydrous B-lactose
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Figure B7. X-ray powder diffraction of experimental anhydrgisactose (bold black),
and calculated anhydrofidactose (dark grey, Refcode BLACTOO02) patterns.
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Figure B8. X-ray powder diffraction of experimental cellulo@®old black), calculated
cellulose form | (dark grey, Refcode PADTUL), and calculated celal form 4 (light
grey, Refcode JINROOO1) patterns.
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Normalized W(E) / arb. units

Energy / eV

Figure B9. FEFF8 simulations for C1 absorbing atom in: anitened crystal structure of glucose
(black line), an altered crystal structure of glseavith C1-O5 bond shortened by 0.1 A (dashed
grey line), and an altered crystal structure o€gse with C1-O5 bond elongated by 0.1 A (dotted
grey line); once C1-05 bond altered, expected trania within the cycle on the C1-C2 and C5—
O5 bond lengths are expected, albeit negligible.

Normalized W(E) / arb. units

Energy / eV

Figure B10. FEFF8 simulations for C2 absorbing atom in: antenad crystal structure
of glucose (black line), an altered crystal stroetf glucose with C2—02 bond shortened
by 0.1 A (dashed grey line), and an altered crystakture of glucose with C2—02 bond
elongated by 0.1 A (dotted grey line).

168



(%3]
1

Normalized H(E) / arb. units
w =Y

Energy / eV

Figure B11. FEFF8 simulations for C3 absorbing atom in: antenad crystal structure
of glucose (black line), an altered crystal stroetf glucose with C3—03 bond shortened
by 0.1 A (dashed grey line), and an altered crystakture of glucose with C3—-03 bond
elongated by 0.1 A (dotted grey line).

[<)] ~N [e)
P 1 ]

w
1

w
1

Normalized m(E) / arb. units
N B~

Energy / eV

Figure B12. FEFF8 simulations for C4 absorbing atom in: anltenad crystal structure
of glucose (black line), an altered crystal stroetf glucose with C4—04 bond shortened
by 0.1 A (dashed grey line), and an altered crystakture of glucose with C4—04 bond
elongated by 0.1 A (dotted grey line).
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Figure B13. FEFF8 simulations for C5 absorbing atom in: anltened crystal structure of
glucose (black line), an altered crystal structfrglucose with C5—-0O5 bond shortened by 0.1 A
(dashed grey line), and an altered crystal streavfiglucose with C5-O5 bond elongated by 0.1
A (dotted grey line); once C5-05 bond altered, etqu variations within the cycle on the C4—
C5 and C1-05 bond lengths are expected, albeiigiggl

Normalized W(E) / arb. units

Energy / eV

Figure B14. FEFF8 simulations for C6 absorbing atom in: antenad crystal structure
of glucose (black line), an altered crystal stroetf glucose with C6—06 bond shortened
by 0.1 A (dashed grey line), and an altered crystakture of glucose with C6-06 bond
elongated by 0.1 A (dotted grey line).
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APPENDIX C. Attended conferences, meetings, worksips

Conference participations

- Poster presentation at the Faraday Discusdlacleation - A Transition State to
the Directed Assembly of Materialdeeds Beckett University, 30th of March-1st of
April 2015

- Poster presentation at the British AssociationGoystal Growth (BACG2014),
Leeds Beckett University, 13th-15th of July 2014

- Poster presentation at the Postgraduate Confer2dté, The University of
Manchester, 4th of July 2014

- Oral talk on the current research pursued, dufiregindustrial Advisory Board
meeting, The University of Manchester, January 2014

- Poster presentation at BESSY Il User Meeting, Heltatzentrum Berlin (HZB),
Berlin, 5th-6th December 2013

- Poster presentation at the British Association ofs@l Growth (BACG2013),
The University of Manchester, 16th-18th June 2013

- Poster presentation at the Postgraduate Confer2dt®8, The University of
Manchester, 11th June 2013

- Poster presentation at the Surface Science of @adtly Important Interfaces
(SSBII14) conference, The University of Manchesi@&th-19th October 2012

- Participation to 109 Workshop on Atomic and EleoimoStructures of Surfaces
and Interfaces, Diamond Light Source, Didcot, 99th1July 2012

- Poster presentation at the Postgraduate Confer2@dt®2, The University of
Manchester, 15th of June 2012

- Participation to Control and Prediction of the QngaSolid State (CPOSS)
ConferenceCrystal or Not, Where Do We Go From Herg®niversity of College
London, 3rd of April 2012

Meetings

- Participations to project-related monthly Critidslass meetings across The
University of Manchester and University of Leed$iene presentations were given with
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the aim to update project partners on the latesgrpss, thus having the opportunity to
raise questions on the research progress

- Seminar on applications of X-ray absorption, emssiand UV-Vis
spectroscopies at The University of Manchesterriagly 2015

- Seminar on X-ray absorption techniques applied ristalline sugars at The
University of Manchester, February 2014

- Seminar on Near-Edge X-ray Absorption Fine Striece(INEXAFS) technique at
The University of Manchester, September 2012

Professional development workshops attended withifihe University of Manchester

- ,Viva Survivor, 7th of October 2014

- ,Writing up Your Thesis25th of March 2014

- ‘Procure to Pay — Requisitioner eTraining — R128" of December 2013

- ,Planning the Final Yeay'10th of December 2013

- ,Applying for Fellowships'26th of November 2013

- ,Critical Reading, 14th of November 2013

- ,Science Communication Trainin@4th of October 2013

- ‘Oracle 12 Update’ 2" of October 2013

- ,Optimising Research Postersth of June 2013

- ,Designing Effective PowerPoint Presentatiori2th of April 2013

- ,/Academic Writing’8th of November 2012

- ,Publishing Academic Paper0th of June 2012

- ,Lunchbite: Keeping up to date with RSS feetidth of June 2012

- ,Searching the literature with Web of Knowledge &cdpus’ 23rd of May 2012
- ‘Beginners reference management with EndNote: Fpafl EPS; 18th of April
2012
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APPENDIX D. Curriculum Vitae

Adrian Gainar

EDUCATION AND QUALIFICATIONS

The University of Manchester, PhD in Chemistry, 202 — 2016

The project in collaboration with a large grouppairtners across several institutions,
involved studies of nucleation/self-association haggsms prior to crystallisation of
para-aminobenzoic acid (PABA) in solutions througlsorption and emission
techniques, as well as applications in determihimigd lengths in solid-state crystals and
in solutions, which also constitutes one of theatin®s. UV-Vis combined with such
techniques and backed-up with calculations canritortié to a more complete general
picture around the moieties of interest. The projequired very good communication
skills and analytical thinking reflected throughipdic presentations/high quality reports
and updates at monthly meetings and conferences.

| have participated to several experiments in Gaegrand USA where | organised the
experiments, housekeeping, and storage of chemmaligents, materials and samples
with great attention to detail that required wotkotay or night shifts. | have also trained
and supervised new users on several pieces of requipand troubleshooted general
technical issues.

| participated to several conferences and presgmbsters/ gave talks on my current
research.

University of York, Master’s degree in Chemistry, 210 — 2012

The project involved synthesis of organic complexlenules and analytical
characterisation of their properties. The diffigultonsisted in obtaining the final
compounds which proved to have a highly reducedbsidly in all trivial organic
solvents. Extensive separation using gas and ligardmatography was also required.
Mass spectrometry, extractions, separations, NN#Rental analysis were employed to
confirm compound identity and calorimetry, micrasgp X-ray diffraction to
characterise their properties. A very good offaledratory housekeeping was also
required. The examiners were very satisfied withrésults and acknowledged it was a
difficult task to synthesise the target compounds.

University of Bucharest, BSc in Chemistry (with indistrial placement), 2007 — 2010

The programme comprised valuable modules of akg®rareas of chemistry and related
disciplines:

X Qualitative and quantitative analysis; Separati@hwods in biochemistry
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X Molecular structure; Chemical kinetics and thermmaigics; Quantum
biochemistry;

<> Basics of organic chemistry; Natural products; Seymthesis of bioactive
compounds; Colourants;

<> General chemistry; Chemistry of elements; Bioinaig&hemistry;

X Elementary catalysis;
X General biochemistry; Proteins and nucleic acids;
X Mechanics and electromagnetism; Quantum physics;

<> Mathematical analysis; Differential equations.

| was awarded the medal of Class of 2010 Lead&€(ass Honours) having the highest
grade of 3 years of study, among approximately ®@ents from the Faculty. The
techniqgues involved were quantitative and qualitatianalysis, titrations, pH
determination, UV-Vis, chromatography, electropls@eextractions and separations. |
also have experience in Biochemistry (industriatpiment at the National Biochemistry
Institute ,Dr. 1. Cantacuzino’ Bucharest), and have obtained the Scientific Frenc
Language Certificate and Psycho-Pedagogy Cer&ficat

,Grigore Moisil’ National College of Computer Science, Brasov, 20832007

| was awarded Class of 2007 Leader and Key of Sgadistinctions for scholar merits —
the highest grade among approximately 180 stuadiite college. | also obtained perfect
scores in Mathematics, English and Geography onBamcalaureate examinations. |
obtained the Certificate of Computer Science Knogéewith a maximum score, which
included Computer Use and Project Presentation.

| participated to various Chemistry, Physics, Math@cs and Earth Science National
Olympiads/Contests, and was awarded several peeels year on scholar merits.

General School no 3, Rasnov, 1995 — 2003 finalissdh National Examinations

Class of 2003 Leader and Key of Success distinst@varded in 2002 on scholar merits
— the highest grade among approximately 90 studémisrticipated to Chemistry and
Mathematics National Olympiads and Contests, ansl avearded excellence prizes for
scholar merits.

AWARDS AND GRANTS

. Shortlisted for the Excellence EPSRC Doctoral PB@&5/16 at The University
of Manchester (2015)

. EPSRC Research Grant (2012-2015)

. ,Open Horizons’Excellence Studentship (2010-2011)

. Medal of Class of 2010 Leadef{Class Honours) for the highest grade of 3 years
of study, among approximately 60 students fromRheulty (2010)

. JInvent Your Future"’Excellence Sctudentship (2008, 2009, 2010)

. University of Bucharest Merit-based Studentshif@Z®008, 2009, 2010)
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. Class of 2007 Leader and Key of Success distingtam scholar merits — the
highest grade among approximately 180 students7(200

. Class of 2003 and Key of Success distinctions dwlac merits — the highest
grade among approximately 90 students (2003)
. Various prizes (50+) at Chemistry, Physics, MathteceaEarth Science National

Contests (2002-2007)

PRACTICAL SKILLS

. Laboratory experience that conferred very good rakdaxterity and ability to
work following experimental procedures
. Very good organisational, planning and IT skillsiteation to details;

troubleshooting general technical issues; housekgemprising chemicals, solvent,
materials, samples storage

. Data collection and analysis

. Liquid chromatography, mass spectrometry, titratjonextractions, pH

determination, elemental analysis, UV-Vis, NMR, IRabsorption/emission
spectroscopies, calorimetry, microscopy, X-rayrdifion

. Experienced in synthesis of complex organic mokesul
. Gaussian and FEFF8 calculations for various mo#gcspecies (technique
validation)

LANGUAGE SKILLS

. Fluent English (written and spoken)

. Fluent Romanian (written and spoken)

. French (intermediate in writing and speaking)
. German (beginner in writing and speaking)
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ABSTRACT: Detailed analysis of the C K near-edge X-ray

absorption fine structure (NENAFS) spectra of a series of

saccharides (fructose, xylose, glucose, galactose, maltose mono-
hydrate, a-lactose monohydrate, a.nhydrous fHactose, cellulose)
indicates that the precise determination of IPs and o* shape
resonance energies is sensitive enough to distinguish different
crystalline saccharides through the vardations in their average C—
OH bond lengths. Experimental data as well as FEFFS calculations

confirm that bond length variations in the organic solid state of

107 A can be expend Ity detected, opening up the possibility
to use NEXAFS for obtaining incisive structural information for
molecular materials, including noncrystalline systems without
long-range order such as dissolved species in solutions, colloids,
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melts, and similar amoerphous phases. The observed bond length sensitivity is as good as that originally reported for gas-phase
and adsorbed molecular species. NEXAFS.derived molecular structure data for the condensed phase may therefore be used to
guide molecular modeling as well as to validate computationally derived structure models for such systems. Some results indicate
further a.na]'y'hca] value in that the g% shape Tesonance a.na]ysis may d.islinguish hemiketals from hemiacetals (i.e.,. derived from
ketoses and aldoses) as well as @ from f§ forms of otherwise identical saccharides.

B INTRODUCTION

Saccharides, also known as carbohydrates and sogars, are an
important class of natural products and are well-known as foods
and components of ingestible formulated pmdncls.'_ﬁ They
have a propensity to present various noncrystalline and
crystalline forms, and interest in intra- and intermolecular
bonding in their solid state structures goes back to the earliest
days of organic chernistry.? Saccharides can exist as monomers
or, covalently bonded, as dimers, oligomers, or polymers, in
which molecular monomers are linked by glycosidic bonds.
Well-known monosaccharides are glucose (dextrose, also
known as blood sugar), fructose (or fruit sugar), and ribose,
an essential component of ribonucleic acid (RNA). Among
disaccharides, well-known representatives are sucrose (table/
beet /cane sugar, or simply sugar) and lactose (milk sugar), which
is commonly used in pharmaceutical products as an excipient.
The most abundant polysaccharide occurring in natare is
cz}]l.ﬂaw_,.R which confers support, resistance, and rigidity to
plants. In terms of classification by the number of carbons,
saccharides with five carbon atoms in their molecules are called
pentoses (e.g,, ribose, xylose, l}xuse), while six-membered ring

g7 ACS Publications 2015 American Chemical Society
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saccharides are called hexoses (e.g, glucose, fructose,
galactose ).

Identifying mono-, di-, oligo, and polysaccharides spec-
troscopically is often important for understanding the proper-
ties of formulated Pl’DdilClS.y X-ray core level spectroscopies are
structurally incisive methods that are increasingly used for the
analysis of interfacial species in complex products, devices, and
biomaterials.”™"" The most commonly used variant, X-ray
photoelectron spectroscopy (XPS), provides information on
the chemical state of atoms through sensitivity to the local
electron density variations caused by changes in chemical
bonding, which lead to chemical shifts of core level binding
energies, and interpretation can be complemented or enhanced
with the results of density functional theory (DFT)
calculations,'® Careful C 1s core level binding energy
measurements by XPS of fructose, xylose, glucose, galactose,
maltose, a-lactose, f-lactose, and cellulose have previously
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Figure 1. Saccharides analyzed by NEXAFS, IUPAC numbering of the carbon atoms is induded for xylose, fructose, glucose, and a-lactose, Other
mono- and disaccharides and the polysaccharide adopt analogous numbering,

revealed that XPS is sensitive enough to distinguish mono-, di-,
and polysaccharides.'

Near-edge X-ray absorption fine structure (NEXAFS, also
called X-ray absorption near-edge structure, XANES)"
provides more incisive information than XPS about local
chemical and electronic structure in condensed matter.
Determination of bond lengths, static and dynamic disorder,
as well as coordination numbers and coordination geometry
around the X-ray absorbing atoms in organic compounds can
sometimes also be achieved by extended X-ray absorption fine
structure analysis (EXAFS).""® However, C K-edge EXAFS
analysis is often not possible because of reciprocal space
limitations caused by (i) spectral overlap of absorption edges
from other elements (for the present case of saccharides the O
K-edge ~250 eV above the C K-edge) and (ii) instrumental
limitations such as source transmission variaions due to
contamination on optics, abrupt variations in photon flx, or
nonlinearities in I, monitoring. However, NEXAFS offers the

14374
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possibility to obtain information about bond lengths in organic
molecules through determination of 6% shape resonance
energies relative to the jonization potential of the core level
from which excitation takes place. 7* shape resonances arise
because photoexcited core electrons can be temporarily trapped
by a centrifugal potential barrier near the edge of the molecule,
so electrons traverse the molecule multiple times before
escaping from the molecular core by I.lmnzling.'?'m_z‘ The
use of shape resonance energy shifts for delermining bond
lengths has been referred to as the “bond length with a ruler”
method. ™7™ The method relies on the determination of
the core level binding energies (i.e, variations in the core level
ionization potentials, [Ps) from the absorption spectra and the
energetic position of the o* shape resonances relative to the
IP." We recently reported evidence that this method can also
be applied to C—=N bonds of organic molecules in solution and
in the organic solid state,”” The likely reason for this
transferability of a method originally developed for gas-phase

DOk 10102 Vacsjpeh SbIT159
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molecules is that intermolecular interactions in the organic
condensed phase are much weaker than the internal covalent
bonds in the molecules. While the exact physical origins of o™
shape resonances, and thus the validity of their use for bond
length determination, has been controversially discussed in the
Pmrl&—lﬂ there is considerable empirical evidence as well as
theoretical suppurl"w'" for their interpretation as multiple
scattering resonances dependent on the bond ]El'lgt.h,l1

Full deconvolution and interpretation of all features in
NEXAFS spectra can be a complex task, but our previous
success in detecting differences between saccharides by core
level binding energy analysis in XPS'® led us to hypothesize
that the structurally more incisive NEXAFS spectroscopy may
also be sensitive to differences in structure and bonding in
saccharide systems. Note that unlike diffraction methods, core
level spectroscopies do not require long-range order and can
therefore also be applied to noncrystalline forms. A deeper
understanding of the core level spectra of the crystalline forms
would therefore establish a basis for characterization of local
interactions in materials without long-range order, such as
melts, solutions, coatings, or nanocrystalline forms. Literature
references describing applications of NEXAFS to saccharides
have been mther z;pora.dicu_.“4 and generally did not relate the
spectra to specific structural details.

In this paper we will discuss C K. NEXAFS data of a series of
monosaccharides (fructose, wylose, glucose, ga]actuse), di-
saccharides (maltose monohydrate, a-lactose monohydrate,
anhydrous fHlactose), and one polysaccharide (cellulose), with
the aim to provide a database of spectral fingerprints and
establish what level of structural detall is evident in these
spectra. In particular, we show by reference to the crystal
structures that the o shape resonance analysis of the NEXAFS
provides access to mther small variations in intramolecular

C—0OH bond lengths in the molecules.

B EXPERIMENTAL SECTION

Polycrystalline powder samples were obtained from Sigma-
Aldrich, UK. Fructose, xylose, galactose, maltose monohydrate,
and cellulose have =99% purity. Gluocose was 99.5% pure.
a-Lactose monohydrate and f-lactose have been provided by
Sanofi-Aventis (Alnwick, UK.) and were the same samples
examined in our previous XP§ sl'udy.l Al samples were used as
provided. Thick layers of powder were spread onto sticky
copper tape with a clean thin spatula, ensuring complete
covering of the tape surface, and then pressed on mechanically
to obtain a compact layer.

Figure 1 summarizes the chemical structures of the analyzed
saccharides. The pentose (xylose) in the first row has the
chemical formula CH O, the hexoses (fructose, glucose,
galactose) in the second row have the general chemical formula
CcH,04 and the disaccharides (maltose, a-lactose, flactose)
in the third row have the general formula C,,H,,0,,. The
polysaccharide (cellulose) in the fourth row is a polymer of -
glucose having the formula [C.H,,0;],.

Generally, monosaccharides crystallize in the pyranose form,
ie, as 6-membered rings; fructose can crystallize in either
pyranose or furanose (S-membered ring) form; the pyranose
form of fructose is usually obtained by industrial crystallization
processes, whereas the furancse form occurs in natural
products. Xylose is naturally found in pyranose form. For the
disaccharides, maltose, a-lactose, and f-lactose are formed of
two monosaccharide units in pyranose form. The polysacchar-
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ide, cellulose, is formed of linked glucose units in the pyranose
form.

A Rigaku Miniflex XRPD instrument was used to determine
the polymorphic form of each saccharide powder, taking
diffraction patterns over a 2/ range from 5° to 40°, at a rate of
1°/min with a 0.02° step. The X-ray source (Cu K, 1.5406 A)
operated with 30 kV voltage and 15 mA current. The
experimental patterns were compared with calculated erystal
structure patterns based on published crystal structures and are
included in the Supporting Information (Figures S$1-S8).
Results indicated that the forms were fi-fructose, a-xylose, a-
glucose, a-galactose, fl-maltose, @-lactose monohydrate, and
anhydrous fHlactose. The positions of the broad features in the
pattern of amorphous cellulose (Figure S8 in the Supporting
Information) indicated that residual local order was determined
by nuclei of the 1, polymorph of cellulose.

NEXAFS spectra were measured at the National Institute of
Standards and Technology U7A beamline of the National
Synchrotron Light Source (NSLS) at Brookhaven National
Laboratory (BNL) in New York, United States. Partial electron
yield (PEY) C K-edge spectra were obtained using a
channeltron electron multiplier with the sample positioned at
the magic angle (54.7°) relative to the incident beam, with a
photon flux of approximately 5 X 10'” photons/s. An entrance
grid bias of =150 V was used for the C K-edge in the case of
galactose and =50 V for the rest of the saccharides.

At =50 V grid bias the detected electron-yield signal is
essentially the total Auger yield, ie., the probing depth of the
electron-yield signal is determined by the escape depth of all C
KLL Auger electrons, including the whole background of
inelastically scattered electrons on the low-energy side of the
Auger emission Tines, ™ ™ which probes deeper than the elastic
Auger or photoemission peaks, A previous experimental
determination of the C K-edge probing depth in polymers
yielded a value of ~2 nm,” while experiments with signal
attenuation in Cr metal indicate for photons at the C K-edge
that the maximum probing depth is approximately 3.5 nm."
These values are equivalent to probing a few molecular layers
deep into the saccharide materials and should hence confer
bulk sensitivity, In line with this, our previous XPS analysis of
the same saccharide materials through C 1s emission with an Al
Ka source, which is associated with signal attenuation lengths
only slightly higher (~3 nm)," yielded chemical compositions
consistent with those expected from the saccharide stoichio-
metries. Moreover, for molecular materials surface effects on
internal bond lengths should be negligible, as intermolecular
interactions in organic molecular solids are weak relative to the
strength of the internal bonds in the molecules. The strongest
intermolecular interaction in the saccharide bulk is hydrogen
bonding It is therefore expected that the C—0O bond lengths
derived from the bulk crystal structures used for the
interpretation of our data are good models.

A toroidal spherical grating monochromator with 600 lines
mm™" grating was used to acquire the C K-edge data, yielding
an energy resolution of approximately 0.1 eV. After collection,
the spectra were normalized by the simultaneously recorded
drain current from an in sitn gold-coated, 90% transmission
grid (I,) which is situated in the X-ray beam path, to eliminate
the incident beam intensity fluctuations and absorption features
in the beamline optics. The monochromator energy scale
calibration was performed through the 285.1 eV a% graphite
absorption by a carbon mesh located further upstream of I,
(I,_up). All spectra were processed using standard pre- and
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postedge normalization methods. The peak-fitting capability of
Athena software’ ™" was employed to determine the energetic
positions of all NEXAFS transitions at the C K-edge, and the
spectrum was modeled with Gaussians for the peaks and two
arctan step functions for the edge steps arising at the 1Ps."” The
positions of the [Ps were determined assuming two constraints:
the expected intensity ratio for QC—OH and C—OH moieties
and their energy difference, which was known from our
previous XPS study to be 135 eV higher for the OC-OH
hemiacetal /hemiketal groups.'® The first [P was set as the
experimental edge step inflection point, i.e., the zero crossing of
the second derivative of the experimental spectrum. For
investigating the “bond length with a ruler” correlation, the
standard deviation for the C—OH bond lengths in the reported
crystal structures was <0.007 AV Eor the curvefitted C K-
edge spectra, by fitting with different models (variation of peak
positions, functions, and the number of included peak
functions) and using different initial values for the peak
parameters we found that the error in energy positions for
comparably good final fits was <0.02 eV.

Slightly varying levels of adventitious surface contamination
were previously observed in the XPS data for the same set of
saccharides.'® In the NEXAFS spectra this contamination is
evident as weak pre-edge peaks in the C K-edge spectra. Similar
to the constant peak position of the hydrocarbon contaminant
in XPS C 1s results, = these Pre—edge Pea]m Were in a narrow
energy range, from 285.3 to 285.4 eV. We carefully checked by
examination of the signal from the incident beam monitor (a
gold coated mesh) whether varying levels of surface
contamination on it might have led to normalization errors
that could account for these pre-edge features. However, no
vanations in the mesh signal were evident that could cause the
observed signals.

In the previous XPS analysis of saccharides, it was also noted
that the intensity of the peaks from the C—OH and O-C-0
hemiacetal /hemiketal moieties in the C 1s spectra decreased as
a function of X-ray Exposm‘ew due to radiative damage, with
the strongest effect on ribose and xylose."” In the NEXAFS
measarements, no significant changes in peak positions and
intensities nor formation of new peaks were observed as a
function of exposure to the X-ray beam, even after six scans of
the C K-edge.

FEFF8.2™" was used to simulate the ¢* shape resonances in
the C K NEXAFS for a cluster cut from the crystal structure of
glucose (CCDC reference: GLUCSAD3).”" The XANES, FMS,
and SCF cards were used—FMS for full multiple scattering X-
ray absorption near-edge structure (XANES) calculation; SCF
to enable self-consistent field iterations. To identify the shape
resonance contributions due to scattering near the potential of
the C—~OH single bonds we also ran calculations in which the
C—OH bond length in the hemiacetal /hemiketal position was
increased and decreased by 0.1 A relative to the equilibrium
value in the crystal structure (see Figure 2 and Supporting
Information).

M RESULTS AND DISCUSSION

The C K NEXAFS spectra of the saccharides are presented in
Figures 2 and 3 together with the results of the fitting analysis
involving Gaussian and edge step functions. For a deeper
analysis of these spectra we need to recall that saccharide
molecules present only single C—C, C—H, and C-0 bonds
(Figure 1), so it is expected that the NEXAFS spectra are
dominated by transitions to unoccupied, antibonding o states,
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Figure 2. Experimental C K-edge spectrum of fructose (top plot) and
C K-edge spectra (bottom plot} for the monosaccharides xylose (to p),
glucose (middle), and galactose (bottom). Each spectrum is
accompanied by best fits obtained to determine peak positions, with
the 6% oy and 6%, on peaks marked by numbers 1 and 2,
respectively. IP edge steps are marked with dashed lines.

The most prominent features are ¢* shape resonances, which
arise from multiple scattering of the photoelectron wave along
the internuclear axis between the absorbing atom and its
neighbor; thus, the % shape resonance energies depend
sensitively on the associated intramolecular bond lengths.

In a previous study of the C K-edge spectra of a dimannoside
derivative adsortbed on Am, the prominent ¢* resonance at
~289 eV was attributed to the C—OH moieties of the
saccharide and the feature at ~291 eV to the OC-OH
moiety.” In line with this assignment, the intensity of peak 1 is
reduced for xylose (Figure 2) as there is one less contributing
carbon (ie, one less C—OH bond in the structure), so the
relative intensities of the peaks arising from the two moieties
are different compared to the other monosacchardes. The
small pre-edge peak at ~285 eV in the spectra can be attributed
to adventitious contamination with unsaturated hydrocarbons
containing C=C bonds,™" while the second pre-edge peak at
~288 eV, observed as a shoulder, is associated with C—H
transitions,”” The broader features at higher photon energies
around 294 eV may arise from C—C bonds.

To examine how the ¢* transitions associated with C—OH
bonds vary in energetic position as a function of bond length,

DOk 101021/ 563 pebh 5bO71 59
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Figure 3. Experimental C K-edge spectra for the di- and
polysaccharides studied, maltose (top), a-lactose (second from top),
f-lactase (third from top), and cellulose (bottom), alongside fits with
the o%c oy and g ou peaks marked by numbers 1 and 2,
respectively, [P edge steps are marked with dashed lines.

FEFFS calculations were performed on each inequivalent C
atom in the crystal structure of ghicose, first with the
equilibrium C—OH bond length in the crystal structure and
then for the same bond shortened and elongated by 0.1 A, One
set of resulting spectra is presented in Figure 4 and the others
in Figures §9—513 of the Supporting Information. The strong
shifts of the shape resonances originally in the region around
290—292 eV are evident, with a shorter bond length resulting in
a blue shift (higher photon energy) by approximately +4.7 eV,
whereas the longer bond length results in a red shift (lower
photon energy) by about —4.2 eV.

As mentioned above, during peak fitting of the spectra in
Pigure.s 2 and 3, a 1.35 eV difference in Energ}(be{ween the IPs
arising from C—OH and OC—OH moieties was assumed, as
this is (with a margin of about +0.05 eV) the value of the C 1s
binding energy separations observed by XPS.'® The intensity
ratios between the two edge step functions representing the IPs
were fixed to be in line with the stoichiometries of the
saccharides,'® Note that in the extended X-ray absorption fine
structure (EXAFS) region at higher photon energies, where the
spectra are determined by scattering of the photoelectron wave
by neighboring atoms, the fitted Gaussian functions have no
physical meaning, but modeling of the postedge background
was required to ensure accurate fitting results in the spectral
regions of the electronic transitions of interest, i.e., around and
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Figure 4. FEFF8 simulations for C1 absorbing atom in an unaltered
crystal structure of glucose (black line), an altered crystal structure of
glucose with the C1—01 bond shortened by 0.1 A (dashed gray line),
and an altered crystal structure of glucose with the C1—01 bond
elongated by 0.1 T(dn[led gray Iineg.

below the IPs. The parameters derived with the fitting results
(shown in Figures 2 and 3) are summarized in Table 1. It can
be seen that the o%_y, transitions are in a narrow range of
energies, from 290.0 to 290.1 eV, The %,y transitions are
found between 2915 and 292.1 eV.

We can now tum to examining how the crystallographically
determined C—OH bond lengths correlate with the shifts in the
% shape resonances and [Ps. This “bond length with a ruler”
analysis A2 consists of plotting the term value &, which is
the energy difference between the ¢ shape resonance energy
and its corresponding IP (Table 1), as a function of the length
of the bond from which it arises. Because of the significant [P
difference between the C—OH and the OC—O0H moieties in
the saccharides, their shape resonances are distinct, and their
bond lengths can be determined separately. There are of course
several C—OH moieties with slightly different bond lengths in
each saccharide, so we used their average bond length for the
analysis (Table 2), as available from their published crystal
structures,” """ The OC—OH hemiacetal or hemiketal
groups are associated with a shorter C—OH bond length
{Table 2) than for the other C—OH gruups,ﬁ_w“ﬂ'“ and
averaging of two values has to be used in the cases of the
disaccharides and for cellulose, which is composed of repetitive
interconnected motifs of two distinct cyclic glicose units bound
by a glycosidic bond (ie., cellulose can also be regarded as a
polymer of a disaccharide). For the monosaccharides no
averaging was required as there are no inequivalent OC—OH
groups in the crystal structures. We also point out that
contributions from the rather short endocyclic C—0 bonds of
the hemiacetal and hemiketal groups were omitted from bond
length averaging as they are located in the energy region
beyond 293 eV, where their contribution cannot be
distinguished against the strong background arising from the
C—C bonds. The other endocyclic C—O bond is always similar
in length to the C—OH bonds and was therefore included in
their average.

The resulting plot of the 4 values as a function of the bond
lengths is shown in Figure 5. It is evident that apart from two
outliers (the OC—OH groups in fi-lactose and fructose; see
discussion below) there is a good linear correlation despite the
small range (~0.05 A) of bond length variations covered
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Table 1. IPs and Centroid Energies of the 6* Shape Resonances Determined by Curve Fitting”

saccharide
ffructose 1R955 290.07 352
axylose 28955 200,02 047
a-glucose 289.60 290,11 0.51
a-galactose 289.70 290,06 0.36
fmaltose monchydrate 289.55 289,98 043
a-lactose monohydrate 289.62 290.06 4
fHlactose 189.63 290,14 0.51
cellulose 289.60 289.99 0.39

Peon (V) 0%com (V) 8o (0%on —Peon) (V) P oponl(eV) o®ocon(eV) do-coo (0%ocon = IP opoou) (eV)

20090 29211 121
29090 29165 0.75
29095 29166 071
29105 291.65 060
20090 29158 0.68
2097 29161 0.65
26098 29153 0355
29095 291.61 .66

“Term values & are calculated as the difference between each #* centroid energy and its corresponding [P,

Table 2. C—OH Bond Lengths Determined by Crystal Structure Analysis”

saccharide CSD identifer
P-fructose FRUCTO11%
a-xylose XYLOSEY
a-glucose GLUCSA03®
a-galactose ADGALADL™
fF-maltose monchydrate MALTOS11®
alactose monohydrate LACTOS03"
flactose BLACTO(2®
cellulose PADTUL™

C~0H bond length at 0C-0H (1) (A)

average length of remaining C—0OH (av) UL)

1412 1423
1393 1424
1.391 1428
1409 1437
1402 1418
1390 1425
1381 1423
1403 1427

#(1) represents the C—OH bond length from the hemiacetal or hemiketal group (as in Figure 1), and (av) represents the average values of the other
the C—OH bond lengths (induding one endocydic C—0 bond, see main text).
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Figure 5. Linear correlation between term value § and {O)}C—OH bond length for the crystal structures of saccharides, where Fruct = fructose, Xyl =
xylose, Gluc = glucose, Gal = galactose, Malt = maltose, a-Lact = rlactose, f-Lact = f-lactose, Cell = cellulose; annotation (1) refers to the OC—OH
bond length at the hemiacetal/hemiketal position (as in Figure 1), and (av) refers to the average value of the remaining C—OH bond lengths;
fructose and f-lactose, outliers away from the fitted line (see discussion in the text), are represented with an empty triangle and an empty square,

respectively.

(Figure §). More precisely, for a change in the C—OH bond
length by 0.047 A, a term value shift of 0393 eV occurs.
Assuming that the term values can be determined with an
accuracy of approximately (.05 eV this suggests a sensitivity of
the method to bond length variations slightly better than ~0.01
A making the precision of the technigue compa.rable to
accuracies achievable by standard Xeray crystal structure
determination. We note that these experimentally derived
figures are also in good agreement with the C—OH shape
resonance shifts predicted by the FEFF8 calculations (vide
supra), which similarly indicated shifts of approximately 4.5 eV
per 0.1 A variation in bond length.
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Turning to the outliers in the plot in Figure 5, for fructose
the C—OH bond at the OC—OH group is considerably longer
(1412 A) by comparison with the other saccharides (range
1.389—1.409 A). The associated term value is also higher than
that for the other saccharides. Both deviations are likely due to
the fact that the OC—OH group in fructose represents a
hemiketal rather than a hemiacetal moiety. As a result there is
an additional C—C (rather than C—H) bond at the OC—OH
rncrizt}-'.ﬁ'l Interestingly, this result suggests that the NEXAFS
analysis of C=OH ¢* shape resonances and [Ps provides an
avenue to distinguishing hemiketals from hemiacetals (ie,
ketoses from aldoses). However, more systematic work should
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be carried out to confirm whether this observation can be
generalized.

fi-Lactose, the other outlier in Figure 5, has a significantly
shorter C—=OH bond at the OC—OH group than the other
saccharides. It is distingnished from the other hemiacetals by a
different configuration at the anomeric position, in which the
OH group is posiioned cis (rather than trans) to the —-CH,OH
group in the molecule. Moreover, unlike the other two
disaccharides (f+maltose and a-lactose), the two monosacchar-
ide units in the f-lactose structure are rotated relative to each
other around the glycosidic bond. These local structure
differences may perhaps combine to cause weak electronic
structure variations and hence, e.g, slight differences in core
hole relaxation or local screening differences that may affect the
term value 8. A deeper analysis of other saccharide structures
would be required to confirm or refute these points.

In any case, the outliers appear to underline an important
constraint of the bond length with a ruler methodology,
namely, that variations in the term value & can only be
compared for bonds in which the two atoms are in a similar
chemical state, so additional dependencies on functional group
identity (as in, aldehyde vs ketone) and (in condensed matter)
secondary interactions with other functional groups due to
conformational differences, configurational isomersm, and/or
functional group interactions in the crystal structure may
influence the results.

We investigated the possibility to additionally determine
term values in the O K NEXAFS spectra, but the determination
and interpretation of these values is more complex than for the
C K-edge due to the additional influence of intermolecular
hydrogen bonding, so that no firm conclusions could be drawn.
Overall, however, the C K-edge results we obtained indicate
that for hemiacetals with o configuration at the anomeric center
the small relative energy variations between IPs and shape
resonance features in the C K NEXAFS are, within
tal error, consistent with the variations of the C-0
bond lengths known from single-crystal structure analysis, Our
data lead to an estimate of a sensitivity to bond length
varations on the order of ~0.01 A, which is in very good
agreement with the previously reported sensitivity for gas-phase
molecules.” Moreover, FEFF8 analysis confirms that the
observed experimental energy shifts of the shape resonances
are consistent with theoretical expectations for saccharides.
These results suggest that careful use of solid state NEXAFS
can provide very incisive structure information for molecular
materials and should perhaps be considered more for the
characterization of local bonding in noncrystalline systems, not
only dissolved species as in a recent sl'ud]‘-'11 but also colloidal

systems as well as melts and similar amorphous phases.

EXPEr
F

B CONCLUSIONS

Analysis of the C K NEXAFS spectra of solid monosaccharides,
disaccharides, and a polysaccharide indicates that the precise
determination of IPs and &% shape resonance energies is
sensitive enough to distinguish between different saccharides
through the minute variations m C—0 bond lengths in these
systems. The analysis of the experimental data as well as FEFF8
calculations show that this sensitivity arises because bond
length variations of 107" A are associated with term value shifts
on the order of +4.5 eV, permitting determination of bond
length variations of ~0.01 A These observations suggest that
NEXAFS can be used to obtain valuable bond length
information for other molecular materials of similar complexity.
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Very importantly, NEXAFS is known to be applicable to
noncrystalline systems (e.g., species in solutions, melts,
amorphous phases, and adsorbed species), opening up an
avenue toward structural information that can be used to
confront computationally derived models for systems without
long-range order. Moreover, the C K-edges of fructose and /-
lactose do not fit into the trend set up by the other saccharides,
suggesting that NEXAFS may also be sensitive enough to
distinguish hemiketals from hemiacetals as well as @ and
forms of the otherwise identical saccharides, but more
systematic experimental work should examine these hypoth-
eses.
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Figure 51. X-ray powder diffraction of experimental p-fructose (bold black). and calculated p-
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Figure S2. X-ray powder diffraction of experimental a-xylose (bold black). and calculated o-xvlose

(dark grey. Refcode 3IYLOSE) patterns.
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Figure 53. X-ray powder diffraction of experimental a-glucose (bold black). calculated a-glucose
(dark grev. Refcode GLUCSAD3). and calculated p-glucose (light grey. Refcode GLUCSE) patterns.
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Figure 54. X-ray powder diffraction of experumental a-galactose (bold black). calculated o-galactose
(dark grev. Refcode ADGATLAO1L). and calculated f-galactose (light grey. Refcode BDGLOS01)

pattemns.
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Figure S5. X-ray powder diffraction of experimental f-maltose monochvdrate (bold black), calculated
p-maltose monchydrate (dark grev, Refcode MATLTOS11). and calculated a-maltose (light grey,

Refcode MALTOT) patterns.
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Figure 56. X-rav powder diffraction of experimental o-lactose monohvdrate (bold black). and

calculated o-lactose monochydrate (dark grey, Refcode LACTOS03) patterns.
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Anhydrous B-lactose
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Figure 57. X-ray powder diffraction of experimental anhvdrous p-lactose (bold black). and calculated

anhydrous p-lactose (dark grey. Refcode BLACTOO02) patterns.
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Figure 58. X-ray powder diffraction of experimental cellulose (bold black). calculated cellulose form
I, (dark grey. Refcode PADTUL). and calculated cellulose form Ig (light grey. Refcode JINROOOI)

patterns.
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Figure 59. FEFFS simulations for C1 absorbing atom in: an unaltered crystal structure of glucose
(black line). an altered crystal structure of glucose with C1-03 bond shortened by 0.1 A (dashed grev
line). and an altered crystal structure of glucose with C1-03 bond elongated by 0.1 A (dotted grey
line); once C1—05 bond altered. expected variations within the cycle on the C1-C2 and C3-03 bond

lengths are expected. albeit negligible.
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Figure 510. FEFFS simulations for C2 absorbing atom 1n: an unaltered crystal structure of glucose
(black line). an altered crystal structure of glucose with C2—02 bond shortened by 0.1 A (dashed grey
line). and an altered crystal structure of glucose with C2—02 bond elongated by 0.1 A (dotted grey

line).
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Figure 511. FEFF§ simulations for C3 absorbing atom in: an unaltered crystal structure of glucose
(black line). an altered crystal structure of glucose with C3—03 bond shortened by 0.1 A (dashed grey
line). and an altered crystal structure of glucose with C3—03 bond elongated by 0.1 A (dotted grey

line).
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Figure 512. FEFF8 simulations for C4 absorbing atom in: an unaltered crystal structure of glucose
(black line). an altered crystal structure of glucose with C4-04 bond shortened by 0.1 A (dashed grey
line). and an altered crystal structure of glucose with C4—04 bond elongated by 0.1 A (dotted grey

line).

191



Normalized p(E) / arb. units

280 285 250 295 300 305 310 315 30
Energy [/ eV

Figure 513. FEFF8 simulations for C3 absorbing atom 1 an unaltered crystal structure of glucose
{black line). an altered crystal structure of glucose with C5-05 bond shortened by 0.1 A (dashed grev
line). and an altered ervstal structure of glicose with C3-03 bond elongated by 0.1 A (dotted grey
line); once C5—05 bond altered. expected variations witlun the cycle on the C4-C3 and C1-05 bond

lengths are expected. albeit negligible.
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Figure S14. FEFFS simulations for €6 absorbing atom in: an umaltered crystal stucture of glucose
(black line). an altersd crvstal structure of glucose with C6-06 bond shortened by 0.1 A (dashed grev
line), and an altered crystal structure of glecose with C6—06 bond elongated by 0.1 A (dotted grey

line).
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/kbstract: Through X-ray absorption and emission spectros-
copies, the chemical, electronic and structural properties of
organic species in solution can be observed. Near-edge X-
ray absorption fine structure (NEXAFS) and resonant inelastic
X-ray scattering (RIX5) measurements at the nitrogen K-edge
of para-aminobenzoic acid reveal both pH- and solvent-de-
pendent variations in the ionisation potential (IP), 1s—a*
resonances and HOMO-LUMO gap. These changes unequiv-
ocally identify the chemical species (neutral, cationic or

anionic) present in solution. It is shown how this Incisive\
chemical state sensitivity is further enhanced by the possibil-
ity of quantitative bond length determination, based on the
analysis of chemical shifts in IPs and o®shape resonances in
the NEXAFS spectra. This provides experimental access to
detecting even minor variations in the molecular structure
of solutes in solution, thereby providing an avenue to exam-
ining computational predictions of solute properties and
solute-solvent interactions. )

Introduction

The ability to observe chemical and structural changes in or
ganic molecules in solution is of central importance for prog-
ress in chemical and life sciences. For example, the activity of
biological systems is strongly influenced by pH varations caus-
ing changes in chemical speciation,”"' whereas the structural
outcomes of self-assembly and crystallisation processes define
physical and chemical properties of products!*¥ In particular,
details of the structural evolution of nucleating solutions are of
contemporary interest” because of their far-reaching impact
on both structural and morphological outcomes, the tailoring
of product properties and the design of materials.
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A crucial prerequisite for further elucidation of molecular
structure in such processes is having the experimental capabili-
ty to indsively study conformational structure, bonding and
electronic properties of organic molecular solutes in situ,””
Core-level spectroscopies are emerging as suitable probes for
this task, as they are highly sensitive to local electronic struc-
ture and bonding. Even X-ray photoelectron spectroscopy
(XPS),"® one of the most facile core-level spectroscopies in the
laboratory, permits the characterisation of protonation and hy-
drogen bonding in both solid-state and solution acid-base sys-
tems through determination of chemical shifts in corelevel
binding energies.”*

Near-edge X-ray absorption fine structure (NEXAFS), also
known as X-ray absorption near-edge structure (XAMES), is
chemically and structurally much more incisive,®'®
volves the excitation of core electrons to unoccupied valence
orbitals that are readily interpreted by use of molecular orbital
(MO) calculations. In addition, o* shape resonances in the
NEXAFS are very sensitive to bond length variations, thus pro-
viding incisive molecular structure parameters, even for non-
crystalline systems.""! Resonant inelastic X-ray scattering (RIXS)
probes occupied valence orbitals when the correlation of the
valence electrons is weak, by monitoring the transitions of
electrons from occupied valence orbitals into core-hole
states."? The combination of NEXAFS and RIXS thus provides
a comprehensive picture of the local electronic structure and is
ideally placed for investigations of local environment and
bonding of molecular solutes. Recent development of the
liquid microjet technique™'" allows windowless in situ prob-
ing of solute species in solution and, importantly for organics,
alleviates potential problems caused by radiation damage. In

as it in-
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addition, the ultra-fast nature of the electronic transitions
(=107" 5)®! means that every detected event represents
a snapshot of a molecule rather than an average over vibra-
tional or conformational changes, thereby pemnitting popula-
tion analysis when transient species coexist.™'"”

Herein, we demonstrate how NEXAFS and RIXS microjet
studies can be combined with density functional theory (DFT)
calculations to elucidate the pH- and solvent-dependent
changes in the local chemical and electronic environment of
para-aminobenzoic acid (PABA, Figure 1). PABA is an intermedi-
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Figure 1. Equilibria between the cationic, neutral and anionic PABA spedies
in water (top) and speciation diagram as a function of pH (bottom).

ate for folic acid synthesis and has phamaceutical applica-
tions."® Depending on pH and solvent it forms neutral, zwitter-
fonic, cationic and anionic species in solution.”™ We will
show how direct observation of these chemically and electron-
ically distinct species is possible by monitoring the
nitrogen 1s core-level excitation (nitrogen K-edge),
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Results and Discussion

Expected speciation in solution and in the solid state

The solubility of PABA in aqueous solution is very low (0.03 M)
and dissolution leads to a complex mixture at the isoelectric
point (pH 3.69), which comprises non-ionic and zwitterionic
neutral species"” alongside small percentages of cationic and
anionic spedies (Figure 1)."® Based on the pk, values,"® upon
increasing the pH above 4.87 the carboxylate anionic form
dominates, whereas decreasing the pH below 2.50 results in
containing entirely the
(Figure 1). These ionic forms have greatly increased solubility
{=>05m) and allow microjet NEXAFS and RIXS measurements
to be recorded with good signal-to-noise ratio. In the solid
state, PABA exists as neutral, non-zwitterionic molecules
bonded through a series of intermolecular hydrogen bonds
and m-m interactions,?™#! thus providing a spectrum of the
non-ionic form for comparison with the ionic spedes expected
at high and low pH values. For comparison we have also exam-
ined alcoholic solutions, in which PABA is expected to exist pri-

marily in the non-ionic neutral form (i.e., non-zwitterionic)."”!

solutions almost cationic form

NEXAFS

Comparison of the nitrogen K-edge NEXAFS spectra for non-
jonic, solid-state PABA and in situ measurements at high/low
pH in agueous solution (Figure 2) reveals marked differences
between the electronic structure of the species at pH 11 and
pH 1, as well as varations between the non-ionic and pH 11
forms. Two pre-edge resonances (energetically below the ioni-
sation potential, IP) are evident for the non-ionic form and at
pH 11, which arise from 1s—a* transitions due to conjugation
of the nitrogen lone pair with the aromatic ring, and these are
followed by the broader 1s—o*® resonances that are more sus
ceptible to variations in geometric structure®

The IP for the species present at pH 1 is very different from
that observed at pH 11, with a positive energy shift of 2.3 eV
(Figure 2, Table 1). This increased IP for the pH 1 solution spe-
cies reflects acquisition of a positive charge on nitrogen for
the cationic fonm (decreased electron density, orbital contrac-
tion). A slight decrease in IP occurs at pH 11 compared to the
non-ionic form (Table 1), with conjugation of the carboxyl and

thereby providing electronic structure signatures for
aqueous solutions with varying pH as well as for alco-
halic solutions. We will correlate electronic structure

Table 1. Experimental nitrogen K-edge NEXAFS msonance and IP energies from
Figure 2 along with the term value d, ..

and bond length changes with the effects of ionisa- | Nitrogen [eV] Non-ionic Anionic Cationic Non-ionic
tion at Bronsted donor and acceptor moieties, and [rPABA pH 11 pH1 methanol
compare the results with data for non-ionic species |IP 403.60 40290 405.20 403.47
in the solid state and DFT molecular orbitals (MOs). In* 400,58 40122 - 400.68
3 402.30 10214 - 401.98
1 40511 40415 405.20 403.66
0", 409.09 40830 408.36 408.66
Am* 1.72 092 - 130
Ber 549 540 3.16 5.19
0% n—1F)
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Figure 2. Nitrogen K-edge NEXAFS spectra for anionic (top), non-ionic sofid-
state [i- (middle) and cationic PABA (bottom), together with the fits to the
data; IPs are marked by vertical dashed lines, and the magnitude of the
temn value 4.y is indicated by shaded boxes.

amine groups through the aromatic ring leading to some orbi-
tal screening and redistribution of electron density occurring
with change to the anionic form (Figure 1). Due to the absence
of the lone electron pair on the nitrogen atom with NH, ™, the
cationic nitrogen will not be able to participate in the 1MOs
with the aromatic ring; therefore, no pre-edge x* peaks are
visible in the pH 1 nitrogen K-edge (Figure 2), further signifying
transformation to the cationic form. Interestingly, the 7* reso-
nances become closer to one another in the anionic form at
pH 11 compared to the non-ionic form, which leads to a smaller
Amr* value for the anionic species (Figure 2, Table 1).

DFT calculations of the unoccupied MOs with nitrogen con-
tributions allow us to pinpoint the electronic transitions lead-
ing to pre-edge T nitrogen intensity in the anionic and non-
ionic NEXAFS and to interpret the magnitude of the calculated
energy shifts. Figure 3 shows the lowest unoccupied molecular
otbitals (LUMOs) for non-ionic and anionic PABA, which reveals
that the calculated gap between the two lowest-energy nitro-
gen m* orbitals (Ax*) is over twice as large for non-ionic PABA
as for the anionic form. In addition, the 7* energies for anionic
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Figure 3. Lowest unoccupied molecular orbitals (LUMOs) for the non-ionic
and anionic monomers of PABA. The x* orbitals are labelled 1m% 2n* and
3m* from the lowest energy relative to norrionic PABA and those with
weight on the nitmogen absorber are marked with bowes; transitions from
the N 1s core level to these marked orbitals are visible in the nitrogen K-
edge NEXAFS.

PABA are raised above that for PABA, with the nitrogen 17* be-
coming the LUMO-+1 rather than the LUMO (Figure 3).

The experimental trend in the IP (Figure 2) for the different
PABA species is also reproduced by the calculations (Figure 4),

10
3% - =
0 17* =
-10
>
@ 20
-~
& 2
2 -380 -
A
-390 - Nis —
-400 - ™=,
Nan-ionic Anlonie Catlonic
-410
PABA species

Figure 4. Calculated orbital energies for PABA showing the trends in nitro-
gen =* (top) and core 1s (bottom) orbital energies for non-ionic, anionic and
cationic forms,

with a decrease in core-level N1s energy for cationic species
(thus increased IP) and a slight increase for anionic relative to
non-ionic PABA (decreased IP). The nitrogen m* LUMOs for the
anionic form mirror the change in the core-level energy, with
an increase in energy relative to non-ionic PABA (Figure 4). The
energy gap between the 1x* and 3x* MOs also namows for
the anionic form (Figures 3 and 4); this decrease in the gap be-
tween the nitrogen m* resonances (An*) for the anionic form
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Table 2. Calculated orbital energies and shifts for different PABA species.

For N [eV] Morrionic Anionic ‘Cationic Zwitterionic
N1s 35066 -387.10 39924 -356.02

N 15-+1n* 3BS.B6 391,16 - -

N 15-+3n* 35240 392.11 - =

An® (1m*—3n%) 254 095 - -

parallels that observed in the experimental NEXAFS (Figure 2),
explaining it by a significant increase in the 1s—1a* energy
and small decrease in the 1s—3a* energy relative to non-ienic
PABA occurring with formation of the carboxylate form
(Table 2). Comparson of calculations for the zwitterionic form
(Table 2) illustrate that its presence would significantly raise
the IP, albeit perhaps not quite as much as for the cationic
form, alongside the loss of resolved pre-edge a* peaks
through the positive charge on the nitrogen. Although the
magnitude of the calculated energy shifts may not be accurate
due to the absence of core-hole relaxation and screening from
intermolecular interactions, the direction and trends observed
correlate well with the experimental data, thus indicating that
varations in ground-state (initial-state) properties allow the in-
terpretation of electronic structure probed through core-level
excitation, which tends to dominate over final-state effects.

C—N bond lengths

The experimental nitrogen K-edge NEXAFS spectra (Figure 2)
also show variation in the position of the broader, post-edge
o* shape resonances relative to the IP for the non-ionic, anion-
ic and cationic species. For a bond between two atoms X and
¥, the term value &, , the difference between the energy of its
o*,_, orbital and the IP of either X or Y, provides a highly sensi-
tive measure of the bond length!** As can be seen in
Figure 2, and from the term values (4. ) in Table 1, the separa-
tion between the energy of the o®._,, resonance and the IP is
of a similar magnitude for anionic and non-ionic PABA. In con-
trast, the energy of o®.y and the IP are much doser for the
cationic species, which reflects an increase in IP and decrease
in the energy of the o*.y resonance following protonation of
the amino group, and results in a substantially smaller &,
value (Figure 2), As the C—N bond lengths are known from X-
ray diffraction (XRD) crystal structures for the solid state
(p non-ionic form"* and cationic HCl salt,*" as well as the addi-
tional non-ionic o form'™ previously investigated,™ Table 3),
these can be used to obtain a calibration plot for bond length
determination in the solutions. Plotting the term value dcy
against the C—N bond lengths in the corresponding crystal
structures indicates a linear dependence (Figure 5, black data
points). The correlation between XRD-derived bond lengths
and NEXAFS-derived term values is very high (Figure 5), which
suggests sensitivity to bond length varations of less than
0.005 A (Table 3). The term values for the solution species are
similar to those found in their corresponding solid-state struc-
tures, thus suggesting that determination of the term values
Oy measures their bond length reliably (Table 3, Figure 5 grey
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Table 3. Experimental C-N bond lengths from XRD and those derived
from NEXAFS though & .

Nitrogen Ay [eV] XRD C-N [A] MEXAFS C-N [A]
non-ionic o-PABA 6.318 13792 1.3822
norrionic i-PABA 5.49 140837 1.4029
anionic pH 11 5.40 [1410(251) 1.4052
non-ionic methanol 519 - 1.4105
cationic pH 1 3.6 - 1.4617
cationic HCl sakt 3.05 14626(55 1.4644

[a] Ref. [25]. [b] Ref, [20]. [c] Ref,[22]. [d] C-MN bond length fram the hy-
drated Na salt crystal structure™ shown for comparison. [e] Ref. [24],

8
g + XRD
71 @ NEXAFS
6
3
- 4
33
N
2 -
1] y=-39.664x+61.133
R*=0.9889
0 f—r—t . . .
1.36 138 140 142 144 146 148
C-NfA

Figure 5. Corrzlation between the NEXAFS term value (d: ) and C-N bond
lengths from XRD (black},”***™ and comparison with C-N bond lengths ob-
tained from NEXAFS (grey) for the norrionic and ionic PABA species

(Table 3).

data points) in both the solid state and in solution. We expect
some variation in bond lengths as a result of the differences in
local environment, for example, due to interaction with solvent
molecules. The observed impact on the C—N bond length is on
the order of less than tenths of an Angstrom, but appears to
be within the detection limit. Certainly the expected trend,
overall longest C—N bonds for protonated nitrogen in the cat-
ionic species and shorter bonds for the neutral as well as the
anionic species, is evident for both the solid and the liquid
phase. This indicates strong potential for a generalisation of
the o* shape resonance analysis to other organic molecular
solutes, and even "measuring” bond lengths in solution.

Methanol species

Comparison with the nitrogen K-edge NEXAFS for PABA ob-
tained in methanol (Figure 6) reveals a shape in agreement
with that of non-protonated nitrogen species (Figure 2). The IP
and 17* resonance (with their previously demonstrated sensi-
tivity to the chemical species present) are consistent with
those observed for the non-ionic form rather than anionic spe-
ces (Table 1). If the molecules in the 0.5m methanol solution
were primarily zwitterionic (Figure 1), a spectrum resembling
that of the cationic form (Figure 2) would be expected, with
no pre-edge m* resonances and an increased IP resulting from
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Figure 6. Nitrogen K-edge NEXAFS of PABA in methanaol (0.5 m).

the positive charge on nitrogen. That this is not observed pro-
vides direct evidence that (at least the majority of) PABA mole-
cules in methanol exist in the neutral, uncharged (non-ionic)
form. The smaller &._,, for the methanol species relative to the
solid state (Table 1) suggests that the C—N bond is slightly
longer in the methanol solution, and applying the correlation
above gives a predicted C—N bond length of 1.4105 A
(Table 3).

RIXS

While NEXAFS probes electron transitions from the core level
to unoccupied orbitals, RIXS involves transitions from occupied
valence orbitals to the core hole after excitation.” For nitro-
gen, this follows the 2p—1s transitions. The nitrogen RIXS
spectra for the non-ionic and anionic species (methanol and
pH 11 solutions, respectively) initially look similar, whereas that
for pH 1 is clearly distinguished (Figure 7). Following protona-
tion of nitrogen for the cationic species at low pH, the highest-
energy peaks arising from the occupied 2p = valence orbi-
tals—1s are absent due to the use of the nitrogen lone pair in
forming an additional N—H bond and not part of the @ MOs.

Closer inspection of the nitrogen RIXS for anionic and non-
ionic species reveals a significant shift to lower energy for the
anionic form (Figure 8, left). This is particularly noticeable to-
wards the higher-energy region of the RIXS data. As the high-
est energy (inelastic) peak in the RIX5 arises from the decay of
electrons from the nitrogen HOMO to the core N1s level, this
indicates a lower energy for this MO for the anionic species.
Comparison of the relative energies for the HOMOs with nitro-
gen contributions for non-ionic and anionic spedes reveals
that the HOMO—1s leads to the first RIXS peak for the non-
ionic form (Figure 9). In contrast, this MO is lowered in energy
for the anionic form, becoming the HOMO-3 (Figure 9), there-
by elucidating the shift to lower energy seen experimentally
(Figura 8).

Further insight can be obtained through combination of the
RIXS and NEXAFS data (Figure 8), which provides a model of
the local density of valence states. The energy difference be-
tween the highest-energy RIXS peak and lowest-energy
NEXAFS peak is a probe of the gap between the HOMO and
LUMO per atomic chemical state (Figure 8); an alternative

Chem. Eur. J. 2015, 21, 7256 - 7263 www.chemeurj.org

197

7260

CHEMISTRY

A European Journal

Full Paper

Anionic
pH11,05M

Non-ioric
Methanol, 0.5 M

Normalised intensity / a.u.

Cationic
pH1,05M

378 382 386 330 394 398 402
Energy / eV

Figure 7. Nitrogen RIXS for anionic, non-ionic and cationic spedies in solu-
tion.
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Figure 8. Nitrogen RIXS and NEXAFS showing the shift in energy between
anionic and non-ionic solution species and the HOMO-LUMO gap.

method for the bandgap is to take the difference of the inter-
sections between the first peak slopes and the backgrounds
(tending to underestimate).”” For nitrogen in the non-ionic
form, this represents the HOMO—LUMO gap, whereas for the
anionic form, this is for HOMO—3+—LUMO+1 (Figure 9). Experi-
mentally, this leads to energy gaps of 5.06 and 5.89 eV for the
non-ionic and anionic PABA species, respectively, which com-
pares favourably with the predicted values of 501 and 5.86 eV.
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Figure 9. Highest occupied and lowest unoccupied molecular orbitals in-
volved in the first RIXS (grey outling) and NEXAFS (black outling) resonances,
respectively, with the experimental and calculated nitrogen HOMO-LUMO
gap for non-ionic and anionic PABA.

Conclusion

Directly monitoring the core-level transitions of the amino
group by nitrogen NEXAFS and RIXS as a function of pH suc-
cessfully characterises the chemical and electronic state of
PABA species in aqueous solution. Formation of the cationic
species by protonation of the amino group at low pH leads to
a significant shift in IP to higher energy, along with an absence
of * resonances in NEXAFS and of &t valence peaks in RIXS. Al-
though the amino group is not protonated in the anionic and
non-ionic forms, differences are observed in both the NEXAFS
and RIXS. There is a slight shift to low energy for the IP and
a widening of the HOMO-LUMO gap for the anionic species, in
agreement with predictions of DFT calculations. In methanol,
the NEXAFS resembles that of non-ionic PABA, with no indica-
tions of the presence of the zwitterionic form. Structural as
well as chemical and electronic changes impact the NEXAFS
spectra, with variation of the C—N bond length influencing the
energy of the o*., resonance relative to the IP, thereby pro-
viding access to bond length determination of solutes in solu-
tion by comparison with NEXAFS data of PABA species in the
solid state.

Experimental Section
Solid-state NEXAFS

The solid-state PABA sample (B-PABA™) was formed through an
aqueous slurry of the commercial form (=99 %, Sigma-Aldrich, UK)
at 5°C. Solid-state NEXAFS measurements were performed at the
U7A beamline of the National Synchrotron Light Source (NSLS) at
Brookhaven National Laboratory, NY. Partial electron yield (PEY)
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spectra for the nitrogen K-edge were collected by a channeltron
electron multiplier with the sample at the magic angle (54.7°) rela-
tive to the incident beam. An entrance grid bias of —150V was
used for PEY collection and a monochromator with a 600 Lmm ™'
grating, which provided energy resolution of about 0.15 eV. After
collection, the spectra were normalised by the simultaneously re-
corded drain current from an in situ gold-coated, 20% transmission
grid (I;) placed in the incident X-ray beam to eliminate the effect
of incident beam intensity fluctuations and beamline optics ab-
sorption features, and the monochromator energy was calibrated
using the 400.6 eV first n* feature of a titanium nitride grid,

Peak fitting and nommalisation was performed using the Athena
software, ™ with arctan steps for the IPs (edge steps) and Gaussian
functions for the peaks®**® For investigation of the relationship
of C—N bond length with the NEXAFS term value dc y (0" y—IP),
the standard deviation for the C—N bond lengths from single-crys-
tal X-ray diffraction (XRD) was < 0,003 A" **! and good corre-
spondence was observed for the fitted IP energy shifts with the
%PS N1s core binding energies (<0.15 eV standard deviation)™™
The correlation between the nitrogen NEXAFS and C-N bond
length revealed that a 0.1 eV change in the term value 4., corre-
sponds to a 0.0025 A alteration in C—N bond length.

Solution-state in situ NEXAFS

Solution-state nitrogen K-edge spectra were recorded with the LiX-
Edrom endstation™ at the U41-PGM beamline of the BESSY Il syn-
chrotron at Helmholtz Zentrum Berlin (HZB), by using the liquid
microjet technique, The 0.5m acidic (HCI) and basic (NaOH) aque-
ous solutions and 05 m methanol solution of PABA were prepared
and filtered at ambient pressure to remove impurities or undis-
solved crystals. Partial fluorescence yield data were recorded in
scanning mode by a grating with line density 1200 linesmm™' and
radius 7.5m dispersing the emitted photon energy from the
sample," and subsequently a detector consisting of a charge-cou-
pled device, fluorescence screen and microchannel plate stack col-
lecting the amplified signal. The sample, grating and detector were
arranged in Rowland circle geometry for accurate focusing. (Al-
though total fluorescence yield could be recorded with a GaAsP
photodiode mounted in the vicinity of the liquid jet, there were
problems with the signal recording and sclute could crystallise on
the photodiode, thus interfering with the signal.) Use of the micro-
jet ensured fresh sample was probed by the X-ray beam, vastly
minimising the potential for any X-ray-induced damage. An 18 pm
diameter glass nozzle with 0.6 mLmin~' flow rate was used, and
the measurement performed around 2 mm from the nozzle within
the laminar part of the jet flow (droplets started to form after 3-
5 mm, with the resulting frozen residues collected by a liquid nitro-
gen trap) with 10" mbar pressure in the main chamber. Beamline
energy calibration was performed with N, gas (total electron yield
X-ray absorption spectroscopy 1s—2p 7 transition) and the resolu-
tion was < 0.1 eV,

Solution-state in situ RIXS

Microjet nitrogen RIXS spectra were recorded at BESSY M3 hy
using the same setup and solutions as for the NEXAFS. Nitrogen
RIXS data were recorded at multiple excitation energies corre-
sponding to NEXAFS resonances. As the local valence region avail-
able for transitions by excited core electrons has predominantly
the N2p character, little valence electron excitation was expected
due to the general weak correlation for the p orbital. In line with
this, similar spectral features at constant emission energy with
varying excitation energy were observed, and enly changes in rela-
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tive intensity occurred across the NEXAFS transition thresholds (ex-
citation energies of 404.5, 410 and 408 eV for the anionic, non-
ionic and cationic species, respectively, were used for further analy-
sis).

DFT calculations

Non-ionic, anionic and cationic PABA monomers were optimised
with the B3LYP functional and 6-31G* basis set in Gaussian 09°' to
obtain MOs™ for the ground state. This pemitted identification of
electronic structure changes originating from chemical (initial-
state) variations.™ Strictly speaking, NEXAFS interpretation should
also include the influence of relaxation effects due to the presence
of the core hole, which were expected to affect the final state of
the observed electronic transitions. We have recently included
such effects in CASTEP calculations for crystalline PABARY and
found that the inclusion of final-state effects did not alter the MO
interpretation of the NEXAFS substantially. The reason for this in-
sensitivity lies in a combination of the strong localised character of
core-level excitations and the weakness of intermolecular interac-
tions (with hydrogen bonding dominant) of organic molecules rel-
ative to internal covalent bonding and protonation effects. The
ground-state calculations used for the interpretation of the
NEXAFS are therefore expected to somewhat overestimate the ab-
solute energies associated with the n* transitions, but less so the
relative energies and sequence of the unoccupied n* states,
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X-ray absorption/emission spectroscopy (XAS/XES) at the N K-edge of iron protoporphyrin IX chloride
{FePPIX-CL or hemin) has been carried out for dissclved monomers in DMS0, dimers in water and for the
solid state. This sequence of samples permits identification of characteristic spectral features associated

with the hemin intermolecular bonding. These characteristic features are further analyzed and understood

www.rsc.org/pcop

Introduction

Metalloporphyrins are functional materials with extensive
applications in catalysis, solar energy conversion and biological
systems. ' In these systems, porphyrin molecules are oftenina
soluton environment, in which self-association can lead to
different types of non-monomeric species. The differences in
solvation and solute-solute interactions will consequently
affect the functionality of metalloporphyrins, requiring studies
of speciation in solution to further our understanding of their
functionality. For example, iron protoporphyrin IX chloride
(FePPIX-Cl, or hemin, Fig. 1a) forms monomer species when
dissolved in dimethyl sulfoxide (DMSO), while dimer structures
are present in agueous solution.”” It is known that the electronic
structure of hemin, especially the local electronic structure at the
Fe center, which often serves as the major functional site, is
altered due to dimerization.” Hemin oligomer species in various
solvents have therefore been investigated previously by UV-Vis
spectroscopy and X-ray absorption/emission spectroscopy (XAS/
XES) at the Fe L-edge,"” although the nature of the probed
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at the molecular orbital (MO} level based on the DFT calculations.

electronic transitions implied that the hemin intermolecular
bonding interactions were probed rather indirectly, UVVis measures
overlapping valence excitations of all components in the hemin
solution, without differentiadon between contributions from solute,
solvent or solute-solvent interactions. The lack of exclusive probing
of the m-n interactions expected for hemin dimerization left
some ambiguity in the interpretation of the UV-Vis data.” XAS/
XES measurements at the Fe L-edge, on the other hand, representa
local probe sensitive to the elecronic structure changes at the Fe
sites induced by hemin dimerization.” However, the information
obtained for the dimerization is still fairly indirect, since hemin
dimerization is primarily driven by n-m stacking of porphyrin rings,
without intermolecular bonding by the Fe center, as illustrated
in Fig. 1b.”" The characteristic L-edge features at the Fe sites” do
of course depend on their interaction with the N moieties of the
porphyrin ring, but the Fe center in hemin is also coordinated by
a chloride ligand. Moreover, there is a sixth vacant coordination
site perpendicular to the porphyrin plane, available for possible
coordination by molecules from the solvent. Even though con-
tributions of Fe-solvent interaction have been determined to be
insignificant,” they cannot be completely excluded. It is therefore
difficult to unravel the different types of interactions at the Fe
site for obtaining unambiguous information about the m-n
interactions underlying dimerization.

Locally probing the N valence orbitals is expected to be a
mare explicit way of probing hemin dimerization, or the extent
of hemin intermolecular interactions in general. The N moieties
are part of the porphyrin ring and thus part of the valence system
directly involved in the n-n stacking. Each N atom embedded in
the porphyrin ring is fully coordinated with the metal center and
C atoms of the porphyrin and consequently there is much less
scope for strong interaction with solvent molecules. We have
therefore targeted the local electronic structure at the N moieties
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(a)

(b)

(c)

Fig. 1 (a) Schematic of hemin chemical structure with neutral carboxyl groups [COOH), (b) geometrical arrangement of hemin dimer, and (¢} schematic

of hemin chemical structure with anionic carboxylate groups (COO 7).

through X-ray absomption/emission spectroscopy (XAS/XES), to
obtain electronic structure informadon about the unoccupied
and occupied valence states of hemin in solution.*'"" we will
show that solvent-dependent XA/XE spectral differences at the
N K-edge are observable, and certain XA features are identified
as spectral characteristics associated with the extent of hemin
intermolecular bonding.

DMSO0O and 0.5 M NaOH aqueous solution were chosen
as solvents to dissolve hemin powder as in previous studies.
These solutions contain hemin monomer and dimer species,
respectively.®” The high pH value (from NaOH) of the agueous
solution increases hemin solubility in water, but adds potential
additional complexity due to formation of the carboxylate anionic
form in basic solution, as shown in Fig. 1c. However, because the
carbaxylate groups are not conjugated with the n system of the
porphyrin ring their influence on the N K-edge is expected to be
minor, in contrast to the recently presented N K-edge spectra of
para-aminobenzoic acid in solution, where the amine nitrogen felt
the direct influence of the carboxylate group as both were part of
the delocalised nt system of the aromatic ring.**

Experimental methods

Hemin (iron protoporphyrin IX chloride, FePPIX-Cl) powder
from bovine (purity =90%) was purchased from Sigma-Aldrich,
and further dissolved in 0.5 M NaOH aqueous solution and
dimethyl sulfoxide (DMSO) solvent to make 0.1 M and 0.05 M
hemin solutions, respectively. The hemin solutions were introduced
mito a vacuun chamber by liquid microjet technique for the X-ray
measurements.** Possible sample damage by intense X-ray beam
was effectively avoided since the liquid sample was constantly
refreshed. The solid powders were spread across a double-sided
adhesive copper tape attached to a copper plate which was mounted
at 45" with respect to the incident photon beam in the vacuum
chamber. The possible radiation damage to the solid samples was
minimized by reducing incident photon flix and frequent changing
of the measurement spots.

The experiment was carried out at the U41-PGM undulator
beamline and LiXEdrom endstation at the synchrotron facility
BESSY 1I, Berlin. The U41-PGM provides horizontally linear
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polarized light with high photon flux (~ 10" photon per s) and
small focal spot (~40 pm of vertical size), which is crucial to
our measurements. High flux is required for low-concentration
samples. Small vertical focal size (~40 pm) assures high energy
resolution for XES measurements. The photons emitted from the
sample were collected along the polarizadon direcdon of the
incident photon beam (to suppress the elastic peak) and sub-
sequently dispersed by a spherical grating with 1200 lines per mm
and 7.5 m radius. The dispersed photons were then detected by a
microchannel plare (MCP)/flucrescence screen/CCD assembly. The
sample (micro-jet), grating, and photon detector are arranged in a
Rowland circle geomeny for accurate focusing. The grating and
detector chamber was kept at a pressure of 107" mbar or lower to
protect the grating and MCP surfaces from contamination, while the
sample chamber was at 10~° mbar. The incident photon energy was
tuned to the N K-edge, and the N 2p — 1s transition was selected for
the detection of the emitted photon from both liquid and solid
samples, giving rise to the XE spectra. Integration of a series of XE
spectra acquired at various excitation photon energies over the
emitted photon energy delivers one XA spectrum, which is referred
as XAS in partal-fluorescenceyield (PFY) mode.

Theoretical calculations

The DFT calculations were conducted with the ORCA program
package'® to obtain the molecular orbital (MO) information of
the hemin molecule in gas phase in the ground state.” Molecular
geometry optimization was performed using the B3LYP DFT
method together with the def2-TZVP(f) basis set."™ " The N
contributions to both pecupied and unoccupied valence MO are
acquired from Léwdin population analysis based on the DFT
calculations.' A Gaussian-type broadening of 0.5 eV with the
respective weight (according to the N contribution) is applied to
each valence MO and then summed up, to simulate the XA/XE
spectra obtained at the N K-edge.

Results and discussion

The obtained PFY-XA and XE spectra of hemin in DMSO
{monomer) and in 0.5 M NaOH aqueous solution (dimer) are

Phys. Chem. Chem. Phys.. 2015, 17, 29000-29006 | 29001
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shown in Fig. 2 as blue and red traces, respectively, along with
the difference plot (black trace in the left panel) obtained from
the subtraction of the monomer XA spectrum (blue) from that
of the dimer (red). The XA spectra of the two hemin oligomer
species are very similar but on closer inspection three regions
with significant spectral differences can be identified, indicated
by the three color-highlighted areas of the difference plot. The
intense absorption feature at 398.5 eV, which represents the lowest
unoccupied molecular orbital (LUMO) at the N sites, is associated
with the porphyrin nitrogen in a N-Fe environment.*™* such a
low-lying energy feature is, therefore, completely absent in small
metal-free N-containing molecules.'>*** The metal-free porphyrin
{(2HTPP) usually has the first N absorption feature located more
than 1 eV below the metalN peak with much reduced intensity,
arising from the inequivalence of the N species in the absence
of the metal centre, leading to iminic =N- and pyrrolic
~NH- nitrogen.”®*' The slight energy shift between the two
absorption edges at around 398 eV is made evident by the blue-
highlighted area in the difference plot, which actually indicates
a broadening, instead of an energy shift, of the first absorption
feature for the hemin dimer species since its peak position at
398.5 eV does not exhibit observable shift when compared with
that of hemin monomer (the broadening effect is discussed
below). Nonetheless, the N-Fe features of the two hemin
species are in general very similar, which is in line with the

Paper

similarity of the LUMO observed in the Fe L-edge XA spectra,”
indicating that the N-Fe bonding is not strongly influenced by
the dimerization process, or affected by the different solvents
significantly. The absorption features at 400-403 eV (green-
highlighted) originate from N n* orbitals as N is part of the
aromatic ring system, while the arising absorption edges at the
brown-highlighted area are in the region of the ionization
potentials (IPs).'*** The N n* orbitals and IP thus exhibit
distinguishable characteristics for different hemin solutions.
The exact origins of these differences will be discussed in detail
for Fig. 3 below.

Besides the unoccupied valence orbitals revealed by XAS,
slight differences between the occupied valence states at the
N sites are also uncovered by the XE spectra of the two hemin
solutions (Fig. 2). Emitted photon energies, instead of photon
energy losses that are often observed in highly localized and
correlated electron systems as in d or f orbitals, are shared by
the N XE features measured at various excitation energies,
marked by vertical dashed green lines in Fig. 2. The absence
of the loss features indicates little electron correlation in the
N 2p orbitals, as expected for generally delocalized orbitals like
valence s or p. The XE spectra of hemin in NaOH aqueous
solution (red traces) present generally a better resolution (narrower
peaks) when compared with the spectra of hemin in DMSO
(blue traces). This is in line with the previous observation at the

Incident Photon Energy (V)

~

=]

o
1

395

Intensity (a.u.)

380 390 400
Emitted Photon Energy (eV)

410

Fig. 2 PFY-XA and XE spectra of hemin dissolved in DMSQ (blue) and in NaOH agueous solution (red). The black trace is the difference plot of the two XA
spectra, with color-highlighted areas indicating the differences observed in the PFY-XA spectra of the two hemin solutions. The excitation energies used
for XES measurements are labeled on the right side of the figure; and also indicated by horizontal green dashed lines pointing to the corresponding PFY
features in the left panel. The vertical green dashed lines in the right panel mark the major XE features at the N K-edge. All spectra were normalized to

their respective background for intensity comparison.
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405 410

Fig. 3 MNHK-edge PFY-XAspectra, represented by circles O, of (a) hernin in
DMSO, (b} hemin in NaOH agueous solution and (<) hemin powder in solid
form, with their respective fitted components in green and the surnmation
of these components in red. The ionization potential (IP) is fitted by step
functions arctan, represented as green dashed traces, while the other
compaonents by Gaussian functions (solid green traces) with labels A, B, C,
DandE. The energy positions of the IP and fitted Gaussian components, as
well as their relative energy offsets, are marked by grey dashed lines.

Fe L-edge that the Fe XE peaks of hemin dimer species are
narrower than those of hemin monomer, owing to the higher
degree of orbital localization induced by hemin dimerization.”
Different degrees of orbital delocalization (or localization) in
the two hemin oligomer species also lead to the elastic peaks
with different intensities. The elastic peak of each red XE
spectrum (hemin dimer) in Fig. 2 shows higher intensity than
the blue trace (hemin monomer) when the excitaton energy
tuned to the corresponding absorption peaks, indicating higher
cross-sections of the N 2p — 1s transition for hemin dimer.
It can be argued that the higher degree of orbital localization
in hemin dimer preserves a density of states (DOS) with the
p character of the N 2p orbital better than in the hemin
monomer, resulting in more dipole-allowed 2p — 1s transi-
tons. If the N 2p orbitals mixes more with Fe 3d orbitals, lower
transition probability is expected since lower DOS with p character
is present at the N sites due to the higher extent of N 2p orbital
delocalization in the hemin monomer.

The more intense elastic peak and beiter resolved emission
features in the N XE spectra of hemin in aqueous solution
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could be regarded as an indicator of hemin dimerization,
similar to the observation of the local energy gap opening at
the Fe L-edge used to indicate the hemin dimerization.” How-
ever, unlike the local gap opening at the Fe L-edge that involves
the energy shift of the characteristic spectral feature, these
observed spectral differences in the N XE specira only contain
intensity variations. Signal strength often largely depends on
extrinsic parameters and thus cannot be used as an intrinsic
and reliable indicator for hemin dimerization. The observed
differences of the N n* orbitals and IP (green and brown areas)
in the N XA spectra in Fig. 2 may, however, intrinsically
differentiate between hemin monomer and dimer species. It
is instructive to compare these N XA spectra of the small scale
intermolecular bonding species (dimer) in Fig. 2 with that of a
large scale case in solid form, to clearly identify the characteristic
spectral evolution under the various extents of hemin aggrega-
tion. Such a comparison of the XA spectra is presented in Fig. 3,
with their respective fitted components (green traces) as well as
the summations of the components (red traces). Each individual
fitted Gaussian component below IP is marked by vertical
dashed lines and labeled as A, B, C, D and E. The IPs are fitted
by arctan step functions with their energy positions marked by
vertical lines as well.

The most striking difference between the solid state and the
solution spectra is the considerable broadening of almost all
the spectral features in the solid state spectrum. This is likely
due to the extensive orbital overlapping in the solid state*™ and
was also somewhat evident in the previous study of aminobenzoic
acid.** Self-absorption distortions of the spectram from the more
dense solid state may also contribute to the observed broadening of
features. This solid state broadening makes the component A,
originating from the N-Fe interaction as discussed in Fg. 2, and
component B resolvable in Fig. 3a and b after the Gaussian fitting
appear to be irresolvable in Fig. 3c. The feature B may stem from
a mult-electron excitation, e.g. a shake-up satellite to feature A,
or reflect an electronic state that originates from solute-solvent
interactions since the ground state calculadon (vertical bars at
the bottom of Fig. 4) does not give rise to any molecular orbitals
in this energy region. Feature A keeps relatively similar peak
widths in Fig. 3a and b because the N-Fe interaction is not directly
involved in the dimerization process. However, its broadening in
Fig. 3c suggests that the hemin oligomer species in the solid form
may adopt different forms of intermolecular bonding that may
involve the N-Fe interaction to some extent. Components C and D,
constimiting the green-highlighted difference in Fig. 2, exhibit
monotonic energy shifts from the monomer (Fig. 3a) to the dimer
(Fig. 3b), and appear to be even lower in the solid (Fig. 3c). It seems
that these features are associated with the development of hemin-
hemin interactions and can therefore be used to characterize the
extent of intermolecular bonding. The shifts of the features C and D
to lower energies indicate that the measured energy level distances
between the N n* orbitals and the N 1s core level are systematically
reduced when a larger scale of the hemin oligomer species is
realized. The origin of this energy shift could be either an initial
state effect in that either the valence N n* orbitals are lowered or
the N 1s core level binding energy raised. Alternatively, a final

Phys. Chem. Chemn. Phys., 2015, 17. 28000-25006 | 29003
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Hemin in DMSO

©* Hemin in NaOH
— Theory
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Fig. 4 Off-resonant XE spectra (solid blue and red traces) at the excitation energles of 420 eV for the hemin dissolved in DMSO and NaOH aqueous
solution, respectively, combined with their respective PFY-XA spectra (dashed blue and red traces). The experimental spectra are Identical to the
corresponding spectra in Fig. 2. The theoretical DFT calculations and individual MOs weighted by N contributions are shown at the bottom as black trace
and vertical bars, respectively. The characteristic features C and D identified in Fig. 3 are assigned to certain calculated MOs with visualized orbitals
presented on the right side of the figure. The orbitals localized at the N sites are highlighted with dotted green circles.

state effect may contribute, perhaps reflecting differences in
valence charge relaxation upon core-hole formation, analog to the
relaxation shift of CO molecules going from gas phase to solid state
observed in phatoelectron spectroscopy.™ However, recent studies
of bipyridine acid salts and co-ciystals indicated that the effect of
final state effects on the relative positions of n* features are
negligible, even when comparing bipyridine nitrogen species in
very different local chemical environments.”” Further inspection
into the individual components € and D uncovers that the feature
C remains roughly constant in peak width from Fig. 3a to ¢, while
the feature D becomes broader and relatively more intense upon
hemin aggregation. The mechanism of this distinet peak evolution
is likely due to the different extents of the orbital involvement in the
hemin intermolecular bonding interactions which will be discussed
in detail for Fig. 4 based on a molecular orbital (MO) picture
derived from DFT calculatons,

The evolution of feature E is very similar to feature A, both
exhibiting solid state broadening. However, the feature E does
not have a sole MO origin as for feature A where the N-Fe

29004 | Phys. Chem. Chem. Phys., 2015, 17, 29000-29006

interaction can be assigned, because it consists of contributions
of many MOs. A similar situation also occurs for the broadest
fitted Gaussian components with their centers located above the
IPs, representing contributions from a number of MOs, as
illustrated by the vertical bars at about 404-411 eV at the bottom
of Fig. 4. Strictly speaking, each spectral feature in Fig. 3
comprises multiple MOs, and therefore should not be repre-
sented by a single Gaussian function in principle. Nevertheless,
the fittings of the components A, B, C and D with a single
Gaussian function still hold the physical significance discussed
above because the contributed MOs to each component are very
few in number and also located closely to each other in energy,
as demonstrated in Fig. 4. The characteristic spectral features
that can distinguish various hemin oligomer species are there-
fore the features C and D in Fig. 3 exhibiting systematic energy
shifts, and consequently associated with the extent of hemin
intermolecular interactions.

The energy shifts of the IPs, however, do not follow the
monotonic energy shift when going from dimer to solid, as
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shown in Fig. 3b and c. The IP shift from Fig. 3a to bisin line
with the energy shift of the features C and D, which seems to
suggest they have the same origin - elevation of the N 1s level.
However, the core level argument cannot explain the non-
shifting features, such as feature A, and the opposite shifting
of the IP in the spectrum of the solid sample. The other
mechanism discussed above, ie the initial state effect of the
valence orbital shifting, has to come to play.

With the help of the ground state DFT calculations, the
origins of the characteristic features C and D that exhibit
distinct spectral evolutions of the component width and intensity
in Fig. 3 is uncovered at a MO level. The theoretically simulated
spectrum at the occupied and unoccupied valence levels, obtained
from the summation of individual N contributions with a universal
Gaussian broadening, is plotted in Fig. 4, along with the combined
XA and XE spectra of the hemin monomer (in DMSO) and dimer
(in NaOH aqueous solution) for comparison. The N contribution to
each calculated MO, shown as vertical bars at the bottom of Fig, 4,
is acquired from the Lowdin population analysis based on the DFT
calculations of the gas phase hemin in the ground state. Even
though the experimental spectra are acquired from the core-hole
excited final state (XAS) or initial state (XES), the simulated peak
positions from the ground state calculation are in good agreement
with experiment, allowing for accurate and reliable assignments of
the calculated MOs to the experimental peaks. The characteristic
features C and D in Fig. 3 can therefore be visualized as the MOs
presented in Fig. 4. As illustrated in Fig. 4, the feature C mainly
originates from the orbitals localized at a single N atom; while the
feature D, on the other hand, is from the orbitals delocalized over
all four N atoms, as highlighted by dotted green circles. With
development of the hemin intermolecular bonding through mn
stacking of the porphyrin ring, the feature D that involves four
N atoms will surely develop a higher extent of the peak width
broadening as well as intensity enhancement, owing to the
extensive orbital overlapping, when compared with the feature C
that has only very localized orbitals involved in the hemin-hemin
interaction. The localized nature of the feature C inhibits its orbital
overlapping with neighbor orbitals and consequently suppresses
the broadening and enhancement of the fitted peak, as demon-
strated in Fig. 3.

Due to the computational challenges for large-scale hemin
oligomer species - dimer and above - the DFT calculations
are only performed on a geometry-optimized isolated hemin
monomer. The proposed N 1s core level shift arising from the
different hemin oligomer species is therefore unable to be
probed theoretically. The DFT calculations are carried out on the
ground state, so that the final state effect is not possible to
investigate. The spectrum of the solid sample is not included in
Fig. 4 for the comparison with the theoretical simulation because the
strong solid state effect is expected to have significant influences on
both initial state shifing and final state relaxation, which shifts
certain experimental peaks significantly when compared with those
of the isolated molecules, as has been demonstrated in Fig. 3 for
the features C and D. Therefore, attempted assignments of the
calculated MOs performed on the gas phase molecules to the
solid state features may not possess high credibility.
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Conclusions

X-ray absomption and emission spectroscopy (XAS/XES) have
been performed on solvated hemin molecules dissolved in
DMSO and NaOH aqueous solution, as well as on the solid
state. Characteristic features in the N XA spectra are identified
and associated with electronic structure changes arising from
hemin intermolecular bonding interactions. The spectral evolutions
of these features upon the development of hemin-hemin inter-
actions are further analyzed at the molecular orbital level derived
from the DFT calculadons. The results show that N K-edge X-ray
spectroscopies provide experimental access to porphyrin inter-
molecular interactions in solution and in the solid state by
tracking the energy shifts of the characteristic N K-edge XA
features, crucially permitting in situ detection for electronic
structure investigations. The exact energy positions of these
characteristic features also provide a reference to help identify
hemin oligomer species in soluton, e.g. monomer in DMSO or
dimer in aqueous solution.
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Abstract. NEXAFS-RIXS and home laboratory-based UV-Vis absorption spectroscopy are
combined to examine the speciation and electronic structure of para-aminobenzoic acid
(PABA) in aqueous solution as a function of pH. DFT and TD-DFT electronic structure
calculations reproduce the experimental trends and provide a comelation between the
experimental HOMO«>LUMO gap as well as the electronic transitions between molecular
orbitals in the non-ionic. anionic and cationic forms of PABA.

1. Introduction

Para-amimobenzoic acid (PABA) has therapeutic effects and sunscreen properties due to its capability
to filtering out UV radiation through the electronic conjugation of the para orientated amino and
carboxyl substituents through the aromatic ring. Core-level spectroscopies such as near-edge X-ray
absorption fine structure (NEXAFS) and resonant inelastic X-ray scattering (RIXS) have given
mcisive insight on the electronic state of PABA species in solution and in the solid state including the
anionic and cationic forms in water [1]. While NEXAFS involves excitation of electrons from 1s core
orbitals to unoccupied molecular orbital (MO) levels (e.g. lowest unoccupied MO, LUMO), RIXS
probes transitions from occupied MOs (e.g. highest occupied MO. HOMO) to s core orbitals. UV-Vis
spectroscopy is quite similar to these core level techniques in that it probes electronic transitions, but
from occupied MOs such as ¢, n (non-participant) or © tvpe orbitals to ¢+ or = unoccupied MOs. As
NEXAFS. RIXS and UV-Vis often probe the same final-state MOs, their combined measurement
supported by electronic structure calculations (particularly density functional theory, DFT. and time-
dependent density functional theory. TD-DFT) provides an opportunity to arrive at a deeper
understanding of the local electronic structure landscape.

r:o , Content from this work may be used under the terms of the Creative Commons Attribution 3.0 licence. Any further distribution
N 12 of this work must maintain attribution to the author(s) and the title of the work, journal citation and DOL.
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2. Experimental

2.1. Materials
PABA crystalline powder (99%. Sigma-Aldrich, UK) was dissolved in distilled. deionized water. pH
of the solution was adjusted by dropwise addition of 1.2 M aqueous solution of NaOH or of HCL

2.2, Transmission UV-Vis
A saturated stock solution of 0.03 M PABA in water was prepared and successively diluted to reach
the detection range of the Beckman DU 520 spectrophotometer.

2.3. Gaussian ealeulations

Non-ionic. anionic and cationic PABA monomers were ground-state optimized with B3LYP/6-31G*
in Gaussian09 to obtain the DFT molecular orbitals. Using these optimized monomers in a water
continuum, TD-DFT polarizable continuum model (PCM) calculations were employed to generate the
simulated spectra and the MOs involved in these transitions.

2.4. NEXAFS/RIXS

NEXAFS and RIXS were recorded at the N K-edge (resolution < 0.1 V) using the liquid microjet of
the LiXEdrom endstation, U41-PGM beamline, BESSY II synchrotron. The common energy scale was
calibrated using N gas. measuring the 1s—2p r transitions in total electron vield mode.

3. Results and discussion

Depending on the pH of the aqueous solution, PABA is present in cationic, neutral or anionic form
[1.2]. For low (acidic) pH solution (where PABA is almost entirely present as the cationic species), the
main absorption band is centered at a wavelength of ~ 225 nm. For high pH. PABA is anionic and the
main UV absorption peak occurs at ~ 265 nm, while the neutral species, at infermediate pH. absorbs at
~ 275 nm (Table 1 and Figure 1). TD-DFT calculations reproduce the observed trend, with the main
absorption shifted to shorter wavelengths compared to non-ionic PABA (cationic < anionic < non-
ionic, Table 1). Within this trend, it is noticeable that the calculated value for the anionic species is
significantly lower than the experimentally observed value. It has been suggested previously that
calculated charge transfer excitations can be less accurate for ionic n systems due to underestimated
excifation energies of ionic components [3]. Perhaps it also plays a role here that the carboxvlate
group 1s less electron withdrawing and thus electrons are more consolidated around this group rather
than being delocalized over the ring [4].

Table 1. Comparison of main absorption wavelengths in experimental UV-Vis and TD-DFT
simulated spectra of PABA species in water, with primary transitions from HOMOs to LUMOs.

PABA species Wavelength Wavelength Primary transition
(experimental) / nm (simulated) / nm
Non-ionic ~275 266.96 HOMO—LUMO
Anionic ~ 265 228.26 HOMO-1—LUMO
Cationic ~225 218.95 HOMO-1—LUMO

Collating together the snapshots of the MOs generated from the TD-DFT calculations for the non-
ionic, anionic and cationic monomers in water, Figure 1 reveals that the primary transition in the non-
ionic PABA takes place between the orbital with annotation A as HOMO and the 1n* orbital as
LUMO (~ 267 nm. 4.64 ¢V). whereas the shift to shorter wavelength in the anionic PABA is due to
widening energy separation between A and 1n* (-~ 228 nm. 5.43 eV), with A lowering in energy and
becoming HOMO-1. Similarly, the noted shift to lower wavelength for cationic PABA (~ 219 nm,
5.66 eV) can be explained by the primary transition between A, which is now the HOMO-1, and 17*.
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Figure 1. Transitions (arrows) between MOs of interest A and 1n* (marked with boxes) in TD-DFT
calculations for non-ionic. anionic and cationic PABA monomers in a water continuuim.

We can now correlate these observations with the MO information for these systems that we have
previously obtained by RIXS and NEXAFS [1]. Figure 2 shows that the experimentally determined
HOMO+«LUMO gap for nitrogen (which is not applicable to cationic PABA due to the protonation of
nitrogen) is correlated with the calculated energy gap between orbitals A and 17* from the DFT
calculations for the non-ionic and anionic species. In the case of non-ionic PABA, orbital A
corresponds to the HOMO and orbital 1n* to the LUMO. whilst for the anionic species. orbital A
lowers down 1n energy becoming HOMO-3 and orbital 17* raises up in energy as LUMO+1.

Although core hole relaxation effects are expected to affect the energetic position of features in the
NEXAFS and RIXS data. the impact on taking the experimental RIXS-NEXAFS energy gap as a
measure of the HOMO-LUMO is believed to be of the order of at most a few 100 meV; additionally,
when such effects were included in CASTEP calculations for crystalline PABA [5] the inclusion of
final-state effects did not change the MO mterpretation significantly. For the DFT calculations,
omitting relaxation effects may lead to a slight overestimation of transition energies, and thus of the
RIXS-NEXAFS energy gap. The reason for the weak effects of relaxation are the strong localized
core-level excitations and the weak nature of the intermolecular interactions (7.e. hydrogen bonding)
compared to intramolecular interactions (7.e. covalent bonds and protonation effects).

Table 2. Values for the energy gap of mterest A« ln* reflected by the
experimental UV-Vis, RIXS-NEXAFS, and by TD-DFT and DFT calculations.

Energy gap A< In* Non-ionic PABA Anionic PABA
UV-Vis (experimental) ~4.51eV ~4.68 eV
TD-DFT (calculated) 4.64 eV 543 eV
RIXS-NEXAFS (experimental) 5.06 eV 5.89eV
DFT (calculated) 5.01 eV 5.86eV

The differences noted in the A«<1n* gap presented in Table 2 between UV-Vis and RIXS-
NEXAFS spectroscopies may be explained through the presence of a hole in the valence band in the
UV-Vis, that exerts a smaller effect over the final state than the core hole from RIXS-NEXAFS. The
TD-DFT PCM calculations also involve a water continuum (thus PABA surface-polarized monomers
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with slightly different MO energy levels). vet this rather simplistic model is sufficient to picture the
increase of the A«»1m* energy gap when moving from non-ionic to anionic PABA species.

Non-1onic Anionic

e o,

e .
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-9 4 - .
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Experimental NEXAFS-RIXS DFT calculations

Figure 2. Nitrogen RIXS and NEXAFS showing the HOMO«LUMO gap for non-ioni¢ and anionic
species, correlated with transitions (arrows) between DFT MOs of interest labelled as A and 17*.

4. Conclusions

Monitoring the electronic transitions of PABA m the UV range in aqueous solution at intermediate,
high and low pH. and interpreting the results with TD-DFT calculations provides a spectroscopic
identification of PABA species that is complementary to the fine detail arising from the previously
reported NEXAFS-RIXS combination. The effect of pH can be translated in the UV-Vis by the shifts
to shorter wavelengths in the main absorption peaks encountered in the spectra of high and low pH
solutions with respect to the intermediate pH solutions, which are reflected by the TD-DFT
simulations. These shifts are explained by A< 1n* energy gap alterations with the changes in
electronic structure accompanying the pH variation: the DFT calculations associated with the
experimental RINS-NEXAFS identify well with the orbital gap observed in the TD-DFT simulations
that reflects the main absorption peaks in the UV-Vis, thus bridging the synchrotron X-ray core-level
spectroscopies NEXAFS and RIXS with the laboratory UV-Vis technique.
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Abstract. Solid-state and solution pH-dependent NEXAFS studies allow direct observation of
the electronic state of para-aminobenzoic acid (PABA) as a function of its chemical
environment, revealing the chemical state and bonding of the chemical species. Variations in
the ionization potential (IP) and ls—=* resonances unequivocally identify the chemical
species (neutral. cationic. or anionic) present and the varying local environment. Shifts in ¢*
shape resonances relative to the IP in the NEXAFS spectra vary with C—N bond length. and the
mmportant effect of munor alterations m bond length is confirmed with nitrogen FEFF
calculations. leading to the possibility of bond length determination in solution.

1. Introduction

Through X-ray absorption and emission spectroscopies, the chemical. electronic and structural
properties of organic species can be investigated. The nature of solution species and their interactions
can play an important role in the activity of biological systems [1] and in the structural outcome and
therefore properties of crystallization products [2]. Near-edge X-ray absorption fine structure
(NEXAFS) measurements allow direct observation of the electronic state of para-aminobenzoic acid
(PABA) as a function of its chemical environment [3]. While the IP and n* resonances are
characteristic of the species and related to their chemical and electronic nature in the solution and solid
state. the dominating influence of bond length on the o* shape resonance proposed from experimental
data is here investigated with FEFF calculations, exploring the ability and sensitivity of measuring
bond lengths.

Conlem from this work may be used under the terms of the Creative Commons Attribution 3.0 licence. Any further distribution
= BY of this work must maintain attribution to the author(s) and the title of the work. journal citation and DOIL.
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2. Methods

2.1. N K-edge Near Edge X-rayv Absorption Fine Structure (NEXAFS) Speciroscopy

Solid-state partial electron yield (PEY) NEXAFS measurements were performed on the U7a beamline
of the National Synchrotron Light Source (NSLS) at Brookhaven National Laboratory, NY with the
sample at 54.7°, a 600 /mm monochromator grating. and an entrance grid bias of -150 V [3]. Spectra
were normalized by the simultaneously recorded total electron yield signal from a gold-coated, 90%
transmission grid in the incident beam (Jp). and the monochromator energy scale was calibrated using
the 400.6 eV 1% n* of a titanium nitride grid. Solution-state partial fluorescence yield (PFY) spectra
were recorded using the liquid microjet of the LiXEdrom endstation at the U41-PGM beamline of the
BESSY II synchrotron at Helmholtz Zentrum Berlin (HZB) using an 18 pun diameter glass nozzle with
0.6 mL min" flow rate [3]. Beamline energy calibration was performed with N, gas (total electron
vield X-ray absorption spectroscopy ls—2p =n transition). Peak fitting and normalization were
performed using the Athena software [4.5], with arctan steps for the 1onization potentials (IPs, edge
steps) and Gaussian functions for the peaks.

2.2. FEFF calculations

FEFF8.2 [6] was used to simulate the ¢* shape resonance in the N K-edge NEXAFS for a geometry
optimized monomer of non-ionic PABA. The SCF (7.0), XANES (4.0), and FMS (10.0) cards were
used., and the calculated data were rigid shifted by +2.3 eV. To identify the mfluence of the C—N bond
length, the C-N bond length of a-PABA was increased by 0.002-0.1 A relative to the equilibrium
value for the non-ionic monomer.

3. Results and Discussion

Nitrogen K-edge NEXAFS measurements reveal varations for the PABA species in both the solid
state and m solution (Figure 1). Characteristic spectra are obtamed for the different chemical species
(non-ionic, cationic, anionic) present in solution with variation in pH, with a distinctive electronic
signature for the cationic form following the change in nitrogen protonation state (NH, to NH3).
Shifts in the ionization potential (IP, edge step) and 1s—n* resonances unequivocally identify the
chemical and electronic nature of the species present [3.7]. Further slight shifts and mtensity variations
are observed for the impact of differing local environments and interactions for the three non-ionic
species mnvestigated (a- and B-crystalline forms and the solutions species in methanol).

The energy of the o* resonance associated with the C—N bond relative to the IP also varies across
the series (term value &.. Figure 1). The decrease in Jcy appears to correlate well with successively
longer C—-N bond lengths reported by X-ray diffraction (XRD) for the solid-state (Table 1, v = -
39.664x + 61.133) [3]. This relationship can then be applied to the NEXAFS data, using it to provide
an indicator of bond lengths for PABA species i solution.

Table 1. N K-edge NEXAFS features and bond lengths [3].

&N AdeN XRD XRD NEXAFS
/eV /eV C-N/A lengthening C-N/A®
C-N/A

Non-ionic a-PABA 6.31 0 1.379(2) 0 1.382
Non-ionic B-PABA 5.49 -0.82 1.408(3) 0.029 1.403
Anionic pH 11 540 -0.91 1.410(2) 0.031 1.405
Non-ionic Methanol 5.19 -1.12 / / 1411
Cationic pH 1 3.16 -3.15 / / 1.462
Cationic HCI salt 3.05 -3.26 1.4626(5) 0.0836 1.464

* C—N bond length from the hydrated Na salt shown for comparison
P y=-39.664x + 61.133 for linear relationship between & and XRD C-N/A [3].
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Figure 1. Nitrogen K-edge NEXAFS for anionic, non-ionic, and
cationic PABA species in the solid and solution state, with the IPs
marked by grey lines and the magnitude of the term value Sex
highlighted by grey boxes (adapted under CC BY license [3.7]).

To further mvestigate the impact of the C—N bond of PABA on the nitrogen NEXAFS. FEFF
calculations were performed. Using an optimized non-ionic monomer as input, only the C-N length
was varied. keeping all other parameters constant. This enables the effect of the C—N bond length to be
isolated from other changes occurring between the species.

The C-N length was initially extended by 0.1 Angstroms (A). where a clear alteration and decrease
in o* energy of almost 2.5 eV is observed relative to the IP (Adc.x. Figure 2). The changes in C—N
bond length in practice are smaller than 0.1 A, ranging from 0.002 to 0.08 A for the different PABA
species (Table 1). Smaller increments were therefore tested. with lengthening by 0.03 A (to mimic that
occurring on moving from non-ionic a-PABA to B- or anionic PABA) resulting in a decrease in
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energy by around 0.8 eV (Figure 2). This compares favourably with experimental NEXAFS, where a
0.82-0.91 eV change occurs (for cationic species, underestimation of FEFF Adcyx values may be
related to the alteration in electronic structure and geometry accompanying the positive charge on N,
bent NH, — tetrahedral NH;"). The extreme sensitivity is further demonstrated for the case with just
0.005 A longer C-N (Figure 2). and even the small shift occurring with 0.002 A lengthening is
observable, showing that even relatively subtle variations have a noticeable influence. The results
suggest that bond length variations should be quantifiable to a precision of approximately 0.01 A.

5 -2.5
PABA
45 0.002 A longer C-N 3
’ 0.005 A longer C-N 2 P
4 k 0.01 A longer C-N
kY 0.03 A longer C-N
4 0.08 A longer C-N > .15 A
s 35 —0.1AlongerC-N 2
-~ 3 z
) i o
i e S
25 .
asd
2 &
- - - .v'
15 ———r—t — — 0 & —— r -
5 4 -3 -2 -1 0 1 2 3 4 5 0 0.02 0.04 0.06 008 0.1
AScnleV C—N bond length elongation / A

Figure 2. FEFF calculations for the nitrogen K-edge NEXAFS of PABA, demonstrating the effect of
lengthening the C—N bond on the ¢* energy relative to IP (& c.n).

4. Conclusions

Nitrogen NEXAFS acts as a chemical and structural indicator for PABA. identifving the chemical
species present in both the solid-state and in solution as well as providing a measure of C—N bond
length. The abilitv to detect even minor variations in structure is verified by the FEFF calculations
through incremental variation of bond length, with changes from as little as 0.002 A alteration visible.
NEXAFS can then potentially provide bond lengths for solution (or amorphous) species. such as
demonstrated with PABA and the combination of experiment and calculations 1s particularly strong.
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Abstract. Nitrogen K-edge XPS and NEXAFS of the two polymorphic forms of para-
aminobenzoic acid (PABA) are significantly different reflecting variation in hydrogen bonding.
Alteration in hydrogen bonding at the amino group leads to a shift to high energy for both the
XPS N Is core level and the 37* NEXAFS resonance with p-PABA. Participation of the amine
group in the aromatic system causes the 1n* resonance to be sensitive to the nature of the
intermolecular bonding at the para-carboxylic acid group. and a shift to low energy for a-
PABA is observed due to hydrogen-bonded carboxylic acid dimer formation. FEFF
calculations also successfully reproduce both the energy and intensity variations observed for
the o* shape resonance associated with the C-N bond. with the majority of the decrease in
energy observed for p-PABA arising from the longer C—N bond.

1. Introduction

The local 3-dimensional environment and interactions of a molecule in the solid-state can have a
substantial influence on physical and chemical properties, such as stability, solubility, melting
temperature. and reactivity [1]. The ability to characterize and identify such forms (polymorphs) with
identical chemical composition but variations m crystal structure (structural packing, interactions, and
bonding) is thus extremely important. Understanding or insight into the electronic nature of these
materials could provide the basis for investigating how they form in solution, and therefore ultimately
how to control the outcome of crystallization [2]. Near-edge X-ray absorption fine structure
(NEXAFS) spectroscopy and X-ray photoelectron spectroscopy (XPS) are ideal for this purpose. as
they intrinsically probe the local environment of X-ray absorbing atoms. The effects of the local
environment and interactions were mitially investigated for parg-aminobenzoic acid (PABA). an
intermediate for folic acid synthesis with pharmaceutical applications. by nitrogen NEXAFS and ab
initio density functional theory (DFT) [3]. Comparison of the erystalline a-form and an isolated
molecule revealed substantial differences for the extreme case of removing all effects of the
surroundings, and this was especially notable for the calculated N K-edge NEXAFS [3]. XPS and
NEXAFS of the nitrogen moiety in PABA have therefore been collected for the two different
crystalline polymorphs (u- and B-. Figure 1) [4.5] to investigate their sensitivity to more subtle

f@tﬂ‘ Content from this work may be used under the terms of the Creative Commons Attribution 3.0 licence. Any further distribution
B B of this work must maintain attribution to the author(s) and the title of the work, journal citation and DOL
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variations in local enviromment and mtermolecular interactions. This 1s complemented by investigation
into the influence of relatively minor alteration in bond length with FEFF calculations.

2. Methods

2.1. Marerials
a-PABA was used as supplied (>99% purity, Sigma-Aldrich UK) and f-PABA was formed through an
aqueous slury of o-PABA at 5°C. Powder samples were used for analysis.

2.2. X-ray Photoelectron Spectroscopy (APS)

N 1s XP spectra were recorded with a Kratos Axis Ultra instrument, employing a monochromatic Al
K source (1486.69 V) operating at 180 W (15 kV and 12 mA) [3]. Samples were fixed using double-
sided tape and measurements were obtained in constant analysis energy mode below 107 mbar, with a
pass energy of 20 eV, 0.1 eV steps. and 500 ms dwell time per data point. Analysis of the data was
carried out with CasaXPS software using a Shirley background and GL(30) lineshape [6]. Samples
were referenced to the C 1s photoemission C=C at 284.8 eV.

2.3. Near Edge X-rav Absorption Fine Structure (NEXAFS) Spectroscopy

N K-edge partial electron yield (PEY) NEXAFS measurements were performed on the U7a beamline
of the National Synchrotron Light Source (NSLS) at Brookhaven National Laboratory, NY with the
sample at 54.7°, a 600 I/mm monochromator grating. and an entrance grid bias of -150 V [3]. Spectra
were normalized by the simultaneously recorded . and the monochromator energy scale was
calibrated using the 400.6 eV 1" n* of a titanium nitride grid using the Athena software [7.8].
Repeatability of resonance positions is <0.1 eV.

2.4. FEFF calculations

FEFF8.2 [9] was used to simulate the ¢* shape resonance in the N K-edge NEXAFS for a molecule
from the crystal structure of u- and B-PABA following geometry optimization of the crystal structure
with CASTEP [3]. The SCF (7.0), XANES (4.0), and FMS (10.0) cards were used, and the calculated
data were rigid shifted by +2.3 eV. To identify the influence of the C—N bond length. calculations
were also run in which the average C-N bond length of «-PABA was increased by 0.035A relative to
the equilibrium value in the crystal structure so that it matched that of B-PABA (1.399 A).

3. Results and Discussion

The nitrogen XPS and NEXAFS for the a- and B-PABA polymorphs yield characteristic spectra
(Figures 1 and 2), with NEXAFS clearly differentiating between the two forms. For N 1s XPS, a small
yet reproducible increase of around 0.2 eV in binding energy is observed for B-PABA (Figure 1). This
follows the change in intermolecular hydrogen bonding with the additional hydrogen-acceptor effect at
the amine nitrogen in B-PABA (Figure 1), reducing the electron density on nitrogen.

a-PABA [(-PABA
u-PABA

[-PABA fh c-n
: | *Q
L @—NH, /|
mmeJWNWW o ‘\‘Wmﬁumm n(

Intensity / a.u.

B B F S B RS
~ll" 410 408 406 404 402 400 398 396 394 392
Binding Energy (eV)

Figure 1. Nitrogen ls XPS and mtermolecular mteractions of the a- and B-PABA polymorphs.

[
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In the N K-edge NEXAFS spectra. both energy and intensity shifts occur for each of the peaks
(Figure 2), reflecting the influence of variations in the local environment (intermolecular H-bonding,
electron density distribution) and geometrv (such as bond lengths) between the polymorphs.
Visualization of the associated unoccupied n* molecular orbitals (MOs) shows the first energy
resonance (17*) mvolves promotion from the core N 1s level into the lowest unoccupied molecular
orbital (LUMO), which is delocalized across the amine. aromatic ring and para-carboxylic acid group
(Figure 2) [3]. The chemical state and interactions at the opposite end of the ring to nitrogen appear to
influence the position of this 17* resonance, with successively increasing absorption energy reflecting
the carboxvlic acid dimer in a-PABA. hydrogen bonding to the amino group of another molecule in -
PABA (Figure 1), and the carboxylate COO™ in the anionic form [10]. In contrast. the second
resonance (3n¥) mvolves the LUMO+2 (Figure 2), which i1s much more concentrated around the
nitrogen atom [3]. This leads to it being more sensitive to the nature of the interactions at nitrogen,
with the additional hydrogen-acceptor effect at the amine nitrogen in B-PABA (Figure 1) increasing
the energy of this 3n* MO in addition to that of the N 1s core level (Table 1). The O K-edge n*
resonances are correspondingly decreased in energy with the accompanying additional hydrogen-
donor at oxygen.

2.5 ——
» -PABA 7 Ea
N BPAPA LUMO+2 L
24 N-H AN
15 4 ,‘F -~ ._.l“‘. \

ri‘.\w/ \\\,_ .
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Figure 2. Nitrogen K-edge NEXAFS for the a- and B-PABA polymorphs, and

unoccupied MOs involved in the first two resonances (outlined with boxes).
Significant promotion to LUMO+1 (27%) 1s not expected as 1t has no density at N.

Normalised  (E) / a.u.

Table 1. Nitrogen K-edge NEXAFS features

NEXAFS features a-PABA / eV B-PABA /eV
IP (aromatic NH,) 403.30 403.60
Nls— Ix* 400.00 400.58
N 1s — 3n* 401.70 402.30
N 1s— N-H 404.09 405.11
Nls— c*cn 409.61 409.09

Following the edge step (ionization potential. IP) and third resonance associated with N-H. the
broader post-edge fourth resonance is a ¢* shape resonance for the C—N bond [3,10]. This c¥c.n peak
shows a shift to lower energy for B-PABA, in contrast to the increased n* and IP positions (Table 1).
This is investigated for the two polymorphs using the FEFF code (as it predicts the post-continuum
resonances) [9]. The results for a- and B-PABA show significant differences in both energy and
intensity for the two polymorphs (Figure 3). Comparison of the FEFF output with the experimental
data (Figure 3) shows excellent comrelation, successfully predicting both the relative energy and
intensity variations.
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The dependence of this ¢* resonance on the C—N bond was further investigated through variation
of the C—N bond length for «-PABA. Lengthening of the C—N bond to that for B-PABA (+0.035 A),
leads to a decrease in o* energy relative to the IP, accounting for the majority of the energy and
intensity shifts between o- and B-PABA (Figure 3).
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Figure 3. Comparison of experimental (solid line) and FEFF-calculated (dashed line) nitrogen K-edge
NEXAFS for the two polymorphs of PABA, and the impact of variation in C—N bond length.

4. Conclusions

Insights mto the electronic and structural nature of the two polymorphs of PABA are obtamed with
nitrogen K-edge NEXAFS and XPS. A small shift m core level N ls energy is attributed to the
variation in intermolecular hydrogen bonding. Significantly different. highly characteristic NEXAFS
spectra arise from the changes m local surroundings and bonding, with the n* shifts related to the
nature of the MOs and local environment, and the ¢* shape resonance primarily influenced by the
C—N bond length. This demonstrates the sensitivity of XPS and NEXAFS to the relatively minor
changes in local environment despite their identical chemical composition.

Acknowledgements
Use of the NSLS at BNL was supported by U.S. Department of Energy under Contract No. DE-AC02-
98CH10886. JSS. AG and SLMS acknowledge support by EPSRC Critical Mass Grant EP/I013563/1.

References

[1] Cartensen J T Pharmaceutical Principles of Selid Dosage Forms 1993 (Lancaster, PA:
Technomic Publishing Co.)

[2] Davey R. I.. Schroeder S L M, and ter Horst J H 2103 Angew. Chem., Int. Ed. 52 2166-2179

[3] Stevens J S, Seabourne C R. Jaye C, Fischer D A, Scott A J and Schroeder S L M 2014 J. Phys.
Chem. B118 12121-12128

[4] LaiTF and Marsh R E 1967 Acta Crystallogr. 22 885-893

[5] Gracin S and Fischer A 2005 4cta Crystallogr., Sect. E: Struct. Rep. Online 61 01242.

[6] Fairlev N and Carrick A 2005 The Casa Cookbook - Part 1: Recipes for XPS Data Processing.
Acolyvte Science (Knutsford, Cheshire: Acolyte Science)

[7] Ravel B and Newville M 2005 J. Synchrotron Radiat. 12 537-541

[8] Newville M 2001 J. Synchrotron Radiar. 8 322-324

[9] Ankudinov A L. Ravel B, Rehr J J and Conradson S D. 1998 Phys. Rev. B: Condens. Matter
Mater. Phys. 58 7565-7576

[10] Stevens J S, Gamar A, Suljoti E, Xiao J. Golnak R, Aziz E F and Schroeder S L M 2015 Chent.
- Eur. J. 21 7256-7263

219



