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Abstract. Validating an elicited problem to hinder a business goal is
often more important than finding solutions in general. For example, val-
idating the impact of a client’s account balance toward an unpaid loan
would be critical as a bank can take some actions to mitigate the prob-
lem. However, business organizations face difficulties confirming whether
some business events or phenomena are causing a problem against a busi-
ness goal. Some challenges to validate a problem are identifying testable
factors for the identified problem, preparing data to validate, analyzing
relationships between the factors and a problem, and reasoning the re-
lationships towards high-level problems. Information systems developed
to solve unconfirmed problems frequently tackle an erroneous problem,
leading to some dissatisfying systems, consequently not achieving busi-
ness goals. This paper proposes a goal-oriented and machine learning-
based approach, Gomphy, for validating a business problem. The Gom-
phy presents an ontology and a process, a problem-related entity model-
ing method to identify relevant data features, a data preparation method,
and an evaluation method of a problem for high-level problems. To illus-
trate our approach, we have validated problems behind an unpaid loan
in one bank as an empirical study. We feel that at least the proposed ap-
proach helps validate business events negatively contributing to a goal,
giving some insights about the validated problem.

1 Introduction

The assertion that “A problem unstated is a problem unsolved” expresses the
importance of eliciting business needs and problems [1]. Understanding and val-
idating a business problem likely to hinder a business goal is often more critical
than developing solutions as it helps define system boundaries in the early phase
of requirements engineering [2]. If the correct problems are validated first, a
business can save precious time and cost to deal with erroneous problems [3].

However, business organizations face difficulties confirming whether an elicited
business problem contributes to, how much degree, other high-level problems [4,



5]. Specifically, some challenging work might be identifying testable factors for
the elicited problem, constructing a data set to test, and determining whether
the identified problem has some relationships and how many degrees towards the
high-level problem [6, 7]. Developing an information system with unconfirmed
problems frequently leads to a system that is not useful enough to achieve busi-
ness goals or is required to redevelop, costing valuable business resources.

Drawing on our previous work, GOMA [8] and Metis [9], this paper presents
the GOMPHY, a Goal-Oriented and Machine learning-based approach using a
Problem HYpothesis, to help validate business problems [10, 11]. Four technical
contributions are made in this paper. Firstly, an ontology for modeling and vali-
dating a problem hypothesis is described. Secondly, a problem hypothesis-based
entity modeling method is presented to help identify an entity, attributes, con-
straints, and relationships for a problem hypothesis. Thirdly, a mapping method
is described from a problem hypothesis entity to a domain data feature in a
source data model. Fourthly, an evaluation method for a problem contribution
using ML explainability is elaborated to help understand a problem contribution
towards a high-level problem.

This paper applies the proposed Gomphy approach to explore hypothesized
business events behind an unpaid loan problem in one bank and validate the
problem hypotheses towards the unpaid loan as an empirical study. Fig. 1 shows
a high-level context diagram for the unpaid loan problem. We use the PKDD’99
Financial database [12] to represent data that the bank may have collected.

Fig. 1. Unpaid Loan Problem in a Bank

The rest of this paper is structured as follows. Section 2 presents the Gomphy
approach, and Section 3 illustrates the Gomphy process in detail with an un-
paid loan problem. Next, Section 4 describes three experiments performed, and
Section 5 discusses related work, observations, and limitations. Finally, Section
6 summarizes the paper and future work.



2 The Gomphy Approach

The Gomphy approach, aiming to help validate business problems, consists of a
domain-independent ontology, a series of steps based on goal orientation (GO)
and Machine Learning (ML).

2.1 The Gomphy Ontology

The ontology consists of essential modeling concepts, relationships among mod-
eling concepts, and constraints among the concepts and relationships, as shown
in Fig. 2, where boxes and arrows represent the concepts and relationships.

Fig. 2. The Gomphy Ontology for Validating Problem Hypotheses

Some essential concepts of Gomphy ontology are introduced. A (Soft-)Goal
is defined as a goal that may not have a clear-cut criterion and a (Soft-)Problem
as a phenomenon against a Goal. A Problem Hypothesis is a hypothesis that
we believe a phenomenon is against a Goal. There are two kinds of Problem
Hypothesis, an Abstract Problem Hypothesis and a Testable Problem Hypothesis.
An Abstract Problem Hypothesis is conceptual, whereas a Testable Problem
Hypothesis is testable using ML. A Testable Problem Hypothesis may be further
refined, forming a Source Problem Hypothesis and a Target Problem Hypothesis.

A Problem Hypothesis Entity captures a Testable Problem Hypothesis, which
is modeled using an entity-relationship model. A Problem Hypothesis Entity is
mapped to relevant Domain Entity, Domain Attributes, Domain Constraints,



and Domain Relationships in a source data model. The selected Domain At-
tributes are used to build an ML data set consisting of Data Features and a
Classification Label.

The Contribution relationships among Goals, Problems, and Problem Hy-
potheses are categorized into Decomposition types, such as AND, OR, EQUAL,
or Satisficing types, such as Make, Help, Hurt, Break, Some-Plus, Some-Minus
adopted from the NFR Framework [13]. The relationships between Problem Hy-
potheses and Problems are either Validated or Invalidated.

One crucial constraint about a problem hypothesis includes time-order among
a target and a source problem hypothesis, where a source problem hypothesis
must have occurred before the target problem hypothesis. Other constraints are
a positive contribution from a source problem hypothesis to a target problem
hypothesis, and the contribution should be reasonably sensible [14].

2.2 The Gomphy Process

Fig. 3. The Gomphy process

The Gomphy process, shown in Fig. 3, intends to help guide the validation
of a problem hypothesis, providing traceability among a goal, a problem, a data
set, and ML. The process consists of four steps but should be understood as
iterative, interleaving, and incremental in ML projects. The sub-steps of each
step are described in detail in the following Section 3.

3 The Gomphy In Action

We suppose a hypothetical bank, the Case bank, offering client services, such
as opening accounts, offering loans, and issuing credit cards. The bank has ex-
perienced an unpaid loan problem, where some clients failed to pay, when due,



loan payments. However, it did not know what specific clients’ banking behav-
iors were behind this issue. Since this is a hypothetical example, we used the
PKDD’99 Financial database to represent data the bank may have collected [12].

PKDD’99 Financial Database: The database contains records about banking
services, such as Account (4,500 records), Transaction (1,053,620), Loan (682),
Payment Order (6,471), and Credit cards (892) issued to clients. Among the loan
records, 606 loans were paid off within the contract period, and 76 were not. The
Gomphy process is illustrated with the unpaid loan problem.

3.1 Step 1: Explore the Case Bank’s Problem Hypotheses

Requirements engineers begin Step 1, understanding the banking domain, cap-
turing and modeling the Case bank’s goals. Potential problems are then hypoth-
esized that could hinder Case bank’s goals.

Step 1.1 Capture the Case bank’s goals After understanding the bank
domain, one of the bank’s goals, Maximize revenueNFsoftgoal

1 is captured as an
NF (Non-Functional) softgoal to achieve at the top organizational level, which is
AND-decomposed and operationalized by Increase loan revenueOPsoftgoal and
Increase fee revenueOPsoftgoal as operationalizing softgoals, as shown in Fig. 4.
The former is further AND-decomposed to more specific softgoals of Increase
personal loan revenueOPsoftgoal and Increase business loan revenueOPsoftgoal.

Here, the bank staff indicated during an interview that the personal loan
revenue of this quarter is less than 5 percent for the Key Performance Indicator
(KPI) they intended to achieve [16] due to some clients’ unpaid loans. So, the
bank wanted to know which specific banking events of a client contribute to the
unpaid loan causing the decrease of personal loan revenue. However, it was not
easy for the bank staff to pinpoint the main causes of this problem.

Step 1.2: Hypothesize problems hindering the Case bank’s goal We
modeled that a client’s Unpaid loanOPsoftproblem Breaks (–) the Increase per-
sonal loan revenueOPsoftgoal. After understanding the loan process and analy-
sis of the Financial database, we explored potential clients’ banking behaviors
against the unpaid loan. We hypothesized that a client’s LoanAbstractPH , Ac-
count BalanceAbstractPH , and TransactionAbstractPH might positively contribute
to the Unpaid loanOPsoftproblem.

An abstract problem hypothesis is further decomposed into a testable prob-
lem hypothesis. For example, Balance of an AccountAbstractPH is divided into
Minimum balance of an AccountTestablePH , Average balance of an AccountTestablePH ,
and Maximum balance of an AccountTestablePH for the client’s loan duration us-
ing an OR-decomposition method.

Based on the goal and problem hypothesis graph, we can express one of the
problem hypotheses in a conditional statement. Let PH1 be the problem hy-
pothesis The minimum balance of an Account some positively contributes to an

1 The Gomphy concept is expressed in the notation from [15].



Fig. 4. Hypothesizing Problems for Unpaid Loan and Preparing an ML Data Set

unpaid loan in the loan durationPH . Then, we can consider Minimum balance
of an AccountSourcePH as a source problem hypothesis (or an independent vari-
able), Some positively contributesPHcontribution as a contribution relationship,
and Unpaid loan in the loan durationTargetPH as a target problem hypothesis
(or a dependent variable).

Minimum balance of an AccountSourcePH

Some−plusPHcontribution−−−−−−−−−−−−−−−−−→ Unpaid loan in the loan durationTargetPH

(1)

3.2 Step 2: Prepare an ML Data Set

This step models the testable problem hypothesis as a problem hypothesis entity,
identifies data attributes in the database, and constructs an ML data set.

Step 2.1: Model a problem hypothesis as an entity Considering captured
goals and problem hypotheses in Step 1, we first model the elicited testable prob-
lem hypothesis as an entity using the entity-relationship model [17]. A problem
hypothesis entity has attributes, constraints, and relationships. An attribute is
a particular property of an entity, providing measurement value. A constraint is
a condition restricting the value or state of a problem hypothesis. A relationship
shows other entities associated with this entity.

For example, the Minimum balance of an AccountSourcePH in PH1 is mod-
eled as a problem hypothesis entity of AccountPHE , having an attribute of bal-
ancePHEattribute, a constraint of a minimum balancePHEconstraint, and a re-
lationship of a LoanPHErelationship, as shown in Fig. 4.(a). Similarly, an Un-



paid Loan in the loan durationTargetPH , is modeled as LoanPHE , loan sta-
tusPHEattribute, loan durationPHEconstraint, and AccountPHErelationship.

.

Step 2.2: Map an attribute of a problem hypothesis entity to domain
attributes The attribute in the problem hypothesis entity may manually be
mapped to domain attributes in the domain entity with tool support, as shown
in Fig. 5. The tool first reads the database schema and shows the concerned
domain entity and attributes. We then select a domain entity and check whether
domain attributes are similar to the attributes of the problem hypothesis entity.

For example, for balancePHEattribute of AccountPHE , we first select Account
domain entity and check whether domain attributes are semantically matching
or similar to the balancePHEattribute, as shown in Fig. 5. As we could not find
a relevant attribute in the Account domain entity, we check the following en-
tities. While iterating domain entities, we could find a ’balance’ attribute in
the Transaction entity, representing a balance after the banking transaction.
So, we mapped AccountPHE to the domain entity of TransactionDE and bal-
ancePHEattribute to the domain attribute of balanceDEattribute. The constraint
and relationships of a problem hypothesis entity are similarly mapped to those
of a domain entity.

Fig. 5. Mapping Attributes between Problem Hypothesis Entity and Domain Entity

Step 2.3: Extract and Transform a Data Set The identified domain at-
tributes, constraints, and relationships corresponding to the source and target
problem hypothesis entity are used to make a database query.



For example, the data of the Minimum balance of an AccountSourcePH can be
extracted using the identified balanceDEattribute, and minimum balanceDEconstraint

in TransactionDE . SQL group function, min() may be used to select minimum
balanceDEconstraint. Also, to apply the relationship LoanDErelationship, we need
to identify a primary key and a foreign key relationship between LoanDE entity
and TransactionDE . The loan durationDEconstraint of LoanDE is also applied.

Fig. 6. Step 2: Preparing an ML Data Set for Problem Hypothesis 1

The resulting data set for each source or target problem hypothesis is ten-
tatively be stored in the database and then integrated into one data set for ML
processing. After we get a data set, we may need to transform some features de-
pending on feature value. The transformation may include scaling feature value,
transforming categorical data to a numeric value, and others.

3.3 Step 3: Discover Impact of Problem Hypotheses using ML

The impact of a problem hypothesis towards the unpaid loan is uncovered using
Supervised ML models and ML Explainability model, which decodes hidden
feature patterns in the data set.

Step 3.1: Discover Feature Importance Using a Supervised ML and
an ML Explainability model In this step, Supervised ML models with the
domain features and data set are run to predict a loan [18, 19]. An ML Explain-
ability model is then utilized to interpret features impacting the loan prediction
and detect important features corresponding to clients’ banking events.



First, four Supervised ML models, such as Linear Regression, Decision Tree,
Random Forest, and XGBoost (eXtreme Gradient Boosting), were built with
identified domain features and the data set. The ML models then predicted
the loan instances as ‘Paid Loan’ or ‘Unpaid Loan.’ The accuracy of each ML
model was 0.8892 (Logistic Regression), 08824 (Decision Tree), 0.8938 (Random
Forest), and 0.9115 (XGBoost).

Next, we utilized the SHAP (Shapley Additive exPlanations) model to get
an intuitive and consistent feature value among ML Explainability models [20].
The more accurate an ML model, the more we can get confidence about feature
importance value. The XGBoost model was given as input to the SHAP model.

To analyze the feature importance for prediction results, we first collected
predicted instances of unpaid loans. Fig. 7 shows the SHAP value of some im-
portant features for one case. After that, we summed up the feature values of
all the unpaid loans to detect the feature impact of all unpaid loans.

Fig. 7. Feature importance for one unpaid loaner

Step 3.2: Update a Contribution Weight and Type with Feature Im-
portance in a Problem Hypothesis Model The collected feature impor-
tance value can be considered a contribution weight towards the target feature,
i.e., unpaid loan. The contribution weight and hypothesized Contribution type
of each leaf-level problem hypothesis are updated based on the detected feature
importance value using Formula 2 and 3, as shown in Fig. 8.

weight(Ps, Pt) = Is,t (2)

ctr type
(
Is,t
)

=

{
S+ if Is,t ≥ 0

S- if Is,t < 0
(3)

For example, the Contribution weight and type of the leaf node, a minimum
balance, are updated with the value ’15.32’ and ’S+’. Similarly, the contribution
weight and type of other leaf nodes are updated accordingly.

Next, in order to know the direct and indirect impact of leaf-level problem
hypotheses towards a high-level problem in the problem hypothesis model, we
first calculate the fitness score of a source problem hypothesis using Formula 4.

score(Ps) =

(#targets∑
t=1

weight(Pt)× weight(Ps, Pt)

)
(4)



We assume that the weight of each problem hypothesis is 0.2 and adopting a
weight-based quantitative selection pattern [21]. For example, the fitness score of
Minimum balance of an AccountSourcePH is calculated as (0.2 * 15.32 =) 3.064.

3.4 Step 4: Validate Problem Hypotheses

This step selects the most critical problem hypothesis as a validated problem
hypothesis among many alternative hypotheses and evaluates the impact of the
validated problem on other high-level problems in a problem hypothesis model,
as shown in Fig. 8.

Fig. 8. Step 4: Validating a Problem Hypothesis

Step 4.1: Select the most influential source problem hypothesis Among
the alternative problem hypotheses contributing to the target problem in the
problem hypothesis model, we select a problem hypothesis having the highest
fitness score in the leaf nodes. Banking staff may give a qualitative priority for
some problem hypotheses, depending on some schemes, such as ’normal’, ’criti-
cal’, or ’very critical’. Here, we assume a ’normal’ priority of problem hypothesis.

For example, the Minimum balance of an AccountSourcePH in the problem
hypothesis model was selected by Formula 5 as it has the highest fitness score
among the leaf problem hypotheses under Loan.



selection(Pt) = max
(
score(Ps)

)#sources

s=1
(5)

The selected problem hypothesis is considered a validated problem hypoth-
esis by Formula 6, as it is most likely to be the cause for the target problem
hypothesis. It means the Minimum balance of an AccountSourcePH is likely to
be the most important cause of Low balance.

validated(selection(Pi))→ validated(Pi) (6)

Step 4.2: Apply qualitative reasoning methods to reason the valida-
tion impact towards a high-level problem Once the most likely problem
hypothesis is validated, as shown by ’check mark’ in Fig. 8, qualitative reason-
ing, e.g., the label propagation procedure [13], is carried out to determine the
validated problem’s impact upward a problem.

In the goal and problem hypothesis model, if the Minimum balance of an
AccountSourcePH and Some positively to contributePHcontribution are satisficed,
then the Balance of an Account is satisficed or check marked. The reason-
ing propagation shows that the Balance of an AccountSourcePH positively con-
tributes to Unpaid Loan, which Breaks the goal, Increase personal loan revenue.

4 Experimental Results

We describe three experiments we performed to see the strength and the weak-
ness of our approach. Experiments 1 and 2 were performed without the Gomphy,
assuming all the features (or attributes) in the Financial database are potential
banking events that could cause an unpaid loan. Experiment 3 was performed
with the Gomphy approach. We validated whether the features as important ML
predicted are reasonable towards the unpaid loan.

4.1 Experiment 1

One way to validate banking events causing unpaid loans is to assume all the
features (or attributes) in the database as potential events and validate the
events using ML.

For this experiment, the ML data set were prepared by selecting all the fea-
tures, except the table identifiers in the Financial database. The prepared ML
data set included 72 features and 449,736 records based on the transaction id.
The big records are due to the Join operation among Account, Transaction, and
Payment Order tables, where Transaction tables contain more than 1 million
records. As some ML algorithms such as Gradient Boosting Tree provide feature
importance, we analyzed whether the provided essential features could be possi-
ble banking events leading to the unpaid loan. Fig. 9.(a) shows some important
features predicted by the XGBoost prediction model.



Fig. 9. Top Important Features in Experiment 1 and 2

One critical issue of this approach is that the ML (e.g., XGBoost) models
showed different prediction results for the same loan instance (e.g., Load ID:
233). The data set was prepared based on the transaction IDs, and some trans-
action IDs have identical Loan IDs. However, ML models showed different loan
prediction results (i.e., paid and unpaid) for some transactions associated with
the same Loan IDs. We noticed that this different prediction could cause some
confusion in identifying a banking event for the unpaid loan.

Another issue is that Experiment 1 showed some unlikely features, such as
no. of entrepreneurs per 1000 inhabitants and no. of committed crimes ’95 as
essential features, which is not highly likely to make sense for factors impacting
the unpaid loan. It was not easy to understand whether the no. of committed
crimes is related to clients’ loan payments.

4.2 Experiment 2

In this experiment 2, we also assumed all the features in the database as potential
events to validate. However, the ML data set was prepared based on the loan
ID, unlike experiment 1, to analyze the important features produced by ML
models. To prepare a loan-based data set, we used SQL group functions, such as
Sum, Min, and Avg, to select records for the one to many relationships between
Account and Transactions. The final data set contained 682 records including
72 features. Four ML models were built to predict the loan instances. Fig. 9.(b)
shows the some important features for the prediction.

A critical issue of this approach is that the prepared data set did not consider
the boundary of the records within the loan duration. For example, when the
loan duration of loan ID 1 is two years from 1993, the data set included records
of 1996 and 1997, which may give incorrect predictions.

Among the given three important features, minimum balance, minimum
transaction amount, and average balance, it was noticeable that ’the minimum
amount of transaction’ could cause the unpaid loan. If a client is not enough
balance in his/her account, the transaction amount could be small, but other
banking events seemed to be needed to get a deep understanding of this mini-
mum amount of transaction.



Fig. 10. Deposit and Withdrawal Classification in Transactions

4.3 Experiment 3

In this experiment 3, we applied the Gomphy approach to validate the banking
behaviors towards the unpaid loan. The banking events were hypothesized as
four groups, including Loan, Account, Transaction, and Client. The hypothesis
is further analyzed into testable problem hypotheses, as shown in Fig. 8.

While analyzing the database, we could understand the balance depends on
the transaction type (deposit or withdrawal), operation (mode of a transaction),
and symbol (characterization of the transaction) features in the Transaction
entity, which showed the deposit and withdrawal transaction, as shown in Fig.
10. So, we hypothesized deposit and withdrawal of transactions leading to the
balance change. In a usual ML approach, these category features would be hot-
encoded, like in experiments 1 and 2.

Fig. 11. Important Features and Contribution Type in Experiment 3



After the data preparation step, ML models were then constructed to predict
the loan. Next, the ML Explainability model was applied to the ML model with
the separately collected unpaid loan data set to understand better the impact
of the features on the unpaid loan. The accuracy of the ML models using the
extracted data is shown in Fig. 12.(a).

Fig. 11, produced by the SHAP model, shows some important features for
the unpaid loan, including minimum balance, minimum transaction amount, re-
mittance withdrawal for household cost, and others. Unlike the features in exper-
iments 1 and 2, the selected features could be the factors leading to the unpaid
loan. –more description?

Fig. 12. Comparison of Experiments

5 Discussion and Related Work

Problem analysis and validation have been studied to understand business events
behind real-world business problems in two major areas, including Requirements
Engineering and Machine Learning. The distinctive of our approach is to use a
concept of a problem hypothesis to explore causes of a problem, identify data
features, construct a data set, refute or confirm the problem hypotheses using a
goal-oriented and ML-based approach.

In Requirements Engineering, a Fishbone diagram has been used for identify-
ing possible causes for a problem or an effect [22]. This technique helps enumerate
potential causes for a problem, usually utilized in a brainstorming session. How-
ever, the lack of a clear relationship between a cause and an effect, e.g., logical
connectives, such as ’AND,’ or ’OR’, makes problem validation difficult. Fault
Tree Analysis (FTA) is a top-down, deductive analysis that visually depicts a
failure path or failure chain [23]. FTA provides Boolean logic operators, which
help create a series of True or False statements. When linked in a chain, these
statements form a logic diagram of failure. However, FTA does not provide re-
lationship direction and degrees, such as positive, negative, full, and partial,
making it challenging to validate business problems using ML. (Soft-)Problem
Inter-dependency Graph (PIG) uses a (Soft−)problem concept to represent a



stakeholder problem against stakeholder goals. In PIG, a problem is refined into
sub-problems and then traced to corresponding solutions [24]. However, PIG
lacks a mechanism to connect the sub-problems to data features in a database.
While the Fishbone diagram, FTA, and PIG provide a sound high-level model,
they need validation mechanisms for eliciting causes behind business problems.

In the area of Machine Learning, some ML algorithms, such as Linear Re-
gression and Decision Trees, provide feature importance value concerning their
predictions. When ML models predict a numerical value in the regression model
or a target label in the classification, relative feature importance scores are cal-
culated for the features in the data set [3]. Explainable or interpretable machine
learning models also provide feature importance [25]. LIME(Local Interpretable
Model-agnostic Explanations) explains individual predictions, but there is some
instability of the explanations, which may hurt validating business problems
[26]. SHAP (SHapley Additive exPlanations) outputs intuitive feature value that
helps to understand and validate business problems. However, SHAP may take
a long computational time [20]. Although feature importance in ML algorithms
could be utilized to get insights about business problems, there are some is-
sues identifying business problems and preparing the data set, such as mapping
business events to data features. The data features are often selected on infor-
mal identification of a low-level problem, which makes it difficult to understand
transparent relationships between the low-level problem and high-level business
problems [27].

Modeling a problem hypothesis as an entity consisting of attributes, con-
straints, and relationships helps identify relevant domain attributes in the do-
main entity. As a problem hypothesis is usually constructed in a class level
capturing a business phenomenon, not an instance level, a problem hypothesis
entity helps find data attributes in the database.

The feature importance in ML shows only one level relationship between
data features and a target label, as shown in experiments 1 and 2. However,
there may be more intermediate relationships than one among business events.
Goal and problem analysis helps narrow this gap, with the help of ML

Limitations This paper has some limitations. 1) Correlation among problem
hypotheses and goals could be considered to understand the business phenomena
better, but the correlation analysis was not explored yet. 2) ML prediction as
a solution approach to mitigate or alleviate the validated problems could be
explored, but this work does not deal with that. 3) The Gomphy process is
partially supported with Gomphy Assistant, although the Assistant needs more
work to automate the presented approach.

6 Conclusion and Future Work

This paper has presented the Gomphy approach to validate potential business
problems using goal-orientation and Machine Learning. After identifying likely
problems against goals, Gomphy prepares the data set corresponding to prob-
lem hypotheses and discovers essential features for a target problem using ML,



and evaluates whether those important features make sense to the problem. The
empirical study was performed for the client’s unpaid loan with the Financial
database. Three technical contributions were presented: First, Gomphy domain-
independent ontology; Second, a method of modeling a problem hypothesis as
a problem hypothesis entity; Third, a mapping method identifying relevant fea-
tures in a database using attributes, constraints, and relationships in the prob-
lem hypothesis entity, and finally, an evaluation method validating the problem
hypothesis by selecting the most important features provided by ML.

Future work includes an in-depth study about correlations of features and
applying it to the Gomphy approach, exploring solutions for the validated prob-
lems using ML, and developing a reliable Gomphy assistant tool.
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