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Abstract

The interaction between the solar wind and the terrestrial magnetosphere-ionosphere
system is highly dynamic and non-linear, strongly influencing conditions in near-Earth
space. Understanding the coupling between each component of the system is crucial
to mitigating societal effects, known as space weather. Global magnetohydrodynamic
(MHD) simulations are an invaluable tool in studying this interaction. This thesis entails
the use of the Gorgon MHD code for simulating the Earth’s magnetosphere. An updated
version of the code is presented, including a newly developed ionosphere module which
is tested and benchmarked to validate its proper coupling to the magnetosphere.

The model is applied to study the effect of the geomagnetic dipole tilt angle on mag-
netopause reconnection and ionospheric current systems. The location of the reconnec-
tion line is identified for tilt angles up to 90◦, with reconnection found to be weaker and
more unsteady at large tilt angles. The tilt introduces a North-South asymmetry driving
more FAC in the sunward-facing hemisphere, highlighting the sensitivity to onset time
in the potential impact of a severe space weather event.

An idealised example of such an event is then simulated by impacting the magneto-
sphere with an interplanetary shock. The location and intensity of dayside reconnection
is found to be highly time-dependent following impact, with reconnection enhanced in
the vicinity of the shock. These results suggest that steady models of reconnection may
not be reliable immediately after onset.

Finally, an extended version of the code is implemented to simulate a real geomag-
netic storm. The key response timescales of the magnetosphere-ionosphere system to the
varying solar wind are investigated, and found to be consistent with those of global con-
vection, being sensitive to the particular mode of driving. It is shown that Gorgon is a
capable space weather modelling tool, forming a crucial step towards future operational
forecasting purposes.
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Chapter 1

Introduction

Over the last half a century, our understanding of the near-Earth space environment
has evolved dramatically. Whilst it has been known since the early space age that the
region surrounding the planet is populated with charged particles originating from the
Sun, the means by which these interact with the terrestrial magnetic field, penetrate into
the atmosphere and generate bright auroral displays has only been understood after
decades of space missions and ground-based observations. The solar wind - a supersonic
stream of plasma emanating from the solar atmosphere - bombards the planetary field
which acts as a barrier protecting the Earth’s atmosphere from ionising particles. The
region bounded by this shield is known as the magnetosphere, and is a highly complex,
dynamical physical system host to a broad spectrum of plasma phenomena.

Magnetospheres have been identified through remote observations and in-situ mea-
surements at all the magnetised planets in the solar system (as well as Jupiter’s moon
Ganymede), with that of Earth being the most closely-studied (Vasyliunas, 2009). On
more distant scales, radio observations of magnetospheric features around exoplanets
(Nichols and Milan, 2016) demonstrate the relevance of these structures as fundamental
in the broader astrophysical context. Whilst all the magnetospheres in the solar system
are driven by the solar wind in some way, interior processes (such as planetary rota-
tion) can be extremely important, particularly at the gas giants Jupiter and Saturn which
harbour significant internal plasma sources in the form of their natural satellites.

The terrestrial magnetosphere is, conversely, largely controlled by its interaction with
the solar wind, resulting in a system strongly sensitive to changing conditions in the in-
terplanetary medium and thus solar activity. The magnetosphere is further connected to
the ionosphere through large-scale current systems, forming a coupled dynamical sys-
tem from the solar wind down to the Earth’s surface (Ganushkina et al., 2018). Studying
the mechanisms responsible for this coupling is therefore not only relevant to planetary
science in general, but is of central importance in understanding what controls the near-
Earth space environment, on which modern society is increasingly dependent.

The processes by which geospace phenomena can impact society are described under
the blanket term ‘space weather’, and manifest not only out in space but also on the
ground (Eastwood et al., 2017). For instance, satellites can be damaged via irradiation
by high-energy particles, and those in a low-Earth orbit are vulnerable to atmospheric
drag resulting from heating of the thermosphere by ionospheric currents. These same
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current systems are responsible for geomagnetic perturbations, which drive geoelectric
fields and geomagnetically-induced currents (GICs) within the conducting Earth.

Whilst our understanding of these processes is greatly improved through observa-
tions and empirical/physical modelling, the non-linear nature of the magnetosphere
makes accurate predictions significantly challenging. Furthermore, its enormous spa-
tial size is such that in-situ measurements can provide only a limited perspective of the
global dynamics. Over the last few decades, advancements in computational capabilities
and plasma simulations have allowed for the rapid development of global simulations of
the coupled solar wind-magnetosphere-ionosphere system (Raeder, 2003). These models
are capable of increasingly complex studies which have shed much light on the funda-
mental physics at play, and have begun to provide operational-scale forecasts of space
weather at Earth. This thesis entails the use of one such model - the Gorgon MHD code
- to study the key drivers of magnetospheric dynamics, and the timescales over which
these evolve and generate signatures in the Earth’s ionosphere.

1.1 Space Plasmas

Plasma, the fourth state of matter, is composed of electrically-charged electrons and ions
which freely flow in equal quantity, and is produced when a neutral gas is sufficiently
ionised. Due to the equal population of positive and negative charges, plasmas are quasi-
neutral and hence obey the laws of thermodynamics like any neutral gas. However, the
motion of individual charged particles generates electromagnetic fields throughout the
plasma. The particles are then influenced by these fields, which act over long ranges
and cause the plasma to exhibit ‘collective behaviour’, a key trait which distinguishes
plasmas from a neutral gas.

A number of well-defined criteria exist based on these properties which determine
whether a collection of such particles exists within the parameter regime of a plasma.
The first relates to the quasi-neutrality condition, which initially requires equal ion and
electron number densities: ni and ne, respectively. This can be disturbed by thermody-
namic motions of individual particles creating a local charge imbalance which must be
restored. Quasi-neutrality is then only achieved above a characteristic spatial scale given
by the Debye length (Kivelson and Russell, 1995),

λD =

√
ε0kBTe

nee2 . (1.1)

Here ε0 is the permittivity of free space, kB is the Boltzmann constant, Te is the elec-
tron temperature, ne is the electron number density and e is the electron charge. Over
a scale L � λD, the electrostatic potential arising from the charge imbalance is effec-
tively shielded by the neighbouring particles. For this shielding to be possible within
the plasma there must thus be a sufficient number of particles within a sphere of radius
a Debye length, i.e. a Debye sphere. This is measured by the plasma parameter Λ, which
is defined as
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Λ = neλ
3
D, (1.2)

and so we require that Λ � 1. Quasi-neutrality can also be disturbed if the plasma
is displaced by some external force. Since electrons have a much smaller mass than
ions, they are more mobile and hence are displaced further than the ions; an electric
field is thus set up due to charge separation, providing a restoring force that results in
simple harmonic motion. These plasma oscillations, known as Langmuir waves, have a
characteristic plasma frequency which for a plasma of protons and electrons is

ωpe =

√
nee2

meε0
. (1.3)

Since a gas does not have to be fully ionised to transition into a plasma, there may be
some effect on the plasma dynamics due to collisions between neutrals and charged par-
ticles. If the timescale τn for electron-neutral collisions to occur is sufficiently short, then
they can dominate over the plasma oscillations and force the plasma to behave more like
a gas where the electrons and neutrals are in equilibrium. The plasma frequency must
thus be much greater than the electron-neutral collision frequency within the parameter
regime of a plasma, i.e. ωpeτn � 1. This condition, in combination with those described
above, must be met for the plasma approximation to be valid.

Any ensemble of particles which meet these criteria can be treated as a plasma, which
can occur over an extremely broad parameter space. Astrophysical plasmas are found
throughout the universe, ranging from extremely dense and energetic plasma environ-
ments like the interiors of stars (Tayler and Morgan, 1981) and black hole accretion discs
(Abramowicz and Fragile, 2013), to the most tenuous plasmas propagating through in-
terplanetary and interstellar space (Richardson et al., 2019). Man-made laboratory plas-
mas provide a stark contrast to these, where the small spatial scales of interest yield very
different phenomena which are a focus of much research, e.g. using tokamaks to create
viable nuclear fusion reactors (Menard et al., 2016).

Developing a theoretical framework to describe the dynamics of a plasma requires
understanding the full interaction between the particles and the fields. The fields are
defined by the fundamental Maxwell’s equations for electrodynamics, which are as fol-
lows:

∇ · E =
ρc

ε0
, (1.4)

∇× E = −∂B
dt

, (1.5)

∇ · B = 0, (1.6)

∇× B = µ0 J + µ0ε0
∂E
∂t

. (1.7)

Here E and B are the electric and magnetic field, respectively, ρc is the charge density,
J is the electric current density and µ0 is the permeability of free space. Changes in the
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plasma thus result in changes in ρc and J, altering the fields which in turn dictate the
particle motion according to the Lorentz force,

m
dv
dt

= q(E + v× B), (1.8)

for a particle with charge q, mass m and velocity v. Collisions between particles also
provide an exchange of momentum which can be included via an additional term in this
equation. However, since the motion of every individual particle in the system is re-
sponsible for changes in the fields, solving the dynamics of the plasma requires account-
ing for the entire particle population which is neither practical theoretically nor feasible
computationally. Simplifications are thus required to develop a suitable framework for
modelling the plasma.

1.1.1 Single Particle Motion and Collisions

By neglecting the effects of particles on the fields and just considering the motion of
single particles in the presence of the fields, we can gain some basic insight into the
plasma dynamics. A particle which is drifting in the presence of a uniform magnetic field
of strength B and zero electric field will experience a Lorentz force perpendicular to the
magnetic field, resulting in gyratory motion about a given field line with perpendicular
velocity v⊥. The gyroradius rg and gyrofrequency ωg, also known as the Larmor radius
and cyclotron frequency, respectively, are given by:

rg =
mv⊥
qB

, (1.9)

ωg =
qB
m

. (1.10)

It follows that ions gyrate more slowly and over a larger radius than the much less
massive electrons. In the presence of an additional force, e.g. due to a non-zero electric
field or some external influence like gravity, the particles also undergo additional drifts
(such as the ExB-drift), which arise due to changes in the gyroradius/gyrofrequency in
the direction of said force. Similarly, a non-uniform magnetic field results in gradient and
curvature drifts due to varying strength and/or direction of the field along the particle
trajectory.

Since some of these drifts depend on the particle masses and charges, they are species-
dependent and thus result in an electric current due to differential flow of ions and elec-
trons, where the current density is given by

J = en(vi − ve). (1.11)

for plasma density n, assuming the ions and electrons all have charge e and velocity vi

and ve, respectively. Currents are also associated with particle collisions: as mentioned
earlier, equation (1.8) is modified where momentum is exchanged between particles. For
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generic collisions of frequency νc, the resulting force on a particle of mass m travelling
with velocity v is given by−mνc(v− v′), where v′ is the velocity of the collision partners
(Baumjohann and Treumann, 1997).

In a fully ionised plasma these collisions occur only between ions and electrons. Any
collisions will be anisotropic in the presence of a magnetic field, since the direction of the
Lorentz force depends on the field orientation. Provided however that the rate of colli-
sions is very small, this anisotropy can be neglected, and by solving by solving equation
(1.8) for a steady-state plasma (dv/dt = 0) in the rest frame of the collision partners we
obtain the generalised Ohm’s law,

J = σ0(E + v× B), (1.12)

where the conductivity σ0 is a scalar and is given by

σ0 =
nee2

meνc
. (1.13)

This approximation is valid for most space plasmas, which are fully ionised and
highly rarefied such that νc is negligibly small and hence σ0 is extremely large. In a
fully collisionless scenario where σ0 → ∞, it follows that E = −v × B. In a partially
ionised plasma, however, these collisions also occur between charged particles and neu-
trals, and may occur much more frequently if there is sufficient particle density. The field
orientation must then be accounted for, and the conductivity can no longer be treated as
scalar. A more general solution is thus obtained whereby

J = σ · E, (1.14)

where the conductivity tensor σ contains different components of the conductivity rela-
tive to the magnetic field orientation, as follows:

σ =

 σP σH 0
−σH σP 0

0 0 σ||

 . (1.15)

Here σP is the Pedersen conductivity, σH is the Hall conductivity, and σ|| is the par-
allel conductivity. The Pedersen conductivity determines the ‘Pedersen current’ in the
E⊥ direction, i.e. the electric field perpendicular to the magnetic field; the Hall con-
ductivity acts in the direction of E × B to produce the ‘Hall current’; and the parallel
conductivity governs the current in the direction of B, termed the ‘field-aligned current’.
Expressions for these depend on the relative contribution of collisions between different
particle species; for example, we may need to account separately for electron and ion
collisions with neutrals, such as for the plasma in the Earth’s ionosphere (Cowley, 2000).
This is discussed in more detail in section 1.3.3.
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We have seen that the motion of individual particles results in the flow of current
and the redistribution of charge throughout a plasma. Whilst the resulting effect on the
total electric and magnetic fields is small for individual particles, this becomes impor-
tant across the entire particle population and is only negligible in the presence of strong
background fields. Hence, whilst single particle motion helps to reveal these important
effects, a fully self-consistent treatment is required to accurately capture any influence
on the overall plasma dynamics.

1.1.2 Kinetic Theory

The most general approach to modelling a plasma is to apply kinetic theory, which de-
scribes the motion of mutually-interacting particles in a six-dimensional velocity phase
space. Rather than treating particle motion on an individual basis, ensemble averages are
taken to obtain particle distribution functions of the form f (x, ν, t), for a given position x
and velocity ν in phase space at a given time t. The evolution of the distribution function
in the presence of averaged electromagnetic fields E and B is given in the collisionless
case by the Vlasov equation (Gurnett and Bhattacharjee, 2005):

∂ f
∂t

+ ν · ∇x f +
q
m

(E + ν× B) · ∇ν f = 0. (1.16)

The addition of a collisional term yields the more general Boltzmann equation, though
the Vlasov equation is typically applicable to space plasmas where collective forces dom-
inate over collisional forces. These are both highly non-linear, and hence finding a solu-
tion can be extremely challenging, though this can be simplified by making certain ap-
proximations. Even then, solving such an equation computationally is highly intensive,
precluding its use for simulating the global magnetosphere with present capabilities, and
limiting kinetic models to only smaller-scale plasma simulations (Markidis et al., 2020).

One alternative approach is to solve the Vlasov/Boltzmann equation for one particle
species, e.g. ions, treating the electrons as a fluid since kinetic electron effects correspond
to smaller scales than with ions. These ‘hybrid’ models reduce the computational cost
sufficiently to allow 2-D global simulations of the magnetosphere (von Alfthan et al.,
2014), with 3-D global simulations recently becoming a possibility (Pfau-Kempf et al.,
2020). However, this is still a computationally expensive approach and so is not yet
appropriate for the purposes of studying space weather. A simplified treatment of the
plasma is thus needed, in which we neglect kinetic scale phenomena entirely.

1.2 Magnetohydrodynamics

Magnetohydrodynamics (MHD), in its most basic form, treats the plasma as a single
conducting fluid with behaviour governed by both fluid dynamics and electrodynamics.
This involves the combination of the Navier-Stokes equations for fluids with Maxwell’s
equations (1.4-1.7), requiring various assumptions that are generally only applicable on
large spatial and temporal scales. However, the benefit of MHD is in its ability to capture
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plasma dynamics on such scales without the need for complex mathematical treatment,
making it highly efficient when applied computationally, for example in simulating the
magnetosphere.

1.2.1 The MHD Equations

Taking a fluid approach to modelling plasma requires a loss of generality versus the use
of the distribution functions f (x, ν, t). However, in cases where we are only interested
in macroscopic quantities it is sufficient to eliminate the velocity dependence in the dis-
tribution function, achieved by multiplying it by the velocity raised to some power and
then integrating over the velocity space. These are known as the moments of the dis-
tribution function, the zeroth-order and first-order of which yield the number density n
and bulk velocity v for a given species, respectively:

n =
∫

f (ν)d3ν, (1.17)

v =
1
n

∫
ν f (ν)d3ν. (1.18)

Going to second-order provides the pressure tensor P, and third-order the heat flux
q, but moments beyond this lose clear physical meaning. From these definitions and
by integrating the Vlasov equation (1.16) (multiplied by powers of velocity), we can thus
obtain fluid equations for each particle species which depend only on macroscopic quan-
tities. However, even when combined with Maxwell’s equations the closure of these
fluid equations is not possible without making key assumptions about the plasma.

The MHD equations are a result of these assumptions, obtained by summing the fluid
equations across each species to obtain a model for a single conducting fluid with mass
density ρ and temperature T. Namely, these assumptions include that the timescales
of variation of the plasma are slow (thus neglecting displacement currents), that the
plasma is quasi-neutral, that the velocities of interest are non-relativistic and that the
electron mass is negligible compared to the ion mass. Provided also that the particles are
in thermal equilibrium, their velocity distribution will be Maxwellian and the pressure
tensor becomes a scalar pressure P, which is isotropic and allows for a well-defined
equation of state via the ideal gas law (P = nkBT). This finally closes the set of resistive
MHD equations, which are as follows (Gurnett and Bhattacharjee, 2005):

∂ρ

∂t
+∇ · (ρv) = 0, (1.19)

∂

∂t
(ρv) + (v · ∇)ρv = −∇P + J× B, (1.20)

d
dt

(
P
ργ

)
= 0, (1.21)

ηJ = E + v× B. (1.22)



Chapter 1. Introduction 20

In full, the equations are: the continuity equation (1.19), the momentum equation
(1.20), the equation of state (1.21) and the resistive Ohm’s law (1.22). The choice of γ

allows for various scenarios, e.g. γ = 5/3 in the adiabatic case (treating the plasma as a
monatomic gas), or γ = 1 if the plasma is isothermal. These equations are applicable on
length scales much larger than the Debye length and the ion/electron gyroradius, and
time scales much longer than ion/electron gyroperiod.

The role of collisions here is essentially in determining the value of the electrical
resistivity η = 1/σ in the resistive Ohm’s law, which is equivalent to the form in equa-
tion (1.12) for a more general conductance σ. In the collisionless case, referred to as ‘ideal
MHD’, η → 0 and we have E = −v×B. This scenario is generally applicable in the mag-
netosphere; however, the use of a scalar pressure requires sufficient collisions to maintain
a thermal equilibrium, and hence neglecting these entirely would imply the equation of
state above is invalid. Instead, the isotropic pressure is maintained via wave-particle
interactions, which act akin to collisions in establishing a Maxwellian distribution.

Inspecting the J × B force in equation (1.20) in more detail reveals some valuable
insight into the magnetic forces exerted on the plasma. Substituting for J via Ampère’s
law (1.7) to express this just in terms of the magnetic field, we can write:

J× B =
1
µ0
∇ · (BB)−∇

(
B2

2µ0

)
. (1.23)

The first term on the right-hand side represents the magnetic tension, given by the
divergence of the magnetic stress tensor. Analogous to mechanical tension in a string,
it describes the tendency of the field to restore itself under stress and exert tension and
torsion in the plasma. The second term represents the effect of magnetic pressure; like
thermal pressure in a fluid, magnetic fields produce an opposing force when they are
compressed. One could thus rewrite the right-hand side of equation (1.20) and group
the pressure terms as ∇(P− B2

2µ0
). This idea of total pressure gives rise to an important

parameter in MHD, the ‘plasma beta’, given by:

β =
P
PB

=
nkBT

B2/2µ0
. (1.24)

As the ratio between the thermal pressure and magnetic pressure PB, the value of β

can be used to determine which of these most influence the dynamics of a given plasma.
Within the magnetosphere β is typically less than 1, decreasing closer to the Earth as
the magnetic field strength increases, implying that the field generally dominates the
plasma. Conversely, within the solar wind and especially in the magnetosheath where
the plasma is decelerated and heated, β is often greater than 1 and the thermal pressure
dominates (Baumjohann and Treumann, 1997).

1.2.2 The Frozen-in Flux Theorem

The evolution of the magnetic field in a plasma is determined by two key processes: the
advection of the field due to the flow of the plasma, and the diffusion of the field through
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the plasma itself. The competing effect of each of these is described by the magnetic
induction equation, obtained by combining Ampère’s law (1.7) and Faraday’s law (1.5)
with the resistive Ohm’s law (1.22):

∂B
∂t

= ∇× (v× B) + η∇2B. (1.25)

Taking the ratio between the two terms on the right-hand yields another useful pa-
rameter: the magnetic Reynolds’ number, Rm. If we apply dimensional analysis over
a length scale L and a velocity scale U, then we can approximate Rm ∼ UL

η . In the
ideal (collisionless) MHD case R → ∞, whereas in the diffusive limit Rm → 0. Since
space plasmas are generally collisionless, the magnetic Reynolds number tends to be ex-
tremely large and the evolution of the field can be described solely by the convection of
the plasma.

This is the basis for an important concept in ideal MHD: the frozen-in condition, or
Alfvén’s theorem. In the frame co-moving with the plasma the electric field disappears
entirely, and hence the magnetic flux threading an open surface fixed in this frame must
be constant over time. This can be understood by considering a closed loop (a 2-D cut of
the open surface) which is translated and distorted by the flow of the plasma; regardless
of how it evolves over time, this loop must always enclose the same amount of flux. It
follows that entire cylindrical volume elements of plasma (or ‘flux tubes’) centred around
a given field line always remain associated with the same field line, so that the field and
plasma evolve together. Elements of plasma situated far apart but attached to the same
field line are therefore topologically connected until the frozen-in condition eventually
breaks down.

1.2.3 Magnetic Reconnection

The approximations of ideal MHD (and thus Alfven’s theorem) become invalid where
diffusion of the field occurs. This must be mediated by non-ideal electric fields appear-
ing in Ohm’s law (1.26), which if arising from collisions results in a resistive electric field.
However, extensions to the MHD equations as listed earlier are possible, and reveal fur-
ther contributions to the total electric field that are neglected through other approxima-
tions, such as the time and length scales of interest. For example, the generalised Ohm’s
law can take the form:

E + v× B = ηJ +
1
ne

J× B− 1
ne
∇ · Pe +

me

ne2
∂J
∂t

. (1.26)

The new terms on the right-hand side after the resistive term ηJ are, in order: the Hall
term, the anisotropic electron pressure term, and the electron inertia term. These can be
important on length scales close to the ion gyroradius, and the latter two terms are only
negligible in the presence of weak electron pressure gradients and slowly-varying cur-
rents. However, the Hall term remains relevant in such a case, and away from the centre
of strong current layers (where η is maximal) it can even dominate over the resistive
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term (Treumann and Baumjohann, 1997). Where this is true the electrons and ions de-
couple and behave as separate fluids, and the ideal MHD case is only recovered where
the current is predominantly parallel to the magnetic field. Extensions to MHD thus
require further complications to achieve closure, e.g. separate ion and electron energy
equations. However, these effects can generally be neglected within the Earth’s magne-
tosphere, provided one is sufficiently far from any strong currents such as those at the
subsolar magnetopause.

Nonetheless, where the electric field becomes non-ideal the condition that the field
is rigidly tied-in to the plasma relaxes. At current sheets dividing regions of oppositely-
directed field, diffusion then allows for reconfiguration of the magnetic field topology
as shown in Figure 1.1. This process is called magnetic reconnection, and is ubiquitous
throughout astrophysical and laboratory plasmas. Reconnection also results in heating
and acceleration of the plasma, providing a source of energy conversion from stored
magnetic energy into kinetic and thermal energy. The classical view of reconnection is
as a 2-dimensional picture, whereby two regions of inflowing plasma meet at a current
sheet. These fields mix within a central diffusion region, generating reconnection out-
flows perpendicular to the inflows thus forming an X-type geometry.

Figure 1.1 – A cartoon showing (a) an unperturbed current sheet dividing regions of
oppositely directed field, which is then (b) broken down by the inflowing plasma within
a diffusion region, leading to reordering of the field topology and reconnection jets (from

Eastwood, 2008).

Here the newly-reconnected field lines experience a strong tension due to the bend in
the field topology, exerting a J× B force on the local plasma. Microscopically, the recon-
nection process is determined by non-linear interactions between the particles and fields,
which can occur even in a collisionless regime. In MHD, the (collisional) resistivity must
provide a proxy for these, which may not seem applicable for a rarefied space plasma.
However, these non-linear interactions can result in anomalous collisions within the dif-
fusion region, providing a source for a non-zero resistivity (Treumann and Baumjohann,
1997). MHD can therefore still be used to describe reconnection at the magnetopause
provided we are not interested in the small scale mechanisms at play, e.g. the exact
contributions to the electric field local to the X-line.

The 2-D description of reconnection is in fact only a local perspective; extending
into 3-D, reconnection occurs over a finite extent along an ‘X-line’. Topologically, the
superposition of two equal and anti-parallel fields results in magnetic null points where
B is identically zero (Parnell et al., 1996). These are associated with field lines which
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enter or exit the null point in a divergence-free manner to divide different magnetic
domains, forming 2-D ‘separatrix’ surfaces. Where multiple nulls exist and the resulting
separatrices are transverse to one-another, their intersection forms a null-null line called
a ‘separator’, as shown in Figure 1.2.

Figure 1.2 – Schematic showing the formation of a magnetic separator by the intersection
of two separatrices ΣA and ΣB (‘fan’ surfaces bounded by ‘spines’) associated with null
points A and B. The local field direction in a plane normal to the separator is indicated

(from Longcope, 2005).

Hence 3-dimensionally the separator represents a topological merging line along
which reconnection can occur in the presence of non-ideal electric fields. In the local
2-D picture, the rate of reconnection is given by the electric field perpendicular to the
plane of reconnection; in 3-D this becomes the electric field parallel to the separator. This
provides a means to quantify the rate at which the plasma is topologically reconfigured
on large scales - for which MHD is applicable - and this 3-D reconnection description is
studied widely in astrophysical plasmas such as the solar corona (e.g. Hesse et al., 2005).

1.2.4 Waves, Shocks and Discontinuities

Waves are a prime example of collective behaviour in a plasma, and act as a fundamental
mechanism in the propagation of information through the system. As in a neutral gas,
these can be propagated due to changes in pressure like sound waves; however, the exis-
tence of a magnetic field, and hence the J×B force, creates an additional and anisotropic
propagation mechanism. In MHD, this results in two separate types of waves. These
can be obtained by linearising the MHD equations in the presence of perturbations to
the plasma quantities, and are therefore general over any spatial or temporal scale for
which MHD is valid.

The most simple of these is the Alfvén wave, which propagates in the direction of
the magnetic field. Analogous to a wave on a taut string, it occurs in response to a
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local perturbation perpendicular to the field; the tension force opposes any curvature,
exerting a force on the plasma, which due to its inertia results in oscillatory motion about
equilibrium. The Alfvén wave propagates with phase velocity vA, known as the Alfvén
speed, given by

vA =
B
√

µ0ρ
. (1.27)

This has a form similar to the hydrodynamic sound speed cs = γP/ρ, with the mag-
netic pressure replacing the role of the thermal pressure. The result is that the Alfvén
wave propagates information most rapidly in regions of rarefied, highly magnetised
plasma. It has the simple dispersion relation

ωA = ±vAk|| (1.28)

for frequency ωA and wavevector k = (k‖, k⊥), such that the Alfvén wave is non-
dispersive and its energy flows along the unperturbed field direction. However, more
generally MHD waves can propagate in any direction (i.e. also perpendicular to the
magnetic field), and are affected by gradients in the thermal pressure. The result is the
magnetosonic wave, with the following more complex dispersion relation:

ω2
ms =

k2

2

c2
ms ±

(
(v2

A − c2
s ) + 4v2

Ac2
s

k2
⊥

k2

) 1
2
 . (1.29)

The two solutions to this relation yield a pair of separate, dispersive wave modes:
the slow and fast magnetosonic modes. The terms in the square brackets correspond
to the phase velocity of each wave mode, clearly dependent on the angle between the
wave vector and the magnetic field, i.e. θk = sin−1(k⊥/k). The result is that the fast
mode propagates most quickly in the direction perpendicular to the field, i.e. where
k = k⊥ and θk = 90◦, for which it has phase velocity equal to the magnetosonic speed

cms =
√

c2
s + v2

A. In this case the slow mode has zero phase velocity and hence cannot
propagate; since the Alfvén wave only propagates parallel to the field, the fast mode
is the sole perpendicular MHD wave mode. If the wave vector is instead parallel to
the field (θk = 0◦) then the phase velocity of each mode depends on which of cs and vA

is largest; as per the nomenclature, the fast mode takes the fastest of these and the slow
mode the slowest. Hence whilst magnetosonic waves propagate in all directions - like an
ordinary sound wave - the anisotropy due to the magnetic field significantly complicates
how information is transmitted throughout the plasma.

This complication further applies to the regime where the plasma flow exceeds the lo-
cal magnetosonic speed, i.e. the plasma becomes supersonic with a magnetosonic mach
number Mms = v/cms > 1. Similar to the hydrodynamic case, this results in the forma-
tion of a shock, where plasma properties sharply transition upstream and downstream;
as with the magnetosonic wave modes, there exist both fast and slow shocks. In the
region local to a shock, complex dissipation mechanisms cause the plasma to be heated
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irreversibly and decelerated to subsonic speeds. Within MHD these mechanisms are not
captured since they occur only on small scales. However, on larger scales away from the
immediate shock vicinity the problem can be reduced to a series of conservation laws. In
MHD these are given by the Rankine-Hugoniot jump conditions, describing the change
between upstream and downstream parameters. These treat the shock as planar, within
its own rest frame, and are defined in terms of components tangential and normal to the
plane of the shock denoted by subscript t and n, respectively. The full set of conditions is
as follows, where square brackets represent taking the difference between upstream and
downstream parameters (Burgess and Scholer, 2015):

[ρvn] = 0, (1.30)

[Bn] = 0, (1.31)[
ρv2

n + p2 +
B2

t
2µ0

]
= 0, (1.32)[

ρvnvt −
BtBn

µ0

]
= 0, (1.33)[(

γ

γ− 1
p
ρ
+

v2

2

)
ρvn +

vnB2
t

µ0
− BnBt · vt

mu0

]
= 0, (1.34)

[(v× B)t] = 0. (1.35)

In turn, these equations correspond to the conservation of: (1.30) momentum, (1.31)
divergence of B, (1.32) total pressure, (1.33) total shear, (1.34) total energy, and (1.35)
electric field (where we assume ideal MHD). It is clear upon inspecting these equations
that they are highly non-linear, with a strong distinction between magnetic field com-
ponents normal and tangential to the plane of the shock, again due to the anisotropy in
the Lorentz force. This gives rise to two unique classes of shock where the conserved
properties vary significantly: parallel (B = Bn) and perpendicular (B = Bt) shocks. In
these cases the Rankine-Hugoniot conditions simplify from those above and it becomes
more trivial to solve for the upstream and downstream parameters. In the parallel case
the field is continuous through the shock and plays no role in decelerating or heating the
plasma; in the perpendicular case both the density and the magnitude of the field are
increased, with the heating and acceleration of the plasma dependent on the change in
magnetic energy.

In general however, the field can take any orientation with respect to the shock nor-
mal, and in reality shocks will usually be found under the category of ‘oblique’ shocks.
In this case the Rankine-Hugoniot conditions are more difficult to solve and a wide va-
riety of transitions are possible. One condition which remains is that the tangential field
Bt must be parallel on either side of the shock front despite any change in Bt, known
as the coplanarity theorem. Since Bn must remain constant either side, this allows for
rotations of the magnetic field through the shock. Fast shocks correspond to an increase
in the magnetic pressure PB through the shock, and thus a rotation of the field towards
the shock front; slow shocks are conversely a rotation in the direction away from the
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shock and thus a decrease in PB, whilst the thermal pressure P increases in both cases
(see Figure 1.3).

Figure 1.3 – A schematic showing the change in MHD parameters (upstream minus
downstream) for both fast and slow mode shocks. The rotation of magnetic field through
the shock plane is shown by the blue lines, and the shock normal n̂ is shown by the red

arrow.

Such sharp transitions in the field are not unique to shocks, however. In fact, shocks
are simply a class of MHD discontinuities unique to a supersonic medium, whereby
there is always a non-zero momentum normal to the plane of the discontinuity. In a
subsonic regime there are a variety of discontinuities that exist as a result of naturally-
forming fluid boundaries, dividing two distinct regions of plasma. In the case of zero
flow normal to the boundary, we have ‘contact‘ (Bn 6= 0) and ‘tangential’ (Bn = 0) dis-
continuities. If vn 6= 0 then instead we have a ‘rotational’ discontinuity (which also
requires Bn 6= 0), distinguished from a shock by involving no change in the plasma
density. Shocks and discontinuities are ubiquitous throughout the heliosphere, and are
of crucial importance in understanding the interaction between the solar wind and the
magnetosphere, as we will discuss later.

1.3 The Solar Wind-Magnetosphere-Ionosphere System

The outermost layer of the solar atmosphere is a freely-expanding, fully ionised mag-
netised plasma which flows out into interplanetary space, known as the solar wind.
When it reaches the magnetised planets, the planetary field forms an obstacle to the so-
lar wind creating a cavity called a magnetosphere. Within this region the planetary field
dominates over the interplanetary magnetic field (IMF) carried by the solar wind, and
the plasma dynamics within this region are strongly dependent on the dynamics of the
planetary system itself.

Whilst each of the magnetospheres of the solar system has been explored in-situ
(by instrumentation on-board spacecraft) and remotely (by space or ground-based pho-
ton detection at variety of wavelengths), the magnetosphere of Earth is the most well-
understood of these systems. Numerous spacecraft missions over the last several decades
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have investigated near-Earth space in increasingly great detail, utilising the unique pa-
rameter space to study fundamental plasma physics. Combined with ground and re-
mote observations which have revealed the interconnectedness of the magnetosphere
and ionosphere, our knowledge of geospace has improved rapidly. However, the mech-
anisms by which each component of the coupled solar wind-magnetosphere-ionosphere
system influences global dynamics are not yet fully understood. The wider relevance to
society due to space weather impacts make this an increasingly important field of study.

1.3.1 The Solar Wind

The solar wind is generated in the outer layers of the Sun’s atmosphere, in the hot, ten-
uous solar corona which extends out to several solar radii. The corona is distinguished
by its dramatic temperature gradient, where the plasma can exceed ∼ 106K but corre-
sponds to a low-β environment due to the intense magnetic field connecting it to the
photosphere. The coronal heating mechanisms responsible for this high temperature are
still a topic of much debate, but may be explained by phenomena like wave heating or
nano-flare reconnection events between coronal flux tubes (Hansteen, 2009). The result-
ing gradient in thermal pressure drives a rapid expansion of the outer atmosphere, cre-
ating an outflowing stream of highly ionised plasma, mostly hot electrons and protons
(H+).

This ‘solar wind’ was hypothesised well before it was fully understood theoretically,
e.g. due to observations of the Carrington event in 1859 (Green and Boardsen, 2006), and
the idea that it is composed of positively and negatively charged particles was proposed
after auroral observations by Birkeland (1908). This could not be explained, however,
until the discovery of the corona and the theoretical work of Parker (1958). By describing
a steady-state outflow using a one-dimensional, spherically-symmetrical hydrodynamic
model, a number of solutions for a possible solar wind were found; the solution that
later matched observations by Mariner II (Neugebauer and Snyder, 1962) was that of a
supersonic outflow, which reaches a constant velocity at ∼ 10 solar radii. In reality the
solar wind is magnetised, and effects due to e.g. pressure anisotropies and the presence
of heavy ions mean that Parker’s model is only an approximation to the true solar wind
profile - though still a reasonably accurate one.

The solar wind plasma is highly conducting, and hence is frozen-in with the magnetic
field embedded into the coronal plasma. As the plasma is accelerated radially outward
the dynamic pressure begins to dominate over the magnetic pressure and the solar wind
drags this magnetic field with it. Further out in the solar wind the rotation of the Sun,
into which the field lines remain anchored, results in an Archimedean spiral-formation
in the IMF, called the Parker spiral (see Figure 1.4). As the field propagates into inter-
planetary space it forms the interplanetary magnetic field (IMF), which reaches out to
the edge of the heliosphere where the solar wind reaches dynamic pressure balance with
the interstellar wind (Richardson et al., 2019).

However in reality the solar wind outflow is much more complex, and depending
on the phase of the 11-year solar cycle the solar wind and IMF can show very different
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Figure 1.4 – Cartoon showing the evolution of the solar magnetic field radially from
the sun, with the changing form of the IMF and solar wind flow labelled at different
distances in heliospheric coordinates. The IMF forms the Parker spiral out in the helio-
sphere, with the heliospheric current sheet (HCS) dividing regions of field with opposite
radial components coloured in red and blue. The location of the Earth corresponds to

the black dashed circle at 1AU (from Owens and Forsyth, 2013).

behaviour due to the non-uniform nature of the corona. At solar minimum the coronal
field is quasi-dipolar with open field lines (coronal holes) typically at high latitudes, and
closed field lines (coronal loops) near the magnetic equator which extend out to form the
streamer belt (Gosling, 2010). At coronal holes, the plasma is free to flow outward and
is associated with faster, less dense solar wind; where the coronal pressure is sufficient
to open-up closed arcades of plasma within coronal loops, a slower, denser solar wind is
able to stream away. This separation of ‘slow’ and ‘fast’ solar wind regions is less clear
at solar maximum, where the heliomagnetic field becomes highly inclined to the solar
rotation axis and increasingly less dipolar, such that slow wind is able to stream at higher
latitudes (Owens and Forsyth, 2013).

Even at solar minimum there remains a non-zero dipole tilt. The opposing polarity
of slow solar wind near the magnetic equator results in the formation of the heliospheric
current sheet, where the IMF switches sign in the radial direction either side. Due to the
tilt, however, the location of this current sheet changes in the ecliptic plane, rippling into
a ‘Ballerina skirt’ formation (see Figure 1.5) such that an observer fixed in the ecliptic
plane experiences changes in the IMF polarity over the (synodic) solar rotation period
(Alfvén, 1977). At the Earth at 1 AU there is therefore significant variability in the solar
wind and IMF over time. For example, the inclination of the Earth’s orbit results in a
semi-annual variability in the average IMF direction, which is believed to affect the effi-
ciency of coupling to the magnetosphere and the resulting geomagnetic activity (Russell
and McPherron, 1973).
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Figure 1.5 – Results from an MHD simulation showing the shape of the heliospheric cur-
rent sheet (HCS) during solar minimum conditions. The warping of the surface results
in multiple crossings by the Earth (which lies along the black line at 1 AU) through the

HCS during a single solar rotation (from Owens and Forsyth, 2013).

Such time-variation becomes much more extreme at solar maximum, deviating greatly
from the simple Parker model described above. The solar wind is host to various types
of transient events which result in shocks and discontinuities as described in section
1.2.4. The most extreme of these are coronal mass ejections (CMEs), eruptions of highly
magnetised coronal plasma which propagate through interplanetary space. The mecha-
nisms by which these are formed are still a topic of great uncertainty, but they have been
observed to occur most frequently at solar maximum (∼ 5/day) compared to solar min-
imum (∼ 1/day), occurring over a broader range of latitudes at maximum and mostly
near the equator at minimum (Webb and Howard, 2012). Those observed in-situ, known
as interplanetary coronal mass ejections (ICMEs), can have speeds well in excess of the
ambient solar wind, and hence are associated with strong shocks at their leading edge.

Magnetic clouds are a subset of ICMEs containing twisted flux rope structures, which
can carry large out-of-ecliptic magnetic fields (e.g. Owens, 2016). These can cover an
enormous spatial range, and have been observed to have a longitudinal width up to 60◦

(e.g. Bothmer and Schwenn, 1997, Good and Forsyth, 2016), though this depends on
the distinction between the extent of the associated shock and the flux rope embedded
within its leading edge. Furthermore, in-situ multi-spacecraft measurements show that
properties within these structures vary not only in radial distance as they propagate, but
also in longitude (e.g. Winslow et al., 2016, Davies et al., 2020). Shocks in the solar wind
are similarly found at corotating interaction regions (CIR), dividing regions of fast and
slow solar wind which cannot mix as they are frozen-in to the IMF and thus form shocks
at their interface. The sudden enhancement of dynamic pressure associated with inter-
planetary shocks can have significant societal impacts if they interact with the Earth’s
magnetosphere.

Understanding how such transients evolve is therefore crucial in predicting condi-
tions at 1 AU. Upstream monitors such as the ACE and Wind spacecraft, positioned at
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Figure 1.6 – Cartoon showing two types of transient events in the solar wind: an in-
terplanetary coronal mass ejection (ICME) and a corotating interaction region (CIR). A
shock forms at the leading edge of the ICME, which is host to turbulence and particle
acceleration in the sheath and an embedded flux rope connected to the solar surface. For
a CIR, a forward (DFS) and reverse (DRS) shock form at the interface between fast and

slow solar wind streams (from Kilpua et al., 2017).

the L1 Lagrange point, provide real-time measurements of the solar wind which are in-
valuable in forecasting space weather. The properties of the ambient solar wind at 1 AU
are therefore well known, with average measured values of v ≈ 450 kms−1, n ≈ 8 cm−3,
B ≈ 7 nT, and Tp,e ≈ 12 eV (Hundhausen, 2019, Wilson Iii et al., 2018). However, fur-
ther knowledge of extreme events at Earth is required to fully predict their frequency
and potential impact, particularly the largest group of ICMEs known as Carrington-like
events, which currently have an estimated probability of∼1% of occurring over the next
decade (Moriña et al., 2019). The recently-launched Parker Solar Probe and Solar Orbiter
spacecraft will further improve our knowledge of the origin and evolution of the solar
wind, and have already provided in-situ measurements of ICMEs (Davies et al., 2021).

The resulting geomagnetic disturbances are further exacerbated if the enhancement is
followed by a period of strong southward IMF, as can occur within e.g. magnetic clouds,
which results in geomagnetic storms and substorms as will be discussed later. The com-
plex interaction between the solar wind and the magnetosphere thus determines how
changing conditions in interplanetary space affect geospace. Indeed, the solar wind is
not a unique feature of our star - the interaction of stellar winds with magnetised exo-
planets is similarly expected (e.g. Nichols and Milan, 2016), and has profound implica-
tions for potential habitability, making it a topic of growing interest in astrophysics (See
et al., 2014).

1.3.2 The Terrestrial Magnetosphere

The Earth’s magnetic field is generated by dynamo action due to the convection of con-
ducting material in the planet’s core. This magnetic field emanates out into near-Earth
space and takes the form of dipole field at large distances from the planet’s surface.
Closer to the Earth the importance of higher order moments in the magnetic field, e.g.
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quadrupole, requires a more detailed description (Thébault et al., 2015). However for the
purposes of magnetospheric studies the field is well-described as a geomagnetic dipole
with an inclination of ∼ 10◦ to the rotation axis, and thus reorients itself diurnally and
seasonally. This field inevitably interacts with the interplanetary magnetic field from the
solar wind: were near-Earth space a perfect vacuum then these two fields would simply
superpose, but due to the frozen-in condition on the solar wind plasma these two fields
cannot mix with one-another.

The result is the diversion of the solar wind flow about the planetary field, forming
a boundary in space called the magnetopause. This is preceded by a shocked boundary
where the solar wind becomes subsonic, known as the bow shock, with the denser, decel-
erated and heated plasma between the two forming the magnetosheath (Eastwood et al.,
2015). On the dayside of the planet the magnetopause has an approximately spherical
geometry, but becomes cylindrical further downstream, forming the magnetotail. The
magnetosphere is thus shielded from the solar wind plasma and IMF, and if the frozen-
in condition holds then the magnetosphere is ‘closed’, with no normal component of the
magnetic field crossing the boundary (Bn = 0) forming a tangential discontinuity. This
corresponds to a shielding current system flowing along the magnetopause known as
Chapman-Ferraro currents. The location of the magnetopause is determined by a mu-
tual pressure balance: on the solar wind side the pressure exerted on the planetary is
dominated by the dynamic (or ram) pressure of the solar wind, ρv2, and on the magne-
tospheric side by the magnetic pressure, B2/2µ0 (Kivelson and Russell, 1995). The mag-
netosphere thus expands and contracts depending on the time-variation in solar wind
dynamic pressure.

Were the magnetosphere always closed and the ideal MHD condition never to break
down, the magnetosphere would be largely empty of plasma and the system would re-
configure with the changing orientation of the planetary dipole and the direction of the
solar wind inflow. However, as explained in section 1.2.3, this approximation breaks
down at intense current sheets where the fields on either side carry anti-parallel com-
ponents. Magnetic reconnection on the magnetopause thus provides a mechanism for
the planetary field and the IMF to diffuse and mix, transferring mass and energy into
the magnetosphere. Under southward IMF conditions, field lines that are initially con-
nected to the solar wind reconnect with ‘closed’ field lines with both ends at the magnetic
poles of the Earth, forming ‘open’ field lines each with one end at the North/South pole
and another out in the solar wind. The large tension force in the newly-reconnected field
lines, resulting from the stored magnetic energy, accelerates the local plasma forming
reconnection jets perpendicular to the plane of reconnection. These field lines are then
carried downstream by the solar wind from the dayside, resulting in large-scale convec-
tive flows of the magnetospheric field into the long, stretched magnetotail, as shown in
Figure 1.7.

The field in the magnetotail is of opposite polarity in each hemisphere, resulting in
the cross-tail current sheet separating the low-density magnetotail lobes. This current is
carried by plasma in a region of enhanced mass density, called the plasma sheet, which
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Figure 1.7 – A cartoon showing the different features of the magnetosphere during
southward IMF conditions (from Eastwood et al., 2015).

is transported from the solar wind along open field lines. Where the current sheet is in-
tensified and thinned sufficiently by accumulated open magnetic flux, the anti-parallel
magnetotail field lines reconnect once more, closing the open field. This is referred to
as nightside reconnection, in contrast with dayside reconnection occurring on the mag-
netopause. The plasma is then accelerated as reconnection jets, sunward on the Earth
side and downtail on the other side. The newly-closed field returns to the dayside about
dawn and dusk, ultimately reconnecting once more at the magnetopause. This forms
a cycle of convection in the magnetosphere, first hypothesised by Dungey (1961) and
hence termed the Dungey cycle.

This description implies that global convection proceeds in a steady manner, and
whilst the magnetosphere is generally slowly-varying the interaction with the solar wind
is never truly steady, leading to an extremely non-linear dynamical system (Eastwood et
al., 2015). Indeed, the dayside and nightside reconnection rates are rarely in balance;
the location and intensity of reconnection on the magnetopause changes with the up-
stream solar wind conditions, and the IMF orientation - and particularly its southward
component - can vary significantly over timescales of minutes to days. Internal pro-
cesses can further influence this interaction over convection timescales (Borovsky et al.,
2013). The nightside reconnection rate typically responds with a time delay due to re-
configuration of the magnetotail current sheet, though can respond rapidly to a dynamic
pressure enhancement due to e.g. an interplanetary shock, and the downtail distance of
the reconnection site varies significantly depending on the amount of open flux in the
system (Milan et al., 2004). This loading and unloading of flux becomes periodic during
strong driving, associated with substorms which pose a significant space weather risk
(see section 1.3.4).

A variety of structural features are observed within the terrestrial magnetosphere,
often consistent across different planetary systems (see again Figure 1.7). Plasma pop-
ulations primarily enter the magnetosphere from the solar wind along open field lines,
though can also cross the magnetopause via diffusion or due to plasma instabilities, e.g.
Kelvin-Helmholtz (Eastwood et al., 2015). Outflows from the high-latitude ionosphere,
referred to as the polar wind, also provide a source of heavy ions (e.g. O+). In the inner
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magnetosphere this results in a region of cold denser plasma known as the plasmas-
phere, which corotates with the planet on closed field lines due to the increasingly high
β at small radial distances. The plasma density thus varies significantly throughout the
magnetosphere, ranging from ∼ 103 cm−3 in the plasmasphere at 3 RE (Berube et al.,
2005), to as low as ∼ 10−2 cm−3 in the lobes (Haaland et al., 2017). The inner mag-
netosphere also contains trapped populations of higher-energy particles, forming the
ring current, which arises from differential drifts of electrons and ions, and the radiation
belts, containing relativistic particles. The ring current acts to shield the low-latitude
inner magnetosphere and ionosphere from the cross-tail electric field due to magneto-
spheric convection. It is also responsible for depressing the surface magnetic field on the
Earth, whilst the radiation belts pose a significant degradation risk to satellites.

Figure 1.8 – Schematic showing the primary current systems in the magnetosphere dur-
ing southward IMF. Chapman-Ferraro currents flow on the magnetopause, closing in
the magnetotail via the cross-tail current sheet. This can partly close in the ionosphere
during substorms, which also closes the Region 1 currents forming at the boundary of
open and closed field lines, and the Region 2 currents connected to the partial ring cur-

rent (from Milan et al., 2017).

Whilst phenomena occurring below fluid scales are therefore important in fully un-
derstanding the near-Earth space environment and the risk to society, the global dynam-
ics of the magnetosphere can be well-described by ideal MHD: the large-scale convection
of open flux is the primary driver of space weather, since this is responsible for the in-
jection of high energy particles. From the MHD perspective, the boundaries of different
regions of plasma are naturally associated with gradients in pressure. One can infer
from the momentum equation (1.20) that in a quasi-steady state this must be balanced
by a current perpendicular to the magnetic field. However, since electrical charges can-
not accumulate locally due to quasi-neutrality, the current is divergence-free and hence
must form closed loops; perpendicular currents which are divergent must thus achieve
closure via field-aligned currents (FACs). One such example is the Region 1 current sys-
tem, for which the solar wind is a generator by driving global convection, since this
results in a flow shear between plasma on adjacent open and closed field lines. This is
connected to both the magnetopause and the outer part of the cross-tail current sheet,
and persists under southward IMF, forming a complete circuit via FACs which close in
the high-latitude ionosphere (Ganushkina et al., 2018). There also exists the Region 2
current system, which arises due to pressure gradients in the ring current during dis-
turbed times, forming a partial ring current which closes in the ionosphere equatorward
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of Region 1. These global current circuits are demonstrated in Figure 1.8.
Magnetospheric current systems are therefore naturally connected to the ionosphere,

such that the magnetosphere and ionosphere form an electrodynamically-coupled sys-
tem. The ionospheric plasma, being resistive due to collisions with neutrals, exerts stress
on the magnetosphere achieved by a transfer of momentum between the two. Under-
standing how currents close in the ionosphere, influenced by the composition and ionisa-
tion processes of the ionospheric plasma, is an important requirement to fully explaining
global magnetospheric dynamics.

1.3.3 The Terrestrial Ionosphere

The partially-ionised plasma in the ionosphere is, unlike the plasma in the more tenuous
magnetosphere, collisional. This plasma essentially lies suspended in the upper layer
of the neutral atmosphere, known as the thermosphere. The stratification of the iono-
sphere is categorised into different regions at increasing altitude: the D, E and F regions,
of which the latter is subdivided into the F1 and F2 regions (Solomon, 2010). The typical
plasma density varies significantly with altitude, with the peak plasma density found
at ∼300km within the F2 region. O+ is generally the dominant ion throughout the F
region, though other heavy ions can dominate in lower regions. Since the density of the
thermosphere decreases exponentially with altitude, the ionisation fraction of the iono-
spheric plasma generally increases with altitude: at 100km this is only of order 0.0001%
during the day, and only exceeds 50% within the plasmasphere, at altitudes on the order
of Earth radii.

The distinction between day and night is important due to the ionisation mecha-
nisms responsible for sustaining the ionospheric plasma. Most of the electron and ion
population arises from ionisation of the neutral atmosphere by solar radiation, particu-
larly in the extreme ultraviolet (EUV) range, resulting in both a latitude- and longitude-
dependence in the local conductivity. This gives rise to a seasonal and diurnal variability,
but also longer-term changes over the solar rotation (27-day) and solar cycle (11-year) pe-
riods. The result is that the dayside, sunlit ionosphere is significantly more populated
by plasma than the nightside, which essentially depletes to just the F2 region due to
recombination of molecular ions at lower altitudes (Solomon, 2010).

However, there may still be some residual plasma in the lower nightside ionosphere,
especially at high latitudes. This is due to the existence of the auroral oval, which con-
tains plasma of magnetospheric origin (ultimately injected from the solar wind). Of this
plasma, some is precipitated into the ionosphere after being accelerated Earthward along
magnetospheric field lines, whilst an additional source comes from scattering (by waves)
of magnetospheric plasma which then enters the atmosphere (Moore et al., 2016). The
former mechanism occurs when there is insufficient charge density along some portion
of the field line, creating a potential drop to accelerate magnetospheric electrons and
hence achieve the field-aligned current required for current closure. Within the polar
cap, i.e. poleward of the auroral oval, polar rain (precipitation of soft solar wind elec-
trons along open field lines, e.g. Zhang et al., 2011) and precipitation in the polar cusp
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(on newly-reconnected field lines mapping out to the magnetosheath, e.g. Russell, 2000)
provide another source of ionisation. This is generally lower energy precipitation, of or-
der ∼100 eV, compared to the ∼1-100 keV auroral electrons. Note that ions also play a
role in precipitation, though they contribute less energy flux than the much less massive
electrons (e.g. Newell et al., 2009).

These precipitating electrons ionise neutral atmospheric gases, in turn producing the
aurora (bright displays of visible light emission resulting from molecular excitation) and
altering the local conductivity and the atmospheric chemistry due to subsequent recom-
bination. Since precipitation rates are dependent on geomagnetic activity (due to en-
hancement of field-aligned currents and particle energy fluxes), the resulting conductiv-
ity changes can vary significantly over short timescales (hours to days) and show large
spatial variation, especially between the dayside and nightside (e.g. Heelis and Maute,
2020).

The resulting complex conductivity distribution relates the horizontal ionospheric
current to the field-aligned current via the electric and magnetic fields in the ionosphere.
At high latitudes this electric field is imposed by the magnetospheric convection, and
at low latitudes by the co-motion of the plasma with the neutral wind with velocity
vn. Whilst the magnetospheric convection is described by the idealised Ohm’s law
(E = −v× B), in the ionosphere we must use the form of the generalised Ohm’s law
given by equation (1.14), but also accounting for the effect of the neutral wind such that
J = σ · (E + vn × B). Each contribution to the conductivity tensor, (σP, σH and σ||) cap-
tures the roles of both electron-neutral and ion-neutral collisions (with frequency νen and
νin, respectively) in determining the total conductivity and how it varies throughout the
ionosphere. Writing these in full, as can be derived by solving (1.8) accounting for colli-
sions, we have (Baumjohann and Treumann, 1997):
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It is clear that the ratio of the collision frequency to the gyrofrequency ωge,i will deter-
mine which of these conductivities dominates in a given region, and will vary between
species. Since B (and hence the gyrofrequency) is basically constant over several hun-
dred km of altitude, this is determined by the reduction in the collision rate with altitude:
in the limit of ωge,i � νe,in, both σP and σH are much smaller than σ||.

Across most of the ionosphere, except for at the lowest altitudes (where plasma den-
sities are too low to carry significant current), the electrons drift in the E×B-direction as
ωge � νen. In the low-altitude ionosphere, towards the bottom of the E-region, we have
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νin � ωgi and so the ion motion is coupled to the neutral wind (Fuller-Rowell and Schri-
jver, 2009). The differential motion of the ions (stationary in the neutral wind frame) and
electrons thus results in a Hall current. Within the upper E-region, νin is comparable to
ωgi and the ions decouple from the neutral wind and can travel in the direction of the
electric field, resulting in an additional Pedersen current. In the auroral region where E
dominates the effect of the neutral wind flow, this also occurs in the lower E-region, and
the two currents combine to produce the ‘auroral electrojet’ (see Figure 1.9). In the upper
ionosphere, within the F-region, the reduced neutral density and hence collision rates
of both species mean that the gryofrequency greatly dominates and both electrons and
ions undergo ExB-drift (Cowley, 2000). Since this drift is in the same direction for both
species, no current flows as a result of this (considered also by the cancelling of terms in
the expression for σH above).

Figure 1.9 – Current systems in the ionosphere, showing the Region 1 and 2 field-aligned
currents along with those entering from the cusp and due to substorms. Perpendicular
currents include the auroral electrojet and those at lower latitudes, where question marks
indicate regions where specific current systems are less well-defined (from Heelis and

Maute, 2020).

Hence the closure of the magnetospheric field-aligned current is achieved by hori-
zontal Pedersen and Hall currents flowing in the E-region, at altitudes ∼100km. In fact,
the Hall current generally closes within the ionosphere and most of the current closure is
achieved by the Pedersen current (Vasyliunas, 2009). The electric field in the ionosphere
is predominantly perpendicular to the magnetic field, since the field-aligned component
will be negligible due to the high field-aligned conductivity. At low- to mid-latitudes
the horizontal electric field may thus have some altitude-dependence if field lines are
sufficiently sloped. However, at high latitudes where the magnetic field lines are mostly
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vertical it will be effectively constant with altitude in the E-region assuming large spatial
scales and slow variations. Thanks to this fact, the horizontal current at high latitudes
can then more easily be described by integrating Ohm’s law over the height of the iono-
sphere, yielding a thin-shell approximation. We then obtain height-integrated conduc-
tivities ΣP, ΣH and Σ||, which are macro-scale conductances corresponding to the local
conductivities σP, σH and σ|| respectively. These conductances are of order ∼ 10 mho on
the dayside and in the auroral region, and ∼ 1 mho on the nightside (e.g. Ridley et al.,
2004). We also obtain a height-integrated horizontal current density i⊥, with dimensions
current per unit length. Neglecting the parallel electric field E||, this is given by

i⊥ = ΣPE + ΣHb̂× E. (1.39)

Where this horizontal current diverges, current continuity requires the existence of
a field-aligned current of density j|| into/out of the ionosphere. Hence ∇ · i⊥ = j||, and
it follows that the FAC corresponds to gradients in the conductances as well as diver-
gence of the electric field (Baumjohann and Treumann, 1997). Provided the convection is
quasi-steady, which is generally the case in the magnetosphere, the ionospheric electric
field can be described by an electrostatic potential ψ whereby E = −∇ψ. Given some
distribution of FAC over the ionosphere with a defined conductance profile, one can
solve for this potential, which should then map out along magnetospheric field lines in
the absence of inductive effects and parallel potential drops (Hesse, 1997). This provides
a means of relating magnetospheric convection directly to the ionospheric convection,
since the two are coupled, as is explained in more detail in the following section.

This model is a powerful tool in understanding how stress is transferred between
the magnetosphere and ionosphere. Whilst changes in the solar wind driving and con-
sequent magnetospheric dynamics act to alter ionospheric convection via field-aligned
currents, changes in the conductance driven by both solar radiation and precipitation
from the magnetosphere can likewise alter magnetospheric convection and, ultimately,
the solar wind-magnetosphere interaction. The three form a closely-coupled system, and
the mechanisms responsible for this coupling is an area of intense and growing research.
As well has having fundamental implications for understanding the space environment
of all magnetised planets, these geospace phenomena have the potential to severely im-
pact modern society.

1.3.4 Coupling Mechanisms

The connection between the magnetosphere and the ionosphere naturally results in a fur-
ther, albeit more indirect connection between the solar wind and the ionosphere. Field
lines which are open allow transport of plasma from the solar wind into the Earth’s up-
per atmosphere, even directly via the cusps. The motion of open flux driven by the solar
wind flow is responsible for currents and electric fields in the high-latitude ionosphere,
and the associated thermospheric heating and ground-level geomagnetic perturbations.
The solar wind, magnetosphere and ionosphere can in that sense be considered as a
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single coupled system under certain conditions, dependent on the extent to which the
magnetosphere is open. This corresponds to a region of the ionosphere, called the po-
lar cap, which contains ‘open flux’ and within which the electrodynamics are dictated
by the solar wind interaction. The polar cap is bounded by the ‘open-closed boundary’
(OCB), which is approximately coincident with the Region 1 current system (Milan et al.,
2017).

Open field lines in the polar cap essentially flow with the ionospheric plasma from
the dayside towards the nightside where they cross through the OCB. Return flow in
the magnetosphere causes the ionospheric plasma to flow via dawn and dusk at lower
latitudes towards the dayside, resulting in a twin-cell convection pattern under south-
ward IMF. In the symmetric case this corresponds to a dawn-dusk oriented convection
electric field, which is rarely the case since the the IMF takes an arbitrary orientation re-
sulting in asymmetries in convection. The shape and size of the polar cap further varies
with time-varying solar wind driving and imbalance between the dayside and nightside
reconnection rates, ΦD and ΦN , respectively, as demonstrated in Figure 1.10. This is
known as the expanding/contracting polar cap paradigm, and can be observed by the
migration of the associated current systems and change in shape and size of the auroral
oval (Milan, 2015).

Figure 1.10 – Schematic showing (a) the typical location of Region 0, 1 and 2 field-aligned
current systems in the polar cap shown in blue and red. Shown alongside are cartoons
of (b) expansion and (c) contraction of the polar cap, containing open flux FPC, due to
unbalanced dayside and nightside reconnection rates indicated by the dashed red lines

(adapted from Milan et al., 2017).

The focus of southward IMF is due to the requirements of anti-parallel field for recon-
nection to occur: at the subsolar point and in the plane containing a dipole axis pointing
along positive Z, the IMF Bz must be negative. However, the geometry of the dayside
magnetosphere is approximately spherical rather than planar, and hence the angle that
the magnetospheric field makes with the draped IMF, known as the ‘magnetic shear
angle’, varies over the magnetopause. Strictly the reconnection rate is then optimised
where the shear angle is 180◦, though it further depends on the local plasma conditions
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and is enhanced where the solar wind inflow is normal to the reconnection line close to
the subsolar point, where it is often assumed maximal. Reconnection therefore occurs
for essentially any orientation of the two fields, e.g. at high latitudes poleward of the
cusps for northward IMF. This is also dependent on the inclination of the Earth’s dipole
to the ecliptic plane, which changes both diurnal and seasonally.

Moreover, magnetopause reconnection occurs not at a single point but rather along
an X-line of finite length. Spacecraft observations have provided evidence of reconnec-
tion occurring over a significant azimuthal range on the magnetopause (e.g. Hasegawa
et al., 2016, Walsh et al., 2017), but single point measurements in space and time are in-
sufficient to determine whether reconnection is truly continuous across the X-line as a
magnetic separator. Global simulations have shown the existence of separators on the
magnetopause along which reconnection may appear continuous, but which can branch-
off into multiple X-lines over a finite extent (Glocer et al., 2016). This more patchy type of
reconnection is well-established in the literature and is described in terms of flux transfer
events (FTEs). These have been observed ubiquitously by spacecraft such as MMS, Clus-
ter and THEMIS (e.g. Fear et al., 2009, Hwang et al., 2016), as well as in ground-based
data (Wild et al., 2003), and FTEs may play an important role in controlling the amount
of open flux in the magnetosphere (Fear et al., 2017).

Nonetheless the global rate of reconnection is typically determined by considering
reconnection to occur continuously along a single X-line. A common metric used to de-
termine when the solar wind coupling is most efficient is the IMF clock angle, given by
θIMF = tan−1(By/Bz) for components of the IMF: this varies between 0◦ - 360◦, and is
equal to 180◦ in the southward case. Strictly, capturing the global rate of reconnection
requires knowledge about the field and plasma across the magnetopause, but also where
the magnetic merging is occurring. However it can be approximated by calculating the
geoeffective electric field, i.e. that which is available for the diffusion process, typically
given by Egeo = vxBz. If multiplied by some characteristic system scale this becomes a
voltage, i.e. total rate of flux opening: this could be the width of the dayside magne-
topause LMP, typically ∼ 20 RE, and hence the dayside coupling rate ΦD ∼ vxBzLMP.
However provided we know where the reconnection line is located we can perform a
more exact calculation for the total rate of dayside flux opening.

In 3-D the local reconnection rate at some point on the magnetopause is equal to the
electric field parallel to the X-line, E||, and the reconnection voltage along the length of
the dayside separator S is given by:

ΦD = −
∫

S
E|| · dl, (1.40)

where the subscript of ΦD denotes that this is the dayside reconnection rate. For ideal
MHD (E = −v× B) the electric field parallel to the magnetic field must be identically
zero. This means that individual magnetic field lines are electric equipotentials, i.e. the
voltage is always zero between two points on the field line. In steady-state (i.e. ∂B

∂t = 0)
the electrostatic potential at the ionospheric footpoint of a field line which maps out
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to the separator must also then match the potential at the corresponding point along
the separator itself. It follows that the reconnection voltage in steady-state is equal to
the voltage between the footpoints of field lines terminating the dayside separator. The
steady-state condition also requires that the dayside and nightside reconnection rates
balance, i.e. ΦD = ΦN , and in the absence of any other contributions to the magneto-
spheric flow such as viscous interactions with the solar wind, the voltage across the polar
cap is ΦPC = 1

2 (ΦD + ΦN) = ΦD. This is typically referred to as the cross-polar cap po-
tential, or CPCP, and is used as a measure of the rate at which open flux is transported
across the polar cap in quasi-steady conditions.

Whilst the Region 1 currents map to the edge of the polar cap, the Region 2 currents,
which close via the partial ring current, sit just equatorward of these. The Region 1 FAC
flows into the ionosphere on the dawnside (upward electrons) and out of the ionosphere
at dusk. The Region 2 FAC is of opposite polarity to the Region 1 FAC, and hence acts to
shield the lower latitude ionosphere from the convection electric field. The FAC is of the
same sense in each hemisphere, though the direction of the magnetic field b̂ is of opposite
polarity. Hence the FAC may be defined as negative if it flows into the ionosphere in the
Southern hemisphere depending on convention (if j|| = J · b̂). Provided one knows the
distribution of these FACs and the height-integrated conductivities on the ionosphere,
then the thin-shell approximation can be applied to obtain the ionospheric electrostatic
potential ψ by taking the divergence of equation (1.39):

∇ · i⊥ = j|| = ∇ ·
(

#»

Σ · (−∇ψ + vn × B)
)

, (1.41)

where we have included the neutral wind contribution to the total electric field, and used
a conductance tensor

#»

Σ =

(
ΣP ΣH

−ΣH ΣP

)
. (1.42)

In a frame in which the Earth is rotating, the neutral wind term carries the rotation
rate of the upper atmosphere as well as local wind speeds. In the Earth’s frame however,
since electric fields are frame-dependent, this effect disappears and since the local wind
speed can be neglected in the high-latitude ionosphere (where convection dominates)
the above simplifies to

j|| = ∇ · (
#»

Σ · ∇ψ). (1.43)

As mentioned in the previous section, the potential ψ should map out along magnetic
field lines and corresponds to the electric field in the magnetosphere. From this perspec-
tive it is easy to see the fundamental importance of magnetosphere-ionosphere coupling
in dictating global dynamics. The above equation can be understood by considering a
simple current-voltage relationship, I = V/R, where I is the total field-aligned current
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(TFAC) integrated over a chosen hemisphere and V is the CPCP, i.e. the difference be-
tween the minimum and maximum of ψ. We see that in the infinitely-conducting limit
(R → 0) a finite current is closed via an infinitesimal potential and hence we have a
static ionospheric plasma. In such a scenario magnetospheric convection would cease
since the magnetic field footpoints would be rigidly tied-in to the ionosphere (Raeder,
2003). In the opposite case where the ionosphere is infinitely resistive (R → ∞), field
lines can freely slip through the ionosphere which hence plays no role in the dynamics.
Instead, currents would be forced to close in the solid Earth, a phenomenon believed to
occur in Mercury’s magnetosphere (Anderson et al., 2014). This current-voltage relation-
ship is often used when describing the magnetosphere-ionosphere system in the context
of a global electrical circuit; previous studies have found that it acts neither as a voltage
generator nor a current generator in steady-state (Ridley et al., 2004).

In the frame corresponding to equation (1.41) collisions with corotating ionospheric
neutrals enforce corotation of the the cold plasma in the inner magnetosphere, which is
fixed to the planetary field. The dominance of corotation at small distances r from the
planet is is clear by considering the ExB-drift, given by v = E× B/B2, which drops-off
linearly as the field strength increases, going as r3 for a dipole. Meanwhile the corotation
flow is simply given by v = Ω × r, where Ω is the rotation vector of the Earth. For a
rotation axis roughly aligned with the dipole axis this goes at r, i.e. the growth of the
convection dominates by a factor of r2, especially at higher latitudes. At the gas giants
the corotation flow is the dominant source of plasma circulation in the magnetosphere; at
Earth this is only true out to a few RE, forming a stagnation point at dusk and a gradual
transition at dawn as shown in Figure 1.11. Nonetheless this is an important effect to
include if one is interested in the inner magnetospheric dynamics.
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Figure 1.11 – Flow streamlines in the magnetosphere in the presence of (left) an idealised,
homogeneous convection electric field of 2×10−4 Vm−1, (centre) a corotation electric
field and (right) a superposition of the two. The resulting flow stagnation point Rsp is

indicated.

This two-way coupling between the magnetosphere and ionosphere is more com-
plex during time-dependent conditions. Following a dynamic pressure enhancement,
compression of the magnetopause results in strong field-aligned current signatures in
the ionosphere, with an associated magnetic perturbation on the ground, known as a
sudden commencement (SC) (Smith et al., 2019). This could happen due to e.g. a CME
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or a CIR, which if followed by an extended period of southward IMF develops into a
geomagnetic storm, in which case it is referred to as a sudden storm commencement
(SSC). Storms are characterised by extreme mass and energy transport into the inner
magnetosphere, resulting in enhancement of the ring current and hence further ground
perturbations. This is measured by the disturbed stormtime (DST) index, and is one of
many such geomagnetic indices used to quantify the level of geomagnetic activity in the
magnetosphere-ionosphere system.

Strong geomagnetic disturbances are observed much more frequently than storms,
however, due to the existence of substorms. As mentioned in section 1.3.2, these arise
due to an imbalance between dayside and nightside reconnection resulting in sudden
unloading of open flux. A reconnection line is formed much closer to the Earth on
closed field lines, corresponding to lower latitudes than the preceding auroral oval,
which thus expands equatorward along with enhancements in the FAC, auroral elec-
trojet and ground perturbations. These can occur multiple times per day, whenever
the IMF is southward for a prolonged period of time: usually up to hours, rather than
hours-to-days for storms (Lyons, 2000). As well as having a clear latitude-dependence,
these phenomena can have different impacts in local-time, and show differences between
hemispheres due to diurnal and seasonal variations (e.g. Liou et al., 2018). Therefore un-
derstanding the coupling timescales involved, as well as accurately predicting the onset
time for such events, is crucial in mitigating space weather impacts at a given location
on the Earth.

Indeed, these impacts can be profound even if such an event is not particularly ex-
treme. Geomagnetic perturbations on the ground induce a geoelectric field within the
conducting Earth. This can drive geomagnetically-induced currents (GICs) in infras-
tructure such as electrical grids and pipelines, causing significant damage and socio-
economic cost (Eastwood, 2008). Enhanced ionospheric electric fields and currents result
in increased dissipation into the thermosphere due to collisions with neutrals: this can
heat the upper atmosphere, causing expansion and hence increased density and drag at
the trajectories low-Earth orbiting satellites. If they are not boosted back into a higher
orbit, this will reduce their lifetime as well as pose a risk for possible satellite collisions.
At higher orbits, impact ionisation by highly energetic radiation belt particles can dam-
age on-board instruments and permanently damage satellites. It is clear therefore that in
order understand better the risk posed to modern society by our geospace environment,
the ability to model the solar wind-magnetosphere-ionosphere interaction is a necessary
requirement.

1.4 Global Magnetospheric Modelling

Linking the physical processes occurring in the magnetosphere with conditions in the
solar wind on a global scale is extremely difficult with sparse spacecraft measurements
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and ground-based observations. Data analysis and empirical modelling has led to sig-
nificant understanding of much of the underlying physical mechanisms, but the time-
dependence and complexity of the dynamics means that these empirical models often
fall short of fully describing the system (Eastwood et al., 2017). For example, models
which aim to predict the size and shape of the magnetopause based on upstream solar
wind conditions generally assume that the boundary is in equilibrium, resulting in step
changes to solar wind pressure.

Furthermore, the non-linearity in the system means that knowledge about the prior
state of the magnetosphere is needed to accurately model its response to a given period
of driving. This cannot be provided simply via in-situ measurements, since these only
correspond to a single point in space and time: one would require a full constellation
of spacecraft to achieve sufficient coverage of the magnetosphere. Furthermore, whilst
the magnetosphere can be modelled as a superposition of magnetic fields generated by
known current systems (e.g. Tsyganenko, 2002), the evolution of these currents dur-
ing non-steady conditions means these can be particularly inaccurate for space weather
purposes (e.g. during an extreme event). A first-principles approach to modelling the
system is therefore necessary, in which computer simulations are employed to solve a
set of governing equations for the plasma dependent on the scales of interest.

Ideally we would wish to include effects applicable to all scales, which requires the
use of kinetic theory. One method is to simulate the dynamics of a large (but scaled-
down) number of ‘macroparticles’ and their interaction with background electromag-
netic fields, known as particle-in-cell (PIC) simulations. Some models instead aim to
fully solve the Vlasov equation and hence are referred to as kinetic Vlasov simulations.
Whilst these resolve phenomena on the smallest scales, kinetic models are generally the
most computationally intensive approaches. To address this problem, ‘hybrid’ simula-
tions can instead be used which treat one particle species as a fluid and the other ki-
netically. Whilst kinetic-scale phenomena are not as important when modelling global
dynamics, capturing this extra physics is particularly beneficial for studying reconnec-
tion, inner magnetospheric dynamics and various aspects of ionospheric coupling (e.g.
particle precipitation).

However as explained in section 1.1.2, due to computational constraints such simu-
lations are generally limited to local modelling, or 2-D global rather than 3-D (see Figure
1.12). Instead, global magnetohydrodynamic (GMHD) codes have become the primary
tool for simulating the solar wind-magnetosphere-ionosphere interaction, and due to
their versatility can be applied to effectively any planetary system.

1.4.1 Global MHD Simulations

Magnetospheric simulation as a field has grown significantly over the past few decades,
with substantial advancement in computational power allowing increasingly complex
studies to be performed (Raeder, 2003). These predominantly employ the ideal MHD
approximation, which has proven effective at reproducing phenomena on applicable
scales. Multiple GMHD codes exist in the community, and studies performed using
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Figure 1.12 – Two-dimensional simulation of the magnetosphere using a hybrid-Vlasov
code, which excludes the Y-dimension spatially whilst solving for the y-component of
the velocity. The plasma density is shown, revealing smaller scale phenomena like mag-

netosheath waves and turbulence (from Palmroth et al., 2017).

these form an extensive literature. These models are readily available to run on NASA’s
Community-Coordinated Modeling Center (CCMC): the four codes hosted on here and
with a long heritage in magnetospheric simulations are BATS-R-US (Powell et al., 1999),
LFM (Lyon et al., 2004), Open-GGCM (Raeder et al., 2001a), and GUMICS (Janhunen
et al., 2012). Further GMHD codes are also used in the international magnetospheric
physics community, e.g. PPMLR (Hu et al., 2007), and more recently the Gorgon MHD
code (Mejnertsen et al., 2018). Whilst the fundamental approaches to modelling the sys-
tem are very similar between codes, they all employ different formulations when solving
the MHD equations, and deal with various numerical challenges in unique ways.

The generic approach is to place the geomagnetic dipole at the origin of the simula-
tion domain, with the Z-axis set to that of a conventional geospace coordinate system,
e.g. Geocentric Solar Magnetic (GSM) in which case the dipole axis points along Z. The
solar wind is injected at a single boundary normal to the X-axis, with the Y-axis forming
a right-hand set. A variety of simulation grids are used: in the most simple case this is a
uniform cartesian grid, though stretched/refined cartesian, spherical and adaptive grids
are often chosen to improve efficiency and allow focus on particular regions, as shown
in Figure 1.13.

The outer edges of the simulation domain must employ a Neumann boundary (i.e.
free-flow) condition on all variables, allowing the solar wind and magnetotail plasma
to flow out of the domain. The exception is the sunward edge, where the solar wind
inflow is set by a Dirichlet (i.e. hard) boundary condition: parameters are fixed (ρ, v,
B, and T) and the solar wind hence flows into the simulation domain where it interacts
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with the dipole field. One limitation is in the inability to apply a time-varying Bx, since
this cannot propagate in a planar phase front in the X-direction, and hence Bx is either
neglected or set to be finite but constant. This sunward edge is usually placed ∼ 30 RE

upstream, with the opposite (downstream) boundary ∼ 100− 200RE from the Earth in
the distant magnetotail. The remaining boundaries are then & 40 RE from the Earth in Y
or Z, sufficient to fully contain the magnetopause flanks.

Figure 1.13 – Example of a simulation grid in a GMHD simulation using the BATS-R-US
code. The grid is block-refined, with a minimum grid cell size of 1/4 RE in the inner

magnetosphere, increasing to 4 RE far away from the Earth (from Zhang et al., 2007).

The solar wind can be injected with synthetic conditions for idealised studies, or by
using data from an upstream solar wind monitor for simulating a specific event. Whilst
in-situ measurements at L1 can be directly applied to the simulation boundary, these
correspond to conditions at 200 RE and so methods are often used to account for the
differences arising from the solar wind propagation over this distance (Mailyan et al.,
2008). This can be important for forecasting purposes, where small differences in driving
conditions can result in significantly different dynamical states of the magnetosphere,
though these differences can still manifest even with simultaneous measurements by
different spacecraft at L1 (Ashour-Abdalla et al., 2008).

Each of the codes described above use explicit, finite volume solvers which calculate
fluxes on the interfaces between adjacent grid cells, but their solvers differ in form de-
pending on approach. For example, some magnetospheric codes solve the ideal MHD
equations, whilst some include a finite resistivity which allows for local resistive effects
e.g. at reconnecting current sheets. Each code achieves closure through an energy equa-
tion that may be solved differently: this would ideally include the effect of magnetic
pressure, but this can result in negative internal energies (Raeder, 2003). Some codes
instead just solve for the plasma (internal plus kinetic) energy or just the internal energy,
which avoids such issues in the resulting thermal pressure but is not strictly conservative
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in total energy.
Many efforts have been made to compare and benchmark different MHD codes,

which is crucial in being able to properly interpret simulation results in the context of
model variance and applicability. For example, Gordeev et al. (2015) performed a broad
assessment of the agreement between the codes at the CCMC, showing that key quan-
tities such as magnetopause stand-off distance, lobe magnetic field strength and plasma
sheet thermal pressure are generally calculated to at least order-of-magnitude agreement
with one-another across a wide range of conditions. In comparing to commonly-used
empirical models, some codes appeared to perform better than others for certain pur-
poses, but each appeared to have its own specific strength. Nonetheless, there are chal-
lenges and limitations which apply to all of these models that must be carefully consid-
ered and, where possible, treated within the numerical approach.

One particular challenge in MHD solvers is in keeping the magnetic field divergence-
free, which is limited by numerical errors even if the numerical schemes are designed to
be fully conservative. Various techniques are employed to reduce ∇ · B, which carry a
necessary computational cost to ensure accuracy, e.g. divergence ‘cleaning’ in GUMICS-
4 which accounts for ∼10% of runtime (Janhunen et al., 2012). This can be improved
by the use of a staggered grid, where electromagnetic quantities are defined at the edges
and faces of grid cells whilst the fluid quantities are defined at the cell centres. With such
a grid the issue can even be avoided entirely (to machine precision) by solving for the
magnetic vector potential A in place of the magnetic field, with the caveat that calcula-
tions involving spatial derivatives of the field (e.g. Ampère’s law) are then second-order
derivatives.

Naturally, the use of MHD falls under scrutiny in certain regions of the magneto-
sphere. One key issue is the nature of magnetic reconnection, which within the ideal
MHD formulation should not strictly occur. However, one consequence of solving the
MHD equations on a discrete grid is the existence of ‘numerical resistivity’, which allows
diffusion of the field at a rate dependent on the grid resolution and numerical scheme
used. However, whilst differing numerics may affect the local reconnection physics,
which occur in reality on kinetic scales, the global reconnection process seems to recon-
figure to achieve a consistent overall solution between models and hence comparable
amounts of magnetospheric convection (Toffoletto and Siscoe, 2009). This is in agree-
ment with the hypothesis that the global reconnection rate is independent of local dissi-
pation mechanisms (Axford, 1984), though recent studies have challenged this idea (e.g.
Ouellette et al., 2016).

Some models have begun employing extended MHD phenomena to better capture
local reconnection physics, e.g. Hall MHD simulations which include the Hall term in
equation (1.26) to simulate the smaller-scale magnetosphere of Ganymede (Tóth et al.,
2016). It is also possible to employ either a constant or varying resistivity throughout
the simulation domain to dominate the diffusion process and reduce dependence on
numerics. Such approaches allow more detailed studies of magnetopause reconnection,
though reconnection in the magnetotail, where microscopic phenomena are believed to
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be particularly important, is a more contentious issue in MHD simulations. As a result
it is not clear to what extent these models can accurately capture substorms (including
their frequency and intensity) without additional extended MHD or kinetic effects (e.g.
Raeder et al., 2001a).

The inner magnetosphere similarly poses a problem for GMHD codes: beyond host-
ing important kinetic-scale physics, the 1/r3-dependence in the dipole field strength be-
comes increasingly challenging closer to the planet. Large gradients in the field between
adjacent grid cells close to the Earth results in large discretisation errors, and hence
strong artificial currents. Furthermore, the stability of an explicit solver is dependent
on the Courant-Friedrichs-Lewy condition, which requires that the fastest phenomena
be resolved temporally, i.e. the timestep is no larger than the time for the fastest wave
speed to propagate across a grid cell. Since this timestep must be the same everywhere
in the simulation domain (unless sub-cycling is performed), the sharp increase in Alfvén
speed close to the planet slows the computational speed dramatically.

These issues are mitigated by excluding the innermost portion of the magnetosphere,
typically no further out than ∼ 3− 4RE, where the MHD equations are not solved and
inner boundary conditions are applied. The use of higher-order gradients, or increased
resolution in the inner magnetosphere by using a refined or adaptive grid, allows for
this boundary to be placed closer to the Earth. Such artificial currents are also reduced
by splitting the magnetic field into a curl-free dipole component and a non-dipolar com-
ponent, where only the latter is used in determining the current (Tanaka, 1994).

1.4.2 Model Coupling and Forecasting

Since the magnetosphere and ionosphere are closely-coupled, any MHD model which is
designed to accurately capture global dynamics must include the influence of the iono-
spheric resistivity. This is achieved through the inner boundary condition, where the
plasma flow is determined by the convection in the ionosphere. Typically this is calcu-
lated by mapping field-aligned currents from the MHD domain at the inner boundary
onto a separate ionospheric grid, and solving for the electrostatic potential using the
thin-shell approximation of equation (1.43). As explained in section 1.3.4, the potential
can then be mapped-out along magnetic field lines; from this the electric field is obtained
in the inner magnetosphere, where the plasma flow is consequently set to v = E×B/B2.
Additional boundary conditions may be set, e.g. a fixed plasma density and tempera-
ture, to better replicate the properties in the inner magnetosphere.

Applying this procedure requires the specification of a conductance tensor Σ on the
ionospheric grid. This can be determined using empirical formulae for the various ion-
isation mechanisms based on the available parameters, e.g. mapping electron density
and temperature from the inner boundary to model particle precipitation (e.g. Raeder et
al., 1998, Wiltberger et al., 2009), or using assimilative techniques to specify the conduc-
tance based on the FAC distribution (Ridley et al., 2004). However, a simple assumption
of constant, uniform conductance is often used to reduce complexity in the global dy-
namics if one is only interested in a specific phenomenon or for a focussed parameter
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study (e.g. Merkin and Lyon, 2010). This further avoids any non-linear feedback arising
from changes to the ionospheric conductance due to varying inner boundary quantities.

A more comprehensive approach is instead to couple an MHD code to a separate
model which solves the relevant physics. Coupling a thin-shell ionosphere model to a
code which solves the fluid equations for the ionosphere and thermosphere allows for
direct computation of the conductivity profile in the ionosphere, and the energy transfer
with thermospheric neutrals such as Joule heating (Raeder et al., 2001b). This signifi-
cantly improves estimates of ground magnetic perturbations (and hence GICs) versus
the use of empirical conductance formulae, and such coupled thermosphere models can
be used to relate Joule heating to observed LEO satellite densities (Connor et al., 2016).

Of further importance to high-latitude ionospheric electrodynamics is the Region 2
current system, which arises due to effects not captured in MHD. Modellers have hence
coupled MHD codes to inner magnetosphere models designed to capture multi-species
phenomena and pressure anisotropies, such as the Rice Convection Model (RCM) (Welling
and Ridley, 2010). Simulations using BATS-R-US have used the current generated on
closed inner magnetospheric field lines within RCM for the mapping of FACs onto a
thin-shell ionosphere, forming a Region 2 current. This acts to shield the lower-latitude
ionosphere from the convection electric field and is therefore of importance equatorward
of the auroral region.

Figure 1.14 – Flow chart showing the coupling of different models for comprehensive
simulations of the magnetosphere. The framework is built around a central GMHD
code, with the direction of coupling indicated along with the necessary parameters to

be exchanged (from Eastwood et al., 2015).

These codes can be further coupled to models of the polar wind and radiation belts to
obtain a more complete inner magnetosphere solution, as shown in Figure 1.14; this can
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have further feedback into the solar wind-magnetosphere interaction, e.g. reduced re-
connection rate due to plasmaspheric plumes (Borovsky et al., 2013). As well as coupling
into separate domains, local kinetic simulations can be run within the GMHD domain to
capture physics missing from the MHD description. Embedded-particle-in-cell (EPIC)
simulations have been employed to study dayside reconnection (Chen et al., 2017), and
in the magnetotail for smaller-scale magnetospheres (e.g. Tóth et al., 2016). Though
combining many such coupled models into a single computational tool is challenging
and requires some simplifications, it allows for a comprehensive approach to simulating
space weather, e.g. using the Space Weather Modeling Framework (SWMF) (Tóth et al.,
2005). Real-time runs therefore allow for nowcasting and forecasting of space weather
impacts by driving these tools with upstream L1 data, though computational cost is a
major limiting factor.

1.5 Motivation and Questions

The solar wind, magnetosphere and ionosphere form a closely-coupled system, con-
nected by complex mechanisms that drive space weather and pose genuine risks to soci-
ety. The system is strongly sensitive to driving conditions, which change over a variety
of timescales and are further complicated by internal processes. Changes in the efficiency
of solar wind coupling manifest in the varying location and rate of reconnection at the
magnetopause, which are challenging to quantify globally with sparse in-situ measure-
ments. The importance of a specific parameter in controlling this coupling is therefore
impossible to determine with observations alone. The timescales over which reconnec-
tion responds to changes in the solar wind, and the spatial and temporal response of the
ionosphere under varying driving conditions, are of particular relevance but remain an
open question.

Global magnetospheric modelling has proven to be an invaluable tool in understand-
ing many aspects of this interaction. Through the use of MHD simulations, parameter
studies can be performed to reveal the global configuration of the system for any chosen
mode of solar wind driving. Combining these simulations to models capturing different
components of geospace can allow for a more complete description of the system. These
models can also place observations in context, and reveal elusive aspects of the key phe-
nomena of interest that are not captured on a local scale. The versatility and efficiency
of these models allows for simulations of real space weather events, and studies of the
temporal response of the system over a long time-duration.

The aim of the work in thesis is to perform global MHD simulations of the solar wind-
magnetosphere interaction, exploring how magnetopause reconnection evolves spatially
and temporally when the magnetosphere is driven under different conditions - including
with real solar wind data. This will improve our understanding of reconnection as an
inherently 3-D process and place in-situ spacecraft observations in better context. By
coupling these simulations to a model ionosphere the resulting changes in associated
FACs can be investigated, thus revealing the interdependence of the two systems and
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the key timescales of response. This will ultimately contribute to our knowledge of the
factors that determine the potential impact of severe space weather events.

In Chapter 2 an overview of the Gorgon MHD code is presented, and the coupling
of the code to a thin-shell ionosphere model is described. In Chapter 3 the dependence
of magnetopause reconnection on the dipole tilt angle of the Earth is investigated, and
related to current systems in the ionosphere. Chapter 4 then focusses attention on the
time-dependent aspects of this interaction, and the response of magnetopause reconnec-
tion to shock-driven dynamic pressure enhancements. Finally in Chapter 5 the model is
extended to accurately simulate real events, and explore the timescales over which the
magnetosphere and ionosphere evolve during a geomagnetic storm.
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Chapter 2

The Gorgon MHD Code

Some work discussed in this chapter has been published in the following article:

Joseph W B Eggington, Lars Mejnertsen, Ravindra T Desai, Jonathan P Eastwood, Jeremy P Chit-

tenden, Forging links in Earth’s plasma environment, Astronomy & Geophysics, Volume 59, Issue

6, December 2018, Pages 6.26–6.28, https://doi.org/10.1093/astrogeo/aty275

2.1 Overview

The Gorgon MHD code was originally developed in Imperial College’s Plasma Physics
Group, for the purpose of simulating laboratory plasmas. Much of its original design
is therefore tailored towards collisional, resistive regimes capturing smaller-scale MHD
phenomena. In such a treatment, Gorgon employs a fully explicit, Eulerian formulation
of the resistive semi-conservative MHD equations, solved in the following form (Ciardi
et al., 2007):

∂ρ

∂t
+∇ · (ρv) = 0, (2.1)

∂

∂t
(ρv) + (v · ∇)ρv = −∇(Pp + Pe) + J× B, (2.2)

∂εp

∂t
+∇ · (εpv) = −Pp∇ · v− ∆pe, (2.3)

∂εe

∂t
+∇ · (εev) = −Pe∇ · v + η|J|2 −Λ + ∆pe, (2.4)

∂2A
∂t2 = −c2∇× (∇×A) + c2µ0J, (2.5)

ηJ = −∂A
∂t

+ v× B. (2.6)

One can immediately notice the difference between the equations in this form versus
those in the ideal MHD case, as shown in section 1.2.1. The momentum equation (2.2)
has split proton and electron pressures Pp,e, with the energy equation (2.3, 2.4) solving
for split energy densities εp,e as well. Gorgon solves the induction equation using a
vector potential representation, such that the Ampère-Maxwell law (2.5) and the resistive
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Ohm’s law (2.6) are expressed in terms of A. Additional variables accounting for non-
ideal phenomena are the electron-ion energy exchange ∆p,e and optically-thin radiation
losses Λ.

These extended MHD capabilities for laboratory plasma contexts distinguish Gorgon
from other codes widely used in magnetospheric physics. The use of separate energy
equations for ions and electrons (even when treating the plasma as a single fluid) al-
lows the calculation of independent proton and electron temperatures Tp,e, which is of
value when studying mechanisms of particle acceleration. The energy equations define
the general change in internal energy, allowing for complex equations of state, and in-
clude the effects of kinetic energy exchange through ion-electron collisions, as well as
Ohmic heating and radiative losses for electrons. The use of the vector potential yields a
divergence-free magnetic field up to machine accuracy, since ∇ · (∇×A) = 0, removing
problematic sources of numerical error found in other codes which solve for B instead.

Applying the code for space plasma simulations generally involves setting η, ∆p,e and
Λ to be negligibly small or zero, resulting in an ideal MHD description of a fully-ionised
hydrogen plasma. Since most of the terms in the ion and electron energy equations
are then negligible, an ideal gas equation of state is assumed as per equation (1.21),
i.e. Pp,e = (γ − 1)εp,e where γ = 5/3. Appropriate boundary conditions and choice
of simulation domain size are then required to model the magnetosphere, which are
essentially as described in section 1.4.1 and shown in Figure 2.1, but are explained again
for clarity.

Figure 2.1 – A cartoon showing the outer and inner boundaries of the simulation domain
in Gorgon, represented here in the X-Z plane.

At the outer edges of the simulation domain, free-flow is applied to allow the plasma
to leave the vicinity of the planet, e.g. when the solar wind is diverted around the mag-
netopause, or magnetospheric plasma is ejected downtail. The exception to this is at
the sunward edge of the box, placed to the left of the Earth, where the solar wind in-
flow is applied and acts as the primary source of plasma in the simulation. Here we
can define ρ, v, Tp,e and B for the inflowing plasma, determining how it interacts with
the planetary magnetic field. This is initialised as a dipole with an arbitrary magnitude
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and orientation, which can be rotated if the MHD solver does not employ a split dipole
representation of B and hence is not restricted to simulations of just the terrestrial mag-
netosphere.

The remaining boundary is the inner boundary close to the planet, within which the
MHD equations are not solved for the reasons outlined in section 1.4.1. In previous
versions of the code, this region was treated as a vacuum containing the dipole source
which carried an effective resistivity of order ∼ 1 mho−1. Whilst this therefore played
a similar role to the resistive ionosphere, it was not determined by the same coupling
mechanisms and the spatial distribution of the resistivity was not well-defined, e.g. it
captured no currents or convection asymmetries associated with gradients in Pedersen
and Hall conductance. More crucially, the lack of a separate ionosphere model onto
which magnetospheric field-aligned currents were mapped precluded the use of Gorgon
for space weather modelling purposes.

Previous studies with the code therefore focused on the dynamics of the outer bound-
aries of the magnetosphere. Mejnertsen et al. (2016) used Gorgon to simulate the mag-
netosphere of Neptune, employing dipole rotation to explore the reconfiguration of the
system under different, highly-inclined orientations of the planetary field with respect
to the solar wind inflow. Mejnertsen et al. (2018) later simulated the Earth’s magneto-
sphere in response to a time-varying solar wind using upstream L1 data from the ACE
spacecraft, investigating the complex time-dependent motion of the bow shock. How-
ever, using Gorgon to study more detailed aspects of the global dynamics, especially
with application to space weather impacts such as simulating extreme events, required
the addition of a magnetosphere-ionosphere coupling module. This is also necessary for
simulations of other planetary magnetospheres where the ionosphere plays a key role,
e.g. at the gas giants with their corotating internal plasma sources.

In order to couple the MHD simulation to a thin-shell ionosphere model as is fre-
quently done with other magnetospheric codes, several changes to the numerics and
boundary and initialisation conditions have been made from the version of the code
used in the above studies. This previous version was described in-depth by Mejnert-
sen (2018), where numerical tests of the MHD solver are also presented. In the present
chapter the details of the updated MHD solver are briefly summarised, with a focus
on the changes relevant for the work in this thesis. The procedure for magnetosphere-
ionosphere coupling in Gorgon is then described, and appropriate testing and bench-
marking is performed to demonstrate its veracity.

For clarity, the work forming this chapter which is original to this thesis is as follows:
the testing of a pre-existing solver for the ionospheric potential; the implementation and
testing of different conductance models and lower-latitude boundary conditions within
said solver; the testing of the mapping of ionospheric variables to and from the magne-
tospheric domain; the implementation and testing of the inner boundary condition in
the MHD solver based on the potential; the benchmarking of the updated code against
another GMHD code via a test simulation. All simulations shown throughout this thesis
were performed using Imperial College’s high performance computing facilities, and the
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output data were stored and analysed via remote data repositories.

2.2 MHD Solver

Gorgon takes an Eulerian approach, solving the MHD equations on a uniform, stag-
gered, 3-D cartesian grid, also known as a Yee grid (Yee, 1966). This means the grid
resolution is maintained throughout the entire domain, typically between 1

4 RE and 1
2 RE

in each of the X-, Y- and Z-directions for simulations of the Earth’s magnetosphere. The
term ’staggered’ refers to the relative positions within each grid cell at which different
quantities are defined. In Gorgon, the magnetic field is calculated at the centre of the cell
faces, the vector potential (and electric field and current) at the cell edges and the fluid
quantities like momentum (p), mass density and energy at the centres of the cells. This is
demonstrated in Figure 2.2. The benefit of this design is in the conservation of magnetic
flux, at the cost of having to average across grid cells when combining electromagnetic
and fluid quantities.

i,j,k
i+1,j,k

i,j+1,k

i,j,k+1

i+1,j+1,k+1

i+1,j,k+1

i,j+1,k+1
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Z

X

Figure 2.2 – A cartoon showing the placement of different quantities on the staggered
grid in Gorgon. The fluid quantities are placed at the cell centres (red arrows) with the

electromagnetic quantities at the cell faces (blue arrows) and edges (yellow arrows).

The code is built around a hydrodynamic solver, with a separate magnetic field
solver which is optionally switched on for the MHD case. The solvers are iterated every
timestep ∆t, which is variable and defined based on the CFL condition mentioned in
section 1.4.1, given by:

∆t < min(∆xi/vi), (2.7)

where ∆xi is the grid cell size and vi is the sum of the velocity and the fastest wave
speed in a given grid cell, i.e. the timestep must not be greater than the minimum transit
time of waves within the cell. Since the grid is uniform in Gorgon, the timestep is hence
determined by the maximum wave speed anywhere in the simulation domain. This
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becomes prohibitive for a code if it uses a grid which is more refined in areas with higher
wave speeds, and some codes circumvent the increased global computation time by sub-
cycling within some regions (eg. Janhunen et al., 2012).

The hydrodynamic solver in Gorgon employs a Lagrangian-remap scheme, which
first updates fluid quantities based on the pressure and magnetic forces (i.e. ‘Lagrangian’),
and then advects the expanded fluid by ‘remapping’ it onto the Eulerian grid. The La-
grangian step solves equations (2.2-2.4) in the absence of advection terms (v · ∇)ρv and
∇ · (εp,ev), and is calculated using a second-order Runge-Kutta method (Benson, 1992).
The remapping is then performed in the advection step, which utilises a third-order Van
Leer advection scheme (Van Leer, 1977).

The MHD equations in Gorgon are represented in terms of conservative quantities:
energy εp,e, density ρ and momentum ρv. However, the energy equation only accounts
for the internal energy rather than the total energy and hence neglects the change in
magnetic and kinetic energies, though total energy is typically found to be conserved
within 10% (Ciardi et al., 2007). Whilst the Lagrangian-remap approach is designed
to conserve fluxes at the cell boundaries, kinetic energy is not fully conserved during
the momentum remap. This is further exacerbated in the vicinity of shocks, where the
advection routine switches to lower order to reduce numerical effects.

Like other MHD codes Gorgon utilises an artificial viscosity, which is required in
the presence of shocks to decelerate plasma and provide irreversible heating, but also
to reduce numerical overshoots and oscillations downstream of the shock (Arber et al.,
2001). Previously this was achieved via a von Neumann artificial viscosity (Benson,
1992), which adds a viscous ‘pressure’ Pv during the Lagrangian step with a linear form
proportional to the local density, sound speed and velocity jump ∆v, and was applied
anywhere such a velocity jump between adjacent cells was present. This has been mod-
ified by replacing the sound speed with the magnetosonic speed, and instead using
a Wilkins artificial viscosity combined with a Christensen flux-limited viscosity. The
Wilkins artificial viscosity (Wilkins, 1980) is a summation of a linear and quadratic vis-
cosity:

Pv = c1ρcms|∆v|+ c2ρ(∆v)2, (2.8)

where the dimensionless coefficients c1 and c2 have an arbitrary value. The Christensen
flux-limited viscosity further improves on this by calculating ∆v to higher order but also
effectively switches off the viscosity in regions with smooth solutions (Benson, 1992).
Whilst any artificial viscosity results in the shock being spread out over multiple grid
cells, the above approach allows the shock to be resolved more sharply than the previous
von Neumann viscosity. Note that whilst the DeBar correction (which improves kinetic
energy conservation) was previously used, this has been disabled as it was found to
introduce errors at the bow shock in the updated version.

The magnetic solver similarly consists of two steps: advection and resistive diffusion.
The former is performed using the same third-order Van Leer advection scheme as in
the hydrodynamic case, solving the induction equation (1.25) without the diffusive term



Chapter 2. The Gorgon MHD Code 56

in the form ∂A/∂t = v × B. The resistive diffusion is then calculated by integrating
equation (2.5) over a timestep ∆t, assuming ∇× B stays constant, and discretising the
result to advance A and E to the next timestep (Jennings, 2006). In the limit of η → ∞,
the solution reduces to electromagnetic wave propagation through a vacuum and so the
fields are able to advance in the absence of plasma. Where η is finite diffusion dominates
the wave propagation, and where η is sufficiently small only the advection step evolves
the field.

Since the speed of light has to be resolved according to the CFL condition the resistive
diffusion solver is sub-cycled over the fluid timestep, though an artificial cap on the
speed of light can placed, e.g. c ∼ 4× 106 ms−1 (Ciardi et al., 2007), to improve code
efficiency. A similar cap is set for the Alfvén speed through the Boris correction (Boris,
1970), which damps Alfvén waves by modifying force terms in the momentum equation
(2.2).

To reduce discretisation errors in the magnetic field (and associated artificial currents)
in the inner magnetosphere, a split dipole magnetic field has been implemented whereby
we replace:

B → B0 + B1, (2.9)

∇× B → ∇× B1, (2.10)
∂B
∂t
→ ∂B1

∂t
. (2.11)

Here B0 and B0 are the dipolar (curl-free) and non-dipolar contributions to the mag-
netic field, respectively. This is beneficial since B0 dominates close to the Earth and
hence the current is only determined from the significantly smaller B1. In codes which
solve for the total energy, the magnetic pressure contribution can be defined by just
using B1, whilst the advection of the field still requires the use of the total field (i.e.
E = −v× (B0 + B1)). Note that (2.11) is only valid if the dipole is static, and including
dipole rotation with a split dipole approach requires more complex treatment of the in-
duction equation (e.g. Tóth et al., 2004). This has not yet been implemented in Gorgon,
and so the dipole is kept fixed throughout the work in this thesis. Note that we assume a
centred dipole, i.e. there is no offset of the dipole axis with respect to the Earth’s rotation
axis.

In previous simulations, the domain was initialised either filled with low-density
plasma or as a vacuum. A vacuum density cut-off was also defined, whereby cells with
density below this value were treated as a vacuum where the resistive diffusion solver
reduced to the electromagnetic wave solution. Since coupling with an ionosphere model
requires defining the flow at the inner boundary, which must then feed-through to the
rest of the magnetosphere, a finite density throughout the simulation domain is neces-
sary to achieve this. Furthermore, the presence of the cold plasmaspheric plasma in the
inner magnetosphere is often modelled by setting a fixed density and temperature at the
inner boundary (e.g. Hu et al., 2007, Ridley et al., 2010). For these reasons, the vacuum
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cut-off is thus no longer used when including magnetosphere-ionosphere coupling.

2.3 Inner Boundary Conditions

The treatment of the inner boundary in Gorgon is now similar to that used in other
codes which are coupled to a thin-shell ionosphere model. The approach is to define the
plasma density, temperature and velocity everywhere inside the spherical region con-
tained within the inner boundary, enforcing these every timestep. The cells for which
this is performed are flagged as inner boundary cells if the cell centre lies within the
specified inner boundary radius RIB, usually placed at 3 to 4 RE. Whilst the MHD equa-
tions are not fully solved in this region, the cells just outside of the boundary are updated
based on the inner boundary properties and thus the cold, dense plasma spreads out to
form a plasmasphere and the inner boundary flow feeds-through to the global magneto-
sphere.

Since the inner boundary density is uniform and constant, any magnetospheric plasma
which flows through the inner boundary is effectively removed from the simulation.
Conversely, a flow from the inner boundary acts as a plasma source, similar to the polar
wind outflow from the ionosphere, though this is not based on the same physical mech-
anisms. Whilst the inner boundary acts as a dipole source region where the non-dipolar
magnetic field component B1 should be negligible, it is still allowed to advect with the
flow to ensure the total field is smooth through the boundary.

To capture the role of the ionosphere in modulating global convection, field-aligned
currents must be mapped from the inner magnetosphere onto a separate ionospheric
grid, and the thin-shell Ohm’s law (1.43) then solved to obtain an electric potential that
is mapped back out. A separate ionosphere module in Gorgon performs the necessary
mapping, interpolation and calculations that supply the inner boundary condition on
the flow, as we will now describe.

2.3.1 Thin-Shell Ionosphere Model

The ionosphere in Gorgon is treated using the standard approximation of a thin conduct-
ing shell with height-integrated conductivities, or conductances, as described in section
1.3.3. The goal is to obtain the electric potential ψ on the ionosphere given some field-
aligned current distribution j|| mapped-down from the magnetosphere. To do this, we
solve equation (1.43) on a regular 2-D spherical grid of radius RIS with cell size (∆θ, ∆λ).
The colatitude θ and azimuth λ are defined as follows, for ionospheric coordinates xIS,
yIS and zIS in the magnetospheric domain:



Chapter 2. The Gorgon MHD Code 58

RIS =
√

x2
IS + y2

IS + z2
IS, (2.12)

θ = cos−1
( zIS

R

)
, (2.13)

λ = tan−1
(

yIS

xIS

)
. (2.14)

The choice of RIS is arbitrary and depends on the desired height of the ionospheric
shell, e.g. 300km, but this is small on the scale of an Earth radius. In the discussion in
section 1.3.4 it was assumed that the magnetic field lines in the ionosphere were vertical
in the region of interest. We do not make this assumption here, and set j|| · r̂ = j|| cos δ,
where δ = δ(θ) is the angle between the radial direction r̂ and the unit dipole magnetic
field b̂ = b̂(r, θ). Note this correction is not significant at auroral latitudes - and even at
45◦ colatitude cos δ ≈ 0.9 - but it does provide some improved accuracy, particularly at
lower latitudes (Wolf, 1975). We still neglect the neutral wind and model the ionosphere
within the frame of the rotating Earth, in which case the form of equation (1.43) remains
the same but the conductance tensor is given by:

#»

Σ =
1

cos δ

(
ΣP/ cos δ ΣH

−ΣH ΣP cos δ

)
(2.15)

As explained in section 1.3.3, the Hall and Pedersen conductances are themselves de-
pendent on two key ionisation sources: solar EUV radiation, and electron precipitation.
These are defined at each grid cell and can be obtained using empirical formulae or sim-
ply set to be uniform, as we will discuss later. Expanding equation (1.43) with the use of
(2.15) gives the following partial differential equation (PDE):

Cθθ
∂2Ψ
∂θ2 + Cλλ

∂2Ψ
∂λ2 + Cθ

∂Ψ
∂θ

+ Cλ
∂Ψ
∂λ
− f = 0, (2.16)

with coefficients

Cθθ = ΣP
sin2 θ

cos2 δ
, (2.17)

Cλλ = ΣP, (2.18)

Cθ =

(
∂

∂θ

(
ΣP

sin θ

cos2 δ

)
− ∂

∂λ

(
ΣH

cos δ

))
sin θ, (2.19)

Cλ = sin θ
∂

∂θ

(
ΣH

cos δ

)
+

∂ΣP

∂λ
, (2.20)

f = −j||r
2 sin2 θ cos δ. (2.21)

One can see that a uniform Hall conductance drops out of the solution for ψ, con-
sistent with the Hall current closing within the ionosphere unless there are gradients
in ΣH. Each of the coefficients can be readily obtained at each grid cell by calculating
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differences between adjacent cells. This PDE is solved for ψ by employing successive
over-relaxation (Hadjidimos, 2000), which reaches convergence by taking weighted av-
erages of iterations according to a relaxation factor ω. The choice of ω determines the
rate of convergence, which will only occur for 0 ≤ ω ≤ 2. We use a a second-order
central finite differencing method to evaluate the partial derivatives in equation (2.16) at
a given point on the ionosphere (King et al., 2003). By taking that Ψ(θ, λ) ≈ Ψi,j, where
Ψi,j is the value at a discrete point on the grid we have:

∂Ψ
∂θ

≈
Ψi+1,j −Ψi−1,j

2∆θ
, (2.22)

∂Ψ
∂λ

≈
Ψi,j+1 −Ψi,j−1

2∆λ
, (2.23)

∂2Ψ
∂θ2 ≈

Ψi+1,j − 2Ψi,j + Ψi−1,j

(∆θ)2 , (2.24)

∂2Ψ
∂λ2 ≈

Ψi,j+1 − 2Ψi,j + Ψi,j−1

(∆λ)2 . (2.25)

A solution is for ψ is determined within a set number of iterations (e.g. 1000) or once
it converges to within a certain tolerance level. Periodic boundary conditions are applied
azimuthally, and the coordinate singularities at the poles are handled by averaging ψ in
λ at the end of each iteration. To validate the solver we now test it using a variety of
different conductance profiles, which reflect typical forms used in GMHD simulations
and which will be required for future space weather modelling applications.

2.3.2 Conductance Specification

As described in section 1.3.3, there are multiple sources of ionisation in the ionosphere
which contribute to the total height-integrated conductivity. That which is responsible
for the largest long-term variation is solar EUV ionisation, which results in a strong day-
night asymmetry; at solstice, this then also creates a North-South asymmetry due to
preferential solar irradiation of the summer hemisphere (Ridley, 2007). Further sources
of ionising radiation come from the scattering of sunlight by the atmosphere, and also
starlight, both providing some additional nightside conductance (e.g. Ridley et al., 2004).
Another important contribution at high latitudes is due to electron precipitation asso-
ciated with the discrete and diffuse aurorae, but also with lower energy precipitation
within the polar cap and polar cusp (e.g. Huang et al., 2014). Any such asymmetries can
result in significant changes in the morphology of the ionospheric potential, which will
feed-back into the magnetosphere and thus impart asymmetries in global dynamics.

Fully capturing the all of these effects would require modelling not only their de-
pendence on solar and magnetospheric inputs, but also on the atmospheric chemistry
and density profile of the ionosphere. Since this would be extremely computationally
intensive and require coupling an entirely separate model to Gorgon, it is more practical
to make key assumptions (such as the thin-shell approximations) and employ empirical
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relations to obtain a series of independent conductances. These can then be added in
quadrature, since the production rate of charge-carrying electrons and ions in the iono-
sphere is proportional to the square of the conductance (Janhunen et al., 2012). We can
then obtain total Pedersen and Hall conductances:

ΣP,H =

(
∑

i
(Σi

P,H)
2

) 1
2

. (2.26)

Such empirical formulae are well-established in the literature, and are used by other
global codes since they depend only on readily available quantities from the MHD sim-
ulation. These formulae are often used alongside more thorough techniques, like the As-
similative Mapping of Ionospheric Electrodynamics (AMIE) procedure (Richmond and
Kamide, 1988) in which space- and ground-based measurements can be used to more ac-
curately estimate the auroral conductance from the model input. Whilst such techniques
yield significant improvement in predictions of ground magnetic field perturbations for
severe events (e.g. Mukhopadhyay et al., 2020), implementing such an approach in Gor-
gon would be a significant undertaking and is reserved for future work. Firstly, we use
the Moen and Brekke (1993) empirical relationship for the solar EUV conductances:

ΣP = F0.53
10.7 (0.81 cos χ + 0.54 cos

1
2 χ), (2.27)

ΣH = F0.49
10.7 (0.34 cos χ + 0.93 cos

1
2 χ), (2.28)

where F10.7 is the solar radio flux (in units of 10−22 Wm−2Hz−1) at a wavelength of
10.7cm, typically used in this context as a proxy metric for the intensity of EUV radiation,
and which varies with solar activity. This can be as low as∼ 70× 10−22 Wm−2Hz−1 dur-
ing solar minimum, and up to ∼ 300× 10−22 Wm−2Hz−1 during solar maximum (e.g.
Lilensten et al., 1996), but here we will use a fixed value of 100×10−22 Wm−2Hz−1 rather
than accounting for the ∼ 11-year solar cycle. The angle χ = χ(θ, λ) is the solar zenith
angle, and varies across the ionosphere depending on time of day and season. At noon
along the ecliptic, χ = 0◦; at the terminator we have χ = 90◦, but to avoid negative
conductances we simply set χ = min(90◦, χ).

As already mentioned, the auroral precipitation contribution to conductance is com-
posed of two sources: the diffuse and discrete aurora. In terms of magnetospheric origin,
the former is generated within the inner plasma sheet, forming the lower latitude part of
the auroral oval (Nishimura et al., 2020). The latter is found in the poleward part of the
auroral oval on the ionosphere and maps to the outer plasma sheet (Lyons and Evans,
1984). The conductance resulting from this ionisation can be described in terms of the
precipitating energy using suitable empirical relations, e.g. from Robinson et al. (1987):

ΣP =
40Ē

16 + Ē2

√
FE, (2.29)

ΣH = 0.45Ē0.85ΣP. (2.30)
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Here Ē denotes the mean energy of the auroral electrons in keV, and FE is their corre-
sponding energy flux in ergs/(cm2s). These can be calculated using parameters obtain-
able from the MHD simulation, for example by sampling density and temperature at
the inner boundary. However, how accurate this is depends closely on the inner bound-
ary condition in the model, as well as being limited by the grid resolution since sharp
changes in conductance would yield unphysical potentials and hence electric fields. In-
cluding an auroral conductance thus requires careful comparison to data under various
driving conditions to ensure the plasma parameters at the inner boundary in Gorgon
yield reasonable conductance values, which is a matter for future study. Instead we sim-
ply use an idealised, Gaussian profile for the auroral conductance in the demonstration
here. The polar conductance due to e.g. polar rain is captured just by including an ad-
ditional constant, uniform conductance at grid points which are poleward of the auroral
oval (Ridley et al., 2004).

2.3.3 Electric Potential Testing and Boundary Conditions

For simplicity we use a synthetic FAC profile in these initial tests. This has the same
functional form as the example in Merkin and Lyon (2010), given by

j||(θ, λ) = j0 sin θ sin λ, (2.31)

with magnitude j0 = 1 µAm−2 which we only apply for colatitudes θ between 17.5◦ and
25◦. This is shown in Figure 2.3a for the Northern hemisphere, yielding a FAC profile
resembling the R1 system. In the first example we use a uniform Pedersen conductance
of 10 mho and zero Hall conductance, which is a setup commonly used in GMHD sim-
ulations to study magnetospheric dynamics (e.g. Merkin et al., 2003). The resulting
potential is shown in Figure 2.3b, which is clearly symmetric about the dawn-dusk and
noon-midnight meridians. This profile yields a dawn-dusk oriented electric field over
the polar cap, consistent with anti-sunward (Dungey cycle) convection which we would
expect for a symmetric R1 current system. We do not show the Southern hemisphere,
since this would merely be a mirror image of the North with the same polarity of the
potential at dawn and dusk.

We now apply more realistic conductance profiles to test the solver’s ability to handle
asymmetric cases. First, we use the Moen and Brekke (1993) conductance formula (2.28)
to capture the day-night asymmetry in conductance due to solar EUV ionisation. This is
shown along with the resulting potential in Figure 2.4. The peaks of the potential have
now shifted anti-sunward towards regions of lower conductance, with the day-night
gradient in Hall conductance also distorting the pattern such that the dawn convection
cell is now smaller than the dusk cell. This will correspond to a dawn-dusk asymmetry
in magnetospheric convection, demonstrating the role of conductance gradients in exert-
ing stress and shear on the system. This same effect was demonstrated by Ridley et al.
(2004) (see their Plate 6) for a similar conductance profile, confirming that the solver is
performing as expected.
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Figure 2.3 – Solution for (a) an idealised Region 1 FAC distribution, showing (b) the
potential for uniform conductances of ΣP = 10 mho, ΣH = 0mho.

Figure 2.4 – Solution for (c) the potential using the Region 1 FAC distribution shown
in Figure 2.3, with (a, b) a conductance profile including ionisation due to solar EUV

radiation.

Similar effects arise when including an auroral conductance. Figure 2.5 shows the re-
sult of applying an idealised, Gaussian auroral conductance profile centred at 17.5◦ colat-
itude with a 1-σ drop-off at 5◦ latitude either side. The peaks of the conductance have ΣP

= 7 mho and ΣH = 12 mho, values taken from Coxon et al. (2016). An additional constant
polar cap conductance is included poleward of the peak, for which ΣP = 2.5 mho and
ΣH = 5 mho, as used by Ridley et al. (2004). The sharp gradients in both conductances
strongly distort the potential; the dusk cell is slightly larger and shifted anti-sunward
towards the pre-midnight sector, whereas the dawn cell now lies in the pre-noon sector.
Note there is only a slight mismatch between the maximum and minimum values of ψ

in these two examples; the differences between convection cells are primarily morpho-
logical changes, which are well-captured by the solver. Again, in these cases there is no
North-South asymmetry and hence we do not show the Southern hemisphere.

A more significant mismatch in the potential extrema, as well as a North-South asym-
metry, arises if we include seasonal effects on the EUV conductance. The above corre-
sponds to an equinox configuration where each hemisphere is equally sunlit - though
even at equinox diurnal variation will cause the dipole tilt angle (and thus solar zenith
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Figure 2.5 – Solution for (c) the potential using the Region 1 FAC distribution shown in
Figure 2.3, with (a, b) a conductance profile including ionisation due to idealised auroral

and polar cap precipitation.

angle, since the dipole is located at the poles in the model) to vary by ±10◦ and in-
troduce some North-South asymmetry. At solstice, this becomes more extreme and the
dipole tilt angle reaches ∼ 30◦, with one hemisphere significantly more sunlit. Captur-
ing such effects is important in simulating space weather events which can have very
different impacts in each hemisphere.

This is demonstrated in Figure 2.6, where we include both EUV and auroral/polar
cap conductance, as well as introducing a 30◦ asymmetry in solar zenith angle corre-
sponding to summer conditions in the Northern hemisphere. We therefore also show
conditions in the Southern hemisphere, in which the same FAC distribution is applied.
In this case the CPCP is significantly lower in the North than the South, due to an over-
all higher average conductance; the extent of distortion of the Northern convection cells
is also lesser in comparison, since the gradients in conductance are smoother around
the edges of the polar cap. Hence the solver can also capture seasonal differences in
ionospheric convection purely due to conductance asymmetries, as has similarly been
demonstrated using other coupled GMHD-ionosphere models (e.g. Wiltberger et al.,
2009, Ridley, 2007). Note that this idealised Northern potential profile is comparable in
morphology to the mean stormtime convection pattern generated from SuperDARN ob-
servations (Walach et al., 2021, see their Figure 3), confirming that the model can produce
realistic solutions given some physically representative conductances.

One final issue before coupling this thin-shell model to the MHD code is the option of
applying a boundary condition to the ionospheric potential. The mapping between the
magnetosphere and ionosphere only occurs within the higher-latitude part of the iono-
sphere, since the equator of the MHD inner boundary maps to a specific ionospheric
latitude which we refer to as the lower-latitude boundary (LLB). In the above examples
the potential was solved over the whole sphere: this technically allows for a dispar-
ity between non-zero North/South potentials that get mapped out to the neighbouring
MHD grid cells in the magnetosphere, resulting in an electric field in the Z-direction
if the dipole points in Z. This may not be realistic, since the electric field in the inner
magnetosphere is in fact shielded from the cross-tail electric field at low latitudes.

Since the regions within the MHD inner boundary are not properly modelled, the
potential at latitudes below the LLB is therefore not fully known unless the MHD code is
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Figure 2.6 – Solution at each hemisphere for (e, f) the potential using the Region 1 FAC
distribution shown in Figure 2.3, with (a-d) a conductance profile including ionisation
due to asymmetric solar EUV radiation and idealised auroral and polar cap precipitation.

coupled to a separate inner magnetosphere model. An appropriate choice of boundary
condition instead allows for better control of the potential, and a prescribed behaviour
at the inner boundary. Merkin and Lyon (2010) explored this in detail using the LFM
GMHD code, presenting three different types of lower-latitude boundary conditions
which led to considerable differences in magnetospheric dynamics.

The first is a hard (Dirichlet) boundary condition where the potential is zeroed at the
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LLB, ensuring that the electric field is zero at the equator of the inner boundary, effec-
tively providing the shielding effect of the ring current. It also enforces zero radial flow
at the equator, making the inner boundary hard at low latitudes such that ‘ionospheric’
outflow of cold plasma can only occur at higher latitudes, similar to the polar wind.
This is useful in controlling the dynamics in a consistent manner, but it forgoes realis-
tic ionospheric convection at latitudes near the LLB if the potential drops to zero from
its maximum over a small latitude range, e.g. if the polar cap is particularly expanded.
Furthermore, it may not be accurate to have zero flow through the inner boundary if
it is placed at a large radial distances, especially if the magnetosphere is particularly
dynamic, or compressed.

Alternatively, one can force the potential to have a value at a particular latitude of
interest. This can be useful for e.g. space weather forecasting or data comparison at
chosen latitudes, or setting the potential to zero at the ionospheric equator to make the
two hemispheres independent in their solutions. The latter option however abandons
the close control over the inner boundary flow, since one could then have any poten-
tial profile at the MHD equator and the aforementioned Z-directed electric field due to
North/South mismatches. Finally, there is the option of a free-flow (Neumann) condi-
tion where the latitudinal gradient in the potential (i.e. Eθ) is zero at the LLB. This has a
similar effect to the first option, but allows for equatorial electric fields in the azimuthal
direction and hence significant flows in the radial direction. This is then more sensitive
to boundary conditions in momentum, since mass may be created or lost by radial flows
through the inner boundary.

We now demonstrate the influence of these boundary conditions using the same con-
ductance profile as Figure 2.6. We assume an MHD inner boundary of 3 RE, which
corresponds to a colatitude of ∼ 35◦. The hard boundary condition at the LLB is ap-
plied by zeroing the potential at this colatitude; the Neumann condition simply sets the
North/South LLB potentials to be the same before each solver iteration, i.e. the potential
is constant in θ throughout the lower-latitude ionosphere (but varies in λ); the final con-
dition sets ψ = 0 at the equator. The resulting potentials in each hemisphere are shown
in Figure 2.7.

The equatorial boundary condition appears to give an identical solution in the high-
latitude ionosphere to when we applied no boundary condition at all, and is therefore
unnecessary if one does not wish to control the solution at lower latitudes. The hard
condition at the LLB has confined the convection pattern purely to high latitudes and
has yielded notably smaller extrema in the potential, though still captures some distor-
tion and North/South asymmetry in its morphology. The Neumann condition similarly
captures this distortion, but underestimates the North/South asymmetry due to the very
large potentials near the LLB being mutually enforced between each hemisphere, hence
the exaggerated CPCPs. The results are summarised in Table 2.1. The most sensible
choice for an inner boundary radius & 3 RE therefore appears to be either the ‘Hard
(LLB)’ condition, or simply solving over the full sphere as before, i.e. ‘None’. Other
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Figure 2.7 – Solutions for the potential for different boundary conditions corresponding
to the same FAC and conductances as in Figure 2.6, where (a, b) have a hard boundary
condition where the potential is zeroed at the equator, (c, d) have the same except the
potential is zeroed at the LLB, and (e, f) have a Neumann boundary condition applied at

the LLB.

choices may have some benefit, but only if additional constraints on the potential are re-
quired. Throughout this thesis the ‘Hard (LLB)’ condition is used, in order to ensure that
the electric field near the inner boundary is well-behaved. However, for future simula-
tions where an accurate potential is required at lower latitudes - e.g. for data comparison
or for forecasting ground magnetic perturbations - it may be preferable to apply no such
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boundary condition. The solver has therefore been left adaptable for such purposes.

Boundary Condition
North South

CPCP ψmax ψmin CPCP ψmax ψmin
None 59.6 27.73 -31.84 98.5 47.38 -51.08

Neumann (LLB) 86.8 38.01 -48.79 106.5 49.43 -57.06
Hard (eq.) 59.6 27.73 -31.84 98.5 47.38 -51.08

Hard (LLB) 41.6 20.04 -21.57 81.4 40.53 -40.84

Table 2.1 – Values (in kV) for the CPCP and minima/maxima in electric potential at each
hemisphere for the different boundary conditions shown in Figure 2.7.

2.3.4 Coupling with the Magnetosphere

We now discuss the coupling of the thin-shell ionosphere model with the Gorgon MHD
code. In order to calculate the FAC generated at some position in the magnetosphere
that inevitably enters the ionosphere, we apply Ampère’s law, i.e.

j|| =
1
µ0

(∇× B) · b̂ (2.32)

where µ0 is the permeability of free space. To obtain the ionospheric FAC we perform
this calculation at cells just outside of the inner boundary and map it down onto the
ionospheric grid. This requires a procedure of identifying the ionospheric footpoints of
given magnetospheric field lines; one could numerically trace the simulated field lines
down onto the ionosphere at ∼ 1RE to obtain geomagnetic coordinates, but this is com-
putationally demanding. Instead, we assume that the magnetic field in the inner region
is perfectly dipolar, yielding a simple mapping relation for our coordinates:

cos θIS√
RIS

=
cos θIB√

RIB
. (2.33)

Here subscripts IS, IB denote the ionosphere and magnetospheric inner boundary,
respectively. This allows us to map elements of j|| onto new positions θ at the iono-
spheric radius RIS (as the dipole field has no λ-dependence). It should be noted that this
mapping procedure will project a cartesian grid onto the spherical ionosphere, and as
such we must interpolate it onto a spherical grid for the purposes of analysis. Further
noting that j|| ∝ B (Goodman, 1995), we must also scale the mapped FAC as:

jIS,|| = BIS
jIB,||
BIB

. (2.34)

This FAC gets passed into the ionospheric potential solver, which returns a value for
ψ mapped back along the field line. The potential does not need scaling upon mapping:
exact values on the spherical mesh remain the same, with the mesh stretched equator-
ward from the LLB to cover unmapped latitudes. From this we calculate the electric field
E at the inner boundary, by solving for the gradient on the cartesian grid of spacing (∆x,
∆y, ∆z), whereby
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E = −∇ψ(x, y, z) =
ψi,j,k − ψi+1,j,k

∆x
î +

ψi,j,k − ψi,j+1,k

∆y
ĵ +

ψi,j,k − ψi,j,k+1

∆z
k̂. (2.35)

Here we evaluate ψ at the faces of the grid cells to obtain a cell-centred E, meaning
this is a second-order approximation. Combining this with the cell-centred B at the inner
boundary of the simulation gives the E×B-drift velocity,

v =
E× B

B2 . (2.36)

The electrostatic approximation neglects any inductive effects by assuming magnetic
field variations are negligible on timescales of order ∼10s and under (Lotko, 2004). By
default the potential is therefore only calculated every 30s, enforcing the same flow every
timestep until it is recalculated - though this can be changed arbitrarily if one wishes to
study the FAC response over shorter timescales. The resulting velocity field can then
optionally be superposed with a corotation velocity (the dominant flow in the innermost
magnetosphere at Earth) to obtain the net flow at the inner boundary. This is necessary
in cases where we wish to capture the effect of dipole rotation, since the ionosphere is
solved within the (non-rotating) Earth frame. We quickly demonstrate the calculation
of the inner boundary flow by solving it analytically using the previously calculated
potentials. The electric field is computed on a smooth spherical surface as:

E = −∇ψ(r, θ, λ) = −∂ψ

∂r
r̂− 1

r
∂ψ

∂θ
θ̂− 1

r sin θ

∂ψ

∂λ
λ̂, (2.37)

where the gradients are calculated to second order. This is combined with the dipole
magnetic field at the inner boundary (since a dipole is assumed throughout the enclosed
region), whereby

B =
µ0m
4πr3 (−2 cos θr̂ + sin θθ̂) (2.38)

with a magnetic dipole moment m = 7.95×1022Am−2 for the Earth. Figure 2.8 shows the
x-component of the inner boundary flow using the idealised FAC and uniform conduc-
tance in Figure 2.3 applying no boundary condition on the potential, and also for a ‘Hard
(LLB)’ boundary condition. The inner boundary is placed at 3 RE, and equation (2.36) is
solved on a spherical shell assuming a perfect dipole. It is clear that both solutions cor-
respond to anti-sunward convection (positive vx) over a circular polar cap, with return
flow at mid-to-low latitudes. Where there is no boundary condition there is a component
of the flow out of the boundary near the equator, as expected; where we apply the ‘Hard
(LLB)’ boundary condition the radial flow disappears and flow stagnates at noon in the
equatorial plane.
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Figure 2.8 – Flow in the x-direction at a 3RE inner boundary, where (a) is the solution cor-
responding to Figure 2.3b and (b) is the equivalent with a hard lower-latitude boundary

condition.

2.4 Testing and Benchmarking

We now test the coupling in Gorgon with a full MHD simulation, by comparing the
output to another GMHD code driven with the same solar wind conditions. Our goal
is to confirm a good qualitative model agreement in the FAC and potential patterns on
the ionosphere, and a broad quantitative model agreement in FAC intensity and CPCP.
It should be noted that due to differing numerics and grid specifications, widely-used
GMHD models have shown large disagreements in CPCP and total field-aligned current
in benchmarking studies, even by up to an order-of-magnitude (Gordeev et al., 2015,
Honkonen et al., 2013). We do therefore expect some differences in these values, and a
comparison serves the further purpose of identifying these to place any Gorgon results
in the context of existing models in the community.

To this end we recreate a run performed by Merkin and Lyon (2010) using the MIX
magnetosphere-ionosphere coupling module, coupled with the LFM MHD code (LFM-
MIX). This involves driving Earth’s dipole field in a zero-tilt, non-rotating configuration.
An idealised solar wind input is used with the following parameters: vx = 500 kms−1,
|B| = |Bz| = 5 nT, Ti = Te = 5 keV, n = 5 cm−3. The IMF is southward for the first
2h, northward from 2h to 4h, and southward again until the end of the run at 9h. The
cartesian grid has a resolution of 0.5 RE and dimensions X = (-30, 90) RE, Y = (-40, 40)
RE, Z = (-40, 40) RE. The inner boundary is placed at 4 RE, at which the number density
and ion/electron temperature are fixed to n = 370 cm−3 and Ti,e = 0.1 eV, respectively.
The ionospheric grid has size 64 × 128 (latitude by longitude), and as in the MIX model
we use a constant, uniform Pedersen conductance of 10 mho and zero Hall conductance.

The initialisation and time-evolution of the magnetosphere is demonstrated in Fig-
ure 2.9. The magnetosphere is formed between panels (a-d), reaching a quasi-steady
state between 1-2h where the nightside field has become less dipolar with the formation
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of a high-pressure plasma sheet. The thinning of the magnetotail current sheet corre-
sponds to the the onset of tail reconnection in panel (d). In panel (e) the IMF has been
northward for 2h, and hence the dayside topology is significantly different to panel (d)
with less flux loaded in the tail. In panel (f) the IMF has then been southward for 1h, and
is continuously driven with these conditions for the remainder of the simulation; the
gradual growth of the Region 1 current system which connects to the ionosphere results
in some erosion of the dayside magnetopause. Driving the system with such a highly
geoeffective solar wind for the final 5 hours thus provides a fairly challenging initial test
for the ionospheric coupling as we expect strong Region 1 FACs and an expanded polar
cap.

Figure 2.9 – Slices in the X-Z plane of the magnetosphere showing the plasma pressure
and magnetic field lines over time.

Figure 2.10 shows the ionospheric conditions at the end of the simulation in Gorgon,
and the results from LFM-MIX from Merkin and Lyon (2010) (using the same boundary
condition on the potential) for comparison. The Region 1 current system is prominent
in both models, peaking at ∼ 20◦ colatitude, with oppositely-directed currents visible
immediately equatorward, though these lie only on the nightside and are weaker in
LFM-MIX. The FAC in Gorgon reaches higher maximum magnitudes, about twice that
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of LFM-MIX. The Region 1 FAC also appears to be distributed across thinner range in
latitudes in Gorgon, with both models showing a difference in minimum/maximum
FAC. Conversely, the Gorgon CPCP (72 kV) is actually less than that of LFM-MIX (95
kV), likely due to the more localised FAC profile and the zeroing of the potential at a
more poleward LLB. Gorgon also shows a larger dawn-dusk disparity in peak potential,
though such differences are typically temporal deviations from an average symmetric
state. Most importantly, both models have similar overall morphologies between 0◦ −
30◦ colatitude which is crucial in determining the global dynamics.

Figure 2.10 – Ionospheric FAC (a,c) and potential (b,d) at the Northern polar cap after 9h
of simulation time using (a,b) Gorgon and (c,d) LFM-MIX (Figure 6 of Merkin and Lyon,

2010). The minimum/maximum values are indicated in each plot.

It is worth noting that the CPCP is a much more common benchmarking metric than
the maximum intensity of the FAC, which is likely more sensitive to the numerics used
by the model. Ridley et al. (2010) demonstrated that decreasing the resolution in the
inner magnetosphere tends to reduce the CPCP; LFM employs a deformed spherical grid
providing higher resolution at the inner boundary, which in this case was placed at 2 RE.
Hence as well as explaining the lower CPCP, the larger and less diffuse FAC in Gorgon
may result from the coarser grid used versus LFM since the FAC is calculated over fewer
grid cells; this is then mapped and interpolated at a lower resolution and within a smaller
mapping region. Therefore whilst repeating the simulation with a higher resolution and
smaller inner boundary in Gorgon would likely yield closer agreement, it is reassuring
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that the CPCPs and underlying FAC patterns are similar after 9 hours of varying strong
and weak solar wind driving.

To provide a clearer quantitative picture of the ionospheric conditions in Gorgon, as
well as any North-South differences, Figure 2.11 shows the relationship between the FAC
and the potential plotted as a function of colatitude through a dawn-dusk meridian slice.
The location of the LLB is clear to see, with the FAC and potential zeroed everywhere
beyond 30◦ colatitude. Whilst there is a small North-South FAC asymmetry, this is pri-
marily due to the slice passing through different current peaks, and the much smoother
potential profile shows very little asymmetry. Whilst one should be careful not to ascribe
too much meaning to a single cut through the ionosphere at a single point in time, we
do note the better agreement versus the LFM-MIX FAC magnitudes in Figure 2.10 when
sampling away from the Gorgon FAC extrema.

Figure 2.11 – A slice through the dawn-dusk meridian showing the FAC (blue) and po-
tential (red) across the whole ionosphere.

Now that we have verified that the ionospheric conditions agree with expectations,
we must test the behaviour at the MHD inner boundary to ensure the ionosphere is
influencing the magnetosphere as desired. Figure 2.12 shows the x-component of the
inner boundary flow, comparing the solution calculated on a spherical shell as in Figure
2.8 and the actual MHD values sampled on the Gorgon cartesian grid. There is good
general agreement between the flow patterns and range of values for vx, suggesting the
mapping procedure and calculation of v is performing well on the cartesian grid. The
flow is similar to the idealised solutions shown in Figure 2.8, with anti-sunward flow
over the polar cap and return flow at lower-latitudes, weakest at the equator at noon.
Note the solution in Figure 2.12b is not as smooth as the ideal cases, but this is to be
expected given that the potential in Figure 2.10b is not perfectly smooth either, and due
to the limitations of interpolating between a cartesian and spherical grid.
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Figure 2.12 – Flow in the x-direction at the inner boundary at the end of the simulation,
where (a) is the solution computed on a smooth spherical surface and (b) is the actual

flow in the MHD domain interpolated onto a sphere.

The overall behaviour is consistent with Dungey cycle dynamics under strong south-
ward IMF driving, and shows that the MHD simulation is properly capturing magnetosphere-
ionosphere coupling and is able to model the response of the terrestrial ionosphere to a
given set of solar wind conditions. This opens the possibility for a much broader range of
studies using the code than previously possible, such as seasonal and diurnal variations
in the M-I system, and the response to severe space weather events using both synthetic
and real solar wind input.
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Chapter 3

Dipole Tilt Effect on the
Magnetosphere-Ionosphere System

The work presented in this chapter has been published in a peer-reviewed journal article:

Eggington, J. W. B., Eastwood, J. P., Mejnertsen, L., Desai, R. T., & Chittenden, J. P. (2020). Dipole

tilt effect on magnetopause reconnection and the steady-state magnetosphere-ionosphere sys-

tem: Global MHD simulations. Journal of Geophysical Research: Space Physics, 125, e2019JA027510.

https://doi.org/10.1029/2019JA027510

3.1 Introduction

The evolving solar wind is the key source of short timescale variation in the magneto-
sphere, due to changes in coupling at the magnetopause. Whilst this is important over
minutes to hours, longer timescale variability arises not only from the solar wind but
also from internal dynamics. The orientation of the Earth’s rotation axis to the Sun-Earth
line, i.e. the X-axis of the Geocentric Solar Ecliptic (GSE) coordinate system, varies be-
tween seasons due to the obliquity of the planet and the eccentricity/inclination of its
orbit with an amplitude of ∼ 23.5◦. The resulting changes in solar zenith angle across
the ionosphere cause a diurnal and season dependence of conductance, as discussed in
the previous chapter, which will affect ionospheric conditions and magnetospheric dy-
namics.

In addition, the Earth’s geomagnetic dipole axis is offset from its rotation axis by
∼ 10◦, and hence the combined diurnal and seasonal variation of the dipole orientation is
even greater with an amplitude of ∼ 34◦. This is typically defined within the Geocentric
Solar Magnetic (GSM) coordinate system, which shares its X-axis with the GSE system
but is rotated from GSE such that the dipole axis is contained within the X-Z plane. The
‘dipole tilt angle’ µ is then defined as the angle between the dipole axis and the Z-axis
of the GSM system, and its variation over a single year is demonstrated in Figure 3.1.
The diurnal amplitude of ∼ 10◦ is fairly constant, being slightly larger around solstice,
where the seasonal variation reaches its peak. Hence at solstice the tilt angle ranges from
∼ 14◦ − 34◦, and at equinox is between ±10◦.
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Figure 3.1 – Variation in the geomagnetic dipole orientation over one year (2021) show-
ing the change in (top) the x− and y− components of the unit dipole axis M in GSM
coordinates, and (bottom) the dipole tilt angle µ. Equinox and solstice are indicated,
when the tilt angle is at its minimum and maximum, respectively. The width of the sig-

nals represents the diurnal variation.

3.1.1 Seasonal Variation in Dayside Coupling

The effect on the magnetosphere of a varying dipole tilt angle is significant, and natu-
rally influences the coupling with the solar wind since the rate and location of recon-
nection on the magnetopause is determined by the relative orientation of the IMF and
the magnetospheric field. As explained in section 1.3.4, magnetopause reconnection oc-
curs predominantly along the magnetic separator: a continuous line along which differ-
ing magnetic topologies meet and which is terminated by magnetic null points (where
|B| = 0) (Dunlop et al., 2011a). The reconnection rate at some point along this line is
closely determined by the angle between the field either side the magnetopause, i.e. the
magnetic shear angle, and is maximised for the given local plasma conditions where the
shear angle is 180◦. However, since regions of antiparallel field typically exist only lo-
cally on the magnetopause, the location and extent of the reconnection line is a complex
issue.

One description which attempts to predict the X-line location on the magnetopause is
antiparallel reconnection, in which reconnection occurs where the shear angle is largest
(Crooker, 1979). This angle depends on the relative orientation of the IMF and the plan-
etary dipole axis, and therefore is sensitive to the dipole tilt angle. For purely southward
IMF and a small tilt angle, antiparallel reconnection should occur anywhere along a
line across the magnetic equator, and for purely northward IMF at high latitudes in the
noon-midnight plane. Introducing an arbitrary and non-zero IMF By component splits
the reconnection line at noon, with antiparallel regions in each of the dawn and dusk
hemispheres.

However, in general magnetic reconnection does not require anti-parallel fields (e.g.
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reviews by Hesse et al., 2011, Paschmann et al., 2013, Eastwood et al., 2013, Cassak and
Fuselier, 2016), leading to the concept of guide-field, or component reconnection, where
the out-of-plane magnetic field is non-zero at the X-line (Sonnerup, 1974, Gonzalez and
Mozer, 1974). This permits an extended continuous X-line across the dayside magne-
topause for non-southward IMF, which has been observed using multi-spacecraft obser-
vations (e.g. Dunlop et al., 2011b).

Various models have been developed to predict the orientation and location of the
X-line as a function of upstream conditions, in particular the magnetic field orientation
in the magnetosheath (e.g. discussion by Komar et al., 2015), which have also been tested
against observations (Walsh et al., 2017, Souza et al., 2017). Furthermore, spacecraft data
has shown that (except in cases where the IMF Bx is large) the reconnection line is con-
tinuous during southward IMF and generally follows the ridge of maximum magnetic
shear, but does not necessarily cross the subsolar point (Trattner et al., 2007). This com-
plication in the component description arises due to seasonal variations in the mean
dipole tilt angle, since the region of maximum shear shifts southward during Northern
summer and northward during Northern winter. The maximum magnetic shear model
has also been applied to observations from the THEMIS mission (Trattner et al., 2012),
showing this same seasonal dependence, and a similar effect was found by combining
THEMIS and Cluster data (Zhu et al., 2015).

Global MHD simulations have been used to explore the effect of dipole tilt angle on
reconnection in more detail. The location of the separator has previously been shown for
tilt angles between -20◦ and +20◦, showing the X-line as continuous and shifting with tilt
angle in the same fashion as described above (Hoilijoki et al., 2014). The inclusion of
an IMF Bx component also contributes to this shift, as demonstrated in previous simu-
lations (Peng et al., 2010). However, a recent survey of THEMIS data revealed that the
seasonal (tilt angle) control of the X-line location tends to dominate that of Bx (Hoshi
et al., 2018). This seasonality may contribute to semi-annual variations in geomagnetic
activity (Russell and McPherron, 1973). Indeed, MHD simulations have shown that for
increasing tilt angle and during southward IMF, the region of antiparallel magnetic field
decreases in size (Russell et al., 2003) and changes location (Komar et al., 2015). Whilst
this may reduce the global rate of reconnection on the magnetopause, i.e. the dayside
coupling rate ΦD, no such dependence has yet been quantified in simulations for the full
range of tilt angles.

Additionally, this presumes that the reconnection location corresponds closely to
these antiparallel regions, whilst in fact the full 3-D geometry and length of the X-line
will depend on more than just the location and size of the antiparallel regions but also
the local plasma conditions and particular shape of the magnetopause for some given
configuration. MHD simulations have shown that the magnetopause topology is highly
sensitive to dipole tilt angle, with the location of the magnetopause nose (the point of
first contact of the solar wind) shifting northward (southward) for a positive (negative)
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tilt angle, thus affecting the location of first contact with the solar wind and the predic-
tions of component reconnection (Liu et al., 2012, Lu et al., 2013). Furthermore, obser-
vations have shown that the tilt introduces asymmetries in the bow shock (Jelínek et al.,
2008, Lu et al., 2019a). Extending such a study beyond the terrestrial parameter range
may reveal even more complex behaviour.

3.1.2 Seasonal Ionospheric Asymmetries

In addition to altering the rate of open flux production, the tilt angle may introduce
asymmetries in magnetospheric convection which would affect the global dynamics.
Park et al. (2006) showed that during southward IMF and for a static dipole with a 30◦

tilt angle, the dayside reconnection location (inferred by antiparallel regions) shifts to
roughly follow the magnetic equator, whilst the nightside reconnection location follows
the shift of the magnetotail current sheet. The latter is hinged by the magnetotail geome-
try towards the ecliptic plane, such that convection in the Northern hemisphere is forced
to follow a longer pathway than in the South. Similar hinging effects have been found
in spacecraft data, showing a clear seasonal dependence (Xiao et al., 2016). Any such
dynamical changes in the magnetosphere will also manifest in the ionospheric convec-
tion: Park et al. (2006) suggested that a North-South asymmetry in CPCP develops since
the convection electric field is stronger on average in the Northern hemisphere. Similar
asymmetries were also seen in simulations using duskward IMF with a non-zero dipole
tilt angle (Park et al., 2010).

Ridley et al. (2004) investigated the control of conductance in models on the mag-
netosphere under southward IMF, showing that at solstice during Northern summer
the Northern field-aligned currents are significantly stronger than at the South. This has
similarly been shown in simulations of the IMF switching from Northward to southward
(Lu et al., 2019b), which also found differences in the Northern and Southern polar cap
sizes due to the dipole tilt angle having an asymmetric impact on the cusp in each hemi-
sphere. However, the inclusion of non-uniform conductance (accounting for enhanced
solar EUV ionisation in the sunlit hemisphere) has been shown to be largely responsible
for disparities in Northern and Southern FAC in simulations (Ridley, 2007). Simulations
of the role of conductance during real events on both the CPCP and reconnection rate,
inferred separately in each hemisphere, found hemispheric asymmetries in both param-
eters as well as differences between the CPCP and ΦD, which was attributed to viscous
interaction with the solar wind and/or saturation of the potential whereby it reaches
a maximum sustainable value (Jensen et al., 2017). Simulating instead with a uniform
conductance - and for the full range of tilt angles - would isolate the contribution of any
asymmetries that arise purely due to changes in the location of reconnection.

Observations have noted clear North-South asymmetries in CPCP, attributed to asym-
metric convection due to dipole tilt, though some studies have found larger values in
both summer (e.g. Pettigrew et al., 2010) and winter (e.g. Zhang et al., 2007). Differences
in observed FAC are more consistent, with data showing that the maximum summer
FAC can be roughly twice the maximum winter FAC (Papitashvili et al., 2002, Wang et
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al., 2005). Recent AMPERE data even shows stronger average Region 1 FACs driven in
the Northern ionosphere independent of season (Coxon et al., 2016). Any such asym-
metries are of consequence for the potential impact of a severe space weather event,
since the onset time will closely determine which locations on the Earth experience the
strongest ground perturbations.

As already noted, ∼10◦ of the amplitude of the dipole tilt angle variation arises from
the offset of the geomagnetic dipole to the rotation axis. Cnossen and Richmond (2012)
explored the impact that more extreme offsets might have on ionospheric conditions,
showing variations over 24h periods for tilt angles up to 60◦ at both solstice and equinox.
Whilst at equinox a trend of decreasing daily-average CPCP was seen for increasing tilt
angle in both hemispheres, such a clear trend was not seen at solstice. Later simula-
tions using the true offset showed that changes in solar wind coupling can account for
up to 90% of CPCP variation, and conductance effects as little as 10% (Cnossen et al.,
2012b). However, daily averaging will smear-out much of the magnetospheric response
to dipole orientation, making it difficult to distinguish between driving factors.

3.1.3 Motivation and Outline

Overall it is clear that the dipole tilt introduces significant asymmetries in the magnetosphere-
ionosphere system, but the exact tilt angle-dependence is not fully understood. By elim-
inating various factors like dipole rotation and non-uniform conductance, and focusing
on static, steady-state configurations, we can demonstrate with more clarity the fun-
damental impact of a varying tilt angle arising solely from changes in magnetopause
reconnection and magnetospheric convection. In fact, whilst the Earth’s tilt angle vari-
ation is limited to a range of ±34◦ at present, this has not always been the case. The
internal magnetic field is known to vary significantly over geological timescales, often
undergoing full reversals every few hundred-thousand years (Gubbins, 2008). Addition-
ally, between these dramatic reconfigurations there are periods of temporary migration
known as ‘geomagnetic excursions’. Noticeable tilt angle variations can occur even on
decadal timescales, with a total change of ∼1◦ over the last half a century (Korte and
Mandea, 2008, Amit and Olson, 2008). This is demonstrated in Figure 3.2, which shows
500 years of geomagnetic pole motion; the North magnetic pole (where the field points
into the Earth) has been accelerating dramatically over the last 30 years (Livermore et al.,
2020). Hence, more severe dipole tilt configurations could one day represent a realistic
scenario for a severe space weather event.

Highly-inclined dipoles are also a feature of interest outside of the terrestrial context.
In particular, the dipole axes of Uranus and Neptune are offset by large angles to their
rotation axes (by 60◦ and 47◦ respectively, Russell and Dougherty, 2010). Coupled with
their severe obliquity to the ecliptic plane, these magnetospheres undergo significant re-
configuration both diurnally and seasonally as shown in both observations (e.g. Cowley,
2013) and simulations (e.g. Mejnertsen et al., 2016, Cao and Paty, 2017). More exoti-
cally, cases of tidally-locked exoplanets and direct evidence of exoplanet magnetic fields
suggest the possibility of magnetospheres which, as well as being highly inclined to the
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Figure 3.2 – Migration of the North geomagnetic pole over the last 500 years calculated
using the CALS7K archaemagnetic field model. Since the geomagnetic dipole axis passes
through the centre of the planet, the migration path of the South pole is a mirror-image

of the North (from Amit and Olson, 2008).

stellar wind, are locked-in to this extreme tilted configuration - though such a slow rota-
tion rate might not support a strong planetary dynamo (Grießmeier et al., 2004). Thus,
understanding the behaviour of the magnetosphere-ionosphere system for larger tilt an-
gles is important not only for revealing the key parameter dependencies of the terrestrial
space environment, but also in exploring the various cases which may indeed exist in na-
ture.

In this study we investigate differences in the steady-state magnetosphere-ionosphere
system for the full range of dipole tilt angles from 0◦ to 90◦, in each case tilting the North-
ern hemisphere to face sunward and keeping the dipole static. Changes in the location
and intensity of dayside magnetopause reconnection are investigated in each case, to
reveal the key determining factors in the case of southward IMF. We thus explore how
changes in coupling with the solar wind affect magnetospheric dynamics, and the asym-
metries that develop in the convection due to the tilt angle effects in more detail than
has been shown before. Finally, these results are used to explain the various impacts on
ionospheric conditions, revealing the key role of tilt angle on modulating the location,
strength and morphology of the Region 1 current system, and thus the importance of
this parameter in determining potential impacts as a function of onset time for a given
severe space weather event.

3.2 Methodology

3.2.1 Simulation Set-up

The simulation domain is the same as in section 2.4: we employ a domain of dimensions
X = (-30, 90) RE, Y = (-40, 40) RE, Z = (-40, 40) RE and a grid of resolution 0.5 RE. Note this
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coordinate system essentially corresponds to GSM but is positive in the anti-sunward di-
rection, i.e. (X, Y, Z) = (−XGSM,−YGSM, ZGSM). For consistency with previous studies,
we therefore define the tilt angle as µ = tan−1(−Mx/Mz) such that it is positive in the
sunward direction. The same inner boundary conditions are applied as in section 2.4, set
at a radius of 4 RE. The ionospheric potential is zeroed at the lower-latitude boundary at
30◦ colatitude (in the frame of the tilted ionosphere).

In each of our runs, we initialise the magnetosphere with 4h of purely southward IMF
(Bz = −2 nT) driving using a synthetic, steady solar wind of velocity vx = 400 kms−1,
number density n = 5 cm−3 and ion/electron temperature Ti,e = 5 eV. This gives time for
the magnetosphere to enter a quasi-steady state to minimise any time-dependence in the
results. The same simulation is performed for a series of dipole tilt angles from 0◦ − 90◦

in steps of 10◦, whereby a positive dipole tilt angle denotes the Northern magnetic pole
(i.e. at positive Z in GSM coordinates) pointing towards the Sun.

We take the approach of using a uniform Pedersen conductance of 10 mho, and zero
Hall conductance, meaning we do not include the effects of EUV ionization and auro-
ral precipitation. In reality these will be altered by the dipole tilt angle due to changes
in the solar zenith angle and would create further asymmetries in the system. Further-
more, it has been shown that changes in ionospheric conductance can impart changes in
the reconnection rate in models by affecting the magnetopause geometry (Merkin et al.,
2003). However, coupled with the already complex geometric effects of dipole tilt, the
exact effect of a changing conductance profile on the global dynamics is hard to diagnose
separately, and is outside the scope of this study.

3.2.2 Numerical Resistivity

Whilst reconnection strictly should not occur in collisionless MHD (as an electrical resis-
tivity is required to allow diffusion of the magnetic field), one consequence of solving the
MHD equations on a discrete grid is that the field will numerically diffuse to an extent
that is determined by the coarseness of the grid and the numerics of the code. Recon-
nection in simulations will therefore occur numerically wherever there is a sufficiently
strong current layer, its rate dependent on the grid resolution chosen. In the specific case
of Gorgon, A is updated using the electric field E, which is calculated as E = −v× B. To
do this, v is interpolated from a cell-centred position to a face-centred one, introducing
some error, along with that associated with the van Leer advection scheme. The use of
a uniform grid resolution in this study ensures no a priori assumption is required about
where numerical reconnection is likely to occur on the magnetopause, since the grid
effects will be consistent across all tilt angles.

One way to more closely control reconnection in simulations is by artificially setting
either an explicit (uniform) or anomalous (current-dependent) resistivity, independent
of the numerics. Various other studies exploring dayside reconnection in MHD simula-
tions have employed such resistivity models throughout the entire simulation domain,
with values often orders of magnitude greater than the actual resistivity in the magne-
tosphere. This acts to smooth the magnetopause current sheet, making it more stable
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to reconnection and reducing the occurrence of flux transfer events (FTEs), such that re-
connection occurs steadily along a single X-line. Raeder (2006) showed that for a tilted
dipole, FTEs are more likely to occur in simulations due to flux piling-up at the dayside
magnetopause, provided the grid resolution is sufficiently high (or else strong numeri-
cal diffusion prevents sufficient flux pile-up). However, Dorelli and Bhattacharjee (2009)
showed that FTE generation can still occur with zero tilt angle, suggesting FTE genera-
tion may be more closely related to movement of the flow stagnation point away from
the magnetic separator. Glocer et al. (2016) traced magnetic separators in simulations
for cases of small and large uniform resistivity, showing splitting of the separator into
multiple X-lines due to FTE occurrence where the resistivity was small.

Whilst our resolution of 0.5 RE results in a relatively coarse magnetopause, it ensures
that (at least for the smaller tilt angle cases) FTEs are less likely to develop. This is
beneficial since it becomes more straightforward to quantify the reconnection rate where
there is a single well-defined X-line. Setting a large explicit or anomalous resistivity (e.g.
Uzdensky, 2003) would also aid in this. However, in our runs reconnection is essentially
entirely driven by numerical diffusion, with the resistivity several orders of magnitude
below those required to compete with numerical effects.

3.3 Magnetospheric Dynamics

To explore how the dipole tilt angle affects the field topology in the magnetosphere, we
focus on the example cases of 0◦, 30◦ and 90◦. We have chosen these as they represent
the symmetric (untilted) case, the realistic extreme case at present (i.e. the approximate
tilt angle at Northern summer solstice), and the limit of the parameter space. Figure 3.3
shows plots of the current density and open magnetic field lines in the magnetosphere in
the X-Z plane for each of these tilt angles, shown after 4h of simulation. The field lines
have their seed points at the edges of the plotting domain, and so their density does not
necessarily represent the local magnetic field strength. The location of the magnetopause
is shown, defined as the boundary at which there is minimum solar wind entry into the
magnetosphere, similar to the method of Palmroth et al. (2003). We launch a large num-
ber of flow streamlines (∼40,000) from the sunward edge of the simulation box, and
identify the boundary about which they are diverted by finding voids (minima) in the
streamline density (Mejnertsen, 2018). These voids are binned onto a parabolic grid, as
this effectively captures the spherical dayside and cylindrical nightside geometries. The
approximate dayside and nightside reconnection sites are indicated, located by inspec-
tion.

For 0◦ tilt angle, the dayside reconnection site, nightside reconnection site and mag-
netotail current sheet all lie in the equatorial plane. For 30◦, the dayside reconnection
site is found to have moved southward, roughly aligned to the magnetic equator on the
magnetopause. Notably, the magnetotail current sheet does not lie in the same plane as
this point, and is hinged downwards due to the magnetotail geometry being dominated
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Figure 3.3 – The current density j and open magnetic field lines (in black) in the noon-
midnight plane for 0◦, 30◦ and 90◦ dipole tilt angles, shown after 4h of simulation. The
solid white line denotes the magnetic equator, the dotted white line represents the mag-
netopause, and the orange crosses mark the approximate location of the reconnection

site.

by the solar wind pressure at large downstream distances, as found in other simula-
tions (Park et al., 2006). This appears to offset the tail reconnection site, with the closed
field lines tilted away from the magnetic equator, the implication being that field lines
opened in the Northern hemisphere must cover a longer convection path before again
reconnecting on the nightside. In a steady configuration where Northern and Southern
magnetic field lines open and close at equal rates (and each hemisphere contains equal
amounts of open flux), the result will be a stronger convection electric field on average
in the Northern hemisphere than the Southern.

In the more extreme 90◦ case, the dayside reconnection region has moved yet fur-
ther southward on the magnetopause, and the same hinging effect is present at the tail
reconnection site, with the current sheet slightly northward of the 30◦ configuration.
However, the dayside reconnection site is no longer located close to the magnetic equa-
tor, but lies roughly half-way down from the subsolar magnetopause. Extending the tilt
angle range to more extreme values has thus revealed a more complex dependence than
is initially apparent. Notably, for 0◦ we see a plasmoid being ejected downtail from the
near-Earth neutral line, suggesting that (numerical) reconnection in the magnetotail is
time-dependent. As a result the magnetosphere can only be quasi-steady, to an extent
determined by the variability in dayside and nightside reconnection.

Another key effect is in the changing size and shape of the magnetopause and bow
shock, with the tail magnetopause shrinking in its Z-dimension and the subsolar bow
shock moving upstream with increasing tilt angle. The magnetopause nose is shifted
southward for 30◦; at 90◦ the nose has returned to the subsolar point, and the dayside
magnetopause appears flatter and larger overall than for 0◦. This is a result of the dipole
field strength being greatest at the magnetic pole, which for 90◦ directly faces the solar
wind. This pole-on configuration has further consequences for the newly-reconnected
dayside magnetic field, as the reconnection outflow south of the subsolar magnetopause
will be largely in the z-direction. For newly opened magnetospheric field lines connected
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to the North pole, the resulting convection will be mostly perpendicular to the magnetic
field in the subsolar region, generating a strong electric field here. If the electric field is
stronger on the dayside than the nightside, this may influence the Region 1 field-aligned
currents towards noon on the ionosphere, since footpoints here connect to regions in the
magnetosphere with stronger flow shear (see section 3.5).

This effect is demonstrated in Figure 3.4, which shows the electric field interpolated
onto a large number of field lines traced from conjugate North/South seed points on
the inner boundary, including only those which exit the simulation domain. As well as
highlighting the 3-D topology, the large density of field lines yields regions of darker
shading which indicate more clearly where the electric field has a greater magnitude. As
suggested, it is slightly larger on average in the Northern hemisphere for 30◦, particu-
larly close to the Earth and in the distant tail. This is more pronounced for 90◦ where the
Northern field lines close to the Earth map directly into the magnetosheath, whilst the
conjugate Southern field lines show a much weaker electric field, mapping directly into
the magnetotail. Note that in the extreme 90◦ case the ‘Northern’ hemisphere refers to
regions connected to the pole which faces the Sun and which was initially aligned with
the positive Z-axis.

Figure 3.4 – The magnitude of the electric field on conjugate North/South open magnetic
field lines for 30◦ and 90◦ dipole tilt angles.

The closed field regions grow in size on both the dayside and nightside as the tilt an-
gle increases, due to a reduction in open flux content in the magnetosphere, as shown in
Figure 3.5. The consequences should thus be reduced geomagnetic activity and smaller
ionospheric polar caps, supporting the notion that these are seasonally modulated due
to changing tilt angle. The reduced open flux content suggests an associated drop in
the reconnection voltage, despite the upstream solar wind conditions being identical in
each case. To understand this in more detail, we now look more closely at the nature of
dayside reconnection and how the rate of flux transfer varies with tilt angle.
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Figure 3.5 – Northern open flux content in the magnetosphere for each dipole tilt angle,
averaged over the final 30 minutes of simulation. The error bars show the standard

deviation during that period, in which the flux was sampled every 5 minutes.

3.4 Magnetopause Reconnection

3.4.1 Dayside Topology and FTE Generation

The motion of the reconnection site for a varying tilt angle arises due to changes in the
magnetic topology at the dayside magnetopause, since the X-line is located at the inter-
section of magnetic domains. These domains can be identified in the simulation by trac-
ing field lines in both directions from various points in the magnetosphere. Where the
field lines terminate defines the magnetic connectivity of these points, i.e. ‘solar wind’,
‘closed’, ‘North-open’ or ‘South-open’. In the solar wind case, both ends exit the simula-
tion box; in the closed case, both ends terminate at the dipole source; in the North/South-
open cases, one end exits the box and the other terminates at the North/South pole of the
Earth. The field line may fail to terminate; this either indicates a magnetic island, or can
occur spuriously due to interpolation errors. Structures of this connectivity (rather than
isolated points) imply time-dependent, patchy reconnection consistent with FTE gener-
ation, and thus we label this domain as ‘FTE’. Such structures have been investigated
in Gorgon before, revealing complex interwoven flux ropes spanning the magnetopause
(Mejnertsen, 2018), though we do not explore their topology in detail here. Figure 3.6
shows magnetic connectivity and flow streamlines around the dayside magnetopause in
the noon-midnight meridian plane for each tilt angle at a single point in time, with each
domain coloured according to the key.

At 0◦ we see evidence of an FTE being formed around the subsolar region. The steady
X-line is diverted into two separate X-lines at ±2 RE, and the flow streamlines terminate
within this structure, possibly due to vortical flow inside the FTE. This is consistent with
the findings of Dorelli and Bhattacharjee (2009), in that a dipole tilt is not required in the
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Figure 3.6 – Magnetic topology at the dayside in the noon-midnight meridian plane
for successive dipole tilt angles after 13800s of simulation. Shown as white lines are

streamlines calculated from the bulk velocity projected onto the X-Z plane.

formation of an FTE even if there is a tilt angle-dependence to their formation rate. In
this case however, the FTE may be a result of erosion of the subsolar magnetopause due
to strong anti-parallel reconnection, making the current sheet thin and less stable (exac-
erbated by the coarse grid resolution). Indeed, from 10◦ to 40◦ there are no FTEs around
the reconnection region at this specific point in time, implying reconnection is generally
more steady for the smaller tilt angles. This reflects the fact that the 0◦ case is unique
in that reconnection is completely antiparallel along the equatorial plane, whereas the
antisymmetry between the IMF and magnetospheric field breaks down the moment a
tilt is introduced.

For tilt angles of 50◦ and above, there is persistent evidence of FTEs on the magne-
topause, though not necessarily located at the separator. This indicates that the steadi-
ness of magnetopause reconnection may depend on the tilt angle, in agreement with
Raeder (2006), and that the separator location becomes more time-dependent with in-
creasing tilt angle. For these large tilt angles, the flow streamlines are diverted far from
the subsolar region, and can be almost parallel to the magnetopause at the separator lo-
cation. Whilst the stagnation point (where the streamlines diverge, though the flow may
still have some y-component) is coincident with the steady X-line for 20◦ − 40◦ tilt an-
gles, it appears to be the source region for FTEs at large tilt angles. This is consistent with
the FTE generation mechanism of Dorelli and Bhattacharjee (2009), whereby diversion
of the magnetosheath flow away from the separator renders the flow unstable.
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Thus, from the perspective of this 2-D projection, the tilt angle dependence in FTE
occurrence may be due to the independent motions of the flow stagnation point and the
steady X-point with an increasing tilt angle. Nonetheless, this view only represents a sin-
gle snapshot in time, whilst FTEs are an inherently transient phenomenon. Furthermore,
our understanding of these structure is limited within this 2-D view, since the global 3-D
X-line configuration may be much more complex. To determine the relative stability of
the separator and the extent of its deviation for different tilt angles, we must trace-out
its location over a long time period and thus examine its full 3-D motion.

3.4.2 Location of the X-Line

Since reconnection predominantly occurs along the magnetic separator - which demar-
cates different magnetic domains - locating it does not require any a priori assumption
about whether reconnection is of antiparallel- or component-type. To trace-out its loca-
tion in Gorgon, we adopt an approach derived from that of Komar et al. (2013). Magnetic
null points (which terminate each end of the separator) are found using the method of
Haynes and Parnell (2007), i.e. we search for all grid cells containing reversals in each
component of B and perform a trilinear interpolation to obtain sub-grid coordinates. For
a given IMF clock angle, the terminating nulls at dawn and dusk can be selected by
finding those closest to the vacuum superposition solutions (Yeh, 1976), with positions
rn = (xn, yn, zn) given by:

rn =

(
M

2BIMF

) 1
3 (
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√
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) 1
3
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6

) 1
2

, (3.3)

where M is the Earth’s magnetic dipole moment (8×1022 Am−2), θIMF is the IMF clock
angle, and xn = 0 in the terminator plane. The use of this method is demonstrated in
Figure 3.7, alongside an alternative but less efficient approach used later in Chapter 4 for
cases where the null point is not easily identified.

The vacuum solution becomes non-trivial in the case of a dipole tilt or non-zero Bx,
since the dipole axis and IMF cannot be treated as coplanar. Since we are driving with
due southward IMF, there are an infinite number of nulls in the equatorial plane for the
0◦ tilt angle case; for small tilt angles the null locations remain close to those in the 0◦

case. For larger tilt angles (& 30◦) the number of dayside nulls decreases dramatically
and regular FTE generation leads to splitting of the separator into multiple X-lines. This
forms additional nulls around noon; as a general solution for all tilt angles, we thus
select the dayside nulls closest to dawn and dusk, and trace from these. If the nulls in
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Figure 3.7 – Two methods used throughout this thesis to locate the intersection of the
separator with the terminator plane. Shown (left) is the technique whereby the MHD
null lying closest to the vacuum superposition solution is identified, and (right) an ap-
proach in which the magnetic connectivity is sampled close to the vacuum null. The

view is from the Sun towards the Earth and for the 0◦ tilt angle case.

question do not lie along the terminator plane, we trace in both directions to terminate
the separator where X = 0, so that the entire dayside magnetopause is covered and the
length of the separator is independent of the choice of nulls. Where there are multiple X-
lines formed, we simply allow the trace to follow only the one which is the least diverted
from the steady X-line. Whilst tracing all of them is possible, these are only transient
features and do not represent the average location of the separator, and are not always
well resolved with a coarse grid at the magnetopause.

To locate the separator about a chosen null point, we draw a hemispheric grid (ori-
ented sunward) and trace magnetic field lines in both directions from each grid point to
determine the magnetic connectivity. These hemispheres are of arbitrary size and reso-
lution; for most of our traces we have used radii of 1 RE and 50× 50 grids. From these
connectivities we construct a map of the magnetic domains about the vicinity of the null.
We then employ image processing algorithms using the Python SciKit package (Walt et
al., 2014) to identify where the four domains converge, which defines the location of the
separator on this grid. Using edge detection the boundaries of the connectivity struc-
tures (e.g. the closed region) are identified and uniquely labelled by which domains lie
on either side. We sample through the grid and count how many such edges lie within
a given region; the sample area that contains all four edges of the half-open domains is
determined to contain the separator. We then draw a line straddling this sample area,
and interpolate along it to find the exact location of the convergence point. A new hemi-
sphere is then drawn around this point, and the process repeated until the opposite null
point is reached (see Figure 3.8).

We perform our trace in 5 minute intervals for the final 30 minutes of the simulation
and calculate the average separator location over this period, which should smooth-out
transient changes in its configuration. To reliably find the time-averaged separators for
a given dipole tilt angle, the separator arrays need to be of a common length and share
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Figure 3.8 – A schematic showing the advancement of the separator tracing algorithm. A
hemispheric grid is initially constructed around a chosen magnetic null point, on which
magnetic connectivity (a) is determined. The convergence point of the magnetic domains
is then set as the next point along the separator using edge detection methods, on which
a new connectivity map is constructed. This is repeated until a second, terminating

magnetic null point is reached (b).

the same values in at least one dimension. Since the separators are always oriented in a
dawn-dusk sense for southward IMF, we linearly interpolate the traced positions onto a
fixed set of regularly-spaced Y-values, found by calculating the average Y-coordinate of
the dawn/dusk terminating points over the 30 minute period, then choosing Y-values
in intervals of 0.75 RE bounded by these end points. We note that in cases where the
nulls identified lie upstream of the terminator plane, we simply trace beyond the nulls
so that all the separators terminate around X = 0 and the length of the separator is inde-
pendent of the terminating points used. Extrapolation is performed for the final point if
needed (e.g. if the traced separator extent at a given timestep is 0.2 RE short of the aver-
age final Y-value) but this is minimal and any resulting error is small since the separator
geometry becomes more linear around X = 0. This also reduces possible undershoot-
ing/overshooting in X since using the minimum/maximum out of all Y-values would
result in the other interpolated separators stopping before/after the terminator plane.
Once this is done, we average across X and Z for the fixed set of Y-values, repeating this
process for each tilt angle. The standard deviation of the Z-values for the interpolated
separators gives the range of positions. Figure 3.9 shows the resulting magnetic separa-
tors for each tilt angle. In panel (a) we have also displayed the range in traced positions
across the magnetopause in each case.

For 0◦, the average separator lies roughly along the equatorial plane, deviating slightly
at the subsolar point by about 1 RE. For 10◦, the terminating points of the separator have
moved southward of their original locations, whereas in the subsolar region there is a
large southward deviation, consistent with the observed topology in Figure 3.6b. For
20◦ to 60◦ this deviation is not seen, and the separators are shifted more weakly at the
subsolar magnetopause than at the flanks. We note the similarities in this trend to the
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Figure 3.9 – Traced magnetic separators at the dayside magnetopause for different dipole
tilt angles, plotted in the Y-Z (a), X-Z (b) and X-Y (c) planes. Shown is the average
location of the separator over the last 30 minutes of simulation, with the shaded regions

representing one standard deviation in the Z-direction.

results found by Hoilijoki et al., 2014 up to 20◦; our results show that this still holds for
larger tilt angles. At 70◦ we see that the separator suddenly shifts more strongly at noon,
creating a flatter average profile. At 80◦ and 90◦, it continues to migrate southward at
the flanks, but is deviated northward at noon, creating a narrow profile that increases the
effective length of the X-line. In general, the location of the dawn and dusk terminating
points are shifted southward (in Z) and Earthward (in Y) in a consistent manner, but it
is the central portions that show a complex tilt angle-dependence.

In the purely antiparallel case of 0◦, there is a range of deviation of up to 1 RE in
the separator location over this interval, largest at noon. There is less deviation at 10◦,
and it remains relatively stable across its extent (with more motion at the flanks) up
to 50◦. However, the separator becomes significantly more time-dependent from 60◦

onwards, varying most at 70◦ by ±3 RE over the 30 minute interval. This is consistent
with the observed prevalence of FTE generation for large tilt angles in Figure 3.6, which
will significantly alter the dayside topology over short timescales. Overall, though the
X-line does not appear perfectly steady for any tilt angle, the degree to which it is stable
appears to depend closely on the tilt angle.

To help explain the southward migration of the separator, we calculate the magnetic
shear angle on the dayside magnetopause for 0◦, 30◦ and 90◦ tilt angles. This requires
sampling properties immediately either side of the magnetopause, for which we need
to know the distribution of surface normals everywhere on the boundary. To obtain
this for each set of magnetopause coordinates, we use a procedure similar to that de-
scribed by Komar et al. (2015), based on the method of Hoppe et al. (1992). As previ-
ously mentioned, the magnetopause is constructed in paraboloidal coordinates (u, v, φ),
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where φ is the angle perpendicular to and cyclical about the X-axis; u and v are opposite
parabolic dimensions but v is not needed to describe the surface coordinates. For each
point rMP(u, φ) = (XMP, YMP, ZMP) on the surface we find the (3× 3) covariance matrix
for cartesian vectors d = rk − rMP connecting said point with its four nearest neighbours
rk, separated on the magnetopause grid by (∆u, ∆φ):

rk ∈ {r(u− ∆u, φ), r(u + ∆u, φ), r(u, φ− ∆φ), r(u, φ + ∆φ)}. (3.4)

The matrix is thus defined for each rMP as:

Mi,j(rMP) = ∑
k

didj (3.5)

for cartesian components i, j of d. The normal n̂(rMP) is defined as the eigenvector of M
whose eigenvalue is minimal, oriented towards the solar wind by default. To validate
this procedure, we show in Figure 3.10 the components of n̂ on the magnetopause for
the 0◦ tilt angle case. Clearly the magnetopause is normal to the solar wind inflow at
the magnetopause nose (where n̂ = −x̂), and points increasingly towards ±ŷ and ±ẑ
at the flanks, all as expected. The method also resolves the concave divot in the sur-
face around the cusps (seen in Figure 3.3), where the normals are rotated towards ±ẑ.
Hence this approach properly captures the magnetopause geometry and is appropriate
for determining the local variation in properties either side of the magnetopause.

Figure 3.10 – Components of the dayside magnetopause normals calculated across the
surface for the 0◦ dipole tilt angle case.

To calculate the shear angle the magnetic field is sampled either side of the boundary,
stepping perpendicularly from the magnetopause coordinates to obtain the fields BSW

and BMS in the solar wind and magnetosphere, respectively. The angle between the
sampled fields is then given by cos−1(BSW ·BMP/BSW BMS). Figure 3.11 shows the result
of this method for 0◦, 30◦ and 90◦ dipole tilt angles. In the 0◦ case the separator can be
seen to follow the region of antiparallel field, which covers the entire equatorial plane.
For 30◦ this region has shrunk in size, and the separator is draped southward at the
flanks towards where the shear is largest. For 90◦ the antiparallel region is reduced
to essentially a single point about which the separator is approximately hinged. This
suggests that, at least for purely southward IMF, the separator tends to reconfigure with
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tilt angle so as to maximise the shear angle along its extent, though it can deviate around
the subsolar region. This is consistent with the findings of Komar et al. (2015) for a 15◦ tilt
angle, where the maximum magnetic shear model provided the most accurate prediction
of X-line location out of several tested models for southward IMF. However, we note that
unlike in the present study the IMF used in their simulations was not purely southward,
i.e. it was southward-oriented with a non-zero By.
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Figure 3.11 – The magnetic shear angle on the dayside magnetopause for 0◦, 30◦ and 90◦

dipole tilt angles, shown here in the Y-Z plane after 4h of simulation. The white lines are
the average locations of the separator over the final 30 minutes, as shown in Figure 3.9.

3.4.3 Variation in Reconnection Rate

Whilst informative of the magnetic topology, the separator geometry alone does not re-
veal information about the location or intensity of reconnection itself. To infer this, we
must calculate the electric field parallel to the separator (E‖) along its full extent, which
provides the local reconnection rate. Various methods have been employed in simula-
tions to determine the global reconnection rate, such as tracing streamlines back into the
solar wind to determine the geoeffective potential (Merkin et al., 2003), integrating the
parallel electric field along all open field lines to get the global potential extrema (Jensen
et al., 2017), and calculating it from the CPCP based on assumptions of negligible poten-
tial drops (Connor et al., 2014). However this does not provide local information about
reconnection, and some potential drop between the magnetopause and the ionosphere
is inevitable in simulations which may be hard to quantify. Studies using an explicit re-
sistivity typically calculate the reconnection rate as E‖ = ηJ‖, which is not possible for
collisionless simulations unless the numerical resistivity is assumed to have some value.
In this study, we instead output E from the MHD solver at every timestep, capturing the
numerical errors which then modify the induction equation and correspond to numeri-
cal diffusion.

Studies using the GUMICS code have shown that such an approach can pick-up sig-
nificant noise if the flow stagnation line does not coincide with the magnetic merging
line, since flow reversals can occur between adjacent cell-centres (Laitinen et al., 2006,
Janhunen et al., 2012). However we combine temporal averaging along with the use
of a staggered grid, which reduces sensitivity to anomalous numerical noise and has
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been performed in similar studies when showing E‖ along the separator (Cnossen et al.,
2012b). Nonetheless, we stress that any such method is not perfect and may not be fully
capturing the global rate of flux transfer and energy conversion, but serves to show the
general spatial and tilt-angle dependence of the reconnection rate. To calculate E‖, we
perform a trilinear interpolation to find E at every point along the separators and tem-
porally average to yield the same loci of points shown in Figure 3.9. We then average
between successive points to get E half-way along the connecting segments to obtain a
second-order representation. Integrating this (to second-order) over the length of the
separator provides the approximate average dayside reconnection voltage, i.e. global
rate of flux transfer into the magnetosphere.

Figure 3.12 shows the resulting E‖ for each tilt angle. For 0-50◦, the electric field in-
tensity is focused around the central point, whilst it becomes much weaker for 60◦ and
above. Where the separator is strongly deviated around noon (most notably at 10◦ and
80◦), the electric field appears to drop, as was found by Glocer et al. (2016) during FTE
generation. We note that for 0-30◦ tilt angles (where the separator crosses close to the
Sun-Earth line) the enhanced reconnection rate around the subsolar region would yield
a view consistent with component reconnection if measured locally. However, this elec-
tric field is non-zero elsewhere along the separator, which itself extends far away from
the subsolar point. Similarly the electric field is non-zero in regions of small magnetic
shear for both 30◦ and 90◦ - in contrast to the predictions of antiparallel reconnection.
Furthermore, whilst for 0◦ and 90◦ it reaches a maximum where the shear is largest, for
the 30◦ case this occurs just northward of the region of maximum shear. As pointed
out by Glocer et al. (2016), these paradigms may only present a local perspective of 3-D
dayside reconnection, and could lend to misleading conclusions if applied to a global
context such at that shown here.

The reconnection voltage obtained by integrating these parallel electric fields is shown
in Figure 3.13a. From 10◦ onwards the overall trend is that the average voltage decreases
with increasing tilt angle for steady southward IMF. The calculated voltage for 0◦ is in
fact 15 kV lower than at 10◦, which may contrast with expectations for the optimised
shear angle along the separator at 0◦. However, there is still a greater open flux content
at 0◦ during this interval (0.93 GWb versus 0.84 GWb for 10◦), which suggests a larger re-
connection voltage on average. If this is true then the lower value may be a result of more
persistent FTE generation during the sampled period, reduced accuracy in sampling the
electric field due to erosion of the magnetopause (see Figure 3.6a), or unique effect of the
purely anti-parallel field along the equatorial plane for 0◦ which could limit numerical
diffusion. Some of these effects, if present, could be rectified by the use of a large explicit
resistivity to minimise dependence on the numerics, but we reserve this for future study
since it precludes meaningful analysis of the FACs. If the calculation is instead accu-
rately capturing the dayside coupling for 0◦, the greater open flux content could instead
be a consequence of complex magnetotail dynamics, such as bursty (substorm-like) tail
reconnection, by which open flux is stored for some time before being rapidly released
(consistent with the plasmoid ejection in Figure 3.3a).
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Figure 3.12 – The electric field parallel to the magnetic separator for successive dipole
tilt angles, averaged over the final 30 minutes of simulation.

For all tilt angles the reconnection voltage is strongly time-dependent - most notably
at 40◦ where it varies by±7 kV over this interval. Note that although we have not traced
out all X-lines where multiple were formed, the local reconnection rate tends to drop
in the vicinity of the FTEs that they flank. Furthermore, Glocer et al. (2016) found that
the calculated reconnection voltage was the same regardless of which separator branch
was traced in their simulations, and so tracing other branches should not significantly
affect our calculations. The shorter timescale behaviour seen in the reconnection voltage
should average-out to achieve the global quasi-steady state, since the total flux is the
time-integral of the reconnection rate. The polar caps should therefore shrink with in-
creasing tilt angle due to reduced open flux content, altering the location of ionospheric
Region 1 currents. Additional changes in the currents such as emerging North-South
asymmetries may also lead to a more complex tilt angle-dependence, which we now
investigate.
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Figure 3.13 – The dayside reconnection rate (a) integrated along the traced separators,
and the ionospheric cross-polar cap potential (CPCP) (b) at each hemisphere for succes-
sive dipole tilt angles averaged over the final 30 minutes of simulation, with error bars

representing one standard deviation.

3.5 Ionospheric Convection and Currents

To explore how the tilt angle effects manifest in the ionosphere, we first examine the
polar caps in more detail. In ideal MHD (E = −v× B) and in steady-state (∂B/∂t = 0),
the parallel electric field E|| along magnetic field lines is zero. Thus, the electrostatic
potential on closed field lines should be identical at conjugate North/South ionospheric
footpoints (Hesse, 1997), and the reconnection voltage should map down as the CPCP
assuming the potential extrema lie along the OCB.

Figure 3.13b shows the CPCP at North and South for each tilt angle. On both hemi-
spheres the overall trend in the CPCP matches that in the reconnection voltage, as ex-
pected, supporting our conclusions about reduced dayside coupling with increasing tilt
angle. The reduced CPCP at 0◦ versus 10◦ is notably also in agreement, though it remains
possible that the actual dayside rate for 0◦ is higher than for 10◦ since the CPCP depends
on both ΦD and ΦN . An imbalance between dayside and nightside reconnection, which
is likely given the plasmoid evident at 0◦, would also result in a reduced amount of flux
being circulated back to the dayside during this time and hence a weaker CPCP.
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The Northern CPCP is generally comparable to the reconnection voltage, with some
differences seen in each case. At the South, however, there is a larger drop in CPCP
with growing tilt angle, introducing a North-South asymmetry that becomes significant
at large tilt angles. Thus, the breaking of a global North-South symmetry in the magne-
tosphere also breaks the symmetry in the simulated North/South CPCPs, even with a
uniform conductance profile, as also found by Park et al. (2006) for a 30◦ tilt angle. Since
the constraint of matching potentials does not apply to open field lines, as these only map
to one hemisphere, the additional Northern potential must be provided within the polar
cap and have its roots in the solar wind interaction. This is consistent with the greater
convection path lengths in the Northern hemisphere, and hence electric field, shown in
Figure 3.4. A tempting conclusion based purely on the mismatch in CPCPs is that the
magnetosphere is not actually in steady-state, which is perhaps only established over a
much greater simulation time if there are strong asymmetries in the system. In such a
scenario the path lengths would eventually settle to be equal in each hemisphere and
the CPCPs would then reach conjugacy. However this is contradictory with the hinging
of the magnetotail current sheet, also seen in other simulations (Park et al., 2006, Ridley
et al., 2004) and in observations (Xiao et al., 2016).

A further issue unexplained by this interpretation is that the CPCP in the North is
actually higher than ΦD for the largest dipole tilts; some mechanism other than recon-
nection must be contributing to the increased potential. A process often attributed to in-
creases in CPCP in both simulations and observations is viscous interaction with the so-
lar wind, arising due to velocity shears between plasma elements either side of the mag-
netopause. This is usually considered in terms of closed field lines, whereby the inter-
action causes circulation of the magnetospheric field in the same sense as reconnection-
driven convection even during northward IMF. In fact, this still occurs in the presence
of reconnection, and has been proposed to contribute to differences in CPCP and ΦD

in other simulations (e.g. Jensen et al., 2017, Connor et al., 2014), and may contribute
tens of kV to the CPCP for driving conditions such as these (Bruntz et al., 2012). How-
ever the effect of this process is less clear for large tilt angles. As shown in Figure 3.6,
as the tilt angle increases the flow on newly-reconnected North/South-open field be-
comes very different; it reverses either side of the magnetopause close to the subsolar
point on Northern field lines, which constitute a growing portion of the dayside field,
but becomes tangential to the magnetosheath flow in the South.

Thus whilst the the presence of a viscous potential can explain the differences be-
tween the CPCP and the reconnection potential, this could also contribute to the dif-
ferent North/South CPCPs if additional momentum is being transferred onto open flux
tubes in the North pole - particularly for extreme cases like a 90◦ tilt angle. This would
still be consistent with the greater convection path length in the North, and without any
contradiction to the expectations of steady-state. However this is difficult to distinguish
from purely numerical explanations - for example it may be that the ΦD calculation is
an underestimate of the true value for large tilt angles, perhaps due to increased error
where the separator is shorter and less steady. There will also exist some potential drop
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along field lines due to numerical diffusion (E‖ ∝ J‖), which could introduce asymme-
try due to a differing FAC morphology on each hemisphere. However the North/South
CPCP disparity is clearly growing with tilt angle whilst the typical FAC strength should
be decreasing, making this unlikely to be the only cause. Future work could distinguish
these effects through the use of a much higher resolution grid and/or an anomalous re-
sistivity along the separator. Regardless, the CPCP is only a single metric, and does not
determine any morphological changes occurring due to the tilt, which we now turn our
attention to.

Before showing the full ionospheric conditions, we first identify the location of the
open-closed boundary (OCB) in the simulations which will help to explain the evolution
of the polar cap. The magnetic connectivity is sampled at the inner boundary at 4 RE.
Here the field is either fully closed, or North-open/South-open yielding three possible
domains. The Scikit-Image package is used to identify the boundaries of the sampled
domains, giving a set of coordinates of the OCB in colatitude and longitude which is then
mapped down onto the ionospheric grid using dipole mapping. This is demonstrated in
Figure 3.14 for a 60◦ dipole tilt.

Figure 3.14 – Method for identifying the open-closed boundary (OCB) in Gorgon, show-
ing (a) the tracing of field lines from the simulation inner boundary which are labelled
according to their connectivity, and (b) finding the locus of OCB points dividing each

domain, shown in magnetic coordinates with the North pole at 0◦ colatitude.

If the reconnection line were perfectly static and continuous on both the dayside and
nightside, then the shapes of the two OCBs would be close to mirror images of one-
another in steady-state, since they must enclose the same amount of flux. However,
previous simulations using Gorgon have shown that flux ropes formed on the dayside
magnetosphere can be connected to just one pole and carry open flux towards the night-
side before dissipating (Mejnertsen, 2018). Hence the results in this study showing non-
steady reconnection at both the dayside and nightside suggest that some North/South
asymmetry, as well as a complex irregular OCB morphology, may be expected.

Figure 3.15 shows the ionospheric potential profiles at North and South after 4h,
with the OCB indicated. Once again we focus on 0◦, 30◦ and 90◦ as our example cases.
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For 0◦ the Northern and Southern conditions match, with the OCB sitting at 5◦ higher in
latitude on the dayside such that the polar cap is shifted slightly to the nightside. Around
dawn and dusk, small regions of open field are impinging from the nightside polar cap
towards the dayside, which may be signatures of the plasmoid ejection in Figure 3.3 or
instabilities at the flanks. The twin-cell convection pattern in the potential is as expected
for southward IMF, with conditions almost identical in each hemisphere.

Figure 3.15 – Electric potential ψ at the Northern (a, c, e) and Southern (b, d, f) iono-
sphere after 4h of simulation for 30◦ (a, b), 60◦ (c, d) and 90◦ (e, f) dipole tilt angles.
The black lines mark the location of the open-closed boundary. The corresponding min-

imum/maximum potential and CPCP is shown in each case.
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For the 30◦ tilt angle the polar caps have begun to shrink in size, and the Northern
OCB is slightly eroded at noon compared to the South. The Northern convection cells
are focussed on the dayside, whilst in the South they are marginally weaker and show
more day-night symmetry. For 90◦ the polar caps are now considerably smaller, again
slightly eroded at noon in the North whilst in the South it is shifted slightly sunward.
The convection cells are also much weaker, and there appears to be very little flow at
mid-to-high latitudes which now map to closed, inner magnetospheric field lines. In the
North the potential is once again strongest on the dayside, and roughly twice as large as
in the Southern hemisphere.

It is noteworthy that the peaks of the potential do not lie perfectly along the OCB
but are slightly poleward in each case. To some extent any agreement will be limited
by the timescale over which the ionosphere is updated in the simulation (∼ 30s) versus
any changes in the OCB, but the lack of coincidence of the two reinforces the notion of
an additional contribution to the potential, particularly in the North. Regardless, the
results seen here show that North-South asymmetries can arise in the potential due to
asymmetries in the convection in the magnetosphere. This disparity suggests that the
FAC may differ significantly on each hemisphere at large tilt angles, even though the
OCBs should enclose effectively the same amount of flux in a quasi-steady-state. The
Region 1 current system is generated along this boundary due to flow shear (Cowley,
2000), and thus any flow asymmetries on open field lines will give rise to asymmetries
in the FAC at each hemisphere and in local time.

Figure 3.16 shows the FAC for the same example tilt angles. For 0◦ the Region 1 FAC
profiles extend to noon, being weaker at midnight; for 30◦ the Northern FAC profile is
broadened on the dayside, where the two bands of Region 1 current reach maximum
amplitudes. In the South this day/night asymmetry is not seen, and though Region 1
currents reach slightly larger maximum values than in the North, they are thinner than
in the 0◦ case and the total upward field-aligned current (TFAC) is now lower. For 90◦

the smaller polar caps result in a strongly localised current system with a much lower
TFAC on both hemispheres. However, in the North the maximum FAC value is still
comparable to the 0◦ case, and is clearly offset towards the dayside. At the South a slight
dayside bias is seen, but this is much less significant than in the North and the currents
are approximately half as intense at their peak.

Thus, as the tilt angle increases, a growing North-South asymmetry in each of the
FAC and potential emerges, despite our use of a uniform conductance profile. This asym-
metry must therefore originate in the convection electric field itself, and is explained by
our findings in section 3.3, i.e. that the convection path length for Northern open field
lines becomes longer than the Southern field lines as the tilt angle increases. To sustain
this configuration in steady-state, faster flows in the Northern hemisphere - especially
at the dayside where newly-reconnected field flows strongly perpendicular to the polar
cap surface - must thus drive stronger currents than in the South, and with an increasing
bias towards noon.
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Figure 3.16 – Field-aligned current j|| at the Northern (a, c, e) and Southern (b, d, f) iono-
sphere after 4h of simulation for 0◦ (a, b), 30◦ (c, d) and 90◦ (e, f) dipole tilt angles. The
dotted black lines mark the location of the open-closed boundary. The corresponding

minimum/maximum FAC and TFAC is shown in each case.

3.6 Discussion and Future Work

In this Chapter we have investigated the effect of an increasing dipole tilt angle on the
global magnetosphere and its coupling with the solar wind and ionosphere, during a pe-
riod of steady southward IMF. We find that the reconnection line on the magnetopause
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shifts southward with increasing tilt angle, in agreement with findings from previous
studies. However, in extending the survey to larger angles than has previously been
investigated we have revealed that the reconfiguration of the magnetic separator is com-
plex and time-dependent, especially for larger tilt angles. Even for a 90◦ tilt angle, the
separator is continuous across the entire dayside magnetopause, and reconnection ap-
pears active along its extent.

The magnetosphere is thus still ‘open’ for an arbitrarily large tilt angle, with the re-
connection voltage dropping (above 10◦) with increasing tilt angle and the polar cap
contracting. We find that a 0◦ tilt angle presents a unique case compared to non-zero
angles, as the strong antisymmetry in the system renders both dayside and nightside re-
connection to be less stable than at 10◦ and show a more complex time-dependence. We
emphasise that steady-state represents a special case, and that a more smooth trend in
dayside reconnection voltage may be seen if driving with a varying IMF, rather than with
the steady conditions for several hours. However, this would introduce more complex
responses in the global system such that the effect of the dipole tilt angle alone would be
hard to diagnose.

The reduced geoeffectiveness at large tilt angles may be a result of strongly diverted
magnetosheath flow where the separator is offset far from the subsolar region. Recon-
nection is also increasingly unsteady as the tilt angle becomes large, with FTE generation
becoming more persistent, thus making the rate of flux transfer highly time-dependent.
This appears to be associated with an offset of the magnetosheath flow stagnation point
from the separator location. Away from noon, the separator is more steady, but the
reconnection rate generally lower due to reduced magnetic shear angle. This has impli-
cations for reconnection at magnetospheres with highly inclined dipoles, e.g. at the ice
giants where observations are extremely limited. For example, it has been shown that
seasonal modulation in magnetic shear angle at Neptune’s magnetopause is likely to
strongly alter where reconnection occurs (Masters, 2015), whilst simulations reveal that
reconnection can locally ‘switch-off’ for certain periods of planetary rotation (e.g. Mejn-
ertsen et al., 2016, Cao and Paty, 2017). An investigation into the separator location for
the various extreme configurations of the ice giant magnetospheres could thus reveal to
what extent reconnection can be globally active even where the shear angle is small, and
whether it is strongly FTE-driven.

In our terrestrial context the drop in reconnection voltage is associated with a con-
tracting ionospheric polar cap, and shrinking Region 1 current systems and CPCPs.
However, the strength of these currents shows a more non-linear dependence on tilt
angle. We have shown that as the tilt angle increases, an asymmetry between the con-
vection path lengths of Northern and Southern open magnetospheric field lines emerges.
In order to sustain a steady-state, Northern ionospheric currents can thus reach larger in-
tensities than their Southern counterparts, despite equal polar cap flux content, and the
CPCP becomes larger in the North even without including conductance changes. The
morphology of these currents also begins to vary significantly, showing a bias on the
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dayside in the North but more day-night symmetry in the South. Whilst this static con-
figuration does not reflect a realistic scenario for the terrestrial magnetosphere (since
dipole rotation and non-uniform conductance will act to smooth out some of the asym-
metry over hours), the existence of this asymmetry has implications for the potential im-
pact of a severe space weather event. For example, at the onset of a geomagnetic storm,
the hemisphere which preferentially faces the solar wind may experience more intense
and/or localised FAC (and thus ground magnetic perturbations) close to solstice and
affect sudden commencements (see Eastwood et al., 2018 and references within) even
despite any differences in conductance.

It is important to point out that migration of the geomagnetic poles over geological
timescales would re-map the ionospheric coordinates onto lower geographic latitudes.
The severe tilt angle cases presented here thus reveal that in this scenario, lower latitude
regions may become susceptible to increasingly significant space weather impacts, but
constrained to a smaller polar cap region. Furthermore, periods of geomagnetic reversal
are associated with changes in the strength of the Earth’s dipole moment, which will give
rise to additional changes in ionospheric coupling (e.g. Cnossen et al., 2012a). Our study
could thus be extended further to explore how various changes in the internal magnetic
field affect the impact of a given severe event.

Finally, there are a number of caveats in our study that could be addressed in future
investigations. The inclusion of a high resolution magnetopause and a more physics-
based resistivity would allow more detailed investigation into the local behaviour along
the separator, rather than just its global configuration. Similarly, using a highly refined
inner magnetospheric grid would better resolve local variations in FAC and potential,
and help to elucidate the exact mechanism generating the differences in North/South
CPCPs. Employing such a setup to simulate a severe space weather event would reveal
the extent to which these asymmetries can influence impacts at different locations on the
Earth.

Extending the model to include Hall-MHD would directly affect the local reconnec-
tion rate via the Hall electric field, and it is not known if this affects the location of the
separator. Exploring various additional IMF orientations may reveal further complex
dependencies on the tilt angle, as has previously been done in the case of a 15◦ tilt angle
and 30◦ IMF clock angle (Komar et al., 2015). For example, by breaking the antisymmetry
between the IMF and magnetospheric field in the 0◦ case, a different trend from 0◦-10◦

could be seen. Whilst these additional factors are all fundamental and help to build the
overall picture, the study presented here demonstrates that the underlying trend driven
by the dipole tilt alone has a significant impact on the global magnetosphere-ionosphere
system, that varies strongly over the full range of tilt angles.
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Chapter 4

Time-Varying Reconnection during
Sudden Commencement

4.1 Introduction

Geomagnetic storms are a temporary disturbance in the geomagnetic field due to en-
hanced energy exchange between the solar wind and magnetosphere (and thus iono-
sphere), and are responsible for the most significant space weather impacts (Akasofu,
2018). These arise during periods of extended southward IMF, and are typically associ-
ated solar wind transients such as coronal mass ejections (CMEs) and corotating interac-
tion regions (CIRs). These can contain large out-of-ecliptic magnetic field components,
and carry shocks at their leading edge. At 1 AU these shocks are generally fast mode,
and can mostly be treated as planar on the scale size of the magnetosphere (e.g. Rus-
sell et al., 1983). For most CMEs the leading shock has its normal orientated along the
Sun-Earth line (Richter et al., 1985), whilst CIR shocks have relatively inclined normals
(Pizzo, 1991).

Sudden increases in solar wind density and/or velocity are characterised as dy-
namic pressure enhancements (DPEs), which result in strong compression of the magne-
topause. Such an event can be identified by a bipolar signature in the horizontal ground
magnetic field due to the compression (Smith et al., 2019). This is termed a sudden com-
mencement (SC), which if it develops into a geomagnetic storm is known as a sudden
storm commencement (SSC). SSCs are increasingly recognised as a space weather threat
to power systems, as they can induce particularly large GICs (Eastwood et al., 2018).

4.1.1 Shock Impact on the M-I System

Interplanetary (IP) shocks represent an extreme type of DPE, and their effect on the mag-
netosphere has been widely studied in simulations. Once a fast forward IP shock front
reaches the Earth’s bow shock it is decelerated within the dense magnetosheath, forming
a curved front which then compresses the magnetopause (Samsonov et al., 2006). Waves
are consequently launched into the magnetosphere, which have been shown to prop-
agate faster than the shock front in the solar wind, especially on the nightside as they
travel into the magnetotail (Andréeová et al., 2008). Faster propagation speeds have
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been found in simulations when the shock has a higher dynamic pressure (Andreeova
et al., 2011a).

Studies have further shown that the reflection of fast mode waves off the GMHD
simulation inner boundary (representing reflection by the ionosphere) acts to decelerate
the compression of the magnetosphere and bow shock, and which further reflects back
towards the inner boundary (Samsonov et al., 2007, Andréeová et al., 2008, Yu and Ri-
dley, 2011). Similar simulations have been performed for dynamic pressure decreases
(Ozturk et al., 2019), e.g. due to fast reverse shocks, which have the opposite effect of
causing expansion of the boundaries. Theoretical studies predict that oscillations in the
magnetopause position occur when it is displaced (Freeman et al., 1995), which has also
been shown in recent MHD simulations (Desai et al., 2021). Any such oscillations may
also modulate the local reconnection rate along the dayside magnetopause.

It is the initial fast mode shock wave, transmitted through the magnetopause, which
first triggers ground signatures defining the SC. Two distinct phases are seen in these
signatures, called the preliminary impulse (PI) and main impulse (MI) (Araki, 1994).
These are understood (in the post-noon sector) in terms of a downward FAC during the
PI phase and an upward FAC during the MI phase. Global MHD simulations have been
used to explore the response of the ionosphere to a sudden pressure pulse in the solar
wind (e.g. Slinker et al., 1999, Keller et al., 2002), finding that the response of the FAC
does indeed occur in two phases: one at higher latitudes followed by another at lower
latitudes. The first PI phase currents were shown to result from the propagation of a
compressional wave along the magnetopause flanks (Fujita et al., 2003a). The MI phase
currents have been shown to occur in two separate phases (Fujita et al., 2003b): firstly
due to deceleration of plasma behind the wavefront, generating (in the post-noon sector)
a downward nightside FAC and upward dayside FAC; and secondly due to enhanced
magnetospheric convection, generating upward duskside FAC that forms a Region 1-like
system.

In a similar study, Samsonov et al. (2010) described these currents in terms of tran-
sient systems resembling the NBZ FAC (which occurs under northward IMF) and Region
1 FAC, which then decay to whatever conditions arise due to the post-shock solar wind
driving. The Region 1-like FAC system has been attributed specifically to equatorial flow
vortices in the outer magnetosphere rather than being reconnection-driven. These have
been explored in detail in simulations (e.g. Samsonov and Sibeck, 2013) and have been
observed in-situ for both pressure increases (Tian et al., 2016) and decreases (Zhao et al.,
2016), as well as remotely in convection data (Kim et al., 2017). Note the above simu-
lations used a northward IMF, and a two-phased FAC response has also been seen in
simulations using southward IMF (Yu and Ridley, 2009). However, convection-driven
FAC signatures may be stronger if the reconnection dynamo is enhanced by the DPE.

4.1.2 Dayside Coupling after Dynamic Pressure Enhancement

The enhanced reconnection rate following the onset of a geomagnetic storm leads to in-
creased open flux content, expansion of the polar cap and thus migration of the FAC to
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lower latitudes. This arises since a larger stormtime IMF strength B and inflow speed v
raise the local electric field along the X-line; for a southward IMF-dominated storm of
duration ∆t, the total open flux generation can be approximated using average storm-
time values as vBzLMP∆t, where LMP is the approximate width of the magnetopause
(see section 1.3.4). A survey of past geomagnetic storms has shown that vBz is more
important than ∆t in determining the intensity of the storm (Wang et al., 2003). Thus,
an intense event with a short duration could lead to more severe space weather impacts
than a weaker (but longer) event.

Palmroth et al. (2007) showed that events similar to slow shocks (i.e. with a reduction
in Bz) have a higher coupling efficiency than events where Bz increases. This is defined
as the efficiency at which the available convection electric field generates an increase in a
chosen geomagnetic index, and has a more complex dependence than the reconnection
rate, though the latter should be dominant over convection (rather than compression)
timescales. Similarly, Andreeova et al. (2011b) showed by combining observations with
simulations that solar wind discontinuities with a smaller Ey actually have a higher cou-
pling efficiency. If this is related to dayside reconnection it may suggest that whilst ΦD

still increases with a greater Bz or Ey, it may do so by a smaller factor than with the
dynamic pressure. Alternatively, reconnection may simply be less important than com-
pressional signatures in determining the geomagnetic response to some DPEs. Note that
there is also a distinction between a dynamic pressure increase and a velocity increase;
the latter is explicitly contained in most solar wind coupling functions (e.g. Milan et al.,
2012), but the former may be dominated by density changes. Nonetheless a greater ve-
locity is strongly correlated with the geoeffectiveness, and simulations have shown that
the solar wind speed is more important in determining the intensity of ground signa-
tures from a DPE than the density (Kubota et al., 2015).

The response of the polar cap size to a DPE is in fact complicated. Using the OpenG-
GCM code, (Oliveira and Raeder, 2014) studied the geoefficiency of frontal and inclined
shocks. The dayside showed strong FAC enhancement due to compressional signatures,
whilst frontal shocks were more geoeffective than inclined shocks as they triggered the
closure of magnetotail flux, i.e. substorms. The inclined shocks generated a North-South
asymmetry in the response, which was less effective at closing nightside flux. Similar
results were found using the same model to simulate the FAC response (Shi et al., 2019).
Such nightside flux closure is associated with contraction of the polar cap, which has
been widely observed for DPEs (Milan et al., 2004, Hubert et al., 2006). Studying three
different DPEs during southward IMF, Boudouridis et al. (2005) found that the polar cap
generally contracted due to strong magnetotail reconnection. An increase in coupling
efficiency was seen after arrival, but was mainly attributed to nightside reconnection.

Nonetheless, this does not preclude the enhancement of dayside reconnection fol-
lowing the arrival of a shock. Boudouridis et al. (2007) used SuperDARN data to show
increased convection on the dayside following DPEs associated with magnetopause re-
connection. The dynamic pressure was mostly dominated by the jump in density for
southward IMF cases. Hence both dayside and nightside reconnection may be enhanced,
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competing to determine the change in polar cap and auroral oval shape and size in the
short time following a DPE. Boudouridis et al. (2011) later showed immediate dayside
convection response under southward IMF, which is slightly delayed and weaker but
longer lasting for northward IMF, with the nightside response only seen ∼ 10 minutes
after the dayside. Observations have also found enhanced particle fluxes on the day-
side during weakly southward IMF after a DPE, with some luminosity increase in the
dayside auroral oval (Borodkova, 2010).

Similar conclusions have been made in simulations. Using OpenGGCM, Connor et
al. (2014) estimated separate dayside and nightside reconnection rates using the iono-
spheric potential, assuming some linear combination of ΦD and ΦN with a viscous po-
tential to produce a total CPCP. For southward IMF they showed clear enhancement of
ΦD after the Alfvén wave transit time into the ionosphere, being 2 to 4 times the con-
tribution to CPCP than ΦN which is enhanced several minutes later. This delay causes
initial dominance of the dayside rate due to compressed magnetosheath field by the
pressure enhancement, and hence expansion followed by eventual contraction of polar
cap. However for northward IMF they found that ΦN dominates, reduced by the ef-
fect of sunward convection due to high latitude reconnection, consistent with an overall
contraction of the polar cap, but still permitting some enhanced dayside reconnection.
Similarly for northward IMF, Samsonov et al. (2010) suggested that the transient NBZ
FAC occurring during shock propagation is due to enhanced cusp reconnection - this
has also been proposed to explain ground magnetic observations after a sudden impulse
(Han et al., 2010).

4.1.3 Motivation and Outline

It is clear that dynamic pressure enhancements, especially IP shocks, may result in im-
mediate enhanced dayside reconnection. By using a metric to estimate the dayside re-
connection rate based on a catalogue of geomagnetic storms, Guo et al. (2011) found that
the solar wind pressure makes a significant contribution to solar wind coupling, moreso
for storms driven primarily by the compressed sheath regions between an ICME leading
edge and the shock ahead of it. Thus the effect of a DPE in compressing the magne-
tosheath field may be crucial in determining the dayside coupling during SC, and the
resulting space weather impacts e.g. injection of high-energy particles and enhanced
FAC signatures.

The response of the dayside field topology during SC is also interesting from a re-
connection perspective. The compression of the magnetopause will influence where re-
connection occurs, since the separator should evolve with the deformed surface. The
distortion of the X-line may alter the local reconnection rate due to changes in the field
orientation, and the extent to which the separator - and reconnection itself - can evolve
dynamically over a given timescale has further implications for studies of reconnection
at the magnetopause. This is very difficult to verify observationally with in-situ mea-
surements; observations of reconnection X-lines by MMS have shown stationarity of the
X-line over several minutes, but these were for steady conditions (Fuselier et al., 2019).
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Global MHD simulations provide an ideal means to investigate this, given their abil-
ity to capture the dynamical changes in the global system in the short time following
impact. In this study, we will simulate the response of the separator and the associated
M-I coupling due to a variety of shocks impacting the magnetosphere. By simulating a
series of different clock angles, dipole tilt angles and solar wind dynamic pressures we
can determine how these parameters control the response of the dayside coupling. Fur-
thermore, by use of an explicit resistivity in Gorgon, we can investigate in close detail
how the reconnection rate is altered locally as the shock propagates over the magne-
topause.

4.2 Simulation Set-up

We employ a high-resolution grid of spacing 0.25 RE everywhere in the simulation do-
main, which as in the previous Chapter spans X = (-30, 90) RE, Y = (-40, 40) RE, Z =
(-40, 40) RE. The inner boundary is placed at 3 RE rather than 4 RE, though as before
has plasma parameters of n = 370 cm−3 and Ti,e = 0.1 eV. Whilst this smaller radius can
lead to prohibitively slow timestep effects due to extremely fast shock-induced Alfvén
waves, it allows for more realistic reflection of waves off the inner boundary and more
accurate mapping of FACs in case of reduced dipolarity resulting from compression.

The magnetosphere is initialised using the same solar wind conditions as in the pre-
vious section, except that in some cases we change the IMF clock angle. A shock is
then injected from the sunward edge of the box by introducing a jump in solar wind pa-
rameters that satisfies the Rankine-Hugoniot (RH) jump conditions, discussed in section
1.2.4. The solar wind conditions are then kept at the post-shock values for the remainder
of the simulation, which continues for 10 minutes after the jump is applied. Since the
shock must be injected as a single solar wind phase front propagating in one direction,
we stick to the simple case of a perpendicular shock (Bn = 0, vt = 0), which is a reasonable
approximation for a typical ICME shock. The jump conditions then reduce to

[ρvn] = 0, (4.1)[
ρv2

n + p2 +
B2

t
2µ0

]
= 0, (4.2)[(

γ

γ− 1
p
ρ
+

v2

2

)
ρvn +

vnB2
t

µ0

]
= 0, (4.3)

[vn × Bt] = 0. (4.4)

Denoting the inflow velocity in the simulation coordinates as v′1,2, where 1 and 2
correspond to sunward and anti-sunward of the shock, respectively, we can calculate
the normal velocity in the rest frame of the shock as vn = v′ − vs, where vs is the shock
speed. Substituting this into equation (4.1), we have
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vs =
n1vn1 − n2vn2

n1 − n2
. (4.5)

From this the shock speed can be calculated to obtain the values for vn, and sub-
stituted into equation (4.2) to solve for one of either the thermal pressure n1kBT1 or
magnetic pressure B2

1/2µ0, provided the other is prescribed. Thus for a chosen jump
in density, velocity and magnetic field we can find the jump in temperature required to
satisfy the RH conditions. For the majority of the shocks in this study, we use jumps of n
= 5 cm−3 → 10 cm−3, vx = 400 km−1 → 600 kms−1 and Bz = -2 nT→ -4 nT; the resulting
temperature jump is Ti,e = 5 eV→ 417 eV, providing the full set of solar wind conditions
required to simulate the shock.

To investigate the clock-angle dependence of the separator response, as well as the
geoefficiency of the shock for different clock-angles, we use three different orientations
of θIMF = 180◦ (due southward), 135◦ (equally southward and duskward) and 90◦ (due
duskward). Due to the coplanarity theorem (see section 1.2.4) the field orientation can-
not vary either side of the shock and so the magnetosphere is initialised with the dif-
ferent θIMF. We do not investigate northward IMF orientations, since we are interested
in sudden commencements which would be most likely to develop into geomagnetic
storms. We then simulate a θIMF = 180◦ shock with 30◦ dipole tilt angle, representing an
event occurring during Northern summer, revealing any seasonal dependence. Finally,
we simulate a much stronger shock for the purely southward IMF case, for which n = 5
cm−3→ 20 cm−3 and vx = 400 kms−1→ 1000, such that Ti,e = 1250 eV. The jump in IMF is
kept the same, so as to isolate the effect of the dynamic pressure. The full set of different
simulation conditions is shown in Table 4.1.

Shock θIMF / ◦ µ / ◦ n2 / cm−3 v2 / kms−1 Ti,e / eV B2 / nT
1 180 0 10 600 417 4
2 135 0 10 600 417 4
3 90 0 10 600 417 4
4 180 30 10 600 417 4
5 180 0 20 1000 1250 4

Table 4.1 – Upstream jump conditions for each simulated shock, along with the different
IMF clock angles and tilt angles with which the magnetosphere is initialised.

Shock 5 presents the limit of a four-fold increase in density allowed by the RH con-
ditions for the γ = 5/3 case. Previous studies have identified typical compression ratios
between 1.2 and 2 for fast forward shocks at 1 AU, and shock speeds of 50-200 kms−1

(Berdichevsky et al., 2000). The jump conditions in this study all yield shock speeds of
200 kms−1 in the upstream solar wind frame and hence are representative of real events,
though significantly greater shock speeds are possible for the most extreme events (Tsu-
rutani and Lakhina, 2014). Furthermore, the results should be generalisable as we are
only focussing on the dayside magnetosphere, meaning any conclusions should not be
too dependent on the system being in steady-state for driving under the given IMF clock
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angle. This would be less true if we were interested in the nightside reconnection re-
sponse, since it would be sensitive to the particular configuration of the magnetotail.
Furthermore, assuming the IMF orientation is unlikely to change significantly either
side of the shock over the timescales of interest, the synthetic conditions should still
be broadly representative of impact by an ICME-driven shock that generates a sheath-
driven geomagnetic storm (at least for southward IMF).

4.2.1 Explicit Resistivity

The shocks are simulated first with no explicit resistivity included, such that the magne-
tosphere is collisionless and the compression of the magnetopause is physically accurate.
In order to closely examine the evolution in the reconnection electric field along the sep-
arator, we then repeat Shocks 1, 3 and 5 with an explicit resistivity of η/µ0 = 5× 1010

m2s−1. This ensures smoothness of current sheets for ease of tracing the dynamic sep-
arators, as well as a means to accurately quantify the local reconnection rate. This also
reduces any model-dependence in the results, hence improving reproducibility.

Whilst the full electron energy equation (2.4) in Gorgon includes Ohmic heating due
to resistivity, this is switched off in all of the runs to reduce the effect of non-ideal phe-
nomena. Indeed, a resistive magnetosphere is a significant deviation from reality even in
steady-state, and so we only focus on the dayside reconnection region during compres-
sion when analysing the results. To first verify that the explicit resistivity is performing
its intended role, we plot the magnetic connectivity in the X-Z plane, as well as the
magnetopause current sheet which should show clear differences versus the numerical
resistivity case.

The effect on the global magnetic connectivity is shown in Figure 4.1. Most notable
is the location of the tail reconnection site, which is far downtail in the collisionless case,
and has moved Earthward to X ∼ 14 RE in the resistive case. Some spurious patches of
open field leak onto the nightside closed field in the collisionless simulation, but disap-
pear in the resistive case. This suggests less bursty reconnection in general with a large η,
meaning FTEs will be less likely to occur on the dayside, as desired. The dayside topol-
ogy has changed significantly, containing more closed flux which balances the reduced
closed flux content on the nightside. The separatrices bounding the IMF and the open
field now appear rounder on the dayside in general, but the magnetopause stand-off
distance is roughly the same along the subsolar line. Whilst these topological changes
will likely affect the shape of the separators, our goal with the resistive runs is not to
compare the geometric evolution but rather the electric field across the reconnection line
during the shock propagation, the timescales of which should be consistent.

The impact on the magnetopause current sheet is shown in Figure 4.2, where the bow
shock current is also visible. The effect of the resistivity is to smooth these out, resulting
in a thicker and larger overall magnetopause current sheet in the resistive case. How-
ever, the collisionless simulation yields larger peak current densities of order∼20 nAm−2
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Figure 4.1 – Magnetic connectivity in the X-Z plane of the magnetosphere for different
resistivities η at 2h, prior to the arrival of Shock 1.

which is consistent with typical values in literature (e.g. Ganushkina et al., 2018). There-
fore whilst numerical diffusion still allows for a more physically representative bound-
ary, as expected, the resistive diffusion is achieving its intended purpose of stabilising
the current sheet and improving ease of analysis.
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Figure 4.2 – Magnitude of Jy in the equatorial dayside magnetosphere for different re-
sistivities η at 2h, prior to the arrival of Shock 1. The magnetopause is the band of most

intense current, with the bow shock visible just below in each plot.

This also demonstrates that the explicit diffusion is dominating over the numerical
diffusion: in principle the global reconnection rate should remain broadly the same de-
spite whatever is causing the dissipation along the separator, as the same geoeffective
electric field is being provided by the solar wind. In the southward IMF case the re-
connection line will lie essentially along the equatorial magnetopause. Since the current
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density is weaker in the resistive simulation, the explicit resistivity must be larger than
the numerical resistivity to achieve the same local reconnection rate E‖ = η J‖ at a given
point.

4.3 Global Topology and Shock Propagation

We first examine the response of the magnetosphere to the shocks, to demonstrate the
compression of the magnetopause and the propagation of shock-driven disturbances
through the system. Figure 4.3 shows the evolution of the thermal pressure during the
period of propagation just after arrival. The shock can be seen coming in from the left-
hand edge, making contact with the bow shock at around 7340s and the magnetopause
at ∼ 10RE at around 7360s. Since the solar wind conditions prior to contact are time-
constant, the system is initially in a quasi-steady configuration. By 7380s the jump in
dynamic pressure has compressed the bow shock and magnetopause, and the shock be-
gins to advance along dawn and dusk towards the flanks, distorting the magnetopause
surface at the shock front. By 7480s the shock has passed the terminator plane, and the
magnetopause is at its minimum stand-off distance.
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Figure 4.3 – Slices in the noon-midnight plane for Shock 1 showing the thermal pressure
P over time as the shock propagates through the magnetosphere.

A fast wave is seen propagating throughout the dayside magnetosphere from 7420s
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onwards as a pressure front, which reflects off the inner boundary and arrests the com-
pression of the magnetopause. By 7540s the stand-off distance has returned to ∼ 8 RE,
where it then remains relatively steady (except for some lower-amplitude oscillations)
and relaxes to balance the post-shock driving conditions. This motion will drastically
change the magnetosheath flow in the frame of the magnetopause, and thus should mod-
ulate the coupling with the solar wind. However, separating the different enhancements
in dayside and nightside reconnection in these simulations - which requires accurately
quantifying the nightside rate - is extremely difficult.

On the nightside, the plasma sheet pressure is enhanced from ∼ 7600s which may
trigger the occurrence of nightside reconnection, roughly 5 minutes after dayside recon-
nection should be enhanced. However we note the location of the tail reconnection site
far downtail in the initial configuration, which may delay the closure of tail flux. This
distance will depend on the grid resolution in the tail and the numerics of the model,
as well as being highly sensitive to the preceding driving conditions. It is therefore dif-
ficult to generalise the effect on tail reconnection, and the characteristic timescales over
which it is enhanced purely based on the observed enhancement of the plasma sheet
pressure. In order to gain a purely qualitative understanding, we instead analyse the
resistive simulation of Shock 5, in which the tail reconnection site is much closer to the
Earth and for which the shock propagates more quickly than Shock 1. Figure 4.4 shows
the connectivity in the X-Z plane during the propagation of the shock.

Figure 4.4 – Slices in the noon-midnight plane for Shock 5 using an explicit resistivity,
showing the magnetic connectivity over time as the shock propagates through the mag-

netosphere.
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The shock impacts the magnetopause at ∼ 7280s, rapidly compressing the dayside
before influencing the nightside closed field region at ∼ 7400s. Rather than immedi-
ately triggering reconnection, the closed field is in fact dragged downtail by the shock
front, stretching and thinning the current sheet. The sudden growth of disconnected
field coloured in yellow (which does not terminate at any boundaries) indicates the for-
mation of a plasmoid due to the eventual triggering of reconnection at separate locations
both near and far from the Earth. The plasmoid is then ejected and the nightside field is
dipolarised, reforming a reconnection line near the Earth at ∼ 7740s.

These dynamics are generally consistent with the triggering of a substorm, with the
distinction that the nightside closed field is stretched out and the current sheet is thinned
by the shock, rather than by the build-up of open flux over an already distant reconnec-
tion line which then triggers the formation of a new near-Earth neutral line. Therefore
whilst the shock clearly acts to close a significant portion of open flux, thus contracting
the polar cap, the timescale over which this happens is heavily dependent on the ini-
tial configuration of the tail and location of nightside reconnection. A more canonical
substorm mechanism (as described in section 1.3.4) may be found under different tail
configurations, but we reserve this for future study. In any case, it is clear that there
will be an initial period prior to the triggering of nightside reconnection where any en-
hancement in dayside reconnection will increase the amount of open flux in the system,
expanding the polar cap. Thus, we can focus our analysis on this time period.

Before turning our attention to dayside reconnection and the location of the magnetic
separators, we first examine the behaviour of magnetic null points (which mark the end
points of the dayside separators) at the terminator plane in response to the shock. For
the θIMF = 180◦ runs, these should lie everywhere along the equatorial plane and so do
not present a convenient means to select the start point for the separators. For the 135◦

and 90◦ clock angle cases, as well as the 30◦ tilt angle case, the nulls seem the natural
place to trace from. However due to the compression of the magnetopause the vacuum
superposition solutions become unreliable as a means to identify the terminating nulls.
To determine if the nulls do indeed remain relatively anchored during the shock prop-
agation we plot their location in Figure 4.5 during the passage of Shock 3. Only nulls
close to the magnetopause are shown (excluding any in the magnetotail current sheet),
and the ‘terminating’ nulls, i.e. those closest to the vacuum predictions, are coloured in
red and green. The approximate location of the magnetopause at X = 0 is inferred from
Figure 4.3.

Prior to the shock arrival the terminating nulls lie along the terminator plane, as ex-
pected, sitting at high latitudes in both dawn and dusk. Additional spurious nulls are
seen, but we find these only exist in pairs and so do not contradict with the topological
order required for the labelled terminating nulls to be connected by a single separator.
By 7480s contact with the dawn and dusk null points is made; these are then dragged
downstream as the shock front propagates, and proceed into the nightside over the fol-
lowing minute. This must arise from the deformation of the magnetopause and the
resulting change in the orientation of the magnetospheric field, as well as the draped
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Figure 4.5 – Magnetic null points near the magnetopause during the propagation of
Shock 3. The nulls at dawn and dusk closest to the vacuum superposition solutions are
labelled in green and red, respectively. The intersection of the magnetopause with the
terminator plane and the location of the shock front are indicated, and are approximated.

magnetosheath field.
The implication is that the length of the dayside portion of the separator connecting

these nulls is be extended. This does not automatically imply magnetopause reconnec-
tion is active over the nightside portion, since the electric field could be negligibly small
over this additional extent given that the field and flow are quasi-parallel here. How-
ever, the flattening of the surface and enhancement of plasma properties in the vicinity
of the shock may permit some reconnection in regions where it is not typically thought
to occur. We note that the resistive runs do not reproduce such a large displacement of
the nulls; this suggests either that a large resistivity allows diffusion of the field in such a
way that the topology is better preserved, or that the null motion could be a peculiarity
of the grid effects. However, since the magnetosphere is essentially collisionless it cannot
be assumed that the resistive results are more representative of reality.

By 7660s new nulls have appeared near the terminator plane, closer to the vacuum
predictions, though a large number of nulls still exist trailing the shock front as far as 20
RE downtail. Two pairs of nulls are seen at high latitudes around Y ∼ ±2 RE, which may
indicate high-latitude reconnection typically associated with northward IMF. This may
also represent the formation of new, steadier dayside separator that remains in place
during the post-shock conditions. Note that this analysis has not been repeated for the
other shocks as individual nulls are significantly harder to track for mostly southward
IMF, since they exist in much greater number. However we have found in internal inves-
tigations that they are indeed initially carried downstream even for 180◦, before being
repopulated on the dayside. Thus this topological phenomenon does seem to pervade
for a variety of IMF orientations.

Overall the results show a highly complex topological behaviour along the shocked
magnetospheric boundary, which is a significant deviation from the typical steady pic-
ture of reconnection. Whether this does indicate magnetopause reconnection occurring



Chapter 4. Time-Varying Reconnection during Sudden Commencement 114

within the nightside is unclear and is difficult to determine, and is a topic for future in-
vestigation. For now we turn our attention to just the dayside portion of the separator,
and explore how the total reconnection rate is impacted.

4.4 Magnetopause Reconnection Impact

4.4.1 Separator Response

For a 180◦ clock angle, i.e. purely southward IMF, the separator lies essentially along the
equatorial plane. Its location can therefore be approximated simply by finding the locus
of points where Bz = 0, which effectively corresponds to the magnetopause. Though
it strictly may deviate somewhat in the Z-direction, as seen in Figure 3.9, we are not
initially concerned about sampling the reconnection rate locally along the separator and
therefore there is little benefit in attempting to trace it out in fine detail. The evolution
of the dayside separators during the initial phase of compression - and prior to any
subsequent expansion of the boundary - is shown in Figure 4.6 for Shocks 1 and 5.

12 11 10 9 8 7 6 5 4 3 2 1 0
X / RE

15

10

5

0

5

10

15

Y 
/ R

E

t = 7340s
t = 7380s

t = 7400s
t = 7420s

t = 7460s

12 11 10 9 8 7 6 5 4 3 2 1 0
X / RE

t = 7280s
t = 7310s

t = 7320s
t = 7340s

t = 7360s

Figure 4.6 – Evolution of the approximate dayside magnetic separator over time for
Shocks 1 and 5 during the initial compression phase.

The portion of the separator in contact with the shock is compressed immediately,
whilst the regions downstream of the shock front remain in their initial configuration
until it gradually propagates into the nightside. This incoherent motion results in a
relatively sharp gradient at the shock interface which will be associated with a strong
current. In both cases the subsolar magnetopause begins to erode, which suggests that
a large amount of flux is being opened. This is particularly severe in the final timesteps.
The region around noon continues to move inwards despite the passage of the shock,
and the displacement is greater for Shock 5, due to its much greater dynamic pressure.
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Since the separator is in motion during the compression phase (with an average subso-
lar speed of ∼ 130 kms−1 in the case of Shock 1) we should expect some effect on the
magnetosheath electric field which is frame-dependent. This suggests there is likely to
be a non-linear behaviour in the reconnection rate. This will be further complicated for
the other simulated shocks, since the separators will lie out of the equatorial plane.

The geometry of the separator is closely controlled by the orientation of the fields
either side of the magnetopause. As shown in the previous Chapter, the dipole tilt has
a significant effect on the length of the separator, causing it to shift from the subsolar
magnetopause. Other simulations have shown that the IMF clock angle causes it to
rotate about the subsolar line, such that it points along Z for a purely northward IMF
if there are no other asymmetries in the driving (Komar et al., 2013). Since this will also
control the local and total reconnection rate on the magnetopause, the geoefficiency of a
shock during the propagation phase is likely to be controlled by the clock and tilt angles
as well. For example, the IMF orientation controls the configuration of the magnetotail
current sheet (e.g. Case et al., 2018) which may also affect the impact on tail reconnection.

To identify the location of the dayside magnetic separator during SC, we start by
determining its intersection with the terminator plane. Since the method of tracing from
terminating nulls is no longer reliable due to the presence of the shock, we simply sample
the connectivity close to the vacuum null predictions and find the convergence point of
different domains, as shown in the right-hand panel of Figure 3.7. In order to track the
separator motion during the magnetopause compression phase we choose only a few
sample timesteps: these are prior to the shock impact, during the propagation along the
dayside, and just before magnetopause begins to move outwards again. We employ the
same separator tracing algorithm as in the previous Chapter, and in the majority of cases
use hemispheres of radius 0.5 RE and resolution 50× 50. The results for Shocks 2-4 are
shown in Figure 4.7.

The overall motion of the separators is similar to that of Shock 1. For both shocks 2
and 4 the same erosion of the subsolar magnetopause is seen, but this is not present for
Shock 3. The implication is that there is less flux being opened for the 90◦ clock angle
case, which is to be expected since this IMF orientation is less favourable for reconnec-
tion. For Shock 2, the separator is bent in the Z-direction at the shock front at 7400s
and 7420s, which is a significant deviation from the steady configuration as this will
dramatically alter the field orientations either side of the magnetopause, and hence the
local reconnection electric field. A similar effect is seen at 7460s for Shock 3. Based on
these results we expect the reconnection rate to be enhanced immediately at the shock
interface.

For Shock 4 the trend is more comparable to Shock 1, with the exception that it is
hinged from the subsolar point and shifts southward towards the flanks, as explored in
the previous chapter. At the subsolar region the separator deviates downwards initially,
indicative of an FTE. The compression of the magnetopause does not process this fea-
ture away, but rather it is seen for the subsequent timesteps. This suggests that more
complex magnetic field structures may survive this relative short time-period evolution,
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Figure 4.7 – Evolution of the dayside magnetic separator over time for Shocks 2, 3 and
4 during the initial compression phase. The IMF clock angle θIFM and tilt angle µ is

indicated in each case.

regardless of how much reconnection is occurring.

4.4.2 Dayside Reconnection Rate

Unlike in the previous simulations in Chapter 3, there is no clear expectation that the
voltage across the separator maps down onto the ionosphere as the CPCP; this is a re-
sult of the strong compression of the magnetosphere, meaning the system is far from
steady-state. The presence of induced magnetospheric electric fields and time-delays in
the ionospheric response may result in a mismatch with the electrostatic potential; quan-
tifying the dayside reconnection rate is therefore difficult. Since the magnetosphere is
initially quasi-steady prior to the shock arrival, the dayside and nightside reconnection
rates are largely in balance and the dayside rate ΦD can be taken as roughly constant
over a few minutes. For the value at some general time t1 after the time of impact t0 -
and prior to the compression of the magnetotail current sheet - the dayside rate can then
be approximated as

ΦD(t1) ≈ ΦD(t0) +
dFPC(t1)

dt
, (4.6)

where we can estimate

dFPC(t1)

dt
≈ FPC(t1 + ∆t)− FPC(t1 − ∆t)

2∆t
, (4.7)

for some sampling cadence ∆t. Note that we expect the initial dayside reconnection rates
to be . 40 kV as per the voltages found in the previous Chapter, and so the total dayside
rate should be dominated by dFPC/dt. Figure 4.8 shows the value of dFPC/dt in the
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Northern hemisphere over the first 5 minutes of shock propagation for each event. The
flux is calculated in the same way as in the previous Chapter, sampled every 10s, and the
time t is zeroed at 7340s for Shocks 1-4 and at 7280s for Shock 5 (which propagates more
quickly). In each case the arrival of the shock results in a sharp increase in the dayside
reconnection rate, which then drops from its peak as the magnetopause is compressed.
This must result from the initial pile-up of shocked magnetosheath plasma and magnetic
field, in agreement with findings by previous studies (e.g. Connor et al., 2014).

For Shocks 1-4 this peak is followed by another increase after 2-3 minutes, which is
most pronounced for Shock 1. This timing roughly corresponds to the expansion of the
magnetopause following the reflection of a pressure wave off the inner boundary as seen
in Figure 4.3; it therefore appears that the expansion and contraction of the boundary
modulates the reconnection rate, since the inflow speed of the magnetosheath plasma
varies in the rest frame of the separator. Further smaller-scale oscillations are seen, which
may correspond to higher order oscillations in the magnetosheath plasma e.g. waves
reflecting between the bow shock and the magnetopause, as well as further oscillations
in the magnetopause. Shock 5 does not show the same behaviour, which we attribute
to the triggering of nightside reconnection after 2-3 minutes which then dominates the
dayside rate, leading to negative rates of change of flux after 5 minutes.
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Figure 4.8 – Rate of change of open flux FPC in the Northern hemisphere for each Shock,
during the first 5 minutes of propagation.

One important caveat to address when quantitatively interpreting the results is in the
conservation of an injected shock as it propagates through the simulation box. In order
to properly treat shocks - especially the bow shock - an artificial viscosity is used in the
code (see section 2.2), which confines them to a few grid cells and removes spurious os-
cillations. However this is naturally limited by the grid resolution, and some spreading
of a propagating shock is inevitable unless one employs an adaptive grid which greatly
enhances the resolution local to the shock front (Torrilhon, 2003).

The consequence for this study is that the conditions in the magnetosheath are to
some extent dependent on the grid resolution, and may slightly over- or under-exaggerate
the magnetosheath field strength and flow speed in the cells containing the propagating
shock over dynamical timescales. Furthermore, the pile-up of shocked magnetosheath
plasma may be broader than in reality. The use of an artificial viscosity minimises these
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effects, as well as the choice of a high resolution (0.25 RE) solar wind compared to simula-
tions where the grid is designed to be more coarse in the solar wind to save computation
time. The results should also be general to other models, since the same effect will be
present to some extent in any simulations of events like these. Nonetheless we must be
careful when comparing the exact values between the weaker and denser shocks, and
primarily focus on the overall behaviour.

To aid with this, the trend between the different shocks is summarised in Table 4.2,
which shows the open flux content in the Northern hemisphere prior to and 5min after
the arrival of each shock, along with the peak and average rates of change in open flux.
Examining Shocks 1-3, the peak change in reconnection rate during SC instead seems to
show a much weaker clock-angle dependence than the∼ sin4(θIMF/2) assumed in many
commonly-used coupling functions (e.g. Milan et al., 2012 and references therein), which
also assume a (generally) linear trend in velocity. A more physically motivated coupling
function may thus be required for this dynamic scenario. A similar conclusion can be
made from the tilted dipole case, where the flux content is smaller but the peak rates
are comparable to Shock 1. Note that other simulation studies have also found a weaker
clock-angle dependence than expected by some empirical and theoretical formulae (e.g.
Wang et al., 2014, Komar and Cassak, 2016), so this is likely not a unique effect of the
compression. Nonetheless the fact that a strong enhancement is seen for all orientations
and persists for some time after impact shows that the jump in dynamic pressure has a
significant control over the strength of coupling, which is not greatly limited by the clock
angle.

Shock
FPC (GWb) dFPC/dt (kV)

t = 0 t = 5 min Average Peak
1 0.65 0.68 118 257
2 0.55 0.59 122 240
3 0.33 0.36 82 139
4 0.56 0.60 123 246
5 0.65 0.70 169 550

Table 4.2 – Open flux in the Northern hemisphere before and after the dayside shock
propagation, along with the peak and average rates of change of Northern open flux.

Finally, Shock 5 has a substantially greater peak dFPC/dt than Shock 1, with the sole
distinguishing factor between each event being the dynamic pressure jump. However
whilst the speed of post-shock solar wind differed by a factor of 1.67, the ratio of the
peak rates is clearly greater at 2.14. Since the upstream density in Shock 5 is twice that of
Shock 1, this may suggest that the density of the DPE is also important during compres-
sion, even if density is not expected to play a role in dayside coupling in more steady
conditions. However this is difficult to distinguish from other non-linear dependencies
in the magnetosheath field strength and flow speed. Note that the factor of 2 increase in
the jump in IMF strength will also contribute to the increase in the reconnection rate, but
this is consistent across all of the shocks.
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Overall whilst the clock (and tilt) angle does clearly control the dayside coupling, this
dependence is smaller than expected and the jump in dynamic pressure is highly effec-
tive at enhancing the peak and average reconnection rates for all orientations. This may
be related to the distortion in the magnetopause as the shock is propagating; the separa-
tor is flattened and reduces in extent, which will greatly alter the relative orientation (i.e.
shear angle) between the IMF and magnetospheric field and the total integrated voltage.
This may reduce the geoefficiency for mostly southward IMF cases, and/or increase it
for orientations closer to a 90◦ clock angle, which could help to explain trends seen in
previous studies of dynamic pressure enhancements (e.g. Andreeova et al., 2011b).

We note that the average reconnection rates show a weaker trend than the peak rates.
In part this can be explained by an increase in nightside reconnection prior to t = 5 min,
which may be more intense for more geoeffective cases and close more of the newly
opened flux. This is especially true for Shock 5 where it has clearly been triggered ear-
lier due to the greater shock speed. Furthermore the effect of oscillatory behaviour at
the magnetopause may be to limit the total flux that can be opened during this initial
period. This would complicate the picture at the polar cap, where there is already some
time delay before it is seen to expand, and faster shocks would also lead to an earlier
contraction which may be more easily observed than an initial expansion.

4.4.3 Local Electric Field

We now utilise our resistive runs to more closely examine how the pressure enhance-
ment generates an increased reconnection electric field. The local reconnection rate is
calculated as E‖ = ηJ‖, ignoring any motional electric field component (E = −v× B)
which would be frame-dependent and require transforming into the local inertial frame
along the moving separators. This negates any contributions due to numerical diffusion,
but as explained earlier this is dominated by the resistive diffusion and would introduce
further model-dependence in the results. Over dynamical timescales and without tem-
poral averaging, any calculations based purely on numerical diffusion may also be sig-
nificantly erroneous. It should be stressed once again that the magnetosheath conditions
depend on the conservation of the shocks, and that we are interested only in the general
trends seen. We do not compute any voltages to compare to the earlier values, since the
resistivity will likely result in significant topological differences during compression, but
rather use the resistive simulations to provide further insight into the results.

Figure 4.9 shows the reconnection rate along the separator for Shock 1 as the shock
propagates over the dayside. At t = 0s the rate is just dependent on the preceding quiet
solar wind conditions, showing symmetry about the subsolar point where it peaks at
∼ 0.4 mVm−1; after the shock reaches the magnetopause after 20s the electric field is
amplified and the peak value at 40s is almost twice as large. The propagation of the
shock is associated with a pair of local peaks in the electric field at dawn and dusk, due
to compression of the magnetosheath magnetic field, which then travel down the flanks
and into the nightside after 120s.
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Thus the local reconnection rate is clearly enhanced at the shock front, and may even
trigger reconnection at locations on the dayside magnetopause where it would not nor-
mally be expected. For example if the amplitude of these peaks remains sufficiently high
in the nightside, then the observed tailward offset of the nulls could allow for magne-
topause reconnection past the terminator plane, though it is not clear if this topological
phenomenon is a result of grid effects or if it does reflect reality. Another amplification
up to ∼ 1.2 mVm−1 is then seen at 160s, which coincides with the secondary peak in
Figure 4.8 due to the expansion of the compressed magnetopause. After this the recon-
nection rate begins to relax as the magnetopause motion is slowly arrested (as seen in
Figure 4.3.
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Figure 4.9 – Local reconnection rate E|| = η J|| along the dayside separator for Shock 1
(due southward IMF) over time, where t = 0s corresponds to 7340s.

We note the appearance of spikes in the electric field profile around the subsolar re-
gion at later timesteps, as well as some dawn-dusk asymmetry despite the inherent sym-
metry in the setup. These are not present between 0-20s; the spikes are therefore likely a
result of perturbations on the magnetopause resulting from the compression, with wave-
lengths which are not well captured by the 0.5 RE separator resolution. The dawn-dusk
asymmetry can also be attributed to limited spatial sampling, though this may also arise
due to the breaking of symmetry by numerical instabilities along the compressed bound-
ary. Since these resistive conditions do not correspond to a realistic magnetopause, we
do not investigate the nature of these effects any further in the present study, though
locating and analysing the magnetopause (or fluopause) during the compression could
be a topic of future work.

We now look at the 90◦ clock angle case shown in Figure 4.10 for Shock 3. The initial
state prior to the shock arrival has a weaker reconnection electric field than for purely
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southward IMF, and shows a smaller enhancement from 20-40s, but like before reaches
approximately 3 times the peak amplitude. The same effect of enhanced electric field
along the propagating shock front is seen up to 120s, as well as a sudden rise at 160s
which again as for Shock 1 is roughly triple the initial intensity. Therefore the local en-
hancement of the reconnection rate appears to depend solely on the increase in dynamic
pressure, and is not unique to the most geoeffective IMF orientations. Furthermore the
fact this is restricted to the vicinity of the shock front reinforces that the enhancement is
not totally dependent on the conservation of the shock and is ultimately driven by the
sudden jump compared to the preceding conditions.
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Figure 4.10 – Local reconnection rate E|| = η J|| along the dayside separator for Shock 3
(due duskward IMF) over time, where t = 0s corresponds to 7340s.

Finally in Figure 4.11 we examine the case of the higher dynamic pressure Shock 5.
Once again due to the greater shock speed we begin from an earlier time window starting
at 7280s. The later timesteps also represent a more relaxed state where the magnetopause
is relatively static, with t = 140s corresponding roughly to t = 220s in the previous two
Figures in terms of the position of the shock front. This means that individual stages
in the evolution are not directly comparable to before, but still demonstrate the same
trends. As before the reconnection rate is enhanced at 20s, and the shock propagation
generates the same local peaks down the flank magnetopause; during this phase the
peak amplitude is ∼ 1.2 mVm−1, compared to ∼ 0.8 mVm−1 for Shock 1. The sudden
spike following the departure of the shock front into the nightside reaches∼ 2.4 mVm−1,
which is twice that seen for Shock 1. Since the ratio between the dynamic pressures of
Shock 1 and Shock 5 is only 3:10, this suggests that the enhancement in the reconnection
rate may be limited somewhat by the inertia of the preceding magnetosheath plasma,
though the scaling likely depends on the spreading of the shock front prior to impact.
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Figure 4.11 – Local reconnection rate E|| = η J|| along the dayside separator for Shock 5
(due southward IMF, greater jump in dynamic pressure) over time, where t = 0s corre-

sponds to 7280s.

4.5 Polar Cap and Ionospheric Signatures

The results described above all suggest that there should be clear ionospheric signatures
showing the opening of flux in the polar cap and enhanced ionospheric convection asso-
ciated with dayside reconnection. This should manifest as an expansion of the dayside
OCB, and strong Region 1 FACs. Whilst the ionospheric response to sudden commence-
ments has been widely studied in the literature, we will focus here on the aspects specific
to our interests and only during the first several minutes after onset.

Figure 4.12 shows the Northern ionospheric FAC during the propagation of Shock 1,
with the OCB given by the black line. Note that since there is no dipole tilt the Southern
conditions should be a mirror image of those in the North. The first signatures are seen
at 7440s, 100s after the shock arrival. At pre-noon and post-noon, the current profile
becomes bipolar, with oppositely-directed FAC appearing at lower latitudes just outside
of the polar cap region. These are in the same sense at the expected additional FAC
signatures during the preliminary impulse (PI) phase (e.g. Fujita et al., 2003a).

The higher latitude sections grow in intensity, reaching ∼ 2 µAm−2 in magnitude at
7520s, at which point the first compression signatures move into the nightside, consistent
with the first set of main impulse (MI) phase FACs. An additional pair of oppositely-
directed currents appear equatorward of these and eventually merge into the original
Region 1 FACs by 7700s. The result is a much stronger Region 1 system lying at about
5-10◦ lower in latitude than in pre-shock conditions, and represents the second set of MI
phase FACs, which remain steady unlike the transient current systems associated with
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Figure 4.12 – Ionospheric field-aligned current in the Northern hemisphere during the
propagation of Shock 1. The open-closed field line boundary is indicated by the black

line each case.

the compressional wave at the front of the shock. Further examples of these appear equa-
torward even as late as 7820s, likely resulting from higher-order reflections of pressure
waves off the inner boundary, as suggested in other simulations (Yu and Ridley, 2011).

The signatures in the OCB are minimal at first, though its morphology is slightly
changed either side of noon at 7480s coincident with enhancement in the Region 1 FAC.
Clearer effects are seen between 7580s-7640s, where it begins to flatten around noon and
grow down to slightly lower latitudes. Between 7700s-7820s this expansion of the OCB
proceeds into dawn and dusk, where finger-like structures of OCB attached to strong Re-
gion 1 signatures appear at both dawn and dusk. This is consistent with the expectations
of enhanced dayside reconnection generating stronger convection and hence Region 1
FACs. No clear nightside OCB signatures are seen until after the final timestep shown
here. This is consistent with our results, since we only expect nightside reconnection to
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occur from 7600s onwards, and with a delay in the FAC comparable to the 100s delay on
the dayside.

Overall whilst the immediate ionospheric response is dominated by the effects of
the compression of the magnetopause, the underlying reconnection-driven FAC signa-
tures continue to manifest and form a clearly recognisable Region 1 system after about
5 minutes. The expansion of the polar cap occurs over even longer timescales, but is
still consistent with enhanced reconnection immediately after the arrival of the shock.
Whilst the change in size of the OCB may be small over this initial time period, and in-
deed may be dominated by later nightside reconnection, attributing the effect of pressure
enhancements as simply a contraction of the auroral oval may neglect key dynamics in
the dayside ionosphere.

4.6 Discussion and Future Work

In this Chapter we have explored in detail the response of dayside reconnection during
a sudden commencement, immediately after the arrival of an interplanetary shock. The
shock-induced signatures which compress the magnetosphere and propagate through
the system are consistent with those in previous studies using other GMHD codes. The
evolution of the magnetic separator during the compression has been shown for a vari-
ety of different IMF clock angles, tilt angles and dynamic pressure enhancements. The
reconnection line responds dynamically to the distortion of the magnetopause, reduc-
ing in extent as it is compressed and moving incoherently as the shock front propagates
through the dayside magnetosphere. The separator is strongly bent at the shock interface
for clock angles that are not purely southward, and magnetic null points which termi-
nate the separator have been shown to be displaced tailward briefly after the point of
contact. These complex topological phenomena demonstrate the extreme non-linearity
of the dayside magnetosphere during such events.

The reconnection rate is enhanced after the arrival of the shock, increasing to a sharp
peak value in excess of that for the eventual post-shock solar wind conditions which we
attribute to piling up of the magnetosheath flow and magnetic field. The subsequent
motion of the magnetopause and oscillations within the magnetosheath plasma appear
to modulate the reconnection rate before it eventually settles into a steady-state once the
magnetopause relaxes. The time-evolution of the reconnection rate shows a clear clock-
angle dependence, but this is weaker than that predicted by typical coupling functions
and a strong intensification is seen for all IMF orientations. This suggests the enhance-
ment in coupling is driven mostly by the dynamic pressure, and is likely dominated by
the velocity jump. This may help explain results in previous studies showing a reduced
coupling efficiency during solar wind discontinuities for larger Ey (e.g. Andreeova et al.,
2011b).

By complementing our results with resistive MHD simulations we have found that
the local electric field along the magnetic separator is increased at the shock interface,
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leading to an enhanced reconnection rate at regions away from the subsolar magne-
topause. Our results also suggest this effect may even briefly spread to the nightside
magnetopause. Thus we may expect reconnection to occur at different locations on the
boundary than usually expected, though this should only occur briefly and may be dif-
ficult to verify with observations.

The signatures of the enhanced dayside coupling can be seen in the open-closed
boundary in the ionosphere. An expansion of the OCB occurs near noon shortly after
the onset of the SC, which spreads out to dawn and dusk and is closely associated with
enhanced FACs. Transient current systems are seen resulting from the compression of
the magnetosphere which generally agree with previous studies (e.g. Fujita et al., 2003a,
Samsonov et al., 2010). One such system is in the same sense as the Region 1 FACs, and
merges into the pre-existing Region 1 system to form steady bands of FAC that match
the post-shock conditions. Signatures of enhanced nightside reconnection are not seen
until several minutes later, but are likely to dominate the changes in the dayside polar
cap if significant amounts of open flux are closed, as found in observations (e.g. Milan
et al., 2004). Future investigation into the effects of compression of the tail would shed
further light on this.

As with any simulation study there are a number of caveats to address. The dis-
sipation mechanism responsible for reconnection in most of these runs was numerical
diffusion, which will inevitably be sensitive to the grid and numerics of the model being
used. Similar studies with other codes would help to generalise the results. However the
use of resistive MHD simulations in this study does reproduce the same enhancement in
reconnection and replicates the key trends, so we expect these to be reliable. A further
issue is the conservation of the shock front as it propagates through the box, which will
inevitably influence our results. However whilst the exact magnitude of any effects may
differ between grid resolution and numerics - and indeed versus reality - the overall re-
sults should remain the same, and are explained in terms of dynamics which should be
consistent. Finally, precipitation of particles in the ionosphere resulting from the com-
pression of the system may locally enhance the ionospheric conductance on the dayside,
whereas we have kept this uniform throughout. Nonetheless precipitation effects should
be most prevalent following the triggering of nightside reconnection and hence are not
as important for the period of interest.

Overall the results are in stark contrast to expectations from a steady model of re-
connection according to commonly used coupling functions. Our simulations show that
the dayside magnetosphere undergoes highly non-linear behaviour in the several min-
utes after the arrival of a dynamic pressure enhancement, and so attempts to use these
functions when estimating the rate of change of open flux during SC may not be reliable.
Recent studies in Gorgon have similarly shown that empirical magnetopause models
fail to capture the complex motion of the magnetopause during such events (Desai et al.,
2021). Care should therefore be taken when attempting to quantify the role of enhanced
reconnection in driving geomagnetic activity shortly after onset, which we also expect to
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be true for other discontinuities such as dynamic pressure decreases. This has implica-
tions not only for our understanding of magnetopause reconnection, but also for space
weather impacts in general.
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Chapter 5

Coupling Timescales during a
Geomagnetic Storm

5.1 Introduction

Geomagnetic storms generate a complex and highly time-dependent response in the
magnetosphere-ionosphere system. These are typically characterised by an enhance-
ment of the ring current, measured by the disturbance stormtime (DST) index; only
events with a DST of less than -50 nT, as inferred from ground magnetometers, are clas-
sified as storms (Lyons, 2000). They occur on average 1-2 times per month, and can be
broken down into three phases: initial, main and recovery. The ring current grows dur-
ing the initial phase, with the DST index dropping below -50 nT during the main phase
which can last several hours. The subsequent recovery phase sees the ring current decay
over as long as several days.

Fundamentally storms are driven by enhanced dayside reconnection due to pro-
longed periods of southward IMF, which also results in strong FACs and particle pre-
cipitation on the dayside ionosphere. Injection of high-energy particles into the ring cur-
rent occurs via tail reconnection, which energises the plasma sheet after open field lines
convect into the nightside. Tail reconnection during storms is associated with strong
substorm activity, through which these events are responsible for the most intense space
weather impacts, posing a significant societal risk. Understanding the timescales over
which storms evolve is therefore crucial in mitigating their impact, and is strongly de-
pendent on the global convection process.

5.1.1 Global Convection Timescales

As discussed in section 1.3.4, the sequence of dayside and nightside reconnection and
global convection can be described according the the expanding/contracting polar cap
(ECPC) paradigm (Cowley and Lockwood, 1992). From the ionospheric perspective, the
opening of flux on the dayside causes the growth of the open-closed boundary (OCB)
around noon, and the resulting flows lead to an expansion of the polar cap. Field lines
then convect anti-sunward towards the nightside where they reconnect in the magneto-
tail, causing ionospheric flows opposite to those at the dayside and hence resulting in a
contraction of the polar cap. This transport of open field lines to the nightside can occur
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over a period of up to ∼1h, and hence changes in solar wind driving are communicated
gradually throughout the magnetosphere by convection.

However, as seen in the previous Chapter, changes in the magnetosphere can also
be communicated by MHD waves over seconds to minutes. Studies have shown that
ionospheric convection can fully reconfigure over 10-20 minutes in response to the onset
of magnetopause reconnection, but also quasi-instantaneously if there is already exist-
ing flow (see Morley and Lockwood, 2006 and references therein). In this sense there
can be considered two aspects to the response timescales: first that associated with the
typical wave transit time for communication to be transmitted along field lines from the
solar wind to the ionosphere and nightside magnetosphere, and secondly the convection
timescale through which flux is circulated from the dayside to the nightside, and then
back to the subsolar magnetopause. Ionospheric signatures have been observed almost
immediately on both the dayside and nightside in response to southward IMF turnings
(Snekvik et al., 2017), consistent with the first, shorter timescale type of response. How-
ever large-scale current systems have been shown to take ∼ 1h or longer to be fully
established on the nightside, compared to tens of minutes on the dayside, indicative
of convection gradually proceeding throughout the system and triggering the onset of
substorms and their subsequent evolution (Milan et al., 2018, Anderson et al., 2014).

Since the dayside and nightside reconnection rates are generally not in balance, the
polar cap tends to evolve continuously in response to solar wind driving. The regu-
lar occurrence of substorms reflects the gradual accumulation and bursty reconnection
of open flux in the magnetotail, leading to periodically intense ionospheric signatures.
However during prolonged periods of southward IMF there is enough time for the day-
side and nightside rates to reach a relative balance, such that tail reconnection can pro-
ceed in a laminar fashion and the flux content evolves uniformly, not requiring flux to
be closed suddenly in large quantities (see Figure 5.1). This is known as steady mag-
netospheric convection (SMC) (DeJong et al., 2009). SMC events can simply be periods
of enhanced convection (Walach and Milan, 2015), but have also been shown to evolve
from high-latitude substorms through a prolonged expansion phase (Figure 5.1b) if the
IMF remains southward (Milan et al., 2019), becoming substorms if the IMF then turns
northward. These can persist for several hours, and are associated with intense auroral
signatures (Walach et al., 2017).

Since during geomagnetic storms the IMF can remain southward for long periods of
time, they can be host not only to substorm activity but also SMCs and other associated
phenomena. However the driving conditions can be highly variable, resulting in a par-
ticularly complex magnetospheric and ionospheric response over a variety of timescales.
For example, multiple IMF switches from northward to southward and vice-versa can
occur, as can periods with strong dawn-dusk oriented IMF (By) components.

5.1.2 System Response to the IMF

The response of the magnetosphere-ionosphere system to changes in the IMF can be de-
composed into to a separate dynamical dependence on each component, particularly By
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Figure 5.1 – Schematic showing the development of steady magnetospheric convection
after an enhancement in dayside reconnection (upper dashed red line). The polar cap
(purple circle) expands (green arrows) as in (a) the substorm growth phase, and flux
flows (black lines/arrows) towards the nightside where it reconnects (lower dashed red
line and blue shaded region) once more as in (b) the substorm expansion phase. How-
ever if the dayside rate remains high then nightside reconnection can proceed in a steady
fashion (c) where dayside and nightside reconnection are balanced (adapted from Milan

et al., 2019).

and Bz. This depends further on the overall driving conditions and hence the particu-
lar configuration of the system at a given time. Coxon et al. (2019) employed statistical
techniques to study the spatial and temporal response of Birkeland currents to changes
in the IMF using AMPERE data. For the IMF Bz they found a 10-20 min dayside re-
sponse to IMF variation, suggesting a direct driving of the dayside Region 1 FACs. The
strongest correlations of the nightside FAC were at timelags of 60-90 min, consistent with
the timescale of the expansion of the polar cap and the onset of nightside reconnection,
with comparable timescales seen in similar studies (Anderson et al., 2014, Shore et al.,
2019). Even longer timescales of 120-150 min were also seen on the nightside, possibly
corresponding to the end of the substorm cycle.

In a similar study using AMPERE data, Milan et al. (2018) showed that following
southward IMF turnings the Region 1 FACs responded with a 10 min delay on the day-
side that maximised after 30 min, whereas on the nightside they maximised after around
90 min. Conversely for northward IMF turnings the dayside Region 1 FACs decayed
over 60 min as substorms subsided, but were sustained for longer on the nightside sug-
gesting gradual contraction of the polar cap due to residual nightside reconnection. In
both the above studies asymmetries were found between day-night and dawn-dusk,
which is not explained purely by the ECPC paradigm; instead, these were attributed to
the effect of IMF By.

The existence of an IMF By results in the asymmetric loading of flux between the
dawn and dusk hemispheres, since it exerts a torque on newly-reconnected field lines.
This results in a ‘twisting’ of the magnetotail lobes, and hence a rotation of the magneto-
tail current sheet out of the equatorial plane due to asymmetric lobe pressure (Cowley,
1981, Xiao et al., 2016). Due to shear flows arising in the magnetosphere, this twisting
proceeds onto closed field corresponding to an induced By, which has been shown via
simulations to arise on the order of tens of minutes (Tenfjord et al., 2015). In response to
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a step-like increase in IMF By, the induced By appeared on closed field lines prior to the
response of nightside reconnection, consistent with MHD wave propagation rather than
convection timescales. These effects are demonstrated in Figure 5.2. This induced By was
associated with well-established asymmetries in ionospheric convection under non-zero
IMF By (Tenfjord et al., 2015), argued in terms of the displacement of field line footpoints
which has been used to explain asymmetric auroral observations (Motoba et al., 2011).

Figure 5.2 – Schematic showing the effect of a By component in the IMF (black lines) on
(a) closed magnetospheric field, which (b) following reconnection induces a By on the
closed field lines (in blue). The effect of By in (c) the magnetotail lobes (enclosed by the
magnetopause and closed field in grey) is a twisting of the current (neutral) sheet (grey
dashed line), due to asymmetric flux loading and flow shears (grey arrows) in the lobes

which induce a By (short black arrows) in the closed field (from Tenfjord et al., 2015).

This contradicts with observations suggesting longer timescales of ∼ 1h are required
for a By to be generated in the tail (Rong et al., 2015, Browett et al., 2017), which are more
indicative of convection timescales. Other sources of plasma sheet By also exist, such as
due to the hinging of the current sheet due to a dipole tilt (Petrukovich, 2011). However,
the distinction between an initial response to a change in IMF and a full reconfiguration
of the system may complicate any deduced timescales; a later study by Tenfjord et al.,
2017 using GOES observations during IMF By reversals suggested response times of <15
min and reconfiguration times of <45 min. Similar delays were seen when investigating
northward IMF conditions (Tenfjord et al., 2018).

Other observations of these reversals have shown a rotation of the current sheet in the
(anti-)clockwise direction for a (positive) negative IMF By, occurring over timescales of
tens of minutes rather than the expected 60-90 minutes for convection timescales (Case
et al., 2018). The rotation was more easily observed during northward IMF, possibly
because the current sheet is more disturbed during southward IMF conditions. A sep-
arate study finding a longer twisting timescale of 1-3h also showed that the delay was
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longer in the inner magnetosphere, i.e. it propagated inward from the middle magne-
totail (Pitkänen et al., 2016). A global MHD simulation using idealised IMF variations
showed that the outer portions of the current sheet near the magnetopause respond more
promptly after ∼15 min at a distance of 20 RE from the Earth, compared to a response
of up to 1h at the inner current sheet (Walker et al., 1999). The timescale of response was
slower further downtail, and the twisting more exaggerated. This wide disagreement
between studies suggests there may be a strong sensitivity to the particular state of the
magnetosphere.

The shorter timescales also disagree with delays seen in large-scale Birkeland cur-
rents. Coxon et al. (2019) found the strongest nightside response to IMF By to occur
between 90-150 min, consistent with timescales attributed to southward IMF driving by
Browett et al. (2017) who also found the response in the plasma sheet By to be best cor-
related over longer timescales (up to 4h) for northward IMF. Milan et al. (2018) found
that dayside responses to IMF By were prompt, but were delayed on the nightside by
up to an hour and developed further over up to 4h. This can be interpreted in terms
of convection timescales, and suggests the response is generally shorter during strong
driving. Thus whilst the effect of an induced By may be prevalent in the magnetosphere,
this may not be too important for ionospheric coupling or is simply dominated by global
convection signatures.

5.1.3 Motivation and Outline

Intensification of field-aligned currents can be very localised, and so accurately predict-
ing the stormtime response of the ionosphere is crucial in forecasting the potential im-
pacts of a severe space weather event at a given location on the Earth. Global MHD
simulations provide the means to model ionospheric conditions in real-time for arbi-
trary driving conditions, and by running with actual upstream solar wind data we can
attempt to reproduce the state of the system during a real event. This then allows direct
comparison to space- and ground-based observations (e.g. FAC data from AMPERE),
from which the observations can be placed in global context to better understand the
physical drivers behind the system’s response, and the characteristic timescales.

Simulating a real geomagnetic storm therefore provides a meaningful case study
to investigate how changes in IMF are propagated through the magnetosphere dur-
ing non-idealised conditions. During such an event the dynamics are particularly time-
dependent, and the strength of driving can greatly vary. This would complement pre-
vious simulations using synthetic conditions where the timescales are sensitive to the
choice of setup, and provide further physical insight into studies based on in-situ obser-
vations. For meaningful results however, a model should be carefully designed to fully
capture the spatio-temporal aspects of the driving which can influence the coupling.

For Gorgon, this involves extending the code to simulate the system in a frame which
accounts for the proper orientation of the solar wind inflow and the rotation of the Earth.
In this chapter, we develop a technique to implement a varying solar wind inflow for a
given time period in accurate GSM coordinates to aid comparison to data. We further
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include the effect of corotation in the inner magnetosphere, and apply gradients in the
conductance based on solar EUV ionisation that are important in generating asymme-
tries in the system. Using this tailored version of the code we simulate a real geomag-
netic storm, and analyse the response timescales of the magnetosphere and ionosphere
to varying strength of driving and changes in the IMF orientation. The results are then
compared to observations of the ionospheric FACs during the same event, to further
elucidate the source of the different timescales. These developments also build the foun-
dations for future space weather modelling efforts using the code.

5.2 Improving the Forecasting

Up to now the model setup has been idealised for the purposes of exploring the system
response to specific changes in driving conditions, so as to isolate the effect of a given
parameter. To accurately simulate a real event, additional dynamical effects will need
to be included. Firstly, the Earth’s dipole tilt is not static and varies both diurnally and
seasonally; for a simulated period of several hours, this could result in a tilt angle shift
of ∼10◦. Including the time-dependent behaviour in the dipole field in the simulation
can be important in capturing changes in the location of reconnection, and asymmetries
in magnetospheric convection and ionospheric conductance (and thus FAC signatures).

This issue could be corrected by rotating the dipole from its initial orientation during
the simulation. However, this is currently not possible in Gorgon due to the splitting
of the magnetic field into dipolar (curl-free) and non-dipolar components, originally re-
quired to more accurately calculate field-aligned currents (see section 2.2). Whilst ro-
tating a single magnetic field component is straightforward (as was done in previous
versions of the code, e.g. Mejnertsen et al., 2016), the split dipole case presents a signifi-
cantly more complicated numerical problem.

Instead, we implement a method to capture the effects of dipole rotation by proxy.
Since the model is essentially composed of two separate components - a dipole source
and an inflowing solar wind - the rotation of the dipole can instead be projected onto the
solar wind. This approach is used in other global simulations (e.g. Sorathia et al., 2019).
By switching into a frame where the dipole always points along the Z-axis (known as
‘Solar Magnetic’ coordinates, or SM), the solar wind vectors will be rotated through those
same angles of rotation. If we then calculate the dipole orientation as a function of time in
the GSE or GSM frames (in which the X-axis points towards the sun), we can transform
into SM and obtain a fully rotating solar wind. Doing this requires accurate calculation
of the dipole tilt angle µ at a given point in time. In reality the Earth’s magnetic field
is not perfectly dipolar, and the North and South magnetic poles do not sit at conjugate
points. However, for modelling purposes we can approximate the field by using a ‘best-
fit’ dipole which passes directly through the centre of the Earth.

Taking data from the IGRF model (Thébault et al., 2015) for a given year, we calculate
the North and South geomagnetic pole location in geographic longitude and latitude
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from which we can transform into the GSE/GSM frame. This requires a set of coordi-
nate transformations that take into account the effects of the Earth’s rotation and orbital
motion (including eccentricity and inclination), so as to fix the Sun’s position relative
to the Earth (Hapgood, 1992). The result is a vector representing the dipole orientation
in cartesian coordinates; the angle between this and the Z-axis is that which we use to
rotate the solar wind. An example of applying this method is shown in Figure 5.3. Here
the initial dipole orientation is close to Northern summer solstice, showing solar wind
vectors with generic GSE components v = vx and B = Bz that are then rotated into the
SM frame. The result is that the solar wind vectors now point out of the noon-midnight
meridian plane, and the rotation axis is offset by∼10◦ from the Z-axis (which is now par-
allel to the dipole axis). In this way any arbitrary pair of solar wind vectors can be rotated
into the SM frame. Upstream solar wind monitor data (e.g. from ACE or Wind, prop-
agated from the L1 Lagrange point to the Earth’s bow shock) can then be transformed
into SM coordinates and hence injected directly into Gorgon via the final transformation
(X, Y, Z) = (−XSM,−YSM, ZSM).

Figure 5.3 – Schematic showing the coordinate transformation from the geocentric solar
ecliptic (GSE) frame to the solar magnetic (SM) frame. The dipole and rotational axes
are shown and are exact of the time indicated, at Northern summer solstice. The solar
wind inflow and IMF vectors are shown before and after, and correspond to a purely

southward IMF and radial inflow in GSE.

The rotation of the Earth exhibits a further influence on the magnetosphere in the
form of a corotation electric field; magnetospheric plasma tied-into closed flux tubes are
forced to rotate with the Earth, the residual momentum for which is provided by colli-
sions with neutrals in the ionosphere. This phenomenon is especially important in the
low-β inner magnetosphere, where the transport of cold plasmaspheric electrons and
ions are dominated by the corotation flow up to a distance Rsp known as the corota-
tion stagnation point (see section 1.3.4). This distance depends on the balance between
convection and corotation, which can vary dramatically depending on the strength and
rotation rate of the planetary field and the driving solar wind conditions, but generally
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extends to several RE at dusk. For corotation-dominated magnetospheres like that of
Jupiter, the stagnation point may lie even beyond the magnetopause and hence convec-
tion plays little role.

Thus, including this effect in Gorgon could significantly alter the flow close to the
inner boundary. This can be implemented by introducing a neutral wind term to the
ionospheric solver, generating an additional corotation electric field as an inner bound-
ary condition, but is most simply included just by adding a corotation term vrot = vrot(t)
to the plasma flow at the boundary which is expressed analytically as:

vrot(t) =
2π

Trot
R̂(t)× r, (5.1)

for a given position r, rotation period Trot and rotation axis R̂. The only variable Gorgon
input here is the orientation of the rotation axis at a given point in time, which depends
on the specific coordinate system used and can be provided with the solar wind param-
eters for the SM frame by transforming the vector R̂ = (0, 0, 1) from geographic coor-
dinates. The components of R̂ = (Rx, Ry, Rz) are then updated every timestep, and the
corotation flow is calculated for each point ri = (Xi, Yi, Zi) for cells within the simulation
inner boundary.

The second dynamical effect is a more representative treatment of the ionosphere. In-
cluding non-uniform ionospheric conductances will introduce further important asym-
metries in the system. For a more general study of the dynamics of the system during
a specific event, rather than for detailed forecasting purposes, it is sufficient to rely en-
tirely on simple empirical formulae to construct a conductance profile. As discussed
in section 2.3.3, without extensive data comparison and sufficient tuning of the inner
boundary conditions, a parametrised auroral conductance is likely unreliable. Rather
than assuming an unrepresentative synthetic auroral profile we simply include the con-
ductances due to EUV ionisation, specified by the solar zenith angle which is calculated
based on the angle between the X-axis and the Sun-Earth line in SM coordinates, i.e.
90◦ − µ. The polar cap conductances, containing auroral contributions and those due to
e.g. polar rain, are then just set as constant and uniform to broadly capture their control
of convection timescales at the cost of their morphological effects.

To test this implementation, we simulate solar wind driving using the following con-
ditions: n = 5 cm−3, vx = 400 kms−1, Ti,e = 5 eV, Bz = -5 nT. The grid is the same as
in Chapter 3, with the rotation and dipole axes pointing along Z. To verify also that
the conductance gradient is having an effect on the magnetospheric flow, we perform
two separate runs in which one includes a uniform conductance profile (the same as in
Chapters 3 and 4), and the other includes the solar EUV ionisation contribution as per
equation (2.28) with background conductances of ΣP,H = 1 mho. The pressure and flow
streamlines in the fully-formed equatorial magnetosphere are shown in Figure 5.4. The
existence of closed flow streamlines near the inner boundary demonstrates that the coro-
tation is dominating close to the Earth, as expected. In contrast to the idealised picture
shown in Figure 1.11, there exist two stagnation points in each case. This reflects the
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more complex convection profile arising due to the geometry of the shielded magneto-
spheric field, as well as departures from a pure steady-state.

The offset of the flow stagnation points to greater distances in the non-uniform con-
ductance case occurs due to the greater dayside conductance and thus weakened con-
vection, causing corotation to dominate further out. Additional differences are seen in
the nightside pressure and magnetopause stand-off distance, as well as the existence of
a flow vortex on the dawnside flank with the uniform conductance. We note the strong
agreement in the pressure and flows patterns with other MHD simulations shown in
Plate 5 of Ridley et al. (2004), which used a similar setup. Overall it is clear that both the
corotation flow and ionospheric conductances are strongly influencing magnetospheric
convection with this implementation, and so we proceed with simulating a real event
with a more detailed simulation setup.

Figure 5.4 – Thermal pressure contours and flow streamlines in the equatorial dayside
magnetosphere during southward IMF and with a corotation flow, for (left) a uniform
ionospheric conductance and (right) a day-night conductance gradient due to solar EUV

ionisation. Approximate flow stagnation points, located by inspection, are indicated.

5.3 Simulating a Real Event: Storm of 3rd May 2014

5.3.1 Solar Wind Conditions

Selecting an appropriate event to simulate requires pre-storm conditions that can be ac-
curately reproduced. This ensures the stormtime response of the system - which is highly
non-linear and thus depends closely on the system’s state at storm onset - is reflective
of reality. There is thus a preference to a storm preceded by steady, quiet solar wind
conditions, such that the magnetospheric dynamics are themselves steady. One such
candidate occurred in May 2014, between 14:00UT on 3rd and 11:00UT on 7th. This event
was preceded by several hours of weak, predominantly northward IMF, for which the
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magnetosphere is relatively closed. This event was identified from the list of geomag-
netic storms given in the supporting information of Murphy et al., 2018, and corresponds
to storm number 34 in said list. There is also good observational coverage of this event
from AMPERE and SuperMAG for future comparison to the simulation (J. C. Coxon and
R. P. Shore, private communication).

Figure 5.5 shows the solar wind conditions during the first 24h of the storm, which
contained the period of longest continuous southward IMF and hence geomagnetic ac-
tivity. These data were obtained via NASA/GSFC’s OMNIWeb service, propagated from
L1 to the Earth’s bow shock. The shock front associated with the storm is seen to arrive at
around 17:50 UT on 3rd, when the number density in the solar wind suddenly increases
by about a factor of 2. The IMF also grows and turns southward, remaining so for essen-
tially all of the following 15h and hence presents favourable conditions for steady mag-
netospheric convection to occur. The IMF then switches northward at around 09:00UT
on 4th, and is rarely southward for the remaining 7h shown here. A pair of prominent
IMF By reversals are also seen between 05:00UT and 07:00UT on 4th, which presents an
ideal opportunity to study the response of the magnetotail current sheet. In fact, By

is strongly negative for almost all of the time for which the IMF is southward, which
should generate strong asymmetries in the system and twisting in the magnetotail. Note
the dipole tilt angle ranged from ∼ 6◦ − 25◦ for this period, and hence there should be a
noticeable but varying hinging effect in the current sheet as well.
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Figure 5.5 – Solar wind conditions from OMNI used to drive the simulation in GSM
coordinates. Shown is the IMF B, solar wind velocity v, number density n and ion (and

electron) temperature Ti,e.

The velocity increases slightly with the initial shock, but is then relatively constant
during the event, meaning that timescales associated with convection should depend
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primarily on the IMF orientation and can be more easily inferred. However, the density
varies significantly; a large dynamic pressure enhancement is seen at 17:50UT on 3rd and
is followed by a climb in density and then a sharp dynamic pressure decrease at around
05:50UT on 4th. The proton temperature is also strongly enhanced following both of
these spikes, suggesting that the former is a forward shock and the latter a reverse shock.
Figure 5.6 shows the results of a simulation using the ENLIL heliospheric MHD code
(Odstrcil, 2003), displaying conditions in the ecliptic plane around the onset of the storm
as well as those at Earth during the month of May 2014. There is no Earth-bound CME
injected into the simulation at this time or indeed during the entire event, whereas one is
predicted several days later on the 7th which is consistent with a separate geomagnetic
storm identified in the same list from Murphy et al., 2018. Though it is difficult to be
certain given the weak variation in vy, this event could instead be be a CIR, consistent
with the region of faster radial flow propagating towards the Earth in the simulation, as
well as a spike in density correctly predicted.

Figure 5.6 – Simulation of the solar wind from the ENLIL heliospheric MHD code show-
ing (left) the radial flow speed and locations of the IMF lines, HCS and CME boundaries
in the ecliptic plane and (right) the conditions at Earth during the month of May 2014

(taken from www.helioweather.net).

5.3.2 Simulation Setup

We use a grid resolution of 0.5 RE and inner boundary radius of 4 RE; the ionospheric
potential is zeroed at the lower-latitude boundary (30◦ colatitude) and is recalculated
every 30s. The solar EUV conductances of equation (2.28) are used assuming F10.7 =
100×10−22 Wm−2Hz−1 (i.e. we neglect solar cycle variation), and uniform background
polar cap conductances of ΣP = 7 mho, ΣH = 12 mho are defined as per Coxon et al.,
2016. The solar wind data from OMNI are then transformed into simulation coordinates.
We inject solar wind for a total of 24h, using the relatively quiet first 3h of driving to
initialise the magnetosphere so that the focus of the analysis is from 17:00 UT on 3rd May
onwards. The solar wind input also provides the angle to the Sun-Earth line (which is
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always in the X-Z plane) and the components of the rotation axis, from which the solar
EUV conductances and the corotation flow are calculated. Note that since a varying IMF
Bx cannot be injected into the box, we simply set Bx = 0 during the entire simulation.

The spatial domain is extended to accommodate the oblique inflow of the solar wind,
which must make contact with the entire flank magnetopause to avoid artefacts of the
planar inflow. Since the flow in the SM frame has a large component in the Z-direction
we extend the Z domain to ±80 RE, whereas the Y-axis spans ±50 RE. We employ a
longer simulation box of extent X = (-30, 110) RE to capture as much of the tail dynamics
as possible. Note that for an inflow speed of 400 kms−1 it takes∼ 5 min for the solar wind
to reach the magnetopause from the edge of the box; we do not attempt to account for
this in the timing analysis, so any inferred response timescales should be considered to
include some additional inflow delay (as well as any errors in the propagation of the data
from L1). The simulation data are transformed from Gorgon coordinates into the GSM
frame for analysis, which facilitates direct comparison to other studies. This is demon-
strated in Figure 5.7; the transformation amounts to a rotation by the dipole tilt angle in
the X-Z plane, which will vary during the simulation and limits the maximum value of
XGSM near the sunward edge, though this is always well beyond the bow shock radius.
Crucially, the plasma sheet lies close to the Z-axis in the GSM frame, which facilitates
analysis of the current sheet location and is necessary for comparison to observational
studies.
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Figure 5.7 – Thermal pressure P in the magnetosphere for an example timestep, showing
the transformation from the simulation frame into accurate GSM coordinates at a specific

point in time.

5.4 Solar Wind Coupling Timescales and Global Dynamics

5.4.1 Dayside vs Nightside Reconnection

To investigate the balance between dayside and nightside reconnection we first need to
establish the key trends in dayside driving during the event. The dayside reconnection
rate can be estimated using the solar wind coupling function of Milan et al. (2012), which
has the form:
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ΦD = Le f f (vx)vxByz sin9/2(θIMF/2), (5.2)

where Le f f (vx) = 3.8RE

(
vx

4× 105ms−1

) 1
3

. (5.3)

The assumption is that reconnection occurs over some effective length Le f f in the
solar wind, which depends on the inflow speed. Whilst this is empirical and hence fitted
to observations, Le f f may differ in the simulation and hence we do not expect absolute
values of the reconnection rate to match; our purpose is rather just to demonstrate easily
how the strength of driving differs over time. Figure 5.8 shows the value of this coupling
function during the first 24h of the storm. The main points to highlight are the initial
switch from northward to southward IMF at 18:00 UT on 3rd, the signature of the By

spike at 05:00UT on 4th and the switch back to northward at around 09:00 UT towards
the end of the simulated period. The driving is relatively strong for the entire period
between 18:00-09:00UT.
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Figure 5.8 – Time-series of (top) the estimated dayside reconnection rate ΦD using the
coupling function of Milan et al. (2012), and (bottom) the rate of change of Northern
open flux dFPC/dt in the simulation. Green shading indicates where the dayside rate

dominates the nightside rate ΦN , with red indicating the opposite.

Also shown in Figure 5.8 is the rate of change of flux over time in the simulation,
calculated by the same approach as in Chapters 3 and 4. Green shading indicates where
dayside reconnection is dominant, and red where nightside reconnection is dominant.
Generally the voltages are slightly larger than would be expected based on the cou-
pling function, especially towards the start of the event, which suggests the solar wind
is more geoeffective in the simulation. This may correspond to reconnection occurring
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over a longer effective X-line than predicted empirically. We also note that the coupling
function does not account for the effect of the density, which varies dramatically during
this period and hence the associated dynamic pressure increase may amplify the initial
growth in open flux.

The dayside rate dominates during the initial few hours, with the nightside rate only
catching-up to the jump in the dayside after 2-3 hours when a large amount of flux is
rapidly closed. Between 22:30-01:30UT the dayside and nightside rates are relatively
balanced, showing much less variance than during the first few hours of driving. How-
ever despite steady driving on the dayside a large spike in the nightside rate occurs
after 01:30UT, suggesting the occurrence of a substorm-like event. Another period of
relatively steady flux follows this from 02:00-04:00UT, after which another spike in the
nightside rate occurs about 1h after a rise in the dayside coupling rate. The remainder of
the southward driving from 05:00-09:00UT is then marked by periodic behaviour where
the dayside and nightside rates are highly unbalanced, switching with a period of 1-2h,
possibly induced by the spike in IMF By after 05:00UT. After the switch to northward
IMF at 09:00UT, the nightside dominates as expected, only closing the remaining open
flux after about 2h.

Thus whilst some periods may be consistent with the model of steady magneto-
spheric convection, these are punctuated by bursty substorm-like activity either side,
and the behaviour is especially time-dependent and unbalanced in response to sharp
changes in the IMF. We note that other studies have shown the conductance to be im-
portant in determining whether the magnetosphere can enter SMC (DeJong et al., 2018).
The inclusion of an auroral conductance may therefore influence the steadiness of the
total flux content, although the response timescales are unlikely to be affected. Overall,
the nightside response timescales indicate a roughly 2h lag behind the dayside response
when the IMF Bz switches sign, and shorter timescales when the system is being strongly
driven.

5.4.2 Magnetotail Configuration

To examine the behaviour of the magnetotail in response to changes in the IMF, we take
slices in the Y-Z plane at a given downtail distance. We choose XGSM = −20RE since
this is likely to contain both open and closed nightside field on average, as well as a
strong, thin current sheet. Figure 5.9 shows Bx in the tail over time, with blue indicating
field directed sunward in the Northern lobe, and red indicating anti-sunward field in the
Southern lobe. The increasing field strength over time demonstrates the loading of open
flux in the magnetotail, until the final three panels at 10:00UT, 12:00UT and and 14:00 UT,
which are 1h, 3h and 5h after the IMF has turned northward, respectively. The tail field
remains relatively strong at 10:00UT, suggesting a slow delay for nightside reconnection
to close remaining open flux since the magnetotail is still large in size with a strong Bx at
09:00 UT.

The current sheet is also indicated in green in these plots, defined as the Bx = 0
contour, showing a varying dawn-dusk asymmetry due to twisting of the magnetotail.
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Figure 5.9 – Slices of the magnetotail at XGSM = −20RE showing the lobe field strength
Bx over time. The location of the magnetotail current sheet is shown by the green line.

From 06:00-07:00UT the current sheet begins to rotate incoherently along its extent due
to the sharp variations in IMF By during this period. The current sheet is notably flat for
periods when the tail Bx is strongest, and shows a more complex and irregular morphol-
ogy during weaker driving. In all cases the current sheet is hinged towards the Northern
hemisphere, as expected due to the dipole tilt, though this is also less prominent in the
intermediate panels.

To investigate the response of the current sheet in more detail, we identify its location
in 5 min intervals at XGSM = -20 RE over the duration of the event. Only the portion in
the range of YGSM = ±15 RE is sampled, so as to accommodate the changing size of the
magnetotail. The twisting of the current sheet due to changes in By is difficult to quantify
given its complex shape as seen in Figure 5.9. This can be considered a combination of
separate effects: these include the hinging due to the dipole tilt, the twisting due to the
IMF and disturbances due to time-dependent tail reconnection, all of which may influ-
ence the current sheet incoherently at different Y-positions. In order to extract the first
two effects, we fit a second-order polynomial to the current sheet coordinates (YCS, ZCS)

of the form:

ZCS = aY2
CS + tan(θCS)YCS + hCS, (5.4)

for some ‘rotation’ angle θCS and hinging distance hCS (inferred at YCS = 0). The choice
of a simplistic parabolic fit differs from other elliptical models (Xiao et al., 2016 and
references therein) which have performed well for small dipole tilt angles at capturing
the average current sheet configuration based on large observational datasets. However,
the time-dependent behaviour of the magnetotail in this case study, combined with the
large tilt angle, mean a more complex fit is unlikely to provide much benefit and would
require more free parameters. Instead, we are mostly interested in deducing the response
timescales rather than obtaining a perfect model for the current sheet. The uncertainty in
this fit is found from the root-mean squared error, which represents the deviation from
an idealised, parabolic current sheet, from which we determine the error in both θCS and



Chapter 5. Coupling Timescales during a Geomagnetic Storm 142

hCS.
The fit is repeated for each sampled timestep to produce a time-series in the current

sheet parameters. We then perform a Pearson cross-correlation of these against time-
lagged IMF parameters to determine the timelag yielding the strongest correlation, rep-
resenting the characteristic response time of the current sheet. Specifically we correlate
θCS to By and hCS to ΦD, the latter being estimated using the function in Figure 5.8. The
assumption behind these choices is that the rotation - even if weak compared to other
effects - depends only on By, whilst the hinging depends on the amount of magnetic
pressure exerted on the current sheet by the lobes, which increases with a growth in
open flux, i.e. due to ΦD. The dipole tilt angle does also change during the simulation
and will vary the hinging, but only over slower timescales than ΦD. Furthermore whilst
different portions of the current sheet may respond at different times, a fitting provides
a measure for the overall dominant orientation, whilst a greater error also reveals when
this effect is most prominent. Figure 5.10 shows these parameters over time, and the
results of the cross-correlation.
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Figure 5.10 – Current sheet rotation θCS and hinging distance hCS over time during the
simulation sampled at XGSM = −20 RE, with the shading indicating the uncertainty due
to error in the parabolic fit. The Pearson correlation coefficient is shown for each timelag
of the IMF variables, with statistically significant results indicated in red and green for

2-σ and 3-σ significance, respectively.

During the initial period of driving the rotation is fairly weak, being mostly positive
(anti-clockwise) until 01:00UT on 4th despite the IMF By being largely negative. Only
after several hours of negative By driving does the rotation angle become negative as
expected, indicating some other source of rotation counteracting the effect of the IMF.
This in fact agrees with observations, which have shown a weaker rotation for negative
IMF By than for positive (Pitkänen et al., 2021). Dawn-dusk asymmetries in convection
can also arise due to day-night gradients in conductance - as present in this simulation -
and hence might result in a similar twist which offsets the rotation to positive angles in
the presence of weakly negative IMF By, though this is a point for future investigation.
Regardless, the sense of the twisting becomes more as expected after this time, with a
sharp rise and subsequent fall in θCS in response to the pair of By reversals between
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05:00-07:00UT. The rotation reaches its greatest amplitude after 10:00UT after the IMF
has turned northward, suggesting a more prominent twist during northward driving
as also seen in observations (Case et al., 2018). This may indicate that active nightside
reconnection tends to remove asymmetries from the system, although they can still de-
velop and grow.

The peak correlation of 0.3 is relatively weak, suggesting the presence of other more
significant effects on the current sheet morphology, or possibly an incoherent response as
outer portions of the current sheet respond earlier than the innermost region (as shown
by Walker et al., 1999). This is apparent in the much greater uncertainty in θCS at later
times when the current sheet is rapidly reconfiguring. The timelag of the peak corre-
lation at 75 min is broadly consistent with the delay of the nightside response to By in
both the magnetotail and ionospheric FACs observed in other studies and which was
attributed to convection timescales (e.g. Milan et al., 2018, Coxon et al., 2019, Browett
et al., 2017). Statistically significant timelags are found either side of the peak from 60-
105 minutes, ruling out any dominant effect from shorter timelags associated with wave
propagation. However shorter timelags of 10-20 min have been noted in observations of
By reversals (Case et al., 2018); it may be that rapidly-induced By is important for periods
of weaker driving (i.e. without the need for gradual accumulation of flux), or that the
twisting is observed more easily at portions of the current sheet which respond earlier.
Alternatively the response to a sharp reversal may be more prompt than for a large but
steady By, though this is difficult to determine from the single case study here.

The value of hCS remains generally small until the sharp change in By, after which it
becomes much larger, especially under northward IMF. It should be noted that the dipole
tilt angle was smallest during the intermediate period of the simulation, being maximal
at∼ 25◦ at 18:00UT on 3rd and minimal at∼ 6◦ around 05:00UT on 4th. This will compli-
cate some of the trend seen here, though the hinging is still much more prominent under
northward IMF than southward IMF for times when the tilt angle is large. Furthermore,
the uncertainty is lowest during steady southward driving from 03:30-05:00UT, which is
also true of the error in θCS; the implication is that steady, continuous nightside reconnec-
tion results in a relatively smooth current sheet which evolves more coherently along its
width. The correlations are statistically significant at all timelags, and are much stronger
than for θCS, being anti-correlated such that stronger driving reduces the hinging effect.
In contrast to θCS the strongest correlation for hCS is at 185 min, with the weakest at 70
min. Since the most exaggerated response was under northward IMF, we interpret this
as the timescale for nightside reconnection to cease and the magnetotail to reconfigure
after the period of strong driving has ended. Indeed, this is similar to timescales in re-
sponse to By under northward IMF indicated by Milan et al. (2018) and Browett et al.
(2017).

To infer whether this behaviour is sensitive to our choice of downtail distance, we
repeat the analysis at XGSM = −30 RE as shown in Figure 5.11. The primary trends are
essentially the same, with the rotation being more exaggerated and reaching larger peak
values. Notably, the twist in response to the IMF By reversal is much more prominent,
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suggesting this effect is stronger further downtail, in agreement with previous studies
(Walker et al., 1999). The uncertainty is also greater, implying the current sheet is more
disturbed here. These differences may be due to a greater portion of open flux which
responds more readily to the IMF orientation, and a more incoherent response from the
flanks into the centre of the magnetotail. This is reinforced by the much stronger cor-
relations which remain statistically significant. Reassuringly the key timescales remain
essentially the same, further confirming that these correspond to convection which in-
fluences the current sheet more gradually than inductive effects.
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Figure 5.11 – Current sheet rotation θCS and hinging distance hCS over time during the
simulation, sampled at XGSM = −30 RE. The format is the same as in Figure 5.10.

Overall the current sheet response appears to be bimodal - changes in the morphol-
ogy due to loading and anti-sunward transport of open flux then accumulating in the
tail lobes over convection timescales, and more exaggerated responses under northward
IMF driving which are established over ∼ 3h after the IMF turns northward. Both the
hinging and rotation of the current sheet appear minimised if reconnection in the tail is
steady. The response is clearer further downtail, possibly due to the weaker and more
open field, though the current sheet is more disturbed here and less resembles an ide-
alised parabolic profile.

5.5 Ionospheric Response Timescales

The key timescales in the magnetospheric dynamics should also dictate to the evolution
of global current systems in the ionosphere. We can gain an overview of the response by
taking a slice through the ionosphere over time and plotting it as a time-series, known
in auroral studies as a keogram. Figure 5.12 shows the FAC in the dawn-dusk meridian
at both hemispheres over the duration of the simulation. The Region 1 currents respond
almost immediately after the IMF turns southward at 18:00UT, and these gradually mi-
grate equatorward and grow in intensity over the following 2h. The slightly weaker
driving around 20:00UT appears to be associated with a temporary poleward shift of the
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FACs, around which they reach their peak intensity in the North. These then move equa-
torward again and remain relatively fixed in latitude after this time; these are essentially
skirting the edge of the mapping region which confines the possible range of latitudes.
Implementations of the code for future space weather forecasting purposes may there-
fore require a slightly smaller inner boundary if the FACs would otherwise move further
equatorward, though the key changes in location and intensity are still well-established
here.

Figure 5.12 – Keogram (time-series) of the ionospheric FAC in the dawn-dusk meridian
during the simulation, shown for each hemisphere.

The IMF By reversal does appear to yield some signatures at higher latitudes, particu-
larly in the Southern hemisphere, though the Region 1 system seems fairly unperturbed
from this perspective. The switch to northward IMF around 09:00UT causes the Region
1 FAC to dissipate fairly quickly. The Southern FAC reaches greater intensity than in the
North at later times - possibly due to the slightly weaker conductance - but responds
essentially over the same timescales.

To demonstrate in more detail the differences between the dayside and nightside
response, Figure 5.13 shows the open-closed field line boundary and electric potential
at the same time frames as the magnetotail slices in Figure 5.12. The complex magnetic
topology indicates highly time-dependent behaviour during the simulated period. There
is a large expansion of the polar cap following the southward turning over the first 4h,
and the polar cap remains large even until 09:00 UT despite weaker dayside coupling.
Only after 2-3 hours of this weaker driving at 11:00 UT has the dayside polar cap fully
contracted, and an extended region of open field still exists at the nightside, once again
consistent with a 2 hour delay to the IMF turning.

Figure 5.14 provides a broader overview, showing the cross polar cap potential and
total upward field aligned current over time. Similar trends are seen versus the keograms
above, with prompt growth in both quantities following the southward turning at 18:00UT
on 3rd and gradual growth over about 2h. Both the CPCP and TFAC decrease following
the northward turning at 09:00UT, but with a clear time delay that is much less sharp
than the drop in the dayside coupling rate in Figure 5.8. The largest drop in the CPCP
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Figure 5.13 – Ionospheric potential in the Northern hemisphere at the same timesteps as
the frames in Figure 5.9. The open-closed boundary is indicated by the thick black lines.

occurs after 12:00UT, roughly 3h after the northward turning and consistent with the
timescale identified in the current sheet response to this same turning. Thus whilst the
dayside response is prompt, the nightside response is determined by the time required
for tail reconnection to close remaining open flux, which influences the nightside FACs
and potential for up to 3h after subsolar reconnection is reduced.
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Figure 5.14 – Cross-polar cap potential (CPCP) and total upward field-aligned current
(TFAC) in the Northern hemisphere over time.

To validate the trends seen in the simulation and shed further light on the response
timescales, we now compare the results to observations by the AMPERE experiment
during the same storm. The AMPERE data is generated from on-board magnetometer
measurements by commercial satellites in the Iridium constellation, providing a global
view of FACs at low-Earth orbit (Anderson et al., 2000). The data are binned by latitude
and longitude to form an ionospheric grid similar to that in the simulation. A Pearson
cross-correlation of the FAC with the IMF Bz is performed for each bin, and the timelag
yielding the strongest correlation (for timelags up to 90 min) is obtained (J. C. Coxon,
private communication). The peak correlation coefficients and corresponding timelags
are then plotted spatially to yield maps of the FAC response. This technique is described
in more detail in Coxon et al. (2019) and is based on the method of Shore et al. (2019)
developed for analysing ground magnetometer data. The data covers the entire storm
in order to maximise statistical significance, i.e. it includes the following 3 days, though
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the strongest FACs and hence correlations occurred within the simulated period.
Figure 5.15 shows a keogram of the AMPERE data analogous to that in Figure 5.12,

and maps of the correlations and timescales over the first 24h of the storm. The Region
1 FACs in the keogram show similar trends to that in the simulation, starting with an
initial enhancement shortly after the IMF turns southward, seen at dusk in the North
at 18:00UT on 3rd. The absence of FACs in the South and at Northern dusk at the same
time is likely due to difficulties in detection during the initially weak driving, and simi-
lar responses should still be present here. The same temporary equatorward shift in the
Region 1 system is seen after 20:00UT on 3rd due to weaker driving, suggesting the sim-
ulated FACs are properly capturing the changing influence of the solar wind. Similarly,
the Region 1 FACs dissipate at around the same time as in Figure 5.12. Whilst the Region
2 FACs reach latitudes not captured in the simulation, these form a current system that
is physically absent in Gorgon, and the latitudes of the Region 1 FACs are generally in
agreement.

Figure 5.15 – AMPERE data during the first 24h of the storm. Shown are (a) keograms
of the FAC in each hemisphere as per Figure 5.12. Also shown are the results of cross-
correlating binned FAC at each (Northern) ionospheric coordinate against the IMF Bz,
with (a) the peak correlation coefficients and (b) the corresponding timelags shown (Fig-
ure courtesy of J. C. Coxon, data from the AMPERE team and the AMPERE Science

Center).

Regarding the cross-correlation analysis, we note that an opposite polarity in FAC
will result in an opposite correlation coefficient. In other words, a positive correlation
coefficient implies that an increase in Bz drives a positive field-aligned current at that
point on the ionosphere, and vice-versa. The correlations patterns reveal distinct iono-
spheric current systems – the Region 1 system lies between ∼ 15− 25◦ colatitude, with
the Region 2 system just equatorward. To identify the role of the expanding/contracting
polar cap we focus on the timelags at the bins containing the Region 1 FACs.

A range of timescales are seen for the Region 1 system in response to Bz, from direct
driving up to indirect driving at 120 minutes. For timelags in the midnight-dawn sector,
banding is observed from 15 to 20 degrees colatitude, where shorter timescales are pole-
ward and long timescales are equatorward. This banding is consistent with an expansion
of the polar cap, since the equatorward latitudes will only experience a strong response
to the solar wind driver once the Region 1 currents have migrated to these latitudes. In
the afternoon sector the timescales reach up to 60-90 min, but on the nightside these are
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>120 minutes. This suggests a timescale of ∼ 1h for the polar cap to fully expand, and a
longer period of >120 min for nightside reconnection - via substorms or SMC - to cause a
subsequent contraction. This agrees with the 2-3h timescales identified in the simulation
for the closure of flux after a change in sign of Bz.

In general we find that the ionospheric response to the dayside driving is prompt, but
effects on the nightside can be delayed by up to 2-3 hours as open flux is gradually closed
in the magnetotail. These timescales also agree with those identified in the response of
the current sheet to northward IMF turning. This delay appears to be shorter when
the system is strongly driven. The ionospheric response is therefore consistent with an
expanding and contracting polar cap over the same timescales. General agreement in
timescales is found with the observations, and we see similar trends in the location of
Region 1 field aligned currents.

5.6 Discussion and Future Work

In this chapter we have investigated the response of the magnetosphere and ionosphere
to strong, highly variable driving by the solar wind during a geomagnetic storm. The
event in question hosted several key features in the IMF, including a switch in Bz from
northward to southward and vice-versa, sharp reversals in By, and prolonged period of
southward IMF that lasted several hours. This makes the event ideal to study the re-
sponse timescales of the system, both in terms of the opening and closing of flux in the
nightside, the configuration of the magnetotail current sheet and associated asymme-
tries, and the expansion and contraction of the polar cap on the ionosphere.

The nightside reconnection response to dayside driving is delayed by up to 2 hours
when the IMF Bz switches sign, due to the gradual accumulation of open flux in the
magnetotail due to global convection. Periods are seen where the dayside and nightside
reconnection rates are relatively balanced, indicative of the system approaching steady
magnetospheric convection, though substorm-like activity is present whereby the two
appear to vary periodically over ∼ 1h. This suggests the response may be shorter whilst
the system is strongly driven, simply reflecting the time taken for field lines to cross a
fixed polar cap. Further investigation could involve separating the dayside and night-
side rates explicitly, which would require developing a technique to reliably infer the
dayside reconnection rate under varying conditions in the simulation.

Similar timescales are seen in the magnetotail current sheet, which rotates in response
to variations in IMF By, and is hinged by the dipole tilt to an extent dependent on the
pressure accumulated in the lobes due to strong dayside driving. The rotation is most
strongly correlated to By at a timescale of 70-75 min, though it becomes more exagger-
ated under northward IMF in agreement with previous observations. The effect of the
switch to northward IMF is well-established after ∼3h, as inferred by the correlation of
the hinging to the dayside coupling rate. This corresponds to the reduction of magnetic
pressure in the tail as open flux is closed, being slightly longer than the inferred response
timescale for nightside reconnection. The current sheet has a more idealised profile and
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is much flatter when the driving is stronger, with the variance from a parabolic fit in-
creased when the IMF rapidly varies suggesting an incoherent response across its Y-
extent. The rotation is clearly stronger further downtail, but the current sheet is more
disturbed here and still reconfigures over essentially the same timescales.

The ionospheric conditions evolve similarly during the storm. The Region 1 FACs
respond promptly to changes in dayside coupling, expanding in size over a period of
2h after the switch to southward IMF. These remain at lower latitudes until the eventual
switch back to northward IMF. The CPCP then decays gradually, only returning to small
values after 3h which agrees with the magnetotail response. A comparison to data from
AMPERE shows similar results, with agreement in the latitudes of the Region 1 FAC.
Analysis of the observations shows timescales of 60-90 min for the expansion of the polar
cap, and >120 min for eventual contraction, consistent with those in the simulation.

These results have implications for the understanding of magnetosphere-ionosphere
coupling and the characteristic timescales over which the system evolves. Whilst previ-
ous work has shown that changes in the IMF can be communicated into the nightside
and onto the ionosphere more quickly (over 20-40 min, Tenfjord et al., 2018), other stud-
ies have identified longer timescale responses indicating that the effect of global convec-
tion dominates over these inductive effects. Our results support the latter point, and fur-
ther show that the timescales are sensitive to the particular mode of driving (i.e. north-
ward versus southward IMF), effectively being bimodal if the IMF Bz switches sign reg-
ularly. The inferred timescales of ∼ 70 min and ∼ 3h agree with previous observations
regarding the response of the tail to IMF By under southward vs northward IMF, respec-
tively (e.g. Browett et al., 2017, Milan et al., 2018). The configuration of the current sheet
closely reflects the magnetotail dynamics, and evolves over timescales which match the
ionospheric response. This suggests the orientation of the current sheet may act as an
effective proxy for the asymmetries being generated in the nightside ionosphere.

The study has also shown that Gorgon is capable of generating a complex magneto-
spheric and ionospheric response for a range of driving conditions and with real solar
wind data. Nonetheless, improvements can be made to the setup which may further af-
fect the results. The effect of the ring current in establishing the Region 2 current system
can play an important role in inner magnetospheric dynamics and in more comprehen-
sive comparison to data. However, excluding it does not preclude the use of Gorgon in
exploring the behaviour of Region 1 currents and global convection, since the behaviour
of the system and its response timescales at high latitudes can still be well modelled. An-
other limitation is the inability to inject a varying IMF Bx with the perpendicular solar
wind phase fronts currently being used, and hence asymmetries arising from its influ-
ence on dayside open field are not captured here. Injecting solar wind with a slight phase
delay along the sunward edge depending on the value of Bx, such that the phase fronts
propagate in at an oblique angle, could be one approach to solve this. Finally, simulating
with non-uniform grid geometries, such as a stretched/refined mesh (where the resolu-
tion is set to be higher in certain regions of interest) or a spherical grid, would allow for
a smaller inner boundary which resolves FACs at lower latitudes.
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Chapter 6

Conclusions

The interaction between the solar wind and the terrestrial magnetosphere-ionosphere
system is the primary influencing factor controlling the complex and highly dynamic
near-Earth space environment. This interaction is dependent on conditions in the solar
wind, the orientation of the Earth’s magnetic field and the plasma-neutral interactions
in the ionosphere. These all vary over a broad range of timescales; transient changes
in the solar wind occur over seconds to minutes, whilst diurnal and seasonal variations
introduce asymmetries in the magnetosphere and alter the coupling with the solar wind.
Over much longer periods, the 11-year solar cycle affects the frequency of transient struc-
tures such as CMEs, which drive extreme space weather events. The societal impacts of
these events can be severe, and so understanding this interaction is vital in the increas-
ingly technology-dependent world.

In Chapter 2, an updated version of the Gorgon MHD code for simulating the ter-
restrial magnetosphere is described. This includes a model ionosphere in which the
continuity equation is solved on a separate spherical grid, providing an inner boundary
condition for the MHD solver. The model is tested with a variety of solver inputs, and the
coupling with the magnetospheric part is benchmarked against an existing GMHD code
by performing a simulation with the same conditions. The dynamics agree with theoret-
ical expectations, opening the door to a much broader range of studies using the model.
The ionosphere plays a key role in influencing global dynamics, and hence its inclusion
allows for a more representative magnetospheric state. Furthermore, the ionospheric
signatures of various magnetospheric phenomena which were already well-reproduced
by the code can now be investigated in detail. This is therefore a crucial step in extend-
ing Gorgon’s capabilities for the studying of space weather, and for future forecasting
applications.

In Chapter 3, the model is applied to study the effect of the Earth’s dipole tilt angle
on solar wind-magnetosphere-ionosphere coupling. Simulating with steady solar wind
inflow and southward IMF, the location of the magnetic separator (i.e. the reconnection
line) on the magnetopause is identified in each case, and found to shift southward across
its full extent as the tilt angle increases. The length of the dayside separator consequently
decreases, and it becomes increasingly unsteady around the subsolar magnetopause due
to FTE generation which is more frequent for large tilt angles. As a result the global re-
connection rate generally decreases as the tilt angle increases, and the ionospheric polar
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cap shrinks in size due to a reduced open flux content. A North-South asymmetry arises
in global magnetospheric convection, and is found to generate differences in the mor-
phology of ionospheric field-aligned currents between each hemisphere. Stronger FACs
are seen in the Northern (sunward-facing) hemisphere, where the ionospheric potential
reaches larger peak values which are found to correspond to a longer convection path
length in the Northern hemisphere.

These results have implications for the diurnal- and seasonal-dependence of space
weather impacts, since the onset time of a given event will determine the particular ori-
entation of the Earth’s magnetic field and hence which hemisphere preferentially faces
the solar wind. A prediction error of several hours could yield significant differences in
the possible impacts at a given location on the Earth, due to the associated ionospheric
asymmetries. Over geological timescales, the migration of the dipole will also result in
changes in the size of the polar cap. However, our results suggest that the magneto-
sphere can remain open under southward IMF regardless of the extent of the tilt, and
hence space weather effects - whilst more localised for a smaller polar cap - could still
be significant and may shift to lower-latitude regions not typically affected at present.
Simulations of the magnetosphere during a severe event under a variety of possible ori-
entations, e.g. the present day versus known historical dipole parameters, are a future
point of study to determine more closely the sensitivity to changes in the tilt angle.

In Chapter 4, the ability of Gorgon to model such events is demonstrated. A com-
bination of higher-resolution and resistive simulations are used to study solar wind-
magnetosphere-ionosphere coupling during sudden commencement. The system is im-
pacted by a fast-forward perpendicular interplanetary shock. A series of shocks with
different IMF and dipole orientations and varying dynamic pressure are simulated to
identify what most closely controls the strength of dayside coupling. Features are seen
during the shock propagation which agree with previous studies, such as the reflection
of a pressure wave off the ionospheric boundary which modulates the motion of the
shocked magnetopause. The location of the separator is identified over time for each
shock and is highly dynamic in each case, showing a complex geometry due to incoher-
ent motion and strong distortion at the shock front.

By calculating the change in open flux content during the propagation, it is found
that the dayside reconnection rate is strongly enhanced by the passage of the shock over
the dayside. This is initially driven by pile-up of the magnetosheath plasma and a sharp
enhancement of the reconnection electric field local to the shock front, which could lead
to reconnection occurring at regions of the magnetopause where it is not usually ex-
pected. Whilst the enhanced reconnection rate shows some dependence on the IMF and
dipole orientation, it appears to depend more closely on the jump in dynamic pressure
and primarily the solar wind speed. Signatures are seen in the ionospheric open-closed
boundary, which expands slightly on the dayside for several minutes prior to any even-
tual closure of flux in the magnetotail induced by the compression of the magnetosphere.

This work helps to explain previous observations suggesting enhancement of day-
side reconnection in response to a dynamic pressure enhancement (e.g. Boudouridis et
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al., 2007), as well as a greater coupling efficiency during such events where the associ-
ated Ey is relatively weak (e.g. Andreeova et al., 2011b). More fundamentally, it suggests
that widely-used dayside coupling functions which assume steady conditions, strong
scaling with the IMF orientation and generally linear scaling with solar wind speed may
underestimate the strength of coupling during sudden commencement, and may fail to
capture the actual trend between different events. The behaviour of the reconnection line
also demonstrates the difficulty in studying reconnection using in-situ measurements
during such events, due to the challenge of separating the large-scale magnetopause
motion with local reconnection dynamics. Further investigations could include simu-
lating a reverse shock (i.e. dynamic pressure decrease), and a focus on the subsequent,
delayed enhancement of nightside reconnection.

In Chapter 5, Gorgon’s capability is extended to simulate the state of the magnetosphere-
ionosphere system during a real space weather event. A methodology is developed to
drive the model in Solar Magnetic coordinates, and for the inclusion of corotation flow
and non-uniform ionospheric conductances to capture more complex dynamics. The
use of well-defined geospace coordinates allows for closer comparison to observations,
and is an important step towards operational space weather forecasting. This tailored
version of the code is then applied to a case study of a real geomagnetic storm which
occurred from 3rd-7th May 2014. The initial 24h of this event was marked by a prolonged
∼ 15h period of southward IMF driving either side of sharp transitions from northward
to southward IMF and vice-versa. During this periods the IMF By was strong, and re-
versed sharply on two occasions. However the solar wind speed remained relatively
constant, such that the characteristic timescales of global convection were determined
primarily by the behaviour of the IMF. The simulated event was therefore used to study
the timescales over which the magnetosphere-ionosphere system responds to changes in
the IMF.

The time-delay of nightside reconnection to changes in dayside coupling is investi-
gated by calculating changes in the total open flux content. After the IMF Bz switches
from northward to southward (or vice-versa) the dayside (nightside) rate dominates for
up to 2 hours. This corresponds to the gradual build-up of open flux in the magneto-
tail under southward IMF, and the delay over which this flux is eventually closed under
northward IMF. The effect is visible in the strength of the tail lobe Bx which maximises
after several hours of southward conditions, and slowly reduces towards the end of
the simulation. The location and orientation of the magnetotail current sheet shows
a complex time-dependence, being much flatter during strong driving and showing a
dawn-dusk asymmetry in response to the large IMF By. Further analysis is performed
by cross-correlating the current sheet rotation angle and hinging offset from the ecliptic
plane with IMF variables. It is found that the current sheet rotation responds with a de-
lay of∼ 70min during southward IMF, whilst the hinging responds most strongly under
northward IMF with a delay of ∼ 180min. These timescales are consistent with the re-
configuration of the magnetotail due to global convection rather than inductive effects
due to propagation of MHD waves, and agree with the findings of observational studies
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of ionospheric FACs (e.g. Milan et al., 2018, Coxon et al., 2019).
The ionospheric conditions follow similar trends in the simulation, with the FACs in

the dawn-dusk plane responding promptly to changes in the IMF, but the polar cap size
and CPCP showing a much slower response. The simulated FACs are compared to con-
temporary observations by AMPERE and the keograms show good overall agreement
in the location of the Region 1 current system. Cross-correlation of the AMPERE FACs
reveal timescales in agreement with the response of the magnetotail in the simulation,
supporting the role of nightside reconnection and the expanding-contracting polar cap
in controlling the location of ionospheric FACs and their associated asymmetries. These
results demonstrate Gorgon’s value as a space weather modelling tool - however, there
are various possible improvements to the code that would greatly benefit any future
forecasting efforts.

Foremost of these is the simulation grid, which at present is regular throughout the
simulation domain. Whilst the code is highly parallelised and can be scaled to accom-
modate higher resolutions, this comes at a great computational cost when using a large
simulation domain which may be prohibitive for some forecasting requirements. A
stretched cartesian grid would allow for higher resolution in regions of interest, e.g. in
the inner magnetosphere, and lower where a coarse grid is sufficient, e.g. the solar wind
or distant magnetotail. This would also permit a smaller inner boundary at ∼ 3 RE for
relatively little computational overhead, capturing lower-latitude FACs during periods
of strong driving, and would also be of benefit for including a ring current, which is
responsible for the Region 2 current system. Recent particle tracing efforts in Gorgon
provide one avenue for including this, since test particles embedded within the MHD
solver can be used to organically generate a ring current.

Such efforts should also be combined with a more complete ionospheric conductance
model which accounts for auroral conductance. This could be calculated empirically
based on MHD parameters as described in section 2.3.2, or defined via an assimilative
approach by fitting to real data. Recent modelling work has included using the Gorgon
outputs to produce basic estimates of the ground magnetic field at a given high-latitude
geomagnetic station. The above improvements would greatly improve predictive capa-
bility, and allow for better coverage at lower latitudes e.g. within the UK. Finally, the
Gorgon simulations can be used to aid existing and future space missions. For example,
the MHD output has recently been used to generate model images based on X-ray emis-
sion within the magnetosphere, which is the goal of the upcoming SMILE mission; such
efforts can provide a basis for future model-data comparisons.

The work in this thesis has shown the deep complexity at play in the coupling be-
tween the different components of the solar wind-magnetosphere-ionosphere system. At
the magnetopause, reconnection is highly sensitive to the orientation of the IMF and ter-
restrial magnetic field, and its 3-dimensional behaviour can vary significantly whether
the system is being driven by a steady or dynamic solar wind. The great utility of global
MHD simulations in studying such phenomena has been demonstrated with a range
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of studies. Changes in the coupling can generate asymmetries in the global magneto-
sphere, resulting in signatures on the ionosphere which are important in influencing
space weather. These effects are communicated throughout the system over a variety of
timescales, from those of rapid compressional signatures to those of slower, large-scale
convection. Which of these dominates depends on the specific mode of driving, and
may be difficult to predict using purely empirical models which do not take into account
the prior state of the system. Such sensitivities demonstrate the difficulty in accurately
predicting space weather impacts. Simulations are a invaluable tool for understanding
these, and will be central to future efforts to unpick the mysteries of near-Earth space
and its unique and growing relevance to society.
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