
Imperial College of Science, Technology and Medicine
Department of Civil and Environmental Engineering

Centre for Transport Studies

OPERATIONAL RESEARCH AND SIMULATION
METHODS FOR AUTONOMOUS RIDE-SOURCING

RENOS KARAMANIS

A Thesis submitted in fulfilment of requirements for the degree of
Doctor of Philosophy of Imperial College London

January 2021





Declaration of Originality

I hereby certify that all material presented in this thesis which is not my own work has been properly

acknowledged.

London, 2021

Renos Karamanis

Copyright Declaration

The copyright of this thesis rests with the author. Unless otherwise indicated, its contents are licensed

under a Creative Commons Attribution-Non Commercial-No Derivatives 4.0 International Licence (CC

BY-NC-ND).

Under this licence, you may copy and redistribute the material in any medium or format on the

condition that; you credit the author, do not use it for commercial purposes and do not distribute

modified versions of the work. When reusing or sharing this work, ensure you make the licence terms

clear to others by naming the licence and linking to the licence text.

Please seek permission from the copyright holder for uses of this work that are not included in this

licence or permitted under UK Copyright Law.

Renos Karamanis



“ If you hear a voice within you say you cannot paint, then by all means paint and that

voice will be silenced.”

Vincent Willem van Gogh



Abstract

Ride-sourcing platforms provide on-demand shared transport services by solving decision problems

related to ride-matching and pricing. The anticipated commercialisation of autonomous vehicles could

transform these platforms to fleet operators and broaden their decision-making by introducing problems

such as fleet sizing and empty vehicle redistribution. These problems have been frequently represented

in research using aggregated mathematical programs, and alternative practises such as agent-based

models. In this context, this study is set at the intersection between operational research and simulation

methods to solve the multitude of autonomous ride-sourcing problems.

The study begins by providing a framework for building bespoke agent-based models for ride-sourcing

fleets, derived from the principles of agent-based modelling theory, which is used to tackle the non-

linear problem of minimum fleet size. The minimum fleet size problem is tackled by investigating the

relationship of system parameters based on queuing theory principles and by deriving and validating

a novel model for pickup wait times. Simulating the fleet function in different urban areas shows

that ride-sourcing fleets operate queues with zero assignment times above the critical fleet size. The

results also highlight that pickup wait times have a pivotal role in estimating the minimum fleet size in

ride-sourcing operations, with agent-based modelling being a more reliable estimation method.

The focus is then shifted to empty vehicle redistribution, where the omission of market structure and

underlying customer acumen, compromises the effectiveness of existing models. As a solution, the

vehicle redistribution problem is formulated as a non-linear convex minimum cost flow problem that

accounts for the relationship of supply and demand of rides by assuming a customer discrete choice

model and a market structure. An edge splitting algorithm is then introduced to solve a transformed

convex minimum cost flow problem for vehicle redistribution. Results of simulated tests show that the

redistribution algorithm can significantly decrease wait times and increase profits with a moderate

increase in vehicle mileage.

The study is concluded by considering the operational time-horizon decision problems of ride-matching

and pricing at periods of peak travel demand. Combinatorial double auctions have been identified as a

suitable alternative to surge pricing in research, as they maximise social welfare by relying on stated

customer and driver valuations. However, a shortcoming of current models is the exclusion of trip detour

effects in pricing estimates. The study formulates a shared-ride assignment and pricing algorithm using

combinatorial double auctions to resolve the above problem. The model is reduced to the maximum

weighted independent set problem, which is APX-hard. Therefore, a fast local search heuristic is

proposed, producing solutions within 10% of the exact approach for practical implementations.
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Chapter 1

Introduction

1.1 Landscape and Motivation

The recent proliferation of Transportation Network Companies (TNCs) has been facilitated by increasing

demand for efficient, economic, and personalised urban mobility modes. TNCs have quickly captured a

significant share of the urban mobility market, especially from their preceding taxi services and public

transport, by providing a usually cheaper service than taxis, more convenient than public transport,

and an effective alternative to private car ownership. Their success has been underpinned by the use of

powerful algorithms and analytics, which helped reduce waiting times and increase fleet utilisation

[3, 4, 5].

The standard TNC service, often referred to as ride-sourcing, is similar to taxis, since it also provides

an on-demand, door-to-door transportation option to its customers. However, in contrast with tradi-

tional taxi street-hailing and dispatch centres; TNCs offer a more streamlined service via smartphone

applications. Such smartphone applications act as platforms where TNCs match available drivers (often

regarded as TNC partners instead of employees) with prospective customers who submit on-demand

ride requests to the platform. In the setting described above, TNCs act as two-sided market makers, by

setting a ride fare1 and a driver commission rate2 to attract two distinct sides of the transportation

market, in their efforts to either maximise their revenues or social welfare.

The typical organisational structure of ride-sourcing firms precludes drivers’ consideration as employees,

thereby TNCs are not regarded as fleet owners. This organisational element implies that the capital

requirement (or entry cost) for new TNCs to enter the market should be mainly dependent on the

technology (i.e. software/product development). Consequently, the low asset cost (i.e. no vehicle

purchasing required) for entering the market could hint for a competitive structure with many players

(TNCs). Nonetheless, considering the local competition in urban markets across the world, one observes

that it is usually described by a handful of players (oligopoly).
1Customers pay the ride fare to the drivers via the use of online payment frameworks.
2The platform collects a proportion of the ride fare, regarded as the commission rate.

1
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The formation of these oligopolistic markets in ride-sourcing is better understood by dissecting the

two-sided market structure which ride-sourcing companies implement. Essential characteristics of

two-sided markets are the network effects that influence the interactions between parties [6]. According

to [7], a network effect occurs when a service’s value increases according to its user penetration. As an

example, network effects in a TNC platform are present when the demand for rides is high, therefore

incentivising the entry of drivers into the TNC market.

In essence, network effects induce the "chicken and egg" virtuous cycles described in economics,

where more buyers (riders) in the platform incentivise more sellers (drivers) to join, and vice-versa.

Consequently, to fuel such cycles, attract participants, and gain market share, new players in the TNC

market initially invest considerable capital in subsidising both groups (drivers and customers) and

incentivise them to use their platform [8]. Inevitably, this initial capital investment required to spark

the friction between the two sides of the market, often in line with the local absence of regulation, is

what induces oligopolistic TNC markets with cash-infused ride-sourcing companies.

Consequently, the few leading TNCs relishing the benefits of large urban markets report substantial

revenues yearly. As an example, companies such as Uber, Didi Chuxing and Lyft, reported revenues of

$20bn, $12.1bn and $2.7bn respectively in 2016 [9]. The absence of regulation for TNCs gives the

freedom to manoeuvre with pricing strategies, such as lowering prices to gain higher transport market

share. TNCs such as Uber, have been able to operate at a loss by raising cash via funding rounds and

Initial Public Offerings (IPOs). The total reported funding of Uber was $24.2bn as of October 2018,

which was raised over 21 funding rounds [10].

A significant driver behind the sizeable investment in ride-sourcing companies is the anticipated launch

of autonomous vehicles (AVs) in their services [11]. An important proponent of this quest for autonomy,

despite the substantial fleet purchasing costs, is that the redundancy of human drivers is expected to

massively increase the profit margins for ride-sourcing platforms and induce economies of scale. In

such a scenario, TNC platforms are likely to be transformed into one-sided markets, where they will

enjoy complete control of the supply [12]. Research such as [13] and [14], anticipate that autonomy

could also imply lower TNC prices for the public, thereby disrupting the current modal splits in urban

transportation.

For reference, as outlined in the study in [15], the per-distance cost of a ride-sourcing trip is estimated

to be significantly reduced if AVs are used in the service. Specifically, the authors estimate a cost of

$2.7283 per-kilometer for current ride-sourcing services, with 88% of the cost attributed to driver

salaries. In the AV scenario, the authors estimate a cost of $0.407 per-kilometer with a significant

increase in cleaning and maintenance costs. The study also estimates per-AV acquisition costs of

$35000 for ride-sourcing platforms by assuming a commercial customer discount of 30% from car

manufacturers due to substantial purchase volumes.

The digitisation of on-demand transportation mentioned above and anticipated deployment of AVs

3The authors in [15] used a 1:1 conversion rate between CHF and USD.
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in TNC services to exploit economies of scale motivated a plethora of related studies in recent years

[16]. Related research stretches in multiple fields, with studies aiming to optimise TNC revenue or

public welfare, by introducing new methodologies and improving existing technology and operations.

Furthermore, the ever-increasing urbanisation, which might be considered a proxy for congestion, and

the ensuing consequence of global warming, act as amplifying motivators for TNC related research.

Researchers investigating ride-sourcing related problems have applied a wide range of scientific tools

to reach conclusions in their studies. Studies which aim to improve the operational efficiency of TNCs

made use of operational research approaches such as integer linear or non-linear programming and

queuing theory. Furthermore, the increasing popularity of machine learning in recent years was not

left out from TNC-related research, as many studies used practises such as reinforcement learning to

identify best policies in time and meta-heuristics to find near-optimal solutions of computationally

expensive problems. Additionally, pricing studies resorted to mathematical modelling approaches such

as game theory or mechanism design to capture the interests of the various stakeholders involved in

ride-sourcing systems. Finally, the dis-aggregated nature of trip planning and decision making in a

complex system such as an urban transportation market, encouraged the use of Agent-Based Models

(ABM) by many studies [16].

As most of the research on ride-sourcing operations, this study’s grand motivator is to identify more

efficient ways to offer this essential transportation service in the highly demanding and increasingly

populated urban environments. To achieve the above objective, this study examines the existing

literature on the operational aspects of TNC services in chapter 2 and identifies three niche research

gaps that act as motivators for the research presented in the subsequent chapters. Specifically, the three

pillars of motivation, as identified in the literature review in chapter 2 are:

I A lack of a modular framework describing the components and building sequence of ABMs for

the different problems entangled in autonomous ride-sourcing, which is required to streamline

such research.

II The omission of intelligent customer behavior when designing fleet management models and

especially empty vehicle redistribution algorithms.

III The absence of an efficient methodology which applies assignment and pricing of shared rides in

tandem at hours of peak travel, to reduce congestion and balance supply and demand of rides.

The lack of a modular ABM framework for autonomous ride-sourcing slows down the production

of high-impact research in the area despite the extensive application of ABMs. In anticipation of

labour-intensive software development to structure new models, practitioners and researchers might

resort to inflexible ABM software packages and trivial methodologies. Alternatively, studies with

sophisticated algorithms that utilize bespoke ABMs for testing, often lack clarity in their simulation

structure, resulting in impediments when it comes to the reproducibility of their results.

Furthermore, the omission of intelligent customer behaviour when designing empty vehicle redistribu-

tion algorithms can overestimate the benefits of redistribution. Realistic ride-sourcing environments
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consider travellers choosing over a variety of similar transportation options. This effect of local compe-

tition, in combination with the notion of diminishing returns, implies a non-linear relationship between

the amount of redistribution and its resulting benefit. Excluding these features in fleet management

modelling can result in increased unjustifiable costs when compared to revenue.

Finally, when considering the assignment and pricing of shared rides at hours of peak travel demand,

the points of interest in the modelling of such operations are to price rides to encourage sharing, and

in doing so, match the shared trips and available vehicles efficiently. Combinatorial auctions provide

a framework for deciding the above operations in tandem; however, the omission of trip detours in

shared trips due to the added computational complexity can result in inefficient trip combinations.

Such inefficient combinations of a vehicle and shared trips might imply increased detours or wait times

for customers, or unfair pricing.

This study provides the simulation and mathematical modelling means to tackle the research gaps

mentioned above. A central feature of this study is the gradual shift from strategic decisions of long-

term impact, to tactical and operational decision problems of short-term online resolution. This feature

equips the researchers, operators and regulators in the ride-sourcing domain with the perspective of

the greater picture when pondering the questions of individual low-level problems such as the ones

addressed in this study.

1.2 Contributions

To address the research gaps highlighted in the previous section, this study adopts a framework of

problem labelling according to the relevant time horizon. Specifically, the study classifies problems

according to a strategic, a tactical and an operational time-horizon (see Figure 1.1). This framework has

been widely applied in research related to another shared mobility solution, namely that of car-sharing

[1]. In a similar fashion, in this study, strategic problems attempt to answer decisions with long-term

impact, such as fleet size (in the case of AVs) and infrastructure decisions (i.e. electric charging

stations), tactical problems address medium term decisions such as fleet management and equilibrium

static pricing strategies, and operational time-horizon problems address the shortest term decisions

such as vehicle/rider assignments and dynamic pricing strategies.

1.2.1 Strategic Time Horizon Contributions

To address the literature gap outlined in motivation I, the study develops an agent-based modelling

framework which identifies the core components of ABMs in autonomous ride-sourcing systems. The

framework is modelled using the fundamentals of agent-based modelling and is presented alongside

a proposed building sequence for structuring simulations of the various problems in autonomous

ride-sourcing. To demonstrate the practicality of the ABM framework, the research in this study uses it
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Strategic Decisions Tactical Decisions Operational Decisions

Fleet Size

Infrastructure

Parking/Electric Charging

Idle Vehicle Redistribution

Vehicle/Driver Assignment

Dynamic Pricing

Trip Matching

Static Pricing

Increasing Time Horizon Length

Figure 1.1: Conceptualization of the problem time-horizon labelling framework in ride-sourcing
derived from the one consistently used in the car-sharing literature [1]. Arrows represent overlap of
time-horizons.

to investigate the critical fleet size problem and compare the results with an aggregated model based

on the theoretical properties of stable queues with multiple servers.

The contribution for motivation I is summarized as follows:

• The study identifies the core components of ABMs in autonomous ride-sourcing systems and

presents them in clear-cut classifications based on the fundamentals of agent-based modelling.

• The study provides a model building sequence for tackling the different problems identified in

autonomous ride-sourcing.

• An aggregated model is proposed which makes use of pickup wait times in identifying the

minimum required fleet size for autonomous ride-sourcing fleets based on queuing theoretical

implementations.

• A study performing simulations with an ABM is presented, which is structured using the proposed

framework, to identify upper bounds of the critical fleet size and the dynamics of pickup wait

times for the urban areas of Manhattan, San Francisco, Paris and Barcelona. The results are

compared with the expected outputs of the aggregated model.

1.2.2 Tactical Time Horizon Contributions

To address the literature gap highlighted in motivation II, the study presents a mathematical pro-

gramming formulation that accounts for alternative transport services offered and customer choice
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behaviour in the fleet management problem and specifically the empty vehicle redistribution problem.

The derived vehicle redistribution problem is modelled as a non-linear minimum cost flow problem

and the study proves that the model can have an optimal solution in a convex domain. The non-linear

model is then transformed to the convex minimum cost flow problem and solved using an edge-splitting

pseudo-polynomial algorithm.

The contribution for motivation II is summarised as follows:

• The study proposes a model which incorporates customer behaviour and local competition to

account for the notion of diminishing returns in the vehicle redistribution problem.

• The study models the vehicle redistribution problem as a non-linear minimum cost flow problem.

• The work presents a derivation of a convex space for the problem and its transformation into a

convex minimum cost flow problem, which is solved using a pseudo-polynomial edge splitting

algorithm.

1.2.3 Operational Time Horizon Contributions

To bridge the research gap iterated in motivation III, the study presents a mathematical model that

considers the effects of shared-ride detours through a winner determination process for the operational

time horizon problems of peak-travel pricing and assignment. This implements a sealed-bid combi-

natorial double auction, with simultaneous driver-rider assignments that seek to maximise the total

trade surplus. To reduce the problem search space, the work builds upon the concept of shareability

networks [17], and transforms the formulation into a maximum weighted independent set problem,

which is known to be APX-hard.

The contribution for motivation III is summarised as follows:

• The study proposes a winner determination problem modelled for dynamic ride-sharing assign-

ment, implementing a combinatorial double auction while considering the effect of detours on

the valuations of auction participants.

• A local search algorithm is provided which produces approximate results in polynomial time

using greedy heuristic solutions as initializers.

• The effects of shill bidding on the proposed combinatorial double auction are identified, followed

by a suggestion of a robust trip price determination methodology.

1.3 Thesis Structure

In accordance with the remarks made in section 1.1 and the contributions highlighted in section

1.2, the remaining chapters of this study are structured as follows: In chapter 2, the study presents

a comprehensive literature review of the relevant theory and research on ride-sourcing operations,
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focusing on the applications of ABMs, the problems related to fleet management and idle vehicle

redistribution, and the problem descriptions as well as solution approaches for ride pricing and

vehicle/trip assignments in ride-sourcing.

Chapter 3 presents the ABM framework and methodology related to motivation I, as explained in 1.2.1.

Chapter 4 showcases the fleet management approach inspired from motivation II, which forms the

contribution highlighted in 1.2.2 above. Then, the methodological chapters conclude with chapter

5, which presents the peak-travel pricing and assignment methodology which forms the contribution

outlined in 1.2.3 and inspired by motivation III. Finally the study concludes with an overview of the

work and recommendations for future work in chapter 6.
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Chapter 2

Literature Review

The areas of ride-sourcing and shared autonomous vehicle (SAV) operations encapsulate a diverse

spectrum of disciplines which informs decision-making across the different levels of their services. As

ride-sourcing companies aim to optimize their services in a competitive and disruptive transportation

market, the scrutiny of their problems summons aspects of economics, mathematics, computer science

and engineering. Wang and Yang [16] classify the problems related to ride-sourcing companies into

four areas, namely:

• Demand and pricing - Patterns of demand and the design of analogous pricing schemes,

• Supply and incentives - Features of driver supply and the design of corresponding salary and

incentive programs,

• Platform operations - Operational models to facilitate and enhance on-demand shared trans-

portation services,

• Competition, impact and regulations - The impact of competition between multiple platforms

on the urban transportation market and necessary regulation.

Similarly, Narayanan et al [18] in their comprehensive review for SAVs, reached to the following

classification for the components of SAV modelling:

• Demand - Estimation of demand in the study area and mode share for SAV services,

• Fleet - Estimation of the required fleet size to serve a given demand,

• Traffic assignment - Route flows and travel times between origin and destination locations,

• Vehicle assignment - Methodologies for assignment of vehicles to customers,

• Vehicle redistribution - Redistribution of excess vehicles from low demand areas to to high

demand areas,

• Pricing - Ride price estimation based on spatial and temporal features,

• Charging - Electric vehicle battery level monitoring and re-charging methodologies,

• Parking - Estimation of parking requirements and methodologies for online parking strategies.

There is a significant overlap between the current ride-sourcing platform problems and the ones related

9
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to SAVs. The majority of SAV modelling components outlined by Narayanan et al. [18] (other than

demand) are sub-categories of the platform operations classification presented by Wang and Yang

[16]. Furthermore, areas such as "demand and pricing" and "supply and incentives" might be listed as

different problem categories. However, they are often encountered in problems related to ride-sourcing

operations such as fleet management and vehicle redistribution, vehicles’ assignment to customers,

or the matching of trips for shared rides. Figure 2.1 outlines how the framework of relationships in

ride-sourcing platforms and SAV operations is generally conceptualized in the literature outlined in this

chapter. The positive and negative externalities in figure 2.1 pertain to an increasing and decreasing

relationship between the variables respectively and also indicate causality.

Driver 
SupplyDemand

Decisions:
• Pricing
• Assignment

Commission
Fee

Ride Fare

Wait Time

(+)

(−)

(−)

(−)

(−)
Demand

Decisions:
• Fleet Size
• Fleet Management
• Pricing
• Assignment

Ride Fare

Wait Time

(−)

(−)

Endogenous
Agents

Decision 
Outcomes

Positive externality

Negative externality

Information flow

Ride-sourcing Platforms SAV Operators

(−)

(+)

(+)

Figure 2.1: Conceptualization of relationships in ride-sourcing platforms and SAV operations identified
across the literature.

This study focuses on practically implementable solutions to problems related to autonomous ride-

sourcing operations and in identifying convenient and scalable means of simulating such services via

ABMs. This chapter reviews the fundamentals of ABMs and their applications and the state-of-the-art on

ride-sharing operations. Initially, section 2.1 covers the history, critical aspects and applications of ABMs

in SAV platform design. Section 2.2 covers the areas of interest regarding SAV vehicle management.

Then, in section 2.3, the chapter presents the principal strategies used for pricing rides in ride-sourcing

platforms and SAV operations. The state-of-the-art on assignment operations such vehicle dispatching

and trip matching is then presented in section 2.4, followed by a concluding summary in section 2.5 of

the presented review across all sections and the identification of research gaps.
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2.1 Agent-Based Modelling

The seminal work for agent-based modelling could be attributed to John von Neumann and Stanislaw

Ulam when they created a grid-based model as a means for the design of the universal constructor; a

machine capable of self-replication. Their grid-based model was comprised of a limited number of cells,

each in one of a finite collection of states. The cells were assumed to alternate states in an iterative

procedure, following a fixed rule. This type of discrete grid-based model was later termed cellular

automata (CA) [19]. The concept of CA was subsequently incorporated in John Conway’s Game of Life

which is also one of the earliest applications of agent-based modelling [20].

What both Von Neumann’s and Conway’s experiments were showcasing, was that complex macro

patterns could emerge by defining microscopic interaction rules between simple individual entities.

These fundamental principles of CAs, extend to describe agent-based modelling, which, according to

[21], is the practice of describing a system by defining a collection of self-determining agents. Unlike

Conway’s Game of Life; however, the agents are not necessarily restricted to simplistic behaviour, since

the level of detail in the underlying system is entirely dependent upon the modeller. As such, ABMs

constitute powerful tools for modelling highly complex systems to identify emergent phenomena by

enabling heterogeneity in the agent population and non-trivial networks of communication.

2.1.1 Key Agent-Based Modelling Components

According to [22], ABMs have three key components:

• A set of agents.

• The network of connectedness between agents.

• The model’s environment.

The agents are defined by their individual properties and their collective set of states. Behavioural

definitions govern the alterations between states over time. Agent behaviour can range from fixed

and simplistic (adhering to a finite set of rules), to adaptive and intelligent (perceptive with utility

maximization). The authors in [22] also argue that agents need to be uniquely identifiable and modular.

They explain modularity as the property which clearly defines a boundary on what constitutes an agent

in a model.

The network of connectedness between agents is otherwise referred to as the topology of the model

[21, 22]. It represents the mapping of possible social interactions. Each agent interacts with its

neighbours, typically a subset of other agents in the model. The extent of neighbours (accessible

agents), can vary according to the nature of the underlying topological model. In CA models such

as the Game of Life, the topology is grid-based, with agents only connected to their immediate eight

neighbouring cells. In models which consider a Euclidean topology, agents may only interact with
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others in their vicinity, up to a maximum Euclidean distanced radius. If the modeller considers a graph

topology, agents (represented as nodes) are connected to their neighbours by graph edges.

The environment is used in order to represent the spatial and temporal dimensions of the model. It

is, therefore, the boundary of the existence of everything within an ABM. As such, agents’ locations

in time are derived by the environment. Also, complex environments could be characterized by local

properties, such as events or limited resources, which create restrictions and impact agents [23]. For

example, in an ABM which simulates motor traffic, the environment would take the form of a road

network. Consequently, road links would be subject to a limited capacity of vehicles, and an event such

as a storm, might also reduce the utility of travel. Figure 2.2 illustrates the ABM components described

in a road network environment.

Neighborhood: 
Agents only interact 
with their neighbors 
(topology)

Environment:
- Road network
- Links have limited 

capacity
Agent: 
Uniquely identified with 
individual properties and 
behaviors

Figure 2.2: Illustration of ABM components in a road network environment.

2.1.2 Agent-Based Modelling Across Disciplines

The modularity and generality of the agent-based approach make it suitable for implementation in

a variety of disciplines. Additionally, the substantial technological advancements in computing and

the growing amount of data availability in the last decade has facilitated the emergence of numerous

agent-based modelling projects, notably in areas such as transport, economics and epidemiology. In the

following sub-sections, we offer an overview of some examples of agent-based methodologies applied

in these areas.

Transport

Transportation planners are typically interested in evaluating the impact of new implementations,

such as policy or infrastructure projects on transportation networks. These implementations could



2.1. Agent-Based Modelling 13

range from the introduction of new streets, congestion pricing or even public transit lines in existing

networks. Traffic engineers traditionally derive key performance indicators of impact such as traffic

flows, environmental footprint and cost-benefit ratios using aggregated four-step forecasting models1.

Nonetheless, the emergence of intelligent transportation systems, as well as complex solutions such as

intersection design, created the need for modelling tools which assess the impact of such systems from

a dis-aggregated perspective [25].

Agent-based simulations have therefore been useful in complementing the traditional four-step models

due to their decentralized nature. Software packages such as Vissim [26] allow micro-simulation

of road networks where vehicles and pedestrians can act as agents in a realistic three-dimensional

environment. The three-dimensional component of Vissim, however, prohibits the modelling of large

scale networks due to computational limitations. Nevertheless, software such as TRANSIMS [27] and

MATSim [28] can conduct agent-based simulations of city-scale models, by considering vehicles and

travellers as agents, but omitting the low level three dimensional network detail of Vissim.

Economics

In macro-economics, traditional analysis utilised the dynamic stochastic general equilibrium (DSGE)

model. In such models, economists aim to identify the effects of policy on growth and business cycles

in economies. Their premise is to evaluate the evolution of econometric factors through time, assuming

that the economy is subject to random shocks and also in Walrasian equilibrium [29, 30]. Such

models have been criticised by various studies [31, 32, 33, 30] for invalid assumptions additional to

equilibrium, such as population homogeneity and rationality2.

The simplicity of the DSGE assumptions leads to their inability to describe highly non-linear effects which

are results of emergent behaviour or wealth distribution in an economy. As a consequence, agent-based

modelling in economics and finance is a useful tool to explore systems which are not in equilibrium

and involve heterogeneous agents which act based on heuristics3[35]. Some implementations of ABMs

in finance consider the non-linear relationships of corporate bond trading in mutual funds [36] and the

underlying agent interactions that govern the United Kingdom (UK) housing market[37].

Epidemiology

During the unfolding of the Covid-19 pandemic, especially in the early months of 2020, agent-based

modelling was critical in policy implementation in the UK and the United States [38]. ABMs built

in cooperation between engineers, mathematicians and epidemiologists, assisted in determining the

footprint of the SARS-CoV-2 virus on the population. Studies such as the one by [39] influenced the
1Four stage models include trip generation, trip distribution, modal split and traffic assignment [24].
2DSGE models typically assume a representative agent who is entirely rational.
3In behavioural economics it has been argued that people use heuristics in decision making rather than exact

optimisation[34].
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UK government in implementing strict social distancing rules to prevent an anticipated sharp increase

in hospitalization rates which would overwhelm the National Healthcare System (NHS). The input of

such epidemiological ABMs has been data-heavy but also uncertain. Consequently, stochastic processes

were incorporated in the models, and multiple runs of the simulations assured the consideration of

numerous scenarios by the modellers.

The brief structure of models, such as the ones employed to inform governments, was comprised of

agents clustered in individual households. Socio-economical characteristics from census studies were

employed to characterize the properties of the agent population. Some of the most critical properties

have been age, sex, health status, type of work and amount of contacts. Then, the modellers anticipated

social mixing using data such as modes of travel and origin-destination matrices. The topology of

these models was defined by agent geographic vicinity, as the transmission of the virus is only possible

with the proximity of agents in the underlying environment. Additional data inputs, considered the

biological description of the virus, such as the transmission rate and the viral impact on each agent

[39, 40].

2.1.3 Agent-Based Modelling Applications in Ride-Sourcing

This section presents the breadth of ABM applications in AV ride-sourcing. To do so, the areas of

application are split into the assignment problems of vehicle dispatching and ride-sharing, electric

vehicle charging, fleet sizing, mode choice and pricing, and idle vehicle rebalancing. Table 2.1

summarizes the categorization of related literature on ABM applications for autonomous ride-sourcing.

Considering the dispatching problem, [41] used an ABM to evaluate different dispatching strategies

to improve wait times and trip success rate of private trips. In terms of ride-sharing only, [42] used

dynamic ride-sharing heuristics and a cell transmission model in an ABM to simulate the effects of

ride-sharing on traffic flow. [43] applied an ABM to compare the impact between trip sharing in an

Autonomous Mobility on Demand (AMoD) scheme to private vehicle ownership.

The concept of SAVs, the autonomous extension of the car-sharing industry, which resembles AV

TNCs, was introduced by [44]. The authors used a bespoke ABM to evaluate the impact of empty

vehicle rebalancing in an SAV fleet in Austin, Texas. Their work was extended in [45], where they

applied MATSim, an open-source ABM traffic simulation software, to evaluate the effects of different

rebalancing strategies on customer wait times and fleet costs for SAV fleets. [46] also used MATSim to

identify optimal fleet sizes for different levels of demand for an SAV fleet.

The impact of vehicle pooling strategies on mode choices was investigated by [47], [48] and [49] using

ABMs. Other studies, such as [50] and [51], attempted to identify the SAV mode penetration in the

market using different pricing schemes. [50] used a bespoke ABM whereas [51] used MATSim. The

work in [52] extended the study in [50], to investigate the operational costs for Shared Autonomous

Electric Vehicle (SAEV) fleets and vehicle rebalancing.



2.2. Fleet Management 15

The problem of identifying a cost-efficient fleet size was investigated in combination with other

TNC/SAV in studies such as [53], [54] and [55] using ABMs. [53] employed a large-scale micro-

simulation of SAVs in Berlin and Barcelona via MATSim, to evaluate the effectiveness of dispatching

strategies on the required fleet size to serve the trip data-set used. [54] also used MATSim to identify

the effectiveness of pricing strategies on mode choice and fleet size in an SAEV fleet. [55] used an ABM

to evaluate the impact of the level of ride-sharing and vehicle redistribution strategies on the required

fleet size for an SAV operation.

Studies focused on sophisticated vehicle rebalancing strategies such as queuing theoretical models

and aggregated optimization methodologies resorted to bespoke simulation models for validation

rather than open-source ABM software such as MATsim. [56] used an ABM to validate their queuing

theoretical vehicle redistribution model whereas [57] and [58] validated a reinforcement learning

redistribution approach using an ABM. Similarly, [59], [60] and [61] validated their aggregated

optimization approach for vehicle redistribution using an ABM.

2.2 Fleet Management

Fleet management considers the allocation of resources to tasks. Specifically, in a ride-sourcing setting,

the resource refers to discrete vehicles or continuous vehicle hours. For a ride-sourcing operator, the

tasks at hand denote the various types of service or states which a vehicle can be used throughout

its operation. From an economic perspective, fleet management aims for the allocation of vehicles

which stimulates an efficient service. Consequently, monetizing the effectiveness of fleet management

strategies naturally leads to minimum cost or maximum profit optimization problems.

The variants of fleet allocation decision making might refer to the numbers of vehicles allocated for

service, or parked in catchments across a network of operation at different times throughout a day.

The impact of allocation is usually derived by the expected spatio-temporal variation of demand in

the network. Deciding vehicle count thresholds throughout network catchments implicitly refers to

idle vehicle redistribution typically from low demand areas to high demand areas [18]. Effective

redistribution strategies require an in-depth understanding of the demand characteristics so that

accurate predictions of incoming requests can drive the redistribution decision making [62].

As ride-sourcing offers rides in a two-sided market platform format, where independent drivers

subscribing to the platform are matched to travel requests, this prohibits a centralized mandate for

idle redistribution of vehicles. Nonetheless, when ride-sourcing firms introduce AVs to their services

and potentially transform to fleet owners, such idle vehicle redistribution strategies can be explicitly

implementable via a central fleet manager.

Research on taxi economics, such as the work in [63], has been seminal in influencing the implementa-

tion of spatio-temporal characteristics when modelling taxi markets. The authors in [63] did assume

the flow of taxis in neighbouring areas; however, the work focused on evaluating system performance
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metrics for regulatory frameworks. Later studies also considered optimizing redistribution in shared

mobility schemes such as bike-sharing or car-sharing4 fleets [64, 65, 66, 67].

2.2.1 Idle Vehicle Redistribution in Ride-Sourcing

The structural differences5 between ride-sourcing and traditional vehicle sharing schemes prohib-

ited the direct application of vehicle sharing related research in the ride-sourcing market. Vehicle

redistribution for ride-sourcing/taxi markets became popular alongside the concept of autonomy. As

a consequence, researchers investigated vehicle redistribution in simulation studies implementing

simplified redistribution heuristics for SAVs [68, 42]. These studies were critical in identifying the extra

mileage and congestion, respectively, when redistributing empty SAVs.

Recent research focused on identifying redistribution strategies for ride-sourcing operations using

demand predictions and linear Integer Programming (IP), queuing theoretical models or machine

learning methods to identify relocation strategies. In [56], a closed Jackson network was used to

simulate an AMoD service with passenger loss. The authors then solved the vehicle rebalancing

problem using Linear Programming (LP). Using a queuing-theoretical implementation, they showed

that congestion effects due to rebalancing could be avoided. The authors in [69] replaced the Jackson

network with a Baskett–Chandy–Muntz–Palacios (BCMP) queuing network model and considered

vehicle charging operations.

The authors in [57] and [58] used reinforcement learning to identify rebalancing actions in a Mobility

on Demand (MoD) scheme and ride-sourcing platform respectively and showed that their methods

achieve effective rebalancing strategies. A fluid-based optimization problem on a queuing network

was used in [70] to identify an optimal routing policy with an upper bound for empty car routing in

ride-sharing systems. The study in [71] considered a Markov decision process for the problem of vacant

taxi routing with e-hailing. The authors solved their model using an iterative algorithm to maximize

the expected long-term profit over a working period.

The authors in [59] and [60] used predictive algorithms to estimate incoming requests and an IP model

to assign idle vehicles to clustered regions. They tested their models in a simulation of the New York

City (NYC) taxi dataset and significantly reduced waiting times. Model predictive control for vehicle

redistribution was also utilized in [61] to identify short term estimations of customer demand. The

model in [61] achieved a significant reduction in waiting times when tested in simulation using Didi

data.

4For a comprehensive review of vehicle redistribution algorithms for car-sharing we refer readers to [1]
5In traditional shared mobility schemes vehicles are usually parked at designated stations, and dedicated staff performs

the relocation. Also, vehicles are usually booked in advance.
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2.3 Ride Pricing

Ride sourcing firms, exhibit a two-sided market structure, acting as platforms which connect online

drivers with prospective riders. The properties of two-side markets were highlighted in the seminal

paper in [72], where the authors investigated the competition between a couple of two-sided market

platforms. In essence, the ride-sourcing firm’s main deciding parameters are the fare which riders

should pay, and the commission fee retracted from the drivers as a proportion of the ride fare.

The earlier studies on taxi economics, such as [73] and [63] were used to identify steady-state static

pricing policies for the taxi market. However, the substantial advancements in mobile technology

and the ease of entry in the ride-sourcing market have shaped a competitive environment with high

elasticity of riders to prices over the past decade. In line with that development, drivers are flexible

workers on the system, and their market entry is guided by expected earnings, their sensitivity to

commission rates and trip fares [16]. The endogenous nature of both supply and demand in the market

stipulated the need for supply-demand balancing mechanisms to be applied by the market makers.

Such a mechanism is dynamic pricing, usually implemented in the form of surge price multipliers.

Dynamic pricing is implemented at periods of peak travel, in areas of the network where the volume of

incoming requests is such that cannot be served by online drivers. Increased fares discourage a portion

of the demand to request rides and encourage new drivers to join the platform, or online drivers to

relocate to areas where surge pricing is applied, in expectation of higher gains.

Consequently, dynamic pricing curbs demand and boosts supply, steering the service away from effects

such as the Wild Goose Chase (WGC) [74]. According to [74], WGC is an effect occurring at times of

scarce supply, where the few drivers are matched to distant riders, thereby producing excessively long

pickup wait times. These wait times destabilise the assignment process and discourage new drivers

from entering the system, thereby abruptly suppressing the platform’s trip throughput.

As many major TNCs consider to deploy AVs in the near future, their platforms are likely to be

transformed into one-sided markets, where they will enjoy complete control of the supply [12]. Existing

dynamic pricing methods suggest new equilibrium prices to customers without having prior knowledge

of their trip valuations. If these are considered, market equilibrium prices could be identified without

approximation, transforming this process into an auction. Previous work on ride pricing using auction

theory [75, 76, 77, 2] focused on the interactions between riders (bidders) and drivers (sellers) who

are expected to declare their valuations and costs for prospective rides.

A TNC platform, taking the role of the auctioneer, would be responsible for determining the winner of

each auction [2]. Possible auction settings might involve one or multiple drivers that are assigned to

customers sequentially or simultaneously. Manipulations of the auctions by either side can be avoided

by using mechanism design theory, and the analysis of participation incentives.

Combinatorial Double Auctions (CDAs) [78] can be used to allocate multiple drivers to riders simulta-
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neously and efficiently6 using linear programs that are commonly referred to as Winner Determination

Problems (WDP) [76], which are known to be NP-hard. WDPs can be formulated as set packing

problems that maximise the auctioneer’s revenue (or social welfare) while taking into account the

utilities of the participants [79].

2.3.1 Dynamic Pricing

Studies assumed queuing theoretical models to investigate the properties of dynamic pricing in two-

sided markets. Notably, through market equilibrium identification, the studies presented in this section

identify dynamic pricing benefits at peak demand hours.

Initially, the authors in [80] used a queuing theoretical model to find that dynamic pricing is not as

profitable as static pricing, however, they concluded dynamic pricing is more robust to changes in

system parameters. The study in [81] found that a revenue-maximising strategy is aligned with welfare

maximisation when driver supply is scarce compared to demand. The authors in [82] developed a

practically implementable dynamic pricing methodology using surge multipliers by identifying an

equilibrium between supply throughput and incoming requests.

Other studies, investigated the benefits of price and commission fare alterations and identified that a

commission fare alteration strategy is beneficial to ride-sourcing platforms [83, 84, 85]. The authors in

[83] study three pricing contracts, a fixed (static), a dynamic commission contract, a dynamic price

contract and an optimal contract where the platform varies both the fare and the driver commission

rate. They conclude that the commission contract yields nearly the same profit as the optimal contract

in most scenarios.

The study in [84] identified the WGC effect when supply is in shortage. Their geometric matching

model suggested that a revenue maximising platform increasing the customer fare during supply

shortages is not necessarily beneficial to customers. They instead propose a commission rate strategy

instead of increasing ride fares to combat supply-demand inefficiencies. The authors in [85] also use a

queuing model to analyse the impact of dynamic pricing in a ride-sourcing platform. They find that a

variable commission fee is necessary for maximising platform profit.

Pricing policy variation across the spatial domain was also scrutinised in studies such as [86, 87, 88, 89].

The authors in [86] assume strategic driver behaviour and design an incentive-compatible dynamic

pricing mechanism for drivers accounting for spatio-temporal supply-demand characteristics. Besbes

et al [87], formulate the spatial pricing problem, assuming drivers choose where to relocate under

equilibrium in prices and transportation costs.

Guda and Supremanian [88] investigated the effects of varying surge prices across zones in a network

on driver flows in-between zones. They concluded that optimal vehicle flows across zones can be

managed by identifying all zonal surge price levels in coordination. Finally, the authors in [89] consider
6Economically efficient auction allocations maximise social welfare.
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differential pricing across different locations in a network. They conclude that a platform is more

profitable when the demand profile is balanced. They define a demand profile as balanced if the

potential count of trips originating at each area is similar to the number of trips dropping off. To

mediate the effects of demand imbalances, they find it is beneficial for the platform to employ spatial

price discrimination.

2.3.2 Auction Mechanisms

Considering auction mechanisms in ride-sourcing, research in dynamic ride-sharing (DRS) (carpooling),

is particularly relevant, with several studies exploring the applicability of auction models between

commuting drivers and riders [90, 91, 75]. In [75], the authors propose a CDA discounted trade

reduction mechanism for DRS assignment and pricing. The proposed mechanism is found to be

incentive-compatible 7, individually rational8 and weakly budget-balanced9. A system of parallel DRS

auctions was proposed in [90] aiming to identify rider-driver matches that minimise detours. A DRS

model using mechanism design was presented in [91], demonstrating that maximum social welfare

cannot be feasibly reached while incentivising commuters’ participation and truthful reporting of trip

reservation prices.

Lam [76] models the allocation of AV seats to customers as a combinatorial auction, using the Vickrey-

Clarkes-Grove (VCG) mechanism to sequentially assign customers to vehicles and determine prices.

Three types of service are considered: private rides shared rides and requests split over multiple vehicles.

A separate study developed a CDA model for dial-a-ride AV fleets [2] where multiple customers and

AV operators submit bids, while a platform determines allocations that maximise social welfare. The

model is applied for three types of service as in [76], with prices computed using a relaxed version of

the problem with Lagrangian multipliers. The algorithm is shown to be NP-hard, but optimal solutions

can still be obtained for realistic problem instances in reasonable times. Another proposed technique

[93, 77] involves a truthful DRS mechanism based on a second-price auction with reserve prices.

2.4 Vehicle and Trip Matching

Matching in ride-sourcing refers to either the assignment of vehicles to trips or the mixing of trips to

form shared rides (trip matching). The assignment of vehicles to trip requests is a decision problem

which ride-sourcing inherited from the preceding taxi market, known as the taxi dispatch problem. The

trip matching problem has its roots in DRS, a form of peer-to-peer ride-sharing where both travellers

and drivers have their own travel destinations.

7Incentive-compatible mechanisms ensure that every participant is incentivised to be truthful.
8Individual rationality ensures that no participant incurs a loss. [92]
9Weakly budget-balanced mechanisms ensure that auctioneer will not incur a loss [91]
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The main objectives of both problems are to identify the assignments which improve fleet utilisation

(proportion of occupied vehicle time) and the quality of service (reduce customer wait times or detours).

Both vehicle dispatching and trip matching problems are combinatorial and usually represented either

in simple heuristics or IP formulations. Furthermore, as requests usually are serviced on-demand in

the ride-sourcing market, the scrutiny of matching algorithms is focused on the trade-offs between

efficiency and computational tractability [16].

Both vehicle matching and the simplest versions of trip matching (i.e. assigning trips to occupied

vehicles) are associated with the linear assignment problem. The linear assignment problem is a

fundamental combinatorial optimisation problem. In its most general form, it is stated as the problem

of assigning n workers to m tasks to minimise total cost, where each assignment is associated with a

linear cost, each worker performs at most one task, and a task is performed by at most one worker. If

the number of workers equals the number of tasks, the assignment problem is balanced; otherwise, it is

referred to as unbalanced [94].

Therefore, the assignment problem is equivalent to that of finding a maximum matching in a bipartite

graph after specific transformations. The unbalanced assignment problem transforms into the balanced

assignment one in a bipartite setting. The transformation is achievable by adding new vertices to the

vertex set with the lower cardinality and zero-cost edges until both vertex sets have the same number

of nodes. The balanced assignment problem when assuming a set I of workers and a set J of tasks, is

formulated as follows:

Linear Assignment Problem:

minimize
X

(ij)2I⇥J

wi,jxi,j (2.1a)

subject to
X

j2J
xi,j = 1 8i 2 I, (2.1b)

X

i2I
xi,j = 1 8j 2 J, (2.1c)

xi,j 2 {0, 1} 8i 2 I, j 2 J (2.1d)

The parameter wi,j in the objective function (2.1a) represents the weight (or cost) of assigning worker

i to task j and variable xi,j is equal to one if worker i is assigned to task j and zero otherwise. The

Hungarian algorithm solves the linear assignment problem in strongly polynomial time in the number of

workers n [95]. Furthermore, under straight-forward transformations, the linear assignment problem

can be transformed to the minimum cost flow problem, which can be solved efficiently using the network

simplex algorithm. Figure 2.3, outlines how the vehicle matching problem can be conceptualized as a

linear assignment problem via a bipartite graph. Edge weights in figure 2.3 might represent wait times

or travel distance, profit from an assignment or other representations depending on the model.
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Figure 2.3: Conceptualization of the vehicle matching problem as a bipartite minimum cost matching
problem.

2.4.1 Vehicle Dispatching

Vehicle dispatching in practice has been traditionally tackled using simple heuristics such as sequential

assignments of customers to their closest available vehicles in terms of geographic proximity. In its

simplest form, an operator or a ride-sourcing platform populates a list of trip requests upon submission

and assigns each customer in the order of arrival. Such a heuristic is otherwise referred to as rule-based,

due to the assignment process decided by a simple rule (i.e. closest vehicle, closest client). Rule-based

heuristics have been generally preferred due to their simplicity and their ability to generate quick

solutions. Studies applying rule-based heuristics include [52, 55, 96, 49, 97].

More sophisticated approaches solve vehicle dispatching in quasi-online fashion [98, 99, 100, 101].

Specifically, requests and available drivers are accumulated over a specified period, after which a

mathematical program is solved to obtain multiple assignments at once. Modelling methods for the

quasi-online vehicle dispatching problem frequently use network theory by transforming the assignment

problem in a bipartite network. A critical decision upon implementing such algorithms is the length of

the request/driver accumulation period. Such methods show improved performance when compared

to rule-based (greedy) approaches.

Dickerson et al [98] model the vehicle dispatching problem as an online bipartite matching problem.

They consider customer arrivals and vehicle availability in multiple time-steps using a look-ahead

strategy. They solve their model using a tractable LP-based adaptive algorithm. Bertsimas et al [99]

propose a maximum flow formulation to solve the vehicle dispatching problem in a quasi-online fashion.

Their algorithm constructs an assignment network (arcs represent assignment) with random pickup

times, which is solved offline multiple times. A new network is then populated with arcs from the

maximum flow problem solutions, which is then re-optimised to obtain assignments in 15-second

intervals.
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Xu et al [100] use reinforcement learning to evaluate expected rewards of assignment decisions. They

then solve the vehicle dispatching problem for multiple drivers and requests using combinatorial

optimisation, maximising the expected rewards. Lyu et al [101] introduce a tractable online multi-

objective maximisation optimisation problem for matching drivers to customers, considering pickup-

distance, revenue and driver rating. They adjust each objective’s weights based on the performance

difference between the offline and online matching problems.

2.4.2 Trip Matching

Trip matching has similar properties with the vehicle matching problem as both are different versions of

the assignment problem. In trip matching, two or more requests with different origin and destination

locations are matched together forming a shared ride. In a shared ride, the vehicle will pick-up

and drop-off matched customers according to an efficient schedule defined by the operator. As a

consequence of the overlap in the service times of matched trips, the nominal variable which defines

the quality of a shared ride is the detour experienced by each customer in the ride. A detour is defined

across the literature as the deviation (in distance or time), of the shared trip experience from a private

trip with the same origin and destination.

Similarly to vehicle dispatching, trip matching can be solved by either greedy heuristics or sophisticated

optimization algorithms in a quasi-online fashion. However, in contrast to vehicle dispatching, trip

matching is not necessarily a bipartite (two-dimensional) assignment. For example, if the matching

problem aims to identify shared trip combinations of three (or more) customers, the two-dimensional

assignment model is no longer valid. Instead, a tripartite (3D) matching model is the appropriate

convention for identifying combinations of three trips. Higher customer counts in trip combinations

increase the dimensionality of assignment accordingly. Inevitably, increasing dimensionality negatively

impacts the computational tractability of optimization problems.

The above computational complexity considerations were addressed in [17]. The authors of the study

modelled quasi-online matching of trip requests for different orders of matching. They did so by initially

introducing the notion of the shareability network. In a shareability network, vertices account for

unassigned individual trip requests, whereas edges between vertices denote their potential compatibility

for matching. By calculating the most efficient detour for each potential match and removing edges

which violate defined compatibility constraints, they show that 2D trip matching can be reduced to the

maximum weighted matching problem, which can be solved efficiently in polynomial time. They also

show that 3D matching is NP-complete and APX-complete, thereby it can only be solved quickly using

greedy heuristics, and that any higher-order (4D or more) assignment is computationally intractable.

Studies such as [102, 103, 104] and [105] opted for sequential assignment instead of quasi online to

achieve quicker computation times. Hosni et al [102] presented a Lagrangian decomposition approach

to solve a Mixed Integer Programming (MIP) problem for matching seeking customers to vehicles with

on-board customers. They also presented an incremental cost heuristic for matching each incoming
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customer to the vehicle, which incurs the minimum incremental cost if assigned. Ma et al [103]

proposed a greedy trip matching strategy where incoming requests are matched to vehicles which are

empty or serving on-board customers. Their method matches each request to the vehicle, which incurs

the minimum increase in travel distance if assigned.

Peltzer et al [104] outlined a road-network partitioning algorithm to split the ride-sharing instance

into mutually exclusive areas. They then used a greedy matching heuristic which assigns incoming

requests to occupied vehicles sequentially by minimizing the total distance driven. Simonetto et al

[105] assigned customers sequentially to vehicles using an LP approach. They also use a trip insertion

heuristic to identify optimal schedules for each vehicle, fed into a local neighbourhood search heuristic

for further improvement.

To improve the optimality of solutions compared to an offline assignment, studies such as [106, 107]

and [108] used batch matching approaches, by performing assignments in regular intervals. Jung et

al [106] used a simulated annealing method to simultaneously match multiple incoming requests to

vehicles in a quasi-online fashion. Their quasi-online matching method improves the performance

when compared to greedy nearest vehicle or trip insertion heuristics. To reduce the computational

burden on their simulated annealing process, they introduce checks that ensure the random walks of

their algorithm are only performed on feasible solutions.

Alonso Mora et al [107] applied the shareability networks proposed in [17] to reduce the instance

space of the problem. They then employed greedy matching to assign batches of requests to available

vehicles and improve the obtained solution by iteratively solving a constrained linear program. Qian et

al [108] incorporated customer utilities and driver revenue thresholds in the matching process. They

then formulate the problem as an Integer Linear Program (ILP) and convert it to an equivalent graph

problem. Due to the NP-hard complexity of graph problem, they solve it using greedy heuristics.

Alternative approaches include the study in [82], where the authors optimized the matching interval

and matching radius to improve ride-sharing efficiency. Also, in [109], the authors used spatio-temporal

demand predictions as input to a trip matching problem for minimizing expected costs. The authors

utilized a trip insertion heuristic after proving their demand away route planning problem is NP-hard.

Finally, in [110], the authors narrowed the search space using shareability graphs and incorporated a

discrete choice model so that the optimization for the matching result takes into account the customer

utility. Bench-marking against time-window constraint approaches showed that their method yielded

more attractive solutions for customers.

2.5 Summary

As observed in section 2.1 and outlined in table 2.1, researchers applied ABMs extensively to inves-

tigate the impacts of AV TNC operations. Nonetheless, in anticipation of time-consuming software

development, many studies resort to using ABM software packages that are inflexible when it comes
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to modelling non-trivial operational strategies. By contrast, studies that apply bespoke ABMs to test

sophisticated optimisation techniques often lack clarity in their simulation structure, which hinders

reproducibility of their research and could potentially lead to significant omissions in the implementa-

tion. Therefore, it is evident that the existing state-of-the-art on AV TNC simulations lacks a modular

framework describing the components and building sequence of such ABMs for the different problems

entangled in autonomous ride-sourcing which is required to streamline such research.

Table 2.1: Summary of related literature on ABM applications for autonomous ride-sourcing.

ABM Studies Dispatching,
Sharing Charging Fleet Size Mode Choice,

Pricing Rebalancing

Fagnant and Kockelman [44]
Fagnant et al. [45]
Zhang and Pavone [56]
Wen et al. [57]
Alonso-Mora et al. [59]
Lin et al. [58]
Wallar et al. [60]
Iglesias et al. [61]

X

Boesch et al. [46] X
Shen and Lopes [41]
Levin et al. [42]
Dia and Javanshour [43]

X

Martinez and Crist [47]
Martinez and Viegas [48]
Hörl [49]

X X

Chen and Kockelman [50]
Maciejewski and Bischoff [51] X

Chen et al. [52] X X
Maciejewski et al. [53] X X
Liu et al. [54] X X
Fagnant and Kockelman [55] X X X

Additionally, when looking at the fleet operations literature outline in section 2.2, it is observed

that the majority of relevant studies on vehicle redistribution (Table 2.2) do not consider acumen in

customer behaviour. The two main approaches are, assuming unassigned customers abort the platform

immediately (passenger loss) or setting a maximum customer wait time (maximum wait), after which

all customers abort the service. However, in realistic ride-sourcing implementations, potential customers

would encounter alternative travel options based on local competition, thereby deciding their mode

choice based on several factors [111]. Consequently, oversimplified models of customer behaviour or

nonexistent representation of competition do not reflect the real value and cost of redistribution, nor

do they account for the notion of diminishing returns, since vehicle relocations do not necessarily result

in guaranteed customers.



2.5. Summary 25

Table 2.2: Relevant studies on vehicle redistribution

Study Method Redistribution
Cost

Customer
Behavior

Zhang and Pavone [56],
Iglesias et al. [69] Queuing theory Congestion Passenger loss

Wen et al. [57] Reinforcement
Learning Distance-based Passenger loss

Lin et al. [58] Reinforcement
Learning Fuel-based Not-specified

Braverman et al. [70] Queuing theory Time-based Passenger loss

Yu et al. [71] Markov decision
process Time-based Not-specified

Alonso-Mora et al. [59] Demand prediction,
integer programming Passenger delay Maximum wait

Wallar et al. [60] Demand prediction,
integer programming Time-based Maximum wait

Iglesias et al. [61] Demand prediction,
integer programming

Time and
Distance-based No passenger loss

Finally, when reviewing the literature on pricing and assignment in sections 2.3 and 2.4, one pro-

gressively manifests that they are, at the very least, implicitly connected operations. Furthermore,

the relationship between pricing and assignment in ride-sourcing operations alters to a more explicit

one when considering peak demand periods. As deduced in section 2.3, dynamic pricing is essential

in periods of excessive request arrivals. Also, as observed in section 2.4, during such peak travel

times, ride-sharing, which is more efficient if decided in batches, greatly relieves the supply burden.

In hindsight, a method that combines all the aspects of pricing and assignment mentioned above is

combinatorial auctions.

The majority of studies on ride-sharing auctions (Table 2.3) use two-dimensional models that perform

one-to-one assignments between buyers and sellers. Nonetheless, DRS outputs inherently consist of

one-to-many assignments for trips that contain at least three participants (one driver, two riders), whose

trip-time utilities are interdependent. This limitation was partially addressed by previous studies [76, 2]

which, however, did not consider detour effects. An alternative approach [77] utilised sequential

rider-vehicle matches, but without accounting for the effect of detours on valuations, assignments and

pricing estimates.
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Table 2.3: Auction studies on ride-sharing assignment

Study Problem Auction Assignment Detours

Zhang et al. [75] DRS CDA one-to-one No
Kleiner et al. [90] DRS Vickrey one-to-one Yes
Zhao et al. [91] DRS CDA one-to-one Yes
Lam [76] DARP VCG one-to-many No
Yu et al. [2] DARP CDA one-to-many No
Ashgari and Shahabi [77],
Ashgari et al. [93] DARP VCG one-to-one Yes



Chapter 3

An Agent-Based Modelling Framework for
Autonomous Ride-Sourcing

3.1 Introduction

The introduction of AVs in TNC services could transform TNC platforms into fleet operators [12].

Consequently, the typical list of decisions for a TNC, which includes assignment and pricing of private or

shared rides, would be extended with fleet management functions, such as empty vehicle redistribution

to areas of excess demand, as well as electric charging and parking operations. As TNCs are interested

in running efficient services, the multitude of their decision problems is governed by mathematical

models, usually in the form of optimisation problems. Furthermore, TNC mathematical models are

either structured as aggregated representations of the system or consider specific sub-problem instances

in the fleet operation [18].

Developers of TNC platforms are usually interested in system-wide Key Performance Indicators (KPIs) to

quantify the impact of their models. These KPIs might not always be identifiable from the mathematical

models. Some examples of such metrics include the velocities of vehicles across areas in the network

(congestion), the average wait or detour times of travellers, fleet utilisation, or the level of sharing in a

pooling service. Due to the complexity of the TNC operations, non-linearity of some relationships and

heterogeneity of the client population are not always accounted in models. As a result, mathematical

models, are not always capable of capturing the highly complex dynamics of the TNC environment and

are subject to further validation.

To complement the scrutiny of their algorithms and capture higher-order effects, modellers resort to

digital twins or simulations, using Agent-Based Models (ABMs). Through the use of ABMs, researchers

can apply their algorithms in a realistic environment, observe and quantify the system’s emergent

behaviour in time. ABMs are bottom-up models, which simulate the behaviour of actors (clients,

vehicles, operators) in the system by defining them as software objects (agents), which interact

27
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according to behaviours set by the modeller. As a result, they are dis-aggregated representations of

reality, which allow for heterogeneous characteristics between agents, and are capable of simulating

highly complex and non-linear systems [22].

An example of an AV TNC problem which requires the use of ABMs is critical fleet sizing. Critical fleet

sizing refers to the minimum fleet size required for the rate of incoming requests to be sustainably

serviced. Specifically, suppose incoming requests join a queue until an available vehicle is assigned to

them. In that case, fleet sizes below the critical, contribute to increasing queue lengths with incoming

requests, resulting in spiking assignment wait times for customers. This problem has been traditionally

tackled in research by using queuing theoretical models with multiple servers by using parameters

such as the rate of request arrivals and the average service time. However, the underlying network

structure, the variation of velocities throughout the network and the spatial distribution of origin-

destination locations contribute to non-homogeneous service times, making aggregation a challenging

task. Furthermore, as the pickup time after assignment varies with fleet size, it results in an additional

non-linear component in the service time. Consequently, the more reliable route for estimating critical

fleet sizes in TNC systems is the use of simulations that capture the complexities mentioned above.

As identified in the relevant literature in chapter 2, a framework describing the structure ABMs for the

different problems encountered in autonomous ride-sourcing is imperative to streamline such research.

The ABM framework introduced in this chapter is structured to facilitate a guided approach in creating

ABMs for the relevant problems in autonomous ride-sourcing highlighted in Section 2.1.3. In this

chapter, initially, all the framework’s core components are identified in line with the fundamental

description provided in Section 2.1.1. Then, a model building sequence is presented in Section 3.3. The

study initially introduces an aggregated model of the critical fleet size problem based on the theoretical

properties of stable queues with multiple servers in 3.4. Subsequently, the study compares the results

between the aggregated model and a simulation structured using the ABM framework to demonstrate

its practicality in Section 3.5.

3.2 Framework Components

Following the terminology in the work of [22], the framework composition is split between the

components of agents, their respective topologies and the environment in which they exist.

3.2.1 Types of Agents

The research outlined in Section 2.1.1 was used to derive the core agents in an AV TNC system. In

doing so, three main types of agents were identified; the traveller, the vehicle and the operator. It is

assumed that each type of agent is characterised by some distinct properties and behaviours. However,

to ensure uniqueness and modularity, all agents across all types have a unique identifier property and a
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list of states. The list of states as well as the mechanism description for alternating between states is

termed as state logic for convenience.

Furthermore, a list of KPIs for each agent is identified which could serve as a model output for

each agent. Table 3.1 presents these core agents, their properties, behaviours and KPIs. Properties,

behaviours and KPIs in the framework are non-exhaustive and also non-binding for model building but

represent the typical ones encountered in the literature.

Table 3.1: Description of core agents’ properties, behaviours and key performance indicators (KPIs).

Agent Properties Behaviours KPIs

Traveller

- Unique identifier
- Origin and destination
- Request time
- Utility function
- Reservation price

- Mode choice
- State logic

- Utility
- Wait time
- Travel time
- Detour
- Cost
- Trips shared

Vehicle

- Unique identifier
- Location
- Capacity
- Velocity
- Range and charge
- Schedule
- Revenue function
- Cost function

- Charging station choice
- Parking station choice
- State logic

- Mileage
- Revenue
- Cost
- Trips served
- Service rate

Operator

- Unique identifier
- Fleet (vehicles)
- Assignment strategies
- Pricing strategies
- Routing algorithm

- Assignment/pricing choice
- Fleet management strategy
- State logic

- Mileage
- Revenue
- Cost
- Trips served
- Service rate

Travellers are potential clients who submit requests to the TNC for rides. Consequently, throughout

the ride-sourcing literature, the terms of clients, requests or riders have been interchangeable [16].

Their goal is to travel from an origin location to a destination. As such, their origin and destination

coordinates are static1 properties. It is assumed that travellers enter the system at their static request

time and exit after they are delivered at their destination or when they abort the TNC service by

cancelling their request (if this is possible in the model). Multiple travellers could also be bundled into

the same request, with the number of persons in the request to be a property description.

To assist the acumen of traveller agents (if required), a utility function for each individual is set, that

could take inputs which differentiate the quality of a TNC option amongst other options in the model

(if any). Consequently, it could have deterministic inputs such as the prospective wait time, travel

time and service price. The capability to support heterogeneous populations in ABMs, allows for

monetising parameters in the utility function, such as the value of travel time, wait time, service price

1Static properties do not change in the model.
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or other inputs, to be specific to individual travellers. Modellers could also define other traveller specific

properties such as a reservation price, which reflects the maximum amount a traveller is willing to pay

for a travel option.

Vehicles represent the AVs in the system, and their goal is to serve travellers. They can have properties

such as the total and current capacity, as well as the total and current range2. Since vehicles are

self-moving agents, they are also characterised by velocity and location properties, which depend on

the environment and vary during the simulation. It is also assumed that operators own the vehicles

due to their autonomous nature. Consequently, their activity schedule and revenue function are both

governed by the assignment and pricing strategies of their operator. The type of vehicle also defines its

cost function, which could take as input the mileage and velocity fluctuations during the simulation.

Operators are agents which denote the AV fleet owners in the ABM. Depending on the model, there

could be one or multiple operators in the system (monopolistic vs competitive scenarios). They dictate

the assignment, pricing and routing methods which vehicles follow during the simulation. Operators

are not explicitly regarded as agents in the literature outlined in Section 2.1.3; however modelling

them as software entities allows for extensible properties which enable the simulation of scenarios that

emulate adaptive behaviour by TNCs. Such scenarios could be the response to a congestion charge by a

regulator agent or the fluctuation of pricing in competition.

As mentioned earlier, all agents in the framework are assumed to have an arbitrary set of states. These

states alternate during the simulation for each agent depending on discrete events, processes (i.e.

assignment heuristic) or decisions. The complexity of decision making can be varying. The majority of

ABMs cited in Section 2.1.3 assume travellers always request and follow an assignment from a TNC

unless some thresholds such as wait time, detour time or a reservation price are exceeded. Other

studies [50, 54] assume more sophisticated models, in which each option’s utility is an input to a

discrete choice model. Discrete choice models have not been widely applied on AV TNC simulation

studies, mainly due to the lack of necessary population information to validate such models.

Vehicle behaviours are governed by operator properties, such as assignment and pricing strategies, as

well as the routing algorithm. Typically, a vehicle might be preliminarily assigned to a traveller by the

operator using some assignment heuristic. The traveller then would either accept or abort the TNC

service. Upon acceptance, the vehicle will follow a route to the traveller origin based on the routing

algorithm specified by the operator. In cases where a vehicle needs to recharge or park, vehicles could

decide which charging or parking station to visit using simple heuristics such as the nearest available

station.

The ABM framework in this study does not intend to define the agents’ behaviours but rather collectively

classify them as sub-systems. This approach is followed to maintain a flexible and extensible nature in

modelling. Nonetheless, in Table 3.2, some basic states for travellers and vehicles are provided based

on the models presented in Section 2.1.3. Table 3.2 does not provide any example states for operators

2Potential mileage based on electric charge level.
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due to the lack of applications in research. It is also noted that any vehicle states related to electric

charging were not included, but these states could be implemented as extensions of the core state logic.

Table 3.2: Core state description for travellers and vehicles.

Agent State Description

Traveller

Waiting for assignment The traveller has requested a ride but has not
been assigned to a vehicle.

Waiting for pick-up A vehicle has been assigned to the traveller and
the traveller waits to be picked up.

In trip The traveller is in the vehicle.

Served The traveller has been delivered to the
destination location.

Aborted The traveller aborted the service before pick-up.

Vehicle

Idle The vehicle does not have any tasks.

Travelling to origin The vehicle is travelling to a traveller’s origin
location.

Loading The traveller is boarding the vehicle at the
origin location.

Travelling to destination The vehicle is travelling to the traveller’s
destination location.

Unloading The traveller is exiting the vehicle at the
destination location.

3.2.2 Topologies

Topology has been previously defined in Section 2.1.1 as the infrastructure enabling interactions

between agents. Possible topology settings were identified which are based on euclidean distance or

graph structures; however, in this AV TNC modelling framework, multiple levels of topologies are

proposed which are also more complex than their one-dimensional counterparts mentioned in Section

2.1.1.

The interactions between types of agents in a realistic TNC service are initially highlighted, to accentuate

the underlying topologies in a TNC ABM. The typical process involves a traveller submitting a request

to an operator. The operator, in turn, assigns a vehicle and informs the traveller of the expected pick-up

time. If the traveller accepts the assignment, the vehicle is then instructed by the operator to pick-up

the client. It is therefore apparent that the operator brokers any agent interaction. Travellers do not

directly interact with nearby vehicles, nor do vehicles decide which clients to select, but the operators

instead instruct them.

It is also evident that different topologies are relevant at different times for different agents. On

request submission, travellers can access all TNC operators. During the assignment, the operator
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structures a graph topology which outlines all possible assignments between travellers and vehicles

(and also travellers and travellers in the case of ride-sharing). The assignment graph topology could

depend on traveller requirements, vehicle properties, as well as the geographical vicinity between

these agents. Furthermore, the aforementioned topology includes both travellers and vehicles, but it is

only actionable by the operator. Upon preliminary assignment, each operator informs the travellers of

their option, and then if travellers accept the offer, the operator instructs the vehicles to move to their

assigned traveller origin locations.

The processes described above, highlight an open-access topology between travellers and operators,

which is relevant at request submission, and upon traveller choice when offers are presented. A

preliminary topology between vehicles and travellers is also in use during the assignment. The

assignment topology is termed as preliminary, since it offers no access between vehicles and travellers,

but is only visible to the operator. Derived from the preliminary topology, a one-to-one topology

between travellers and their assigned vehicles is also identified after acceptance by the travellers.

Due to the technological nature of request submission to a TNC platform, no direct interaction between

travellers and nearby vehicles is assumed, unless the operator decides an assignment. Nonetheless,

such a simplified geographical topology could be implemented if modellers aim to test competition

between TNC platforms and street hailing taxis. It also assumed that no direct interaction between the

same types of agents takes place, such as traveller-traveller3 or vehicle-vehicle4 connectedness.

The implementations of assignment strategies in the research outlined in Section 2.1.3 vary from

simple First-In-First-Out (FIFO) heuristics to aggregate optimization assignments. In a FIFO heuristic,

travellers enter the end of a queue of unassigned travellers upon request submission. Then, the operator

assigns the closest vehicle to each traveller sequentially, from first to last in the queue. Aggregate

optimization assignment procedures were used mainly in studies proposing idle vehicle redistribution

methodologies [59, 58, 60, 61]. Assignments using optimization, are decided in intervals in a quasi-

online approach. During these intervals, travellers’ requests and available vehicles accumulate a list,

and a cost minimization optimization program decides the optimal assignment at the end of the interval.

To reduce the instance size of optimization problems for assignment, [17] proposed the use of shareabil-

ity networks. Although the initial application was presented for use in identifying potentially shareable

trips in a ride-sharing scheme, the concept can be extended to an assignment between travellers and

vehicles for both shared and private trips. In such networks, nodes could represent traveller or vehicle

agents, and edges between them could represent a capability for assignment subject to constraints.

More sophisticated assignment strategies also incorporate pricing into the creation of such networks

by using auctions [112, 113]. The shareability networks or more simplified techniques, such as FIFO,

constitute the preliminary topology visible to the operator.

3Traveller-traveller connectedness could be apparent during a ride-sharing assignment process, but there is no communica-
tion between travellers.

4Vehicle-vehicle connectedness could be useful in the connected-autonomous vehicle (CAV) problem for traffic purposes
but lies beyond the AV TNC scope.



3.3. Model Building 33

3.2.3 Environment

The road-network is set as the core environment in this ABM framework. The presence of the operator

is abstract (not physical); nonetheless, travellers and vehicles physically exist in a road-network via

origin/destination and current location, respectively. Some simulations might ignore the urban road-

network and instead use grid-like environments representing physical locations or even euclidean space.

However, using these alternative environments might be an over-simplification as vehicle properties

such as velocity and schedule are derived from road-network information. Furthermore, processes such

as assignment, pricing and routing utilize road-network information via shortest path algorithms.

The main road-network components are road-nodes and road-links. It is assumed that road-nodes have

the fundamental property of coordinates, and edges have the fundamental properties of an inbound

and outbound road-node, as well as a geometry indicated by a list of coordinates. Information such as

road-node neighbours, or the length of each road-link could be derived from the fundamental properties

above. Additional to these properties (but not necessarily essential), could be a specific velocity or a

velocity vs traffic density profile in each road-link. Simplified models could assume an average velocity

over an entire road-network instead. Background traffic could also be implemented as a randomized

input in a velocity-traffic density profile for realistic ABM implementations.

By assuming a velocity-traffic density profile for each edge, a modeller can define space in each link as

a limited resource. Furthermore, additional environmental features on top of the core road-network

structure could be capacitated parking or charging stations, situated in selected road-nodes across the

road-network. Such stations also constitute a time-varying limited resource in an ABM. Additional

environmental features which enhance complexity could include networks for different modes (public

transport, cyclic, walking) or external events which impact the properties of the environment (i.e.

extreme weather).

3.3 Model Building

The various components introduced in Section 3.2 serve as the raw materials required in ABM building

for autonomous ride-sourcing problems. The amount of necessary detail in agents, topologies and

environment composition could vary significantly depending on the ABM scope. Therefore, deciding

the model contents as well as the sequence in which the building blocks should be created is essential

in avoiding computational burden and over-design of the system.

First, it is highlighted that the various versions of agents, as well as the environment’s building blocks,

can contain information in the form of properties. Examples of properties for agents include the

origin and destination locations of travellers and the locations and capacities of vehicles. Furthermore,

environmental components such as road-nodes and charging stations have the property of coordinates.

Agents also utilize behavioural processes, such as mode choice, charging/parking station choice, routing
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and assignment. Consequently, the preceding descriptions of agents and environment components

conveniently fit the description of software objects with Object-Oriented Programming (OOP) principles.

In OOP, objects are software entities (classes) which hold properties and processes (methods). In that

respect, OOP languages are regarded as ideal for building ABMs. Objects are classified into agents and

non-agents since only agents have behavioural properties. Furthermore, processes are also categorized

into decision problems and functions with scalar outputs. Functions with scalar outputs define scalar

agent properties described in Table 3.1, such as traveller utility, vehicle revenue and cost, and serve as

prerequisites to decision problems such as mode choice, routing and assignment. Table 3.3 summarizes

the categorization of objects and processes in line with the descriptions presented in Section 3.2.

Table 3.3: Categorization of objects and processes.

Objects Processes

Agents Non-Agents Decision Problems Scalar Functions

- Travellers
- Vehicles
- Operators

- Road-network
- Road-node
- Road-link
- Infrastructure

- Mode choice
- Routing
- Assignment
- Charging/Parking choice
- Fleet management

- Utility
- Revenue
- Cost

The categories proposed above also reflect the objects’ complexity and processes, as well as the proposed

sequence for model building. Decision problems present higher complexity than functions outputting

scalar variables; agents are more complex than non-agents due to their respective behavioural and

adaptive properties. It is also apparent that decision problems need the outputs of scalar functions as

inputs, and that agents have properties derived from non-agent objects (environment components).

As a consequence, this model building sequence proceeds from simple to complex software entities.

Figure 3.3 outlines how the different layers of complexity blend together to create a realistic ABM for

ride-sourcing. We, therefore, propose the following sequence for model building, as shown in Figure

3.1.

The sequence of operations during a simulation run is also non-trivial. In practice, objects which exist

throughout the simulation time should be instantiated before the iterator starts. As such, infrastructure

objects (non-agents) should be instantiated first, followed by operators, and their vehicles in locations

across the network (derived from infrastructure objects). Travellers could then be created during the

iterations at their request times. Once new travellers are added to the system, a state logic step should

be performed for each agent at each iteration step until all iterations are completed.

It is assumed that different models might require a different state logic step sequence when considering

all types of agents. For example, at the beginning of an iteration step, a traveller requests a trip from

an operator. The operator, in turn, might trigger the assignment process in the same iteration step. If at

least a vehicle is available and the assignment process is not computationally expensive, it is reasonable

to assume that the assignment would be instantaneous. In that case, the operator could report the
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1.   Create environment component objects (non-agents)

2.   Create agent objects

3.   Create agents' functions with scalar inputs/outputs

4.   Populate agents' state lists

5.   Create state logic for each type of agent

6. Create decision problem functionality and integrate with necessary components

7. Integrate model components in iterator

Figure 3.1: Proposed model building sequence.

assignment to the traveller, with the traveller choosing the preferred mode in the same iteration step as

the request.

However, in cases where the assignment is indeed expensive computationally, such as in specific ride-

sharing settings [113], the events of triggering the assignment process and obtaining a result do not

occur at the same time even in realistic situations. During this period, from triggering a computationally

expensive process to obtaining a result in a ride-sourcing environment, other operations might be

underway. For example, vehicles not involved in that process might be travelling to a destination,

and travellers involved in a similar assignment process do experience wait time which could be

essential in their final choice. As a consequence, the use of multi-threading programming to run such

computationally expensive processes in parallel with the main iteration might be required.

The proposed ABM framework offers the capability of creating simulations with complexity according

to the appetite of the modeller, by following a modular approach. Figure 3.2 outlines the components

of the proposed framework and its modular/extensible nature. Figure 3.3 outlines how the different

layers of complexity blend together to create a realistic ABM for ride-sourcing.

3.4 Critical Fleet Size Modelling

Various studies used queuing theory to model the operation of ride-sourcing services and successfully

focused on identifying optimal idle vehicle redistribution strategies across networks [56, 69, 70]. Such

studies, model the arrival of travellers as a Poisson process in time, in which the travellers join a queue

upon arrival and exit the system after they are served by vehicles. Service times are usually modelled

by an Exponential distribution. The studies in [59] and [60] also focused on solving the empty vehicle

redistribution problem, but instead applied aggregated optimization methods in combination with

demand prediction to solve the problem.
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Figure 3.2: Graphical illustration of the modularity of the proposed ABM framework.

A key index of such vehicle redistribution studies is the average wait time which customers experience

until pickup, which is traditionally regarded as a quality of service metric in demand-responsive

transport [63]. Customer wait time is split in two categories, specifically, the waiting time from request

to assignment, and the waiting from assignment to pickup. As such, assignment wait is governed

by the number of vacant vehicles whereas waiting for pick up relates to the vicinity of those vacant

vehicles. Consequently, understanding how the components of wait time vary with demand, vehicle

availability and the spatio-temporal properties of the underlying network can be a useful input in fleet

management models.

The model in this section assumes that customers request trips through a central ride-sourcing fleet

operator at a quasi-constant rate. Requests are added to a single queue upon arrival and are assigned

to the closest available autonomous vehicle in the fleet using a FIFO setting. For clarity of the

demonstration of this ABM framework and identifying the properties of wait time variation, acumen in

customer behaviour is not considered. Consequently, customers exit the system once they are served,

even if they experience significant wait times. It is noted that although this setting is unrealistic, in this

case, is useful in identifying the fleet size limitations.

An M/M/c queue model is assumed as a way to represent the operation of the ride-sourcing fleet
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Figure 3.3: Illustration of the extensible simulation layers in the ABM framework.

operator. The first and second M ’s in the notation stand for Poisson generated customer arrivals and

exponentially distributed service times, respectively. Furthermore, c denotes the number of parallel

homogeneous servers (fleet size). As such, customer arrivals occur at a rate of � per unit time and

the average service time is set at t̄ units of time. Consequently, the service rate µ is equal to 1/t̄. The

utilization rate ⇢ of the fleet is therefore defined as follows:

⇢ =
�

cµ
(3.1)

As observed in (3.1), cµ denotes the number of customers the fleet can serve in a period. As such,

for ⇢ > 1, the customer arrivals surpass the fleet’s capacity, and the queue becomes unstable, with

the average wait time in the queue Wq growing to infinity. Consequently, for ⇢ = 1 c is equal to the

minimum fleet size c0 which can sustain the queue, given � and µ. Therefore:

c0 =
�

µ
(3.2)

The mean number of customers in the queue is defined as Lq (length of queue); similarly, the mean

number of customers in the system (including customers being served) and the average time in the

system are defined as L and W respectively. Using Little’s law [114], the following relationships hold:
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L = �W (3.3)

Lq = �Wq (3.4)

The following relationship between wait time in the queue the total time of customers in the system is

also expected:

W = Wq +
1

µ
(3.5)

For M/M/c queues the queue length can be found using the following [114]:

Lq =
P0(

�

µ
)c⇢

c!(1� ⇢)2 (3.6)

where P0 in (3.6) is the probability of zero customers in the system, otherwise known as the Erlang C

formula [115, 114]:

P0 =
1

1 + (1� ⇢) c!
(c⇢)c

P
c�1
m=0

(c⇢)m

m!

(3.7)

As observed in equation (3.7), any terms including the number of agents c, such as the factorial and

power terms produce extremely large numbers as c becomes large. As such, a transformation which

assists the calculation of P0 with large numbers is defined. To do so, function f(c, ⇢) is set as follows:

f(c, ⇢) =
c!

(c⇢)c

c�1X

m=0

(c⇢)m

m!
(3.8)

It is noted that equation (3.8) contains terms of the cumulative distribution function (CDF) of a Poisson

distribution. As such, equation (3.8) is transformed as follows:

f(c, ⇢) =
c!

(c⇢)c
e
c⇢

FPoisson(c� 1, c⇢) (3.9)

Where FPoisson(c�1, c⇢) in (3.9) is the CDF value of a Poisson distribution with mean c⇢ and cumulative

probability P (X  c � 1). Using exponents of natural logarithms and the gamma function5, f(c, ⇢)

results in the following form:

5For a Gamma function �(n), �(n) = (n� 1)!.
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f(c, ⇢) = exp
⇥
ln(�(c + 1))� c ln(c⇢) + c⇢

⇤
FPoisson(c� 1, c⇢) (3.10)

Consequently the function f(c, ⇢) in equation (3.10) is used to transform function P0 to a more

convenient version for large values of c, as shown below:

P0 =
1

1 + (1� ⇢)f(c, ⇢)
(3.11)

The average wait time in the queue Wq models the wait time until assignment. As such, the wait time

from assignment to pickup is embedded in the service time. Nonetheless, more vehicles in the fleet

would produce less pickup wait times on average. That is, assuming vehicles and requests are uniformly

distributed in space. Consequently, by embedding the pickup wait time in the service time, the service

time cannot be regarded as a constant (i.e. mean of an exponential distribution).

Instead, pickup wait time is modelled by exploiting the spatial characteristics of the underlying network.

By assuming all available vehicles are uniformly distributed in space, the total network area A is divided

by the number of idle vehicles V . As such, each vehicle has a coverage area of A

V
. For a single idle

vehicle with velocity v, the pickup time of an assigned request can be identified using tp = x

v
. Where x

is the distance from the location of the available vehicle to the pickup spot.

Assuming the number of idle vehicles can vary, tp can be defined using the average velocity in the

network v̄ and a derived average pickup distance. If an incoming request can be located in any of

the coverage areas A

V
in the network, then the average distance between a request location and any

available vehicle in the fleet needs to be defined. To do so, it is assumed that each vehicle covers

a square area6. Since requests and available vehicles are uniformly distributed in the network, the

average distance between any two points in a square coverage area A

V
needs to be identified. However,

to account for non-uniform dispersion of vehicles across area A, factor  2 (0, 1] is introduced, such

that the coverage area is transformed to A

 V
.

Assuming the coverage areas to be squares, the average distance between two uniformly distributed

points in a square domain is considered. [116] proved that the distance between any two such points in

a square is approximately equal to 0.52
p

a, where a is the square’s side length. By considering a factor

� analogous to taxicab geometry, the average distance between a request and total available vehicles V

in a network with area A is equal to 0.52�
q

A

 V
. The value of � is identified by considering the average

ratio of a network path over the haversine distance of between two road nodes. Consequently, the

average pickup wait time tp(V ) for requests is defined using the following equation:

tp(V ) =
0.52�

v̄

s
A

 V
8V > 0 (3.12)

6This error of this approximation reduces with increasing vehicle availability.



40 Chapter 3. An Agent-Based Modelling Framework for Autonomous Ride-Sourcing

The pickup wait time derived in equation (3.12) is in line with estimates derived in the works of [84]

and [117]. Identifying the variation of V with respect to the fleet size c is a non-trivial task due to a

variation of V with time after changes in parameters such as the rate of request arrivals or the average

velocity during specific hours. To understand the nature of the fluctuation, the change of V on each

frame in time can be inspected. By assuming a discrete-time step t and a set of time steps T , the number

of idle vehicles Vt at time step t is governed by the following equation:

Vt = Vt�1 + V
I

t � V
O

t 8t 2 T (3.13)

Where V
I
t and V

O
t in equation (3.13) represent the incoming idle vehicles and the newly outgoing/oc-

cupied vehicles respectively at time step t. The value of V
O
t can be regarded as the constant value

of customer arrivals per time step t over the period T ; however, the value of incoming idle vehicles

depends, not only on the constant average trip time but also on the value of the average pickup wait

time. Furthermore, V
I
t at time step t is decided by the average pickup wait time and by extension the

number of idle vehicles of previous time steps t
0.

As an example, consider a per-minute time step t, where the average trip time is 10 minutes, and the

average pickup wait time at t0 is 2 minutes. With these values, all the outgoing vehicles at t0 would be

added to the incoming idle vehicles of time step t0 + 12. If the pickup wait time at t0 + 1 is reduced to 1

minute with the trip time remaining constant, then the outgoing vehicles V
O
t0+1 would also be added to

the incoming idle vehicles of t0 + 12. Considering this complex behaviour, the value of minimum fleet

size c0 could be identified, either by using non-linear integer programming or by assuming a continuous

representation of idle vehicles V and time t. In both scenarios, one would seek to identify the lowest

value of V0 (which can be set to c), for which equation (3.13) is still feasible across all time steps t with

V
O
t assumed to be constant.

As a consequence of this model, the minimum required fleet size c0 is larger if pickup wait time is

accounted. Furthermore, since the form of P0 depends on ⇢, changes on the structure of utilization ⇢

must be reflected on equations (3.6) and (3.7) as well. Nonetheless, the derivation of such formulas is

non-trivial and beyond the scope of this ABM framework. However, it is evident in section 3.5 that

due to the size of fleets in practical implementations, the M/M/c queue model converges to M/M/1,

which implies no waiting in the queue (assignment wait).

Since the value of c0 is governed by the value V0, it is expected that for c0, V (t) would initially drop

to a minimum, and the reach a steady-state value as formerly occupied vehicles start returning from

trips. Consequently, the value of idle vehicles V in equation (3.12) for pickup wait time tp(V ) could be

greater than V
O
t at the critical fleet size case if the steady state is above the minimum. However, for

c < c0, it is expected that the value of tp(V ) will be equal to the maximum, with V equal to V
O
t . This

would imply a possible discontinuity in the measurement of pickup wait times tp and utilization ⇢ for

c < c0 and c � c0.
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By assuming the service rate introduced in equation (3.1) takes into account the steady-state pickup

wait time t̄p, µ could be expressed using the following equation:

µ =
1

t̄ + t̄p
(3.14)

As such, the fleet utilization rate ⇢ in equation (3.1) transforms to the following equation:

⇢ =
�

c
(t̄ + t̄p) (3.15)

The discontinuity in pickup wait times tp at c0, prohibits the identification of c0 by setting the utilization

⇢ in equation (3.15) equal to 1.

3.5 Discussion

In section 3.4, the function of a ride-sourcing fleet was modelled as a queue of multiple servers to

identify the critical size of the fleet. However, by analysing the effects of the variation of pickup wait

times with idle vehicles in time, it was deduced that identifying a minimum value for fleet size is an

increasingly complex problem. As such, the ABM framework introduced in Sections 3.2 and 3.3 is used

to identify the minimum fleet size for ride-sourcing operations under specific parameters.

3.5.1 Model Structure

An ABM with the three basic types of agents highlighted in Table 3.1 is assumed. For the traveller

and vehicle agents, the basic stage logic outlined in Table 3.2 are used, but the Aborted state for the

traveller agents is omitted. Instead, it is assumed that travellers never abort the service so that the

relationships highlighted in Section 3.4 are adequately captured. A single active state for the operator

agent is also defined. Therefore, a simplified model is used, where travellers submit requests for private

trips at the operator at their request times and are assigned to their closest idle vehicle using a FIFO

assignment routine. Travellers exit the system once they are served by a vehicle. The operator also

routes vehicles through the network using the A
⇤ algorithm.

To identify a value for minimum fleet size relevant to the models in Section 3.4, complex behaviours

such as mode choice, charging and parking station choice, pricing and fleet management strategies

are ignored. The inclusion of a mode choice model would defeat the purpose of identifying unstable

queues as customers would always choose a different mode if they are subjected to long wait times.

Electric charging behaviour is expected to slightly increase the minimum fleet size during a simulation

hour due to more unavailable vehicles, but that is solely dependent on the choice of battery and the
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velocity fluctuation. Furthermore, it is assumed a parking selection and fleet management model would

be necessary only if the minimum required fleet size was known in advance.

Algorithm 1 Simulation Initialization
1: Create road-network object G.
2: A ; . Empty set of agent types
3: A A [O . Add operator agent
4: C  ; . Empty set of vehicles
5: R ; . Empty set of travellers
6: A A [R . Add traveller set to agent types
7: for i 1, c do
8: C  C [ 1 . Add c vehicle agents.
9: end for

10: A A [ C . Add vehicle set to agent types.
11: Initiate non-empty set of time steps T

12: Outputs: G, T, A = (O, R, C)

Algorithm 2 Simulation Process
1: Inputs: G, T, A = (O, R, C)
2: for t 2 T do
3: R R [ r(t) . Generate new travellers at time t.
4: for a 2 A do . For each set of agent types.
5: for ai 2 a do . For each agent in the agent type set.
6: LogicStep(ai) . Progress agent logic.
7: end for
8: end for
9: end for

To initiate and perform the simulation, algorithms 1 and 2 are respectively followed. In algorithm 1,

the process instantiating non-agent (road-network) and agent objects in the simulator are followed. It

is noted that this process does not refer to the model/code building procedure described in Section 3.3

but refers to the prerequisite step of initiating instances of all objects required for the simulation to

run. During initialization, the road network G, the set of agent types A and the set of simulation time

steps T are created. It is also noted that the set of travellers R in A is an empty set at the end of the

initialization, as travellers are generated during the simulation time.

In algorithm 2, any new traveller requests are added at the start of each time step t of the simulation.

Then, the simulator iterates through all the agent sets to progress the state logic of each agent. The

FIFO assignment is performed as part of the logic step of the operator, whereas the A
⇤ routing algorithm

is performed by any vehicle which enters a travelling state such as Travelling to origin or Travelling to

destination (Table 3.2). Furthermore, agent KPIs and properties are updated at each time step of the

simulation. To achieve an acceptable precision in the representation of this agent-based model, the

time step size t was set to be one second.
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3.5.2 Model Instances

To test the methodology presented in Section 3.4, four urban areas were selected to create case study

networks; namely the island of Manhattan in NYC, and the areas within the city boundaries of San

Francisco, Paris and Barcelona. The underlying road networks and link travel times were obtained

using the OSMnx library [118]. Endogenous congestion was omitted in the model by assuming a small

proportion of traffic accounts to ride-sourcing vehicles. However, a 20% reduction was applied to

the free-flow speeds in residential and motorway link segments, and 40% elsewhere, to account for

exogenous congestion. Figure 3.4 shows the extends and the geometries of the road-networks used for

the analysis.

Figure 3.4: Road network geometries for urban areas used in the analysis.

Using the dataset provided by [119] and the [120], typical demand profiles were created for morning

peak hours in Manhattan and San Francisco, respectively. While the trip dataset for Manhattan already

included trip times, the San Francisco dataset only included inbound and outbound zonal trip counts.

As such, the Iterative Proportional Fitting (IPF) algorithm [121] was used to generate a synthetic zone
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Table 3.4: Descriptions of urban area instances used in the analysis.

Instance A

[km
2]

� v̄

[km/h]
�

[/h]
t̄

[h]

Manhattan 59.1 1.36 24.5 11607 0.11
San Francisco 121.4 1.30 25.4 9454 0.20
Paris 105.4 1.31 23.2 10000 0.27
Barcelona 101.9 1.41 24.5 7000 0.28

Origin-Destination (OD) matrix for San Francisco.

Using the zone polygons provided by [120], the San Francisco road-network and the resulting OD

matrix, random OD nodes were sampled within the zone polygons for each OD zone pair. In the

absence of ride-sourcing trip datasets for the cities of Paris and Barcelona, origin and destination node

pairs were randomly sampled for 10000 and 7000 trips per hour respectively. To achieve a realistic

dispersion of the trips in time for each city other than Manhattan7, inter-arrival times were sampled

using an exponential distribution for three hours. Table 3.4 outlines the properties of model instances

used to test the simulation.

3.5.3 Analysis

To identify the critical fleet size for each instance, multiple simulations of the ride-sourcing service

were performed, varying the fleet size in each simulation run. In doing so, the length of the FIFO list

on each time step was recorded, which is interpreted as the queue length introduced in Section 3.4.

Any instances with fleet sizes that produce departures from a constant queue length are regarded as

unstable and below the critical fleet size.

Observing figure 3.3 for each modelled city and instance, it is deduced as expected, that if the fleet size

is greater than the critical fleet size, the average queue length has the same constant value for all fleet

sizes. This constant value is equal to the number of travel requests per second, which implies that there

is no wait in the queue and travellers are assigned to vehicles immediately.

The zero queue wait for stable queues is a direct implication of the volume of requests per hour �.

Revisiting equation (3.13), one can see that even for Vt�1 = 0, due to constant non-zero traveller

arrivals per time step t, the value of V
I
t must be at least equal to the traveller arrivals per second, for

stability. The required abundance of idle vehicles is also expected when using equations (3.1)-(3.11)

by assuming a converged low-value pickup the pickup-wait time. This directly implies that the M/M/c

queue model converges to an M/M/1 model for ⇢ � 1.

To further scrutinize the shift from unstable to stable queues, the pickup wait times of each served

traveller in the simulations were also recorded as shown in Figure 3.6. To achieve steady-state pickup

7Trip times for Manhattan are available in the dataset [119]
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Figure 3.5: Queue lengths for each instance over the simulation period.

wait times in all cases, only pickup wait times in the hours after the queue becomes unstable are

recorded (see Figure 3.5). Table 3.5 provides estimates of maximum pickup wait times using Equation

(3.12) and the values from Table 3.4 for  = 1 (homogeneous dispersion). The number of idle vehicles

V in each case is set, as an estimate, to the value of incoming requests per second, transformed from �

in Table 3.4.

In that respect, it is observed in Table 3.5, that the maximum simulation pickup wait times for

unstable queues are not always closely approximated by the pickup wait time model in equation (3.12).

Inaccuracies in the calculation might be down to origin locations dispersion (for Manhattan and San

Francisco) and shape irregularities (network areas are not square). Nonetheless, with appropriate

calibration of parameters to minimize deviation from observed behaviour, the model can serve as a

reasonable approximation in aggregate optimization models.

Using the average trip times and pickup wait times of each instance, the fleet utilization was calculated

as shown in equation (3.15). Similarly to the wait times, in figure 3.7, in all models, a jump in values

from unstable to stable queues is identified. This discontinuity in pickup wait times and fleet utilization

is expected and attributed to the fluctuation of idle vehicles in the simulation, as explained in Section

3.4.
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Table 3.5: Maximum pickup wait time values using approximation and simulation.

Instance V
tp (Eq(3.12))

[min]
tp (Simulation)

[min]
Absolute Error

[%]

Manhattan 3.28 7.35 8.43 12.8
San Francisco 2.63 10.85 10.71 1.3
Paris 2.78 10.84 14.15 23.4
Barcelona 1.94 13.01 15.75 14.4
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Figure 3.6: Pickup wait time variation for each instance.
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In figures 3.8 and 3.9, the fluctuation of idle vehicles and pickup wait times experienced by travellers

is outlined for cases of unstable and a case of a stable queue respectively for all cities. It is observed

that in the case of unstable queues (figure 3.8), the value of idle vehicles decreases at an exponential

rate and never recovers after reaching the minimum. When observing figure 3.9, for the case of the

stable queue, as expected, after an initial dip, the idle vehicles stabilize to a constant rate. The opposite

trend is identified for pickup wait time, with the wait time reaching a maximum as the idle vehicles

decrease and thereby also reaching a steady state in line with a constant flow of idle vehicles. The

above observations are more prominent the instances of Manhattan and San Francisco.
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Figure 3.8: Variation of idle vehicle counts and pickup wait time over unstable queue settings.
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Figure 3.9: Variation of idle vehicle counts and pickup wait time over a stable queue setting.
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3.5.4 Model Validity

Through sections 3.5.1 to 3.5.3, a bespoke ABM was structured using the framework proposed in

section 3.2 to identify minimum AV TNC fleet sizes for various networks. The aim of this section is to

scrutinize the validity of the model and discuss how the ABM framework of section 3.2 could have been

used to solve different problems. The proposed model, although simplistic, offers a swift introduction

on ABM structuring and a solid starting implementation for investigating AV TNC system dynamics.

In section 3.5.1, no traveller acumen or competition in the market were assumed. As a consequence,

travellers never abort the service and the requests pile up in the queue if the fleet size is unsustainable.

The objective of this simplification is to acquire an upper bound on the minimum fleet size in each

network implementation. Additionally, the model did not account for endogenous congestion in the

system, as the relevant fleet sizes are only a negligible fraction of the background traffic in the network.

In realistic scenarios, intelligent travellers with wait times beyond the ones they deem acceptable,

would abort the service and resort to other solutions, thereby not contributing to long unsustainable

queues. Furthermore, an AV TNC would increase ride prices during peak travel via the use of dynamic

pricing strategies, to sway excess demand to other modes and ensure a stable service. This system

response would also imply complex and intelligent customer and operator agents in the ABM.

Nonetheless, even in the absence of such complicated ABM scenarios discussed above, the minimum

sustainable fleet size results found in the previous section do serve as upper bounds for the service.

Furthermore, the model used serves as an extensible basis for more complicated problems, such as

optimal pricing strategies, assignment operations and fleet management decision making (i.e. electric

charging, parking, maintenance, idle redistribution).

To comprehend the required extensible features for the basic ABM structure to be used in more

complicated problems, the relationships of the different operations in the AV TNC system identified

in chapter 2 need to be revisited, and what the differences are in the switch from conventional ride-

sourcing platforms to autonomous services (figure 2.1). In conventional TNC systems, both demand

for rides and supply of drivers is endogenous, with travellers and drivers making online decisions

depending on wait time and pricing specifics. The ride-sourcing platform requires a good understanding

of both sides, so as to set system parameters which will lead to traveller/driver behavior that will

maximize revenue or profits. In the case of AVs, TNCs have complete control of the supply and need to

choose their strategies so as to efficiently attract and serve demand.

As a consequence of the above description, the most important extension in the ABM model in this

section to tackle more complicated problems, is intelligent traveller behaviour. This extension is

regarded as essential, especially in testing assignment and pricing strategies which are heavily reliant

on traveller choice. Furthermore, realistic implementations of traveller behavior would require choice

models calibrated using TNC ride data or stated preference surveys. Additional extensions could be

endogenous congestion and the use of a car following model in vehicle movement. Nonetheless, these



3.6. ABM Module Extensions in Subsequent Chapters 49

extensions only become relevant when the fleet size is comparable to the background traffic of a

network, so as to have a sizeable impact on the link velocities.

3.6 ABM Module Extensions in Subsequent Chapters

As discussed in section 3.5.4 the ABM components used to address the critical fleet size problem in

this chapter, do not reflect the sophistication of a realistic ride-sourcing environment. Nonetheless, the

selected relaxations in the ABM structure were such so as to identify an upper bound with regards

to the critical fleet size problem and the estimation of maximum wait times. For clarity, a modified

version of figure 3.2 which outlines the visualised ABM framework is shown in figure 3.10. Figure 3.10

highlights that the active components in the agent behavior for the critical fleet size ABM in the chapter

are only the assignment of vehicles to customers and their routing throughout the network.
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Directional information flow
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Legend

MODULAR ABM FRAMEWORK – STRATEGIC FLEET SIZING MODEL

Active agent behavior space

Figure 3.10: Active agent behavior modules in the critical fleet size ABM.

In subsequent chapters, the focus of the study will shift to decision problems relating to shorter time-

horizons with the aim of providing practically implementable solutions at the end of each chapter.

Through this time-horizon refinement, the ABM framework will be used to test the effectiveness of

proposed methodologies. As such, the use of a more sophisticated module composition to attribute for
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more realism in the simulation environment will become more relevant.

Specifically, Chapter 4 will examine the fleet management problem with a focus on centralised idle

vehicle rebalancing and Chapter 5 will investigate the problems of pricing and assignment of shared

rides during peak travel times. Consequently, to guide the vehicle rebalancing, pricing and assignment

operations, the ABM framework presented in this chapter will be extended to include pricing, fleet

management and mode choice behaviors for operators, vehicles and customers respectively. Figure

3.11 outlines the ABM agent behavior modules which will be activated in subsequent chapters.
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MODULAR ABM FRAMEWORK – REBALANCING, PRICING AND ASSIGNMENT MODELS

Active agent behavior space

Figure 3.11: Active agent behavior modules in the idle vehicle rebalancing, assignment and pricing
ABM tests.

3.7 Summary

In this chapter, the study proposed a framework for ride-sourcing simulations founded from the

fundamentals of agent-based modelling. The study defined the basic building blocks of ride-sourcing

simulations, by using explicit ABM terminologies, such as definitions for the environment, the agents,

and topology. The chapter then elaborated on the various forms the above components could take and

offered baseline modelling examples, such as vehicles and customers as agents, and their respective

states.
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The study then suggested a modular approach for creating bespoke simulations using this framework

with the aid of object-oriented programming. The model building approach’s main proposed feature

is the practice of building ABM components in a modular way, moving from simple to more complex

implementations of the model.

The study also considered the validation of an aggregated queuing theoretical model of a ride-sourcing

platform, to tackle minimum fleet size. The fleet size model validation showcased the agent-based

modelling framework’s necessity and outlined the complexity of ride-sourcing systems. In doing so,

the study explored the capabilities of queuing theory to accurately estimate the critical fleet size and

maximum wait time, as aggregated measures of a ride-sourcing service.

Four case study applications were selected to test the validity of the queuing theoretical model and

highlight the limits of aggregated representations of the system across various road-network structures;

the urban areas of Manhattan, San Francisco, Paris and Barcelona. The results imply M/M/1 queues

govern the operation of the ride-sourcing service across the entire urban network for the selected

demand volumes. The work also justifies that the inclusion of pickup waiting time in modelling

ride-sourcing operations via queuing theory is essential in identifying the minimum fleet size.

The chapter concludes that agent-based modelling is required to fully capture the complex dynamics

that govern the critical fleet sizes in ride-sourcing systems. As decision problems in ride-sourcing

extend beyond the strategic domain, using the proposed ABM framework is also relevant in the tactical

and operational time-horizons. Consequently, in the next chapter, the study will investigate how

the proposed ABM framework and building sequence could be used to optimize fleet management

operations within the tactical time-horizon.
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Chapter 4

Integer Programming Methodologies for
Tactical Fleet Management Decisions

4.1 Introduction

As observed in Chapter 3, pickup wait times can have a sizeable impact on the utilization of a fleet.

Specifically, lower pickup wait times can translate to more trips per vehicle, leading to a more profitable

operation. Consequently, fleet redistribution strategies and sophisticated assignment algorithms can

improve a fleet’s operational performance. However, the current structure of TNCs is not in line with

centralized fleet management to reduce pickup wait times and improve service quality. Drivers in TNC

platforms act as independent entities; therefore, the decision making in terms of the vehicle resource

across a network is decentralized.

Even so, TNCs currently have mechanisms which alleviate imbalances in the supply and demand of

rides. Such imbalances can increase customer wait times in areas where there is an under-supply of

drivers, thereby decreasing the quality of service and the popularity of the platform. To mediate this

effect, TNCs apply dynamic pricing strategies, usually in the form of variable surge pricing multipliers

[13]. By design, these dynamic pricing strategies motivate drivers to redistribute to under-served areas

and suppress demand from customers whom their willingness to pay is exceeded [80].

As mentioned in the previous chapters, the anticipated launch of autonomous vehicles in TNC services to

cut operational costs could transform TNCs from matching platforms to fleet operators having complete

control of the supply [12]. In such a scenario, currently implemented dynamic pricing strategies would

still suppress demand [122], but TNCs, as fleet owners, would need to decide vehicle redistribution

operations. Generally, in the absence of drivers entering the market proactively by knowing historical

surge pricing patterns [13], autonomous vehicle ride-sourcing operators would need to manage their

fleet effectively, to alleviate any asymmetries of demand across road-networks.

Fleet management, and especially empty vehicle redistribution, although not prevalent in ride-sourcing

53
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markets, has been an established practice in shared mobility (bike and car-sharing) [64, 65]. In

existing shared mobility schemes, vehicle redistribution is carried out by dedicated staff. In the case

of autonomous ride-sourcing, platforms would instruct vehicles to self-relocate, thereby avoiding

dedicated staff costs. TNCs could also proactively decide vehicle redistribution operations by exploiting

the diverse area of predictive algorithms and existing data.

Nonetheless, this seamless autonomous vehicle relocation would endure mileage costs. Increased fleet

mileage can induce externalities such as congestion subject to fleet adoption rates [42]. Furthermore,

as ride-sourcing markets are competitive, and travellers encounter alternative options, redistributed

vehicles in an area are not guaranteed an assignment. Consequently, vehicle redistribution models

which take account of relocation costs, local market structure and travel behaviour are paramount in

assessing the value of vehicle redistribution to autonomous ride-sourcing platforms.

As such, this Chapter focuses on identifying an effective fleet management strategy. To do so, the

Chapter utilizes mathematical programming models, such as linear and convex integer optimization.

Initially, in Section 4.2, presents an example Mixed Integer Linear Programming (MILP) formulation for

maximizing daily profits, derived using the relevant car-sharing literature outlined in Section 2.2. The

model in Section 4.2 accounts for aggregated charging and maintenance costs, as well as mileage costs.

Considerations about computational complexity and lack of traveller acumen in the example model

presented in Section 4.2, lay the groundwork for the more sophisticated fleet management optimization

model presented in Section 4.3 which fits an established computational complexity framework and

assumes intelligent traveller decisions. The model is implemented on a large scale urban case study

and compared with other benchmarks in Section 4.4 to demonstrate the feasibility and efficiency of the

algorithm presented in Section 4.3.

4.2 A Linear Programming Model for Fleet Allocation

The purpose of the example model presented in this section is to highlight the interplay of relevant

variables when optimizing the operations of an AV ride-sourcing fleet. In this regard, the fleet size and

maintenance infrastructure are regarded as variable quantities to be decided by the model. Following

the model description, a test case of the Sioux Falls network is implemented for validation. The

limitations of the model are discussed at the end of the Section, which serve as a preamble for Section

4.3.

4.2.1 Model Description

The model assumes a ride-sourcing fleet operating over a network G = (V, E), with V and E represent-

ing the sets of graph vertices and edges respectively. Requests can be accommodated by electric AVs of

the fleet, when enough available vehicles exist at the origin locations. Furthermore, some candidate
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depots are created across the network which provide electric charging, parking and maintenance

facilities. The operations are split into time intervals/steps. Operations may start and finish at different

time steps. The system supply is based on stochastic demand throughout the duration of the process. At

each time step, an OD matrix is produced, drawn from an expected OD matrix. OD values are modelled

using a Poisson distribution and identified by a matrix of mean OD values at each period. A congestion

factor is applied to the travel time for each trip.

The vehicles can be identified within four operations, rental/trip, empty relocation, depot related

operations, or being idle/unused at a node. Considering the trip operation, at each time step, a number

of requests between nodes is created. Depending on the number of vehicles available and the number

of trips, an amount of vehicles is assigned to trips at each time step. With regards to relocation, the

system tries to predict demand and distribute the vehicles accordingly at different time intervals. Hence,

vehicles which might be empty or engaged to a trip will relocate according to the expected demand

across the request catchments. The AVs are required to visit depots for charging and maintenance

requirements. A daily charging and maintenance quota exists depending on the size of the fleet. As a

result, the model ensures hat the quota is at least matched, with visits of vehicles to depots. If a vehicle

is not assigned to a trip or relocation, neither it is involved in any depot related movement at a time

step, it is then left idle/unused at the node it was located at the beginning of that time step.

The assignment of vehicles within operations based on the expected and actual demand is made so

as to maximise the objective function of the MILP, which is formed by subtraction of the total costs

from the revenue. Each trip generates units of revenue for the operator based on the ride charge the

customer pays. The ride charge has a fixed and a variable part, both of which are functions of trip

duration and distance. The operator costs are as follows:

• Depot Establishment Cost: A fixed cost is assumed for each depot establishment, with an

additional charge for each parking spot established within each depot.

• Vehicle Establishment Cost: A fixed cost is assumed for each vehicle establishment.

• Charging and Maintenance Cost: A daily quota for charging and maintenance is assumed

depending on the fleet size. The battery range is assumed to be high enough so that one daily

visit to a depot per AV is required. This serves the model choice of not tracking individual vehicles

through the network to avoid additional computational burden in the model.

• Relocation Cost: A cost for relocation is assumed, which varies according to the congestion and

distance of relocation.

• Depot Movement Cost: A cost for when a vehicle is moving to and from a depot is assumed,

which varies according to the congestion and distance of movement.

• Unmet Demand Penalty: A penalty(cost) is assumed to occur to the operator for any amount of

demand which is not served at each time step.

The sets, indices, functions and parameters used in the model are summarised in Table 4.1, whereas

the decision and auxiliary variables assumed are summarised in Table 4.2. Furthermore, Table 4.3

outlines the any preliminary expressions used in the MILP.
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Table 4.1: Sets, indices, functions and parameters used in the model.

Sets and Indices Description

q 2 Q (candidate) Station index
i, j 2 V Node indices
t, u 2 T Time step indices

Functions Description

dti(t, i, j) Time steps required to travel from node i to node j at time step t

dtq(t, i, q) Time steps required to travel from node i to depot q at time step t

intseti(t, i, j)
Earliest time step a vehicle started travelling from node i to node j

and has not arrived at time t

intsetq(t, i, q)
Earliest time step a vehicle started travelling from node i to depot q

and has not arrived at time t

Parameters Description

DC Depot establishment cost
PC Parking spot establishment cost
AV C Vehicle establishment cost
CMC Daily charging and maintenance cost/quota per vehicle
Bf Base fare for hiring a vehicle
Tf Time fare rate for hiring a vehicle
Df Distance fare rate for hiring a vehicle
TFUD Time penalty rate for unmet demand
DFUD Distance penalty rate for unmet demand
�t Congestion level factor for time step t

P
Maximum number of candidate parking spots available for
establishment at each depot

N Maximum number of open depots
AV Maximum number of vehicles
MC Charging and maintenance cost per time step per car
ED

t
ij

Expected demand for trips from node i to node j at time step t

AD
t

ij
Actual demand for trips from node i to node j at time step t

TRij Travel time from node i to node j

Dij Travel distance from node i to node j

TQiq Travel time from node i to depot q

DQiq Travel distance from node i to depot q
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Table 4.2: Decision and auxiliary variables assumed in the model.

Decision Variables Description

xq Binary variable indicating if candidate depot q is open
pq Number of established parking spaces at station q

c Fleet size

Auxiliary Variables Description

a
t

i
Number of vehicles left idle in node i from previous time step at time t

e
t

ij

Number of booked vehicles starting starting a trip from node i to node j

at time t

ē
t
ij

Number of served requests arriving at node i from node j at time t

m
t

ij
Number of unserved requests from node i to node j requested at time t

r
t
ij

Number of vehicles to relocate from node i to node j starting at time t

r̄
t

ij
Number of relocating vehicles arriving to node i from node j at time t

cs
t

iq
Number of vehicles to depart from node i to depot q at time t

cs̄
t
iq

Number of vehicles arriving to depot q from node i at time t

sc
t

qi
Number of vehicles to depart from depot q to node i at time t

sc̄
t

qi
Number of vehicles arriving to node i from depot q at time t

pv
t
q Number of vehicles at depot q at the beginning of time t

Table 4.3: Auxiliary expressions used in the model.

Expression Description

sup
t

i
=

P
j
ē
t

ij
+
P

j
r̄
t

ij
+
P

q
sc̄

t

qi
+ a

t

i
8t

Number of vehicles available
at node i at the start of time
step t

uvt =
P

i

�
sup

t

i
�
P

j
e
t

ij
�

P
j
r
t

ij
�
P

q
cs

t

iq

�
8t Number of unused vehicles at

the start of time step t

evt =
P

i

P
j

P
t

u=intseti(t,i,j) e
u

ij
8t Number of vehicles occupied

in trips at time step t

rvt =
P

i

P
j

P
t

u=intseti(t,i,j) r
u
ij
8t Number of vehicles relocating

at time step t

csvt =
P

i

P
q

P
t

u=intsetq(t,i,q) cs
u

iq
8t Number of vehicles travelling

to depots at time step t

scvt =
P

i

P
q

P
t

u=intsetq(t,i,q) sc
u

iq
8t Number of vehicles travelling

from depots at time step t

dvt =
P

q
pv

t
q 8t Number of vehicles at depots

at time step t

rev =
P

t

P
i

P
j
e
t

ij
(Bf + Tf ⇥�t ⇥ TRij + Df ⇥Dij)

Total income from served
requests

cde =
P

q

�
DC + PC ⇥ pq

�
xq

Costs from established depots
and parking spots

cve = AV C ⇥ c Cost for establishing vehicles

ccm = MC
P

t

P
q
pv

t
q

Costs for visits to depots for
charging and maintenance

cr =
P

t

P
i

P
j
r
t

ij
(Tf ⇥�t ⇥ TRij + Df ⇥Dij) Cost of relocations

cdm =
P

t

P
i

P
q

�
cs

t
iq

+ sc
t
iq

�
(Tf ⇥�t ⇥ TRQiq + Df ⇥DQiq)

Cost of moving to and
from depots

cud =
P

t

P
i

P
j
m

t

ij
(TFUD ⇥�t ⇥ TRij + DFUD ⇥Dij) Cost of unmet demand
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Using the information from Tables 4.1, 4.2 and 4.3, the following MILP is formulated:

maximize rev � cde� cve� ccm� cr � cdm� cud (4.1a)

subject to
X

i

a
1
i = c, (4.1b)

pq  Pxq 8q 2 Q, (4.1c)
X

q

xq  N, (4.1d)

X

q

xq � 1, (4.1e)

c  AV , (4.1f)

cs
t

iq  AV xq 8t 2 T, i 2 V, q 2 Q, (4.1g)

sc
t

iq  AV xq 8t 2 T, i 2 V, q 2 Q, (4.1h)

AD
t

ij = e
t

ij + m
t

ij 8t 2 T, i, j 2 V , (4.1i)
X

j

ED
t

ij  sup
t

i �
X

j

r
t

ij �
X

q

cs
t

iq 8t 2 T, i 2 V , (4.1j)

a
t+1
i

= sup
t

i �
X

j

e
t

ij �
X

j

r
t

ij �
X

q

cs
t

iq 8t 2 T, i 2 V , (4.1k)

c = uvt + evt + rvt + csvt + scvt + dvt 8t 2 T , (4.1l)

pv
t

q  pq 8t 2 T, q 2 Q, (4.1m)

pv
t

q = pv
t�1
q +

X

i

cs̄
t

iq �
X

i

sc
t

iq 8t 2 T, q 2 Q, (4.1n)

X

i

sc
t

iq  pv
t�1
q 8t 2 T, q 2 Q, (4.1o)

c⇥ CMC MC

X

t

X

q

pv
t

q, (4.1p)

X

i

cs̄
t

q =
X

i

sc
t+CMC/MC

iq
8t 2 T, q 2 Q, (4.1q)

e
t

ij = ē
t+dti(t,i,j)
ji

8t 2 T, i, j 2 V , (4.1r)

r
t

ij = r̄
t+dti(t,i,j)
ji

8t 2 T, i, j 2 V , (4.1s)

cs
t

iq = cs̄
t+dtq(t,i,q)
iq

8t 2 T, i 2 V, q 2 Q, (4.1t)

sc
t

iq = sc̄
t+dtq(t,i,q)
iq

8t 2 T, i 2 V, q 2 Q, (4.1u)

r
t

ij = 0 8t 2 T, i = j 2 V , (4.1v)

xq 2 {0, 1} 8q 2 Q, (4.1w)

a
t

i, c, pq, cs
t

iq, sc
t

iq, e
t

ij , m
t

ij , rm
t

ij , r
t

ij , pv
t

q, ē
t

ij , r̄
t

ij , sc̄
t

iq, cs̄
t

iq 2 N 8t 2 T, i, j 2 V, q 2 Q (4.1x)
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The model aims to maximize the profit, with a subtraction of the costs from the revenue. Equation

(4.1a) also contains costs such as relocation, the movement to and from depots and also a penalty for

unmet demand. By incorporating these costs, the model ensures there is no excess movement to other

nodes or depots. Furthermore, the unmet demand cost captures the customer perspective in the same

objective.

Constraint (4.1b) ensures that initially all the vehicles are available and dispersed across the nodes.

Constraint (4.1c) makes sure that parking spots are only assigned to open depots and are always less

than or equal to the maximum allowed. Constraints (4.1d) and (4.1e) ensure the highest number of

open depots is less than or equal the maximum allowed and also that there is at least one open depot.

Constraint (4.1f) sets the fleet size to be less than or equal the maximum allowed. Constraints (4.1g)

and (4.1h) establish that there are no trips to and from closed depots.

Furthermore, constraint (4.1i) is related to supply and demand of vehicles at nodes. Constraint (4.1i)

states that at every time step, the demand for trips between a pair of nodes is split to served and

unserved requests. Constraint (4.1j) ensures that the vehicles available to serve requests at each node

and time step are at least as much as the predicted demand. Constraint (4.1k) establishes the continuity

between time steps at nodes, with any unused vehicles after departures to be considered idle at those

nodes in the next time step. Constraint (4.1l) ensures that the sum of vehicles at different states for

each time step is always the same as the fleet size.

Constraints (4.1m)-(4.1p) related to depot capacity. Constraint (4.1m) makes sure that the parked

vehicles at each depot never exceed the depot capacity. Constraints (4.1n) and (4.1o) establish

continuity at depots between time steps. Also, constraint (4.1p) ensures that the charging and

maintenance quota is spent. Constraint (4.1q) ensures that vehicles which visit depots for charging

and maintenance always leave the depot after they receive services. Therefore CMC/MC is set to an

integer so that it can be accounted as a time index for the duration of a charging and maintenance

session.

Constraints (4.1r)-(4.1u) ensure that vehicles change states after the respective time needed for each

type of trip to be completed. Finally, constraint (4.1v) ensures there are no assigned relocations

between the same nodes.

4.2.2 Preliminary Test Case

The example MILP proposed in 4.2.1 was tested on a modified version of the Sioux Falls network as

observed in Figure 4.1. The network consisted of 24 nodes, 38 bi-directional links and six candidate

locations for depots. Depots are geographically located on network nodes, however are assumed to be

additional nodes to their geographical counterparts. The choice of candidate stations was manually

performed with the objective that every node could have a connection to a candidate station using at

most two links.
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The network as shown in figure 4.1 and OD matrix were obtained from [123]. By assuming a 2.4%

mode share for the fleet the daily OD values were divided by 12000 1 to obtain an estimate for AV

trip requests for five minute intervals during the day. The resulting five-minute OD flows were then

multiplied by a congestion factor which varied through the 24 hours. The final 3D matrix was regarded

as the expected demand per time step (ED
t

ij
). The congestion factor used assumed two scenarios;

one for weekdays which utilised a 6th order polynomial with two peaks throughout the day, and a

weekend scenario which utilised a 3rd order polynomial with one peak throughout the day. The choice

of polynomial functions was performed intuitively based on the expected pattern of peak time traffic in

urban areas. The values of ED
t
ij

were then used as means of a Poisson distribution for the number of

trips between two nodes within five-minute intervals and were used to obtain random values for AD
t

ij
.

Table 4.4 outlines the parameters used for both scenarios and figures 4.2a and 4.2b show the trip

distributions for weekdays and weekends, with AD
t

ij
to vary with each run of the model. The starting

time step was chosen at 07:00am. The input arrays for the model as well as the functions were created

in MatLab R2015b. The mathematical model was composed and solved in IBM ILOG Cplex Studio

(version 12.6.1). The runs were performed on a modern workstation with a 6-core Xeon CPU (at 3.60

GHz) and 32GB RAM.

Figure 4.1: Sioux Falls modified network used.

Each scenario was executed ten times to account for some variation in AD
t
ij

. Tables 4.5 and 4.6

summarize the results for weekdays and weekends respectively. Notably, the choice of applying a

penalty at the same value as the revenue rates had a significant effect on the resulting low number

of unmet demand for both scenarios. Due to this and the cost of relocation compared with the cost

of additional vehicles, the model produces a large fleet with few relocations instead of a smaller fleet

with frequent idle vehicle movement. Furthermore, as the served requests always need to more than

the expected demand, this also contributes to a larger fleet with less relocations. Nonetheless, the

depot establishment count appears to be consistent for almost all the executions for both weekdays

and weekends. Figures 4.3a and 4.3b outline the number of vehicles in each state for typical runs of

weekdays and weekends respectively, confirming the low value of relocations.
1288 five-minute intervals throughout the day divided by 2.4% mode share (288/2.4%=12000)
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Table 4.4: Parameter values used.

Parameter Value

DC (per day) £100.00
PC (per day) £40.00
AV C (per day) £60.00
CMC (per day) £60.00
Bf £5.00
Tf (per minute) £1.15
Df (per km) £3.50
TFUD (per minute) £1.15
DFUD (per km) £3.50
P 100
N 6
AV 10000
MC (per step t) £20

(a) (b)

Figure 4.2: Resulting typical trip variations over weekdays (a) and weekends (b).

4.2.3 Practical Implementation Considerations

The model presented in Section 4.2 outlines how the various costs involved in a ride-sourcing operation

vary. The notion of idle vehicle redistribution was preliminary investigated, which provided useful

information on the trade-offs of empty mileage versus greater fleet size. Arguably, the benefits of

either of these decisions differ depending on the implementation. For example, additional vehicles in a

fleet would require additional maintenance and insurance costs, as well as the initial capital for their

purchase. On the other hand, a small fleet size with anticipatory empty vehicle redistribution might

imply higher spending on fuel and more congested streets.

The limitations of the model presented above hinder its application to lower level operations other than

for deriving strategic insights. Specifically, smartphone technologies nowadays allow for instant access

to information by users. This increases the elasticity between different options in the transport market.

Accounting for the demand as an exogenous parameter is not in accordance with the competitiveness

presented in the market. As a consequence, the fluctuation of service quality (i.e. wait time) could
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Table 4.5: Results for weekday scenario.

Run c
P

xq uvt¯
P

t

P
i

P
j
m

t
ij

Runtime [sec]

1 1392 2 667 54 186.5
2 1392 2 667 54 177.4
3 1401 2 673 38 272.4
4 1392 2 667 54 171.5
5 1401 2 673 38 254.5
6 1419 2 687 59 266.0
7 1413 2 684 53 179.2
8 1407 2 675 57 273.0
9 1398 2 675 43 287.9

10 1428 2 700 97 429.5

Table 4.6: Results for weekend scenario.

Run c
P

xq uvt¯
P

t

P
i

P
j
m

t

ij
Runtime [sec]

1 926 2 348 1 167.9
2 925 3 345 3 231.7
3 926 2 348 1 167.3
4 922 2 338 2 284.4
5 912 2 330 1 188.3
6 906 2 323 5 162.8
7 929 2 351 6 981.4
8 927 2 344 4 259.2
9 959 2 377 6 183.8

10 909 2 328 4 210.4

(a) (b)

Figure 4.3: Resulting typical vehicle state variations over weekdays (a) and weekends (b).
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influence traveller choices. Furthermore, as service quality is directly related with the ability of an

operator to meet incoming requests, more realistic models would imitate the interplay between supply

of vehicles and demand for rides.

Additionally, the model offers strategic insight on how costs and revenues might progress throughout

a daily operation if specific parameters are provided but offers no framework for practical online

implementation. Daily volumes of requests are not known in advance so the time horizon for decision

making on assignment, idle redistribution and/or refueling must be more refined. In doing so, realistic

road-network implementations would be utilised, which will inevitably increase the computational

run-time of the model observed in Table 4.6, rendering it infeasible. In that respect, a practical imple-

mentation of an online fleet management optimization model, should fit into a known computational

complexity framework, so as to make use of available efficient algorithms to find a solution.

4.3 Fleet Allocation using Convex Network Flows

This section, takes into account the practical implementation considerations outlined in Section 4.2.3

with regards to designing online fleet management tools and presents a more sophisticated fleet

management model compared to the example presented in Section 4.2.

4.3.1 The Vehicle Redistribution Problem

The model considers an autonomous vehicle ride-sourcing fleet operator, opposed with the problem of

identifying an allocation of vehicles to various operations to minimise the fleet’s operational cost. The

fleet operator identifies allocations of the vehicles at regular decision periods and operates in an urban

road network split into different clusters.

Immediately before the allocation decision, the operator identifies the vehicle counts in each cluster,

including the vehicles soon to be located in each area. At each decision epoch, the fleet operator needs

to allocate the vehicles in each cluster into three possible operational states; available for trip allocation,

empty redistribution, or idle.

Vehicles assigned for trip allocation are immediately available for trip requests originating from their

existing cluster, and their number depends on demand estimates for the commencing period. Empty

redistribution refers to vehicles allocated for empty travel to other clusters to satisfy demand estimates

for the commencing and subsequent periods. Finally, idle vehicles remain inactive in their initial cluster

for the commencing period and act as reserve capacity for the fleet if required.

Consequently, vehicles are allocated from their initial state and clusters into the various operations

at the beginning of the decision period and end up in updated states and clusters for the subsequent
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period. For convenience, the updated vehicle states and the operational states are referred to as

resulting states and decision states respectively.

The set of road network clusters J , with the assumption the fleet operator has estimates of the total

demand Z
t

ij
from cluster i to cluster j for each i, j 2 J and for every time epoch t 2 T . The model

assumes the mean utility of travel in time epoch t for autonomous ride-sourcing trips from cluster i to

cluster j for each i, j 2 J is realised using the following generalised cost function:

g
t

ij(x) = �v̄(wt

ij(x) + r
t

ij)� pr
t

ij 8i, j 2 J, 8t 2 T (4.2)

Where v̄ in (4.2) is the mean value of time of the ride-sourcing travellers, w
t

ij
(x) is the average wait

time from request to pick up for a trip originating in cluster i and terminating in cluster j at period t

for a supply of vehicles x, r
t
ij

is the travel time from cluster i to cluster j during period t and p is the

price per time for the service.

As shown in Section 3.4 and in the studies in [84] and [117], the pickup wait time which is inversely

proportional to the square root of idle vehicles in an area over a time interval. This relationship, as

shown earlier, also takes inputs such as the area and average velocity in the network. Nonetheless,

the relationship between idle vehicles over a period in a cluster and the total supply of vehicles x is

non-trivial and of dynamic nature, as it depends upon the rate of requests and idle vehicle arrivals.

Therefore, a function of wait time w
t
ij

(x) is defined, which has the following properties:

w
t

ij(x) =
�
t

iq
It
ij

(x)
8i, j 2 J, t 2 T, x 2 R+ (4.3)

Where I
t

ij
(x) in equation (4.3) is a function of the average number of idle vehicles in cluster i available

for travel to cluster j with respect to supply x on period t. Similar to Section 3.4, �t
i

is proportional to

the square root of the cluster area and inversely proportional to the average velocity in the network.

�
t
i

can be determined via calibration with the use of ABM. By utilising a discrete choice model and

assuming constant values for r
t
ij

and p
t
ij

in each period, the proportion of travellers q
t
ij

(x) choosing the

ride-sourcing fleet as an option to travel from cluster i to cluster j for a period t can be calculated.

q
t

ij(x) =
e
g
t
ij(x)

e
gtij(x) +

P
w2W e

U tw
ij

8i, j 2 J, 8t 2 T (4.4)

Where W in (4.4) refers to the set of alternative ride-sourcing options and U
tw

ij
is the mean utility of

option w 2 W for travelling from cluster i to cluster j in period t. As such, the number of travellers

N
t
ij
(x) choosing the ride-sourcing service at period t to travel from cluster i to cluster j for a supply of

vehicles x is found using the following equation:
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N
t

ij(x) = q
t

ij(x)Zt

ij 8i, j 2 J, 8t 2 T (4.5)

Equation (4.4) is a sigmoid function, as it can be represented in the form of the logistic function.

Equation (4.5) is a scaled version of the sigmoid function in (4.4). Consequently, due to its non-

linearity and monotonically increasing nature, the function for the number of travellers choosing the

service N
t

ij
(x) does not necessarily match the supply of vehicles x.

4.3.2 Non-Linear Minimum Cost Flow Formulation

The logic defined in equations (4.2)-(4.5), represents the aggregated model which the fleet operator

uses to estimate trips from and to each cluster. The number of travellers choosing the ride-sourcing

service, however, is contingent on the redistribution strategy and the vehicle supply, which shapes the

service quality defined in equation (4.3).

Therefore, a minimum cost flow formulation is proposed, in the form of resource allocation to solve the

vehicle redistribution problem described in section 4.3.1. Consider a directed acyclic graph G = (V, E),

with V and E representing the sets of graph vertices and edges respectively. The set of vertices V

consists of three subsets A, B, C, representing the initial states, decision states and resulting states

respectively, such that V = A [B [ C.

For initial state vertices, the model considers the numbers of available vehicles at the beginning of

epoch t at each cluster. The decision state vertices are also subdivided into the subsets K, L, M

of trip, redistribution and idle states respectively, such that B = K [ L [M . Finally, for resulting

states, the model considers the numbers of available vehicles at the beginning of epoch t + 1 at

each cluster. Vertices in each set are associated with the set of road network clusters J such that

|A| = |K| = |L| = |M | = |C| = |J |. Consequently, the cardinality n of the set V of vertices is

n = |V | = 5|J |.

A graph edge (i, j) 2 E between two vertices i, j 2 V , represents the change from state i to state j

due to allocation decisions. Figure 4.4 outlines an example of our proposed resource allocation graph

with two clusters. Vertices in A have directed edges which connect to the vertices in B only in their

respective cluster, with a direction from A to B. Consequently, there are 3 edges from vertices in A to

vertices in B for each cluster.

The model further assumes edges between vertices in B and C. Each vertex in K connects to all vertices

in C. For redistribution edges starting from vertices in L and terminating to vertices in C, edges which

start and terminate in the same cluster are excluded. Finally, for each cluster, the model defines an

edge from the corresponding cluster vertex in M to the corresponding cluster vertex in C. As such the

cardinality m of the set of edges E is m = |E| = 3|J | + |J |2 + |J |(|J |� 1) + |J | = |J |(2|J | + 3).
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A1 A2

K1 L1 M1

C1 C2

K2 L2 M2

A

B

C

Cluster 1 Cluster 2

Figure 4.4: Example of the proposed resource allocation graph with 2 clusters.

To assist the minimum cost flow formulation, the following functions are introduced on E: a lower

bound lij � 0, a capacity uij � lij and a cost cij for each (i, j) 2 E. Furthermore, the balance vector

function b : V ! Z is also define which associates integer numbers with each vertex in V . The model

assumes the following holds:

X

v2V
b(v) = 0 (4.6)

The flow in graph G is denoted as a function x : E ! Z
�0 on the edge set of G, such that the value of

the flow on edge (i, j) is xij . The balance vector function b(v) for each v 2 V is the difference between

the flow in edges of out-degree of v and the flow in edges of in-degree of v. As such, the balance vector

b is the following function on the vertices:

b(j) =
X

i:ji2E
xji �

X

i:ij2E
xij 8j 2 V (4.7)

The vertices with b(v) > 0 are classified as source vertices, whereas vertices with b(v) < 0 are sink

vertices. Otherwise, if a vertex has b(v) = 0 that vertex is classified as balanced. Consequently, a flow x

in G is feasible if lij  xij  uij for all (i, j) 2 E and equations (4.6) and (4.7) hold for all vertices

v 2 V . Considering the resource allocation problem introduced in Section 4.3.1, the vertices v 2 A can

be regarded as source vertices since these constitute the initial states of all vehicles in the fleet. In a

similar fashion, the vertices in C can be identified as sinks, however; their balance vectors cannot be

defined in advance, as certain demand requirements might lead to violation of (4.6).

The values of the balance vector function for sink nodes are related to the demand for trips towards

each cluster in the road network. As the minimum cost formulation for solving the resource allocation
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problem would adhere that a feasible flow satisfies equations (4.6) and (4.7), the graph is transformed

from a multi-source, multi-sink to a multi-source, single-sink one. To do so, the set of vertices D is

introduced, for which |D| = |J | such that there is one vertex from set D in each cluster. The sink vertex

t is also introduced for which t \ J = ;. Vertices in D denote demand satisfiability for the subsequent

period. Consequently, V  V [ (D [ t).

Vertices from C are connected with edges to vertices in D in each cluster, to denote that vehicles which

terminate their tasks or are idle in a cluster during a time epoch, could be available if needed in the

same cluster for the subsequent period. Furthermore, to account for excess vehicles for subsequent

demand, the model also considers directed edges from all vertices in C to the sink vertex t. The flow is

transferred from vertices in D to the sink vertex t by including additional directed edges between them.

Edges starting from vertex sets K to C in each cluster as shown in Figure 4.4 represent trip edges. If one

focuses on an individual cluster, the vehicle flow through these edges originates from the same cluster

and aims to satisfy the demand for the commencing period. However, depending on geographical

proximity, redistributing vehicles from other areas might arrive in the cluster before the end of the

commencing period. As a consequence, redistributing vehicles could be exposed to a portion of the

demand originating from the cluster during the commencing period.

The above description implies that within a period, in each cluster, there can be variable supply levels

exposed to variable demand portions due to the mixing of redistributing vehicles from different clusters.

This behaviour is captured in the formulation of the rebalancing problem in [60]. To account for the

intra-period redistribution mixing, additional sets of vertices and edges are introduced to the network

described in Figure 4.4 between the vertex sets of B and C. Specifically, in each cluster, vertices are

added, representing the arrival of vehicle flow from redistributing vertices L from other clusters. As a

consequence, |J |� 1 vertices are added in each cluster. These additional vertices are extensions to the

vertex subset K since they are trip vertices.

Each additional edge in K is then connected with a redistribution vertex in L from other clusters,

resulting in |J |(|J |� 1) additional edges. Also, each additional edge in K is connected with all vertices

in C, resulting in J
2(|J |� 1) additional edges. Furthermore, to model the vehicle mixing with vehicles

already in each cluster, new edges need to be added from the original vertices in K, to the additional

vertices in K. To do so, the sequence of vehicle mixing is identified using a sorted list of the arrival

times in each cluster.

For convenience, in each cluster i in J , original vertices in K are denoted as Ki. As the arrival of

vehicles from other clusters has a cumulative effect on the supply in each cluster, the additional vertices

in K are denoted using the sequence of arrivals. For example, if vehicles from Lj arrive in cluster i

before vehicles from Lk for i, j, k in J , the vertices corresponding to the mixing of vehicles are denoted

as Kij and Kijk, for redistribution occurring from clusters j and k respectively. Finally, to complete the

mixing, in each cluster, |J |� 1 edges are introduced between the intra-cluster vertices in K according

to the sequence of arrivals. Revisiting the above example, in cluster i, directed edges are introduced
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from Ki to Kij and from Kij to Kijk. An outline of the transformed graph is shown in Figure 4.5. As

such, the following equations hold:

b(v) > 0 8v 2 A (4.8)

b(v) = 0 8v 2 B [ C [D (4.9)

b(t) < 0 (4.10)

C1 C2

Cluster 1 Cluster 2

C3

Cluster 3

A1 A2 A3

t

Trip edge Future trip edge Redistribution edge

Idle edge Zero cost edge

A

B

C

D D1 D2 D3

M2L2L1 K2K1 M1 M3L3K3

K12

K123

K21 K32

K321K213

Figure 4.5: Example of the transformed multi-source single-sink graph with 3 clusters.

To assist the notation, a function n : V ! J is defined, which maps vertices of the resource allocation

network to clusters in J . Furthermore, to simplify set notation for edges, the edge sets A, B, C, D, E 2 E

are defined. These edge sets represent the trip, future trip, redistribution, idle and zero cost edges

respectively, as described in Figure 4.5. As such, the cost functions for the edges in the graph are

defined as follows:

cij(xij) = hij(xij) 8(i, j) 2 A (4.11)

cij(xij) = r
1
n(i)n(j)CMxij 8(i, j) 2 C (4.12)

cij(xij) = CIxij 8(i, j) 2 D (4.13)

cij(xij) = fij(xij) 8(i, j) 2 B (4.14)

cij(xij) = 0 8(i, j) 2 E (4.15)
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Equations (4.11)-(4.13) define the cost functions for edges directed from decision state vertices B to

vertices in C. Equation (4.11) can have a negative sign, as the revenues from trip allocations with a

supply of xij in the next epoch are subtracted from the cost using function hij(xij). Parameter r
1
n(i)n(j)

is the average travel time between the clusters n(i) and n(j) of vertices i and j at the initial epoch as

introduced in equation (4.2), and CM is the cost of a moving vehicle per time. Consequently, equation

(4.12) defines the cost of redistribution for vehicles. Equation (4.13) defines the cost of idle vehicles,

with CI to denote the cost of an idle vehicle per period.

Equation (4.14) defines the potential profit for vehicles available in a cluster in the subsequent period

using function fij(xij). As such, it guides vehicle redistribution and idle vehicle strategies. Finally, the

cost is set to zero for the remaining edges.

Equation (4.14), is similar to equation (4.11) but subtracts the revenues from potential trips in the

subsequent period from the costs, depending on vehicle supply, using function fij(xij). Finally, the cost

is set to zero for the remaining edges. Functions hij(xij) and fij(xij) in equations (4.11) and (4.14)

are outlined in the following equations:

hij(xij) = ��ijN1
n(i)n(j)(xij)pr

1
n(i)n(j) + CMr

1
n(i)n(j)xij 8(i, j) 2 A (4.16)

fij(xij) =
X

m2J

✓
�N

2
n(i)m

✓
xij

|J |

◆
pr

2
n(i)m + CMr

2
n(i)mxij

◆
8(i, j) 2 B (4.17)

As observed in equations (4.16) and (4.17), both functions utilise N
t

ij
(x), which refers to the number of

travellers choosing the service given a supply of vehicles x introduced in equation (4.5). Parameter p is

the revenue per time for each vehicle as in equation (4.2), r
t

ij
is the travel time between clusters i and

j during epoch t as in equations (4.2) and (4.12). To accommodate vehicle mixing from redistribution,

the number of travellers N
t

ij
(x) is factored in equation (4.16) by �ij 2 [0, 1] according to the arrival

sequence of redistributing vehicles in each cluster. A visual demonstration of how the demand factor

�ij is calculated for each edge in A in a cluster is highlighted in Figure 4.6.

vehicles in cluster 
vehicles from clusters 

and vehicles from clusters
, , and 

ଵ ଶ ଷ

edge set 1: ௜௝
ଵ

௜௝
ଶ

௜௝
ଷ

edge set 2: 

edge set 3: 

Figure 4.6: Example of how the demand factors � are calculated in cluster 1 of an instance with 3
clusters and decision epoch of length ⌧ .
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The model further defines the lower bounds of all vertices to zero and unbounded edge capacities as

follows:

lij = 0 8(i, j) 2 E (4.18)

uij =1 8(i, j) 2 E (4.19)

The balance vectors for the source and sink vertices s and t are also defined as follows:

b(i) = Si 8i 2 A (4.20)

b(t) = �
X

v2A
b(v) = �

X

i2A
Si (4.21)

Parameter Si in (4.20) and (4.21) denotes the available vehicles Si in cluster n(i) at the start of the

current period.

As such, the resource allocation problem introduced in section 4.3.1 can be solved using the following

nonlinear minimum cost flow optimization problem:

Model 1:

minimize
X

(ij)2E

cij(xij) (4.22a)

subject to

xij � lij 8(i, j) 2 E, (4.22b)

xij  uij 8(i, j) 2 E, (4.22c)

b(j) =
X

i:ji2E
xji �

X

i:ij2E
xij 8j 2 V , (4.22d)

xij 2 R 8(i, j) 2 E (4.22e)

Equations (4.22b)-(4.22c) ensure the flow of vehicles through each edge (i, j) is within the specified

lower and upper bounds respectively, as specified in equations (4.18) and (4.19). (4.22d) is the flow

continuity constraint as specified in equation (4.7).
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4.3.3 Convex Minimum Cost Flow Transformation

The objective function in (4.22a) is nonlinear, as a result of the costs for edges in A and B. Such cost

functions include the term N
t

ij
(x) introduced in (4.5), of which its component q

t

ij
(x) (eq. (4.4)) and

sub-component w
t

ij
(x) (eq. (4.3)) are nonlinear. Identifying the nature of equation (4.16) is paramount

for the choice of a solution method for Model 1. Classifying equation (4.16) would suffice as (4.17) is a

linear sum of equation (4.16) instances.

According to section 3.4, equation (4.3) will result in maximum wait time up to the point of critical

fleet size, when the number of idle vehicles I
t
ij

(x) will be sufficient to sustain the rate of incoming

requests. Including this notion in the cost equations will result in increasing costs for trip edges up to

the point of critical fleet size. Instead, to assist the solution process and reduce concavity, the following

relaxed version of equation (4.3) is selected which can result in similar wait times for fleet sizes above

the critical fleet size:

w
t

ij(x) =
↵
t

i
Z

t

ij

x + 1
8i, j 2 J, t 2 T, x 2 R+ (4.23)

The parameter ↵t

i
can be determined by using linear least squares regression for specific values of

Z
t

ij
and pairs of x and w

t

ij
identified via ABM. To aid the analysis, only one alternative ride-sourcing

option is assumed, which offers identical pricing rates and travel times, with a fixed wait time w̄. It is

expected that the ride-sourcing platform prices its rides at a rate higher than its cost per time, such

that p > CM . Finally, the model assumes Z
t

ij
is large enough to justify the cost of redistribution. For

notation convenience, any index notation i, j, t is omitted in the proof of the following theorem.

Theorem 1. hij(xij) has an absolute minimum point in xij 2 [0,1].

Proof. First consider the limit of h(x) (eq. (4.16)) as x!1. Note that limx!1 w(x) = 0, therefore,

limx!1 g(x) is equal to some constant value �r(v̄ + p). Consequently for x!1, q(x) converges to

some finite maximum probability pmax. Since the upper bound of q(x) is 1, limx!1 N(x) = Z. It is

therefore straightforward to deduce the following limit:

lim
x!1

h(x) =1 (4.24)

Now consider the limit of h(x) for x ! 0+. For a large Z, limx!0+ w(x) = ↵Z, limx!0+ g(x) =

�ū(↵Z + r)� pr. Due to the exponential nature of q(x), for small values of x (i.e. x = 1 for large Z),

limx!0+ q(x) = 0 and consequently limx!0+ N(x) = 0. Therefore the following result is reached:

lim
x!0+

h(x) = 0+ (4.25)

Let now the case of q(x) = 0.5 to be explored. For q(x) = 0.5, w(x) = w̄, therefore by rearranging

the terms of w(x), for w(x) = w̄, then x = ↵

w̄
Z � 1. Since q(x) = 0.5, equation (4.16) results to
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h(x) = �0.5Zpr + CMrx. Substituting x with ↵

w̄
Z � 1, and simplifying the following equation is

identified:

h(x) = r

✓
� 0.5Zp + CM (

↵

w̄
Z � 1)

◆
(4.26)

The model assumes that the fleet operator chooses p such that p > CM and ↵ can be scaled, such that

↵ < w̄ and �0.5Z >
CM
p

( ↵
w̄

Z � 1). Thus, by implementing the above inequalities, for q(x) = 0.5, the

following relationship holds:

h(x) < 0 8x 2 R+|q(x) = 0.5 ^ CM↵

pw̄
 0.5 (4.27)

Using equations (4.24) and (4.25), and by showing that h(x) is negative for some x 2 R+, the analysis

concludes that h(x) has an absolute minimum point in x 2 [0,1].

Corollary 1. hij(xij) is convex for some domain xij 2 [x0
ij

, x
⇤
ij

]. Where hij(x⇤
ij
) is the absolute minimum

value of hij(xij) for xij 2 R+ and x
0
ij

is the largest value of xij such that h(x0
ij

) is a non-stationary

inflection point and x
0
ij

< x
⇤
ij

.

The aim of this analysis is to identify and utilize the convexity of the domain [x0
ij
, x

⇤
ij
] of each non-linear

edge cost function to solve Model 1 as a convex minimum cost flow problem. In line with convexity,

the upper bounds uij of each non-linear edge (i, j) are replaced to the absolute minimum value x
⇤
ij

.

Therefore additional to equation (4.19), the model introduces the following:

uij = x
⇤
ij 8(i, j) 2 A [ B (4.28)

In a similar fashion, setting the lower bound lij of any non-linear edge (i, j) to the inflection point x
0
ij

,

would restrain the non-linear cost functions to the convex domain. Nonetheless, the model refrains

setting lower bounds to the problem to avoid potential infeasibility of Model 1. Instead, each non-linear

cost function is split to a piece-wise one, with a linear part between [0, x
0
ij

], and non-linear convex

part between [x0
ij
, x

⇤
ij
]. hij(xij) is linearised between [0, x

0
ij

] to avoid any concave parts of the cost

misguiding the solution algorithm (Section 4.3.4) towards non-optimal solutions.

As it can be observed in the next section (Section 4.3.4), the proposed solution algorithm identifies

optimal solutions of convex functions by incrementally moving from higher absolute values of the cost

derivative dhij(xij)
dxij

towards values where the derivative approaches zero
�dhij(x⇤

ij)

dxij
= 0

�
. Consequently,

the equation of the linearised part h
L
ij
(xij) between [0, x

0
ij

] for hij(xij) is set to the equation of the

tangent of hij(xij) at x
0
ij

follows:
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h
L

ij(xij) =
dhij(x0

ij
)

dxij

xij �
dhij(x0

ij
)

dxij

x
0
ij + hij(x

0
ij) (4.29)

Similarly, by performing the same procedure for fij(xij) in equation (4.17), the linearised part of the

cost has the following form:

f
L

ij(xij) =
dfij(x0

ij
)

dxij

xij �
dfij(x0

ij
)

dxij

x
0
ij + fij(x

0
ij) (4.30)

The model thereby introduces the following convex cost functions to replace equations (4.11) and

(4.14) with equations (4.31) and (4.32) respectively:

cij(xij) = h
C

ij(xij) 8(i, j) 2 A (4.31)

cij(xij) = f
C

ij (xij) 8(i, j) 2 B (4.32)

The functions h
C

ij
(xij) and f

C

ij
(xij) in equations (4.31) and (4.32) respectively have the following form:

h
C

ij(xij) =

(
h
L

ij
(xij) xij  x

0
ij

hij(xij) xij > x
0
ij

(4.33)

f
C

ij (xij) =

(
f
L
ij

(xij) xij  x
0
ij

fij(xij) xij > x
0
ij

(4.34)

As such, by replacing equations (4.11) and (4.14) with equations (4.31) and (4.32) respectively

and adapting the upper bounds of equation (4.28) for non-linear edges, Model 1 becomes a Convex

Minimum Cost Flow (CMCF) optimization problem.

4.3.4 Edge-Splitting Pseudo-Polynomial Algorithm

It was previously mentioned that it is possible to transform the vehicle redistribution problem into a

CMCF problem. The flow xij is a discrete quantity in the model as it considers the count of vehicles in

each link (i, j). Linear minimum cost flow models adhere to the following theorem, as stated in [124]:

Theorem 2. (Integrality Theorem) If the capacities of all edges and the balance values of all the nodes are

integer, the linear minimum cost flow problem always has an integer optimal flow.

For proof of the above theorem, readers should refer to [124]. It is thus deduced by restricting

the parameters of the problem to integers (capacities and balance vectors), one can solve the linear
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minimum cost flow problem in polynomial time. The aim of this section is to exploit the integrality

theorem, using an appropriate linearisation technique, to solve the CMCF problem transformation of

Model 1 in polynomial time.

The CMCF problem has been previously tackled efficiently in the literature. [125] initially proposed

an extension of the scaling method for linear minimum cost flows presented in [126], for convex cost

flows with quadratic functions. At a subsequent stage, [127] and [128] separately conducted studies

on solving minimum cost flows with general convex objectives. A variant of the algorithm proposed by

[127], and along the lines of [128], is featured in [124]. [129] proposed polynomial algorithms for

solving the CMCF problem in circles, lines or trees. The problem of quadratic CMCF was also tackled

more recently in [130], using an enhanced version of [127], utilizing the technique for linear minimum

cost flows proposed in [131].

A consistent assumption of the studies which efficiently address the CMCF problem is that the edge costs

are non-negative. Nonetheless, as it has been observed in Sections 4.3.2 and 4.3.3, the non-linear cost

functions of Model 1 can have negative values. The notion of negative costs (i.e. profit), implies that in

an optimal solution of Model 1, there would be edges with negative costs. As such, this section refrains

from using the above algorithms, and instead, incorporates a modified version of the pseudo-polynomial

algorithm for CMCF presented in [124].

The algorithm applies piece-wise linearisation by introducing parallel linear edges for each non-linear

edge in the network. To limit the amount of additional parallel edges in the network, the algorithm

starts with only two parallel edges for each non-linear edge (i, j). As observed in equations (4.33)

and (4.34), h
C

ij
(xij) and f

C

ij
(xij) are partly linearized (i.e. for x  x

0
ij

). Consequently, by replacing

hij(xij) and fij(xij) with their linearised versions between x
0
ij

and x
⇤
ij

, the algorithm is initiated with

two parallel linear edges for each non-linear edge of Model 1. Figures2 4.7a and 4.7b outline the initial

linearisation of costs for non-linear edges (i, j) 2 A and (i, j) 2 B respectively.

(a) (b)

Figure 4.7: Cost function variation for edges (i, j) 2 A (a) and (i, j) 2 B (b).

As observed in figures 4.7a and 4.7b, due to convexity, the slope of each parallel linear edge from left

to right gradually increases, from a minimum negative value to zero, while moving from xij = 0 to

xij = x
⇤
ij

. Consequently, per unit flow is more expensive through the parallel linear edge corresponding

2For figures 4.7a and 4.7b the following parameters were used: v̄ = 0.3, ↵ = 2, w̄ = 5, p = 1, CM = 0.3.
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to the non-linear section for xij > x
0
ij

. As such, assuming both parallel edges have residual capacity,

flow through parallel edges with smaller slope is always prioritised over edges with larger slope value

(i.e. closer to zero). This observation is described as the property of contiguity in [124].

Utilizing contiguity, for each parallel linear edge, the upper bound (capacity) is set to the difference

between the right and left flow boundaries of the linearised edge, while maintaining zero lower bounds.

Consequently, for the initial linearisation configuration, the upper bounds will be u
1
ij

= x
0
ij
� 0 and

u
2
ij

= x
⇤
ij
� x

0
ij

from left to right respectively, as observed in figures 4.7a and 4.7b. Since the algorithm

is initiated with two parallel linear edges per non-linear edge, their linear cost functions are denoted as

c
1
ij

and c
2
ij

for edges corresponding to x  x
0
ij

and xij > x
0
ij

respectively. The transformation of each

non-linear edge to a pair of linearised ones is shown in figure 4.8.

𝑖 𝑗

𝑢𝑖𝑗1 = 𝑥𝑖𝑗′ , 𝑐𝑖𝑗1 (𝑥𝑖𝑗)

𝑢𝑖𝑗2 = 𝑥𝑖𝑗∗ − 𝑥𝑖𝑗′ , 𝑐𝑖𝑗2 (𝑥𝑖𝑗)

𝑢𝑖𝑗 = 𝑥𝑖𝑗∗ ,
𝑐𝑖𝑗(𝑥𝑖𝑗) = ℎ𝑖𝑗(𝑥𝑖𝑗)

𝑖 𝑗

Figure 4.8: Linear transformation of a non-linear edge (i, j) to linear edges (i, j)1 and (i, j)2 with
resulting linear costs c

1
ij

and c
2
ij

respectively.

To maintain the validity of Theorem 2, the integer versions of x
0
ij

and x
⇤
ij

are considered, such that the

resulting capacities u
1
ij

and u
2
ij

are also integers. Furthermore, to identify point x
0
ij

for each non-linear

edge in Model 1, the first and second derivatives of the non-linear cost are approximated using the

forward and central difference formulas respectively.

The function P (i, j) is introduced which identifies the set of parallel edges between any pair of vertices

i, j 2 V . The linearised version of G = (V, E) is referred to as GL = (V, EL). The non-linear edge

linearisation of Model 1 up to this point can be described via the following formulation:

Model 2:

minimize
X

(ij)2E

P (i,j)X

k=1

c
k

ij(x
k

ij) (4.35a)

subject to

x
k

ij � l
k

ij 8(i, j) 2 E, 8k 2 P (i, j), (4.35b)

x
k

ij  u
k

ij 8(i, j) 2 E, 8k 2 P (i, j), (4.35c)

b(j) =
X

i:ji2E

P (j,i)X

k=1

x
k

ji �
X

i:ij2E

P (i,j)X

k=1

x
k

ij 8j 2 V , (4.35d)

x
k

ij 2 R 8(i, j) 2 E, 8k 2 P (i, j) (4.35e)

A high level structure of the CMCF algorithm is outlined in Algorithm 3. Algorithm 3 utilizes graphs G
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and GL, and the structure of Model 2 to identify the set of minimum cost flows F , such that x
k

ij
2 F ,

with (i, j)k 2 EL. Algorithm 3 incorporates an iterative procedure to arrive at the optimal solution for

the CMCF of graph G.

Algorithm 3 CMCF Edge-Splitting Algorithm
1: Inputs: Model 2, graph GL and graph G

2: OPT = false
3: while OPT = false do
4: F  ;
5: F = NetworkSimplex(F, GL, Model 2)
6: U = SplittableEdges(F, GL)
7: if U = ; then
8: OPT = true
9: else

10: for (i, j)k 2 U do
11: GL = Split(G, GL, (i, j)k)
12: end for
13: end if
14: end while
15: Output: Flow F

To facilitate the edge-splitting algorithm, the boolean variable OPT is defined with the default value

set to false, which signals the algorithm to stop if an optimal solution is found during an iteration (i.e.

if OPT is true). At the beginning of each iteration, the network simplex algorithm is used [124] to

solve the minimum cost flow problem and obtain a set F of flows x
k

ij
. The algorithm thereby screens

through flows x
k

ij
2 F using the function SplittableEdges(F, GL), to identify the set U of linearised

parallel edges which are subject to further splitting. If U is an empty set, the set F of flows x
k

ij
is an

optimal solution to the CMCF version of Model 1. Otherwise, the algorithm proceeds with splitting

each edge (i, j)k 2 U using the routine Split(G, GL, (i, j)k), which updates the linearised graph GL

and move to the next iteration.

The function NetworkSimplex(F, GL, Model 2) is used to denote the procedure of solving Model 2

using network simplex and populating set F . Presentation of the network simplex algorithm is omitted

as it is well known in the literature. The routine followed for the SplittableEdges(F, GL) function is

outlined in Algorithm 4. As observed in Algorithm 4, the routine investigates the flow of each parallel

edge (i, j)k of graph GL which exists in the convex domain of edge (i, j) of graph G (i.e. k > 1). If the

edge (i, j)k is the first edge in (i, j) which is not at capacity and can be divided, the process adds edge

(i, j)k to the set U .

The Split(G, GL, (i, j)k) function used in Algorithm 3 is outlined in Algorithm 5. Initially, the algorithm

identifies the corresponding upper (xU ) and lower (xL) flow values of edge (i, j)k in the convex domain

of edge (i, j). Since the flow F is contiguous, the algorithm can find xU and xL by finding the total

flow in (i, j), and the total flow in (i, j) excluding x
k
ij

respectively. The algorithm then identifies the

split point xS as the midpoint3 of xU and xL. The algorithm thus removes the edge (i, j)k and append
3dXe denotes the ceiling function.
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P (i, j) with the indices of the two new parallel edges to be added. For each new parallel edge, the

process finds its upper and lower bound, as well as its cost function in a similar fashion as described

earlier in the construction of GL before initialising Algorithm 3. The split function is concluded by

adding the two new parallel edges in EL and returning the updated graph GL.

Algorithm 4 SplittableEdges Function

1: Inputs: Set F of flows x
k

ij
, graph GL

2: U  ;
3: for (i, j) 2 ((K ⇥ C) [ (D ⇥ t)) do
4: for k 2 P (i, j) \ k = 1 do
5: if (lk

ij
 x

k

ij
< u

k

ij
) [ (xk�1

ij
= u

k�1
ij

) then
6: if (uk

ij
> 1) then

7: U  U [ (i, k)k

8: end if
9: end if

10: end for
11: end for
12: Output: Set U of splittable edges

Algorithm 5 Split Function

1: Inputs: Graph G, graph GL and edge (i, j)k

2: xU =
P

n2P (i,j) x
n

ij

3: xL =
P

n2P (i,j)\n=k
x
n

ij

4: xS =
⌃x

U
ij+x

L
ij

2

⌥

5: EL  EL \ (i, j)k

6: n = max(P (i, j))
7: P (i, j) P (i, j) [ (n + 1) [ (n + 2)
8: u

n+1
ij

= xS � xL

9: u
n+2
ij

= xU � xS

10: l
n+1
ij

= 0

11: l
n+2
ij

= 0

12: Define c
n+1
ij

(x) by finding the linear equation between points [xL, cij(xL)] and [xS , cij(xS)].
13: Define c

n+2
ij

(x) by finding the linear equation between points [xS , cij(xS)] and [xU , cij(xU )].
14: EL  EL [ (i, j)n+1 [ (i, j)n+2

15: Output: Updated linearised graph GL

The rationale behind the solution method, as described in Algorithms 3-5, is that the algorithm keeps

splitting linearised edges in the convex domain until it satisfies some optimality conditions. Specifically,

the process obtains the optimal solution when all the flows in each of the linearised edges in this

domain are either zero or equal to the upper bound, and no further splitting can induce incremental

cost savings.

If the total input flow (i.e.
P

i2A Si) is large enough, Algorithm 3 allocates the upper bound flow in

each of the non-linear edges of G due to their negative costs (profitable edges). The case described

above would terminate after the first iteration with the optimal solution of the CMCF version of Model

1. Otherwise, for each non-linear edge, the first parallel edge which is not at capacity is split into two
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parts. For any split edge, due to convexity, the flow in the next iteration would always be confined

within the resulting pair of parallel edges.

As a result of the above description, Algorithm 3 terminates when for each non-linear edge, the splitting

procedure produces parallel edges of unit capacity (i.e. u
k

ij
= 1). Consequently, the number of iterations

is logarithmic and relates to the maximum interval x
⇤
ij
� x

0
ij

out of all the non-linear edges. If this

maximum interval is denoted as �, the procedure needs to solve the minimum cost flow problem

log2(�) times, adding at most |J |3 + |J | parallel edges to GL at each iteration.

The cardinality m of the set of edges E can be expressed in terms of |J |; hence each network simplex

run is polynomially bounded by the number of variables of the original problem. However, � cannot

be expressed by the number of variables in the network G. Consequently, Algorithm 3 runs in pseudo-

polynomial time. Nonetheless, even in extreme practical cases log2(�) is a small number (i.e. for

� = 10000, log2(�) ⇡ 13), hence the algorithm can be applied in practical implementations.

4.4 Discussion

The effectiveness of the redistribution algorithm proposed in Section 4.3 was tested in a simulated ride-

sourcing fleet operator using the agent-based modelling framework with a FIFO customer assignment

policy proposed in Chapter 3. Customer choices in the simulator were decided on an individual level

using equations (4.2) and (4.4) with individual wait and travel times identified during the simulation.

Additional to the framework in 3, an empty relocation state was included for vehicles, during which

vehicles can still be assigned to customers.

The algorithmic methodology was implemented in Python, which served as the fleet management logic

in the agent-based model and tested on a workstation with an Intel i7-4790 CPU (3.6GHz) and 8GB

RAM. The IBM Cplex solver was used to obtain network simplex solutions for Model 2.

4.4.1 Model Instance

The area of Manhattan, NYC was selected, to apply a case study of the algorithm due to the com-

prehensive trip data-set available in [119] which served as the demand input. Travel times in the

network were calculated using the OSMnx library [118]. By assuming a small proportion of traffic

attributes to ride-sourcing, endogenous congestion was omitted in the agent-based model. Nonetheless,

exogenous congestion was accounted by applying a 20% penalty to the free-flow speeds in residential

and motorway link segments, and 40% elsewhere during peak hours.

Using the data-set in [119], typical demand profiles were created for weekdays in Manhattan, NYC

from 05:00 am to 12:00 am. K-means clustering was used to split the road-network into twenty clusters,

with a universal value of ↵ (equation (4.23)) for convenience. To benchmark the performance of
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Table 4.7: Instances tested in the simulation.

ID Method Clusters ⌧ [min] ↵

a0 Model 2 20 30 0.75
a1 Model 2 20 15 0.75
a2 Model 2 20 30 1.5
a3 Model 2 20 30 0.75
b1 LP 20 30
b2 LP 20 15
b3 LP 20 5

the proposed algorithm in Section 4.3, the study tested it against the case of no redistribution and

also against a linear programming (LP) method from the state-of-the-art which does not assume any

supply-demand elasticity, namely the rebalancing model in [60]. The study in [60] was selected, as it

has been tested against other central rebalancing methods such as [107]. All algorithms were tested

using different fleet sizes from 2500 to 15000 vehicles.

The study used UK estimates of the value of time v̄ and vehicle moving costs CM from [132] as

information on values of time for New York was not available. Consequently, the average value of time

v̄ was set to 17.69 GBP/hour. The vehicle moving cost CM was set to the conservative estimate of

12.96 GBP/hour to reflect current driver valuations. The idle vehicle cost CI was set to 1 GBP/hour to

account for parking costs, whereas the price per minute for a ride p was set to 1.00 GBP/min to reflect

previous research on AV pricing [122]. The value of w̄ was set to 5 (minutes).

The proposed algorithm performs allocations based on demand expectations for two subsequent periods

(Z1
ij

and Z
2
ij

). Since the application of predictive algorithms is beyond the scope of this study, it is

assumed that the platform has complete knowledge of the demand in the two subsequent periods for

each cluster when applying the proposed algorithm and the model in [60]. Nonetheless, to scrutinise

how demand prediction accuracy affects the efficacy of the algorithm, the study also considered an

instance with a normally distributed error with mean 20% and standard deviation 10% on the total

demand Z
t
ij

.

To investigate the robustness of the proposed method and the effectiveness of the window length

⌧ , instances with different values of ↵ and ⌧ , respectively were created. The tested instances and

parameters are outlined in table 4.7. Where LP in table 4.7, refers to the model of [60] and a3

represents the version of Model 2 with a random error on total demand Z
t

ij
.

4.4.2 Analysis

The analysis used four different Key Performance Indicators (KPIs) to compare the effectiveness of each

set-up outlined in table 4.7 with the case of no redistribution. Specifically, the study considered wait

time reduction, market share improvement, profit improvement and additional mileage, expressed as

percentage shifts from the no redistribution benchmark.
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As observed in figures 4.9-4.10, frequent redistribution degrades the efficacy of all tested methods.

Model 2 was found to be ineffective for ⌧ = 15 minutes, whereas the LP benchmark algorithm presented

noticeable degradation for a window length of 5 minutes. This ineffectiveness is expected, as both

algorithms use central optimization and a refined window length deteriorates the quality of aggregation.

It is, therefore, deduced that Model 2 is best fitted for low frequency in redistribution (i.e. every 30

minutes).

As observed in figure 4.9a, vehicle redistribution via the proposed method can reduce the average

customer wait time up to more than 50% when compared to no redistribution. Furthermore, when

considering market share, Model 2 contributes to an increase of up to 10%, as shown in figure 4.9b.

However, as the fleet size increases to larger values, the contribution of redistribution towards higher

market share and reduced wait times becomes marginal due to the abundance of available vehicles

across the network.

(a) (b)

Figure 4.9: Average wait time reduction of customers (a) and market share improvement (b) for
different fleet sizes and redistribution strategies.

Comparing the results of the proposed method with the algorithm proposed in [60] and ignoring

smaller window lengths (a1 and b3), it is observed that in many cases (above 2500 vehicles) the

LP method outperforms Model 2 in reducing wait times and improving market share (figures 4.9a

and 4.9b). Nonetheless, as the Model 2 is modelled to minimise cost based on expected customer

choices, the effectiveness of the proposed algorithm over LP is clearly stated in profit improvement and

additional mileage as observed in figures 4.10a and 4.10b respectively.

Observing figures 4.10a and 4.10b, it can be deduced that Model 2 can achieve a sizeable profit increase

of up to 10% with an additional mileage of 20% across the network. On the contrary, the LP algorithm

achieves much lower wait times and higher market share in the expense of considerable additional

mileage and a significant profit reduction (more than 10% in most cases). This result is anticipated, as

there is no notion of diminishing returns for additional redistribution in the LP method, which is the

reason for non-linearity in Model 2.
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(a) (b)

Figure 4.10: Profit improvement (a) and additional mileage (b) for different fleet sizes and redistribu-
tion strategies.

4.4.3 Practical Implementation

To assess the usefulness of Model 2 in practical implementations, the study tests its robustness with

regards to input functions such as equation (4.23) and uncertainty in demand estimation. It is observed

that varying ↵ in equation (4.23) from 0.75 to 1.50 does not have a significant effect on the resulting

redistribution. As (4.23) is only used by the operator to estimate the effect of vehicle supply on the

average wait time, variations of the wait time function can change the capacity of trip links in Model 2.

Nonetheless, as the wait time change for either value is marginal when considering the large sizes of

incoming demand and available vehicles in (4.23), so is the change across all KPIs when comparing

instance a0 to instance a2.

Furthermore, when comparing the effect of a randomly distributed error on demand estimation

(instance a3), the performance of a3 is consistently similar to both a0 and a2 across all KPIs. This

similarity is most likely present due to setting an upper bound on the capacity of trip links in Model 2

and allowing for idle vehicles in each cluster to be available for assignment in-between redistribution

decisions.

Finally, to confirm the efficiency of Algorithm 3, which solves Model 2, its runtime was measured for

each fleet size in scenario a0. The results outline that in the worst case, the proposed algorithm requires

an average of 74.7 seconds to identify the optimal redistribution, which is considered acceptable if a

central fleet redistribution decision is made in windows of 30 minutes. The average runtimes for all

tested fleet sizes are outlined in table 4.8.

Table 4.8: Algorithm 3 average runtimes for a0 scenario and various fleet sizes.

Fleet
Size 2500 5000 7500 10000 12500 15000

Runtime
[sec] 74.7 23.8 23.8 24.2 24.1 23.8
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4.5 Summary

This chapter explored how to efficiently optimize fleet management operations in ride-sourcing, focusing

on the tactical time-horizon. Initially, a straw-man linear programming model for fleet allocation was

presented to provoke discussion on the impact of non-linearity and problem structure. The model

was tested in the simplified Sioux Falls network, and results showed that two main caveats. First, the

acumen in customer behaviour needs to be accounted for to produce more realistic demand-supply

relations. Second, a more sophisticated programming model structure is required to facilitate efficient

implementations in realistic, large scale networks.

Consequently, the study then used network theory to transform the vehicle redistribution problem into

a CMCF problem with negative costs, accounting for customer behaviour under an assumed market

structure. The inclusion of customer acumen in the model and the transformation of the redistribution

problem to the problem of minimum cost flow addressed the straw-man model’s caveats. The proposed

edge-splitting algorithm solves the CMCF problem exactly in pseudo-polynomial time by allocating

vehicles to spatio-temporal tasks.

The work in this chapter demonstrated the practicability of the redistribution algorithm in an agent-

based model simulating ride-sourcing in a large urban setting, such as Manhattan, NYC. The fleet

management algorithm proposed in the form of the CMCF problem provides efficient large scale

solutions to supply-demand imbalance. Nonetheless, operational time-horizon decision problems in

ride-sourcing, such as pricing and assignment, if employed effectively, can provide further relief in

the system when supply-demand asymmetries prevail. Therefore, in the next chapter, the study will

investigate the interplay between the pricing and assignment problems in ride-sourcing, and how the

decision-making concerning these problems can be designed efficiently.



Chapter 5

Pricing and Assignment Algorithms in
Peak Demand Periods for Ride-Sourcing
Fleets

5.1 Introduction

The previous chapter highlighted that effective allocation of a fleet across activities in the network

using fleet management approaches could better utilise the fleet and result in higher profit margins.

Such approaches are heavily reliant on assignment methodologies and pricing strategies which the

operator follows. Inevitably, assignment decisions are identified in a more refined time-horizon than

the fleet management strategies presented in Chapter 4. As an example, the model proposed in Section

4.3 in the previous chapter was calculated in an online fashion every 30 minutes of the fleet’s operation;

however, the operator would assign requests to vehicles at an almost continuous rate within the 30

minute time horizon for fleet management.

Furthermore, considering the pricing of rides, in Chapter 4, the fleet management strategies presented

assume a static pricing strategy for a proof of concept. However, as discussed in section 2.3, a common

practise of ride-sourcing firms is to apply dynamic pricing at periods of peak travel to balance the

supply of vehicles to the demand for rides. Additionally, as noted in section 2.3 CDAs can be used

as a method to achieve both assignment and pricing of multiple rides to vehicles simultaneously and

efficiently as an alternative to dynamic pricing methods during periods of peak travel. Such pricing and

assignment methodologies, by design, vary with fluctuations in the volume of incoming requests across

a road-network, typically, in a more refined time-horizon than the one used for the fleet management

models in Chapter 4.

As such, this chapter focuses on the lowest level of operations for a ride-sourcing fleet, proposing

methodologies for both pricing and assignment of rides. So far, the straightforward version of FIFO

83
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assignment for private trips was used in both Chapters 3 and 4. Nonetheless, in practice, operators

utilise more sophisticated versions which can perform better, either by implementing quasi-online

assignments and/or offering a more comprehensive array of services such as shared trips, which can

positively impact traffic.

By using a similar structure as in Chapter 4, this chapter first presents some rudimentary examples

in Sections 5.2 and 5.3, to outline the potential impact of trip sharing and dynamic pricing, and to

indicate how such methods can behave in competitive markets respectively. Both examples use the

ABM framework introduced in Chapter 3 to identify impact.

Building on the practical implementations of both examples presented in Sections 5.2 and 5.3, Section

5.4 then presents an efficient method for assignment and pricing of shared rides using combinatorial

double auctions. The model incorporates the operator’s service time as a trading asset and fits a

computational complexity framework that enables fast and efficient calculation, a requirement when

considering the refined time horizon of the operation. Section 5.5 concludes this chapter with a

practical implementation of the auction model presented in Section 5.4.

5.2 Dynamic Pricing Example in One-Sided Autonomous Ride-Sourcing

Markets

The review of the literature in section 2.3 reveals that while there has been extensive analysis of

dynamic pricing on two-sided ride sourcing platforms, there is limited understanding of its implications

when TNCs stop being two-sided markets (when AVs enter the market). To address this issue, this

section, tests a utility-based dynamic pricing model in an Autonomous TNC (ATNC) market, with

private and shared ride services, in competition and monopoly, with an alternative public transport

mode using an ABM.

5.2.1 Model Description

The actors in the model are ATNCs that offer private and shared ride services of identical quality. They

receive ride requests from the public and respond with bids that reflect the current state of their fleets,

and the expected wait and travel times. Travellers decide whether to accept a bid or choose public

transport using a generalised costing mechanism.

In the monopolistic scenario, a single ATNC applies a dynamic or a static pricing model for its bids,

whereas, in the competitive scenario, we consider a duopoly with a dynamic pricing ATNC and a

static pricing ATNC. The static pricing model sets the static ride price ps as the sum of linear terms

consisting of a base fare fb, a time proportional fare to ride time t with a rate per time ft, and a distance
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proportional fare to ride distance d with a rate per distance fd:

ps = fb + ftt + fdd (5.1)

The dynamic pricing model determines the price pd using the static price ps and a dynamic multiplier

m.

pd = mps (5.2)

ATNCs that utilise dynamic pricing models are expected to set the value of m with the objective to

maximise the expected revenue for each traveller using the utilities of the available travel options as

inputs. Each traveller in the model is therefore assumed to evaluate the utility of each option using a

nested logit model. Traveller utilities for each option are calculated using (5.3) for private ATNC rides

UPi of each firm i, (5.4) for shared ATNC rides USi of each firm i and (5.5) for public transport UPT .

UPi = VPi + "Pi = ↵� ⌫(wPi + tP )� pPi + "Pi 8i 2 I (5.3)

USi = VSi + "Si = ↵� ⌫(wSi + tS)� pSi + "Si 8i 2 I (5.4)

UPT = VPT + "PT = �⌫(wPT + tPT )� pPT + "PT (5.5)

Where ⌫ is the value of time for each traveller which is assumed to vary across the traveller population

following a gamma distribution with shape factor k and scale ⌫̄/k. The parameter ↵ is used to represent

the inherent preferences for the ATNCs due to unobserved factors such as comfort, brand image and

trust and is assumed to vary across the traveller population following a normal distribution with

standard error �↵. I is the set of ATNCs in the model, which is {1} in monopoly and {1, 2} in duopoly.

Parameters wPi , wSi and wPT represent the waiting times for trips using each travel option. In turn, tP ,

tS and tPT are the travel times for each mode. Parameters pPi and pSi represent the price for private

and shared rides of each ATNC i and pPT is the price of travelling via public transport.

The stochastic error terms "Pi , "Si and "PT are randomly distributed variables following a type 1

extreme value distribution, which is the assumption underlying the nested logit model structure. The

latter assumes a heightened correlation between the stochastic error terms for the ATNCs thus allowing

for a higher elasticity between the ATNC alternatives. The travel and waiting times for each option vary

between travellers and depend on network characteristics and vehicle distributions across the network

at the time of the request.

This model adopts a three-level nested logit model [133], illustrated by the tree diagram in Figure 5.1.

The levels used in the model are defined as follows:

• Level 1: Choice between ATNC and Public transport

• Level 2: Choice between private or shared ATNC rides

• Level 3: Choice of ATNC
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ATNC Public 
Transport 

Private Shared

Firm 1 Firm 2 Firm 2Firm 1

Figure 5.1: Three-level nested logit diagram.

The choice probabilities between the modes of ATNC T and public transport PT are computed as

follows:

P (b) =
e
µ Vb

eµ VT + eµVPT
8 b = {T, PT} (5.6)

Where µ is the scale of the stochastic error terms, assumed to be 1 between the first-level options

(ATNCs versus public transport). The probability of choosing between private P or shared ride S

services is given by:

P (Tj) = P (Tj |T )P (T ) 8 j = {P, S} (5.7)

P (T ) =
e
µ VT

eµ VT + eµVPT
(5.8)

VT = IVT is the inclusive value of the ATNC nest and is calculated using equation (5.9):

IVT =
1

µT

ln

2

4
X

j

e
µT⇥VTj

3

5 (5.9)

Where µT is the scale of the error terms for the ATNC options, which captures the heightened correlation

between the different ATNC services as shown in equation (5.10):

cT = 1�
✓

1

µT

◆2

(5.10)

The value of P (Ti|T ) is calculated using equation (5.11):

P (Tj |T ) =
e
µT VTj

eµT VP + eµTVS
8 j = {P, S} (5.11)

VP = IVP and VS = IVS are the inclusive values of the private and the shared rides service nests

respectively and are calculated using equations (5.12) and (5.13):
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IVP =
1

µP

ln

"
X

i

e
µP⇥VPi

#
(5.12)

IVS =
1

µS

ln

"
X

i

e
µS⇥VSi

#
(5.13)

Where µP and µS are the scales of the error terms for different ATNCs, capturing the heightened

correlations between different options each service type nest as shown in equations (5.14) and (5.15):

cP = 1�
✓

1

µP

◆2

(5.14)

cS = 1�
✓

1

µS

◆2

(5.15)

The probabilities of choosing a private or a shared ride with firm i are obtained using equations (5.16)

and (5.17) respectively:

P (Pi) = P (Pi|P )P (P ) 8 i 2 I (5.16)

P (Si) = P (Si|S)P (S) 8 i 2 I (5.17)

The values of P (Pi|P ) and P (Si|S) are calculated using equations (5.18) and (5.19) respectively and

the values of P (P ) and P (S) are found using equation (5.7):

P (Pi|P ) =
e
µP VPi

P
n

i=1 e
µP VPi

8 i 2 I (5.18)

P (Si|S) =
e
µS VSi

P
n

i=1 e
µS VSi

8 i 2 I (5.19)

Using the probabilities as estimated by the three-level nested logit model, the expected revenue for the

dynamic pricing firm i from each traveller is defined in equation (5.20):

E(Ri) = P (Pi)pd + P (Si)�pd 8 i 2 Id (5.20)

The value of � corresponds to a reduction factor, assuming shared ride services are priced at a pre-

determined discounted rate for the ATNCs. Where Id ✓ I represents the dynamic pricing ATNC in the

model. If M is the set of all possible values of m defined between [1, mmax], the dynamic pricing firm i

chooses the value m
⇤ for m which maximises equation (5.20), as shown in (5.21):

m
⇤ = arg max

m
{P (Pi)mps + P (Si)m�ps|m 2M} (5.21)
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5.2.2 Baseline Scenario

The dynamic pricing method presented in Section 5.2.1 was tested in a city-wide scenario using an

ABM built using the framework in chapter 3. The agents in the ABM are the AVs of each operator

and travellers. AVs are assumed to exist in the system throughout the whole simulation period, while

travellers appear once at the time of their travel request and exit when they are served. Each operator

in the ABM has a specified fleet size and applies either a dynamic or a static pricing model.

Once a traveller appears is unassigned and sends a travel request to all the ATNCs in the ABM. The

operators assign AVs based on their vehicle availability for their private and shared ride services and

place their bids for each service as defined by the pricing model in Section 5.2.1. The traveller, in turn,

evaluates the utility of each option using the nested logit model described in Section 5.2.1 and makes a

choice. If an ATNC choice is made, the traveller waits for pick-up; otherwise, it exits the system with

the choice of public transport.

For the purpose of this section, the proposed dynamic pricing model was tested on the Greater London

road network as obtained from [134]. Using vehicle velocity data from [135] and testing for a weekday

between 08:00 to 00:00, the average vehicle velocity was set to 17.6 km/h between 08:00 to 19:00

and to 32.2 km/h from 19:00 to 00:00. The values of t and d in equation (5.1) are estimated using the

average velocity of the system at the time of request and the shortest path via the A
⇤ algorithm.

In the absence of a generic trip database for Greater London, the input trip data was created from

public transport data (Rolling OD Survey) available from [136]. The database in [136] provides trip

counts from and to each London Tube Station at different times of the day and represents a typical

weekday in Autumn 2017. Using the trip counts as means of Poisson Distribution for each OD pair

and each period in the day, a trip database of 94816 individual public transport trips was created for a

typical weekday which represents a 2% sample of the daily London Tube trip counts.

Each trip in the database was given random origin and destination coordinates within a 20 minute

walking distance at 5 km/h from the origin and destination stations of the public transport trip.

Consequently, tPT for each traveller is the sum of the walking time to and from the origin and

destination stations respectively and the travel time in the public transport system, allowing for a 2

minute interchange/waiting time which is represented by wPT in equation (5.5). The values of pPT for

each traveller were defined using the pay-as-you-go Tube and rail fares for 2017 [137] and depend on

the start and finish zones of the public transport network, as well as the time of travel .

The mean value of time ⌫̄ was chosen to be 12.85 GBP/h, which corresponds to the value of time for

underground passengers for the year 2035 (assuming ATNC services by 2035) as provided in [138]. The

shape factor k for the gamma distribution of the values of time was chosen to be 3.00 after calibration.

To achieve a considerable mode share for ATNCs (since the original database considers public transport

trips), the value of the inherent preference for ATNCs was set to follow a normal distribution N(2, 0.5).

The correlations of cP and cS in equations (5.14) and (5.15) respectively, were assumed to be equal
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and set to 0.9. The equality assumption was based on the initial assumption made in Section 5.2.1

that any ATNCs in the simulation offer services of identical quality. However, the correlation between

different ATNC services cT , was set to be 0.6, so as to suggest that price has less weight on the choice

between a private and a shared ride than the choice between different firms for the same product. The

set M of the possible dynamic multipliers was set in the interval [1.0, 3.0] in 0.1 increments.

The values of fb, ft and fd were chosen so as to reflect the AV rates predicted in the literature.

Specifically, the authors in [14], assume SAEV prices between $0.75-$1.00 per mile, which would

generate significant revenues to the operators. Similar studies such as [139], estimate that SAEV

services could be offered at approximately $0.66-$0.74 per occupied mile of travel, by performing

financial analysis on the anticipated SAEV market.

In the pricing model, trips are priced on a per time and per distance basis on top of a fixed base fare,

therefore, by setting fb = 0.5, ft = 0.03 and fd = 0.15, the price per mile depending on the average

velocity is as shown in Figure 5.2. These values converged to a rate of 0.41 GBP/mi for the low average

velocity scenario (17.6 km/h) and 0.34 GBP/mi for the high average velocity scenario (32.2 km/h). A

minimum price of 1.00 GBP is set for each trip to avoid low prices for shorter trips. Furthermore, the

reduction factor � for shared rides is set to 0.75 between 08:00-19:00 and increased to 0.9 afterwards.

The model was tested with both monopolistic and competitive market structures. In the monopoly

market structure, different instances of dynamic and static pricing ATNCs were considered, whereas,

in the competitive market structure, a dynamic pricing ATNC was operating against a static pricing

ATNC at all instances. The different fleet size and market structure scenarios tested with the model are

shown in Table 5.1.

Figure 5.2: Price per Mile for Static Pricing Model.

5.2.3 Analysis

The results indicate that the effects of the proposed pricing model vary significantly depending on

the market structure. Consequently, the analysis is split into two parts, focusing on monopoly and

competition, respectively.
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Table 5.1: Fleet Size and Market Structure Scenarios

Monopoly Competition

Dynamic & Static Dynamic Static

2400 800 1600
2200 1200 1200
2000 1300 700
1800 700 1300
1600 1000 1000

1000 600
600 1000
800 800

Monopoly

It is observed, that in comparison with the static pricing model, dynamic pricing attracts a similar

amount of trips in monopoly. This observation can be seen in Figure 5.3a, where although static pricing

produces slightly more trips in some scenarios, there are no significant differences in the total trip

numbers. This remark appears to be consistent with an increasing number of vehicles.

Vehicle sharing appears to be more attractive in monopoly with a decreasing fleet size and seems to

converge to a constant value as the fleet size increases. This behaviour could be explained by the

expectation that less unoccupied vehicles are available as the fleet size decreases, which results in more

cases where travellers are only offered shared trip bids, thus increasing the proportion of shared trips.

Furthermore, dynamic pricing appears to produce a higher percentage of shared trips compared to

static pricing in monopoly as seen in Figure 5.3b, suggesting that some dynamically priced travellers

chose to share but would have preferred private rides in the static pricing case.

(a) (b)

Figure 5.3: Total TNC trips by pricing model (a) and proportion of shared trips (b) in monopoly.

When investigating the behaviour of the two models in time, it is observed that most of the dynamically

priced trips (m > 1.0) occur in non-peak times as seen in Figure 5.4a. It is also evident that dynamic

pricing revenue is superior to static pricing overall in non-peak times and especially from shared trips

as seen in Figures 5.4a and 5.5a. The surge of dynamically priced trips in non-peak times can be

explained by the fact that, at these periods, ATNCs have an extra margin to price dynamically and
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still be competitive with public transport due to the low average waiting times. The observation that

dynamically priced trips have a lower than average waiting time as seen in Figure 5.5b also justifies

this argument.

(a) (b)

Figure 5.4: Total TNC trips (a) and TNC revenue (b) in monopoly throughout the simulation.

(a) (b)

Figure 5.5: TNC shared trip revenue (a) and average waiting time (b) in monopoly throughout the
simulation.

Competition

The characteristics of the outputs for dynamic pricing in the competitive market are significantly

different than the monopolistic scenarios. Although the total number of ATNC trips appears to be

similar to the monopolistic scenarios for the same total vehicle numbers, the static pricing model seems

to be vastly superior to the dynamic pricing model in non-peak times, with no significant differences

when considering shared rides, as observed in Figures 5.6a and 5.6b.

Travellers strongly prefer the static alternative when average waiting times are low, suggesting that

differences in waiting time at these periods are not significant to justify choosing a more expensive

option for a shorter wait. On the contrary, at peak times, when average waiting times are high,

dynamically priced trips are attractive if the difference in the wait is significant. These outcomes can be

observed in Figure 5.7, where it can be clearly seen that the percentage difference between the average

waiting time of all ATNC trips and the average waiting time of dynamically priced trips is much higher

in peak hours. This difference results in competitive revenues for the dynamic pricing ATNC, when
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(a) (b)

Figure 5.6: TNC total (a) and shared (b) trip revenue in competition with static pricing throughout the
simulation.

compared to the static pricing ATNC.

Figure 5.7: Average Waiting Time in Competition.

To further investigate this observation, the analysis scrutinised the relationship between the average

waiting time of the system at all different times for all the competitive scenarios with the difference in

revenue per vehicle per hour between the dynamic pricing firm and the static pricing firm. As shown

in Figure 5.8, and by calculating the Pearson correlation coefficient R between the two variables, the

value of R = 0.705, highlights a moderate to strong association between the average waiting time and

the effectiveness of dynamic pricing revenues, in competition with static pricing.

Figure 5.8: Linear Regression Analysis of Average Waiting Time and Difference of Dynamic and Static
Pricing Revenues in Competition.
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5.2.4 Practical Implementation Considerations

The model presented in section 5.2 can offer strategic insight on the implications of dynamic pricing

in transportation mode assignment. The main result is that when used during periods of peak travel,

dynamic pricing can incentivize a shift towards ride-sharing, thereby relieving the system from excess

demand and potentially mitigating congestion. Furthermore, the results insinuate that operators might

be able to apply such pricing strategies without compromising revenue segments.

The potential impact of the proposed dynamic pricing model presented in this section is bounded

by limitations which impede its practical implementation. Firstly, nested-logit models have been

extensively applied in transportation, but they constitute a simplified approach to choice modelling

that cannot adequately capture the effects of dynamic pricing methods. Furthermore, trip datasets in

the case study were derived from travel records that pertain to a single mode of public transportation,

assuming the same distribution for the entirety of the travel demand. Nonetheless, derivation of

parametric valuation distributions for travellers using data from ride-sharing companies would create

travel valuation datasets which accurately resemble realistic travel behavior.

Finally, assumptions regarding the market structure in the simulated scenarios do not appropriately

capture the complexity of a real transportation market. The urban traveller benefits from various

transportation mode choices, other than only ride-sourcing (i.e. cycling). Additionally, due to the ease

of entry in the ride-sourcing market, currently multiple TNCs offer services in large cities. Therefore, a

model which emulates competitive ride-sourcing settings with multiple firms implementing dynamic

pricing, will be a more realistic representation of current urban ride-sourcing markets.

5.3 A Game Theoretical Example for Dynamic Pricing Competition

As highlighted previously, the dynamic model proposed in section 5.2 can offer strategic insight to

policy-makers, but one of its main drawbacks is lack of competition with multiple dynamically pricing

operators. As such, this section presents an extension of the model rationale presented in section

5.2, by considering an example of two ATNCs offering services using dynamic pricing strategies. The

model has game-theoretical aspects by implementing a two-player incomplete information game, and

is intended for use by policy-makers.

5.3.1 Model Description

The key actors in the model are two symmetric TNC firms offering an identical product (rides) of

equivalent quality. A centralised platform receives ride requests from the public. Both firms are expected

to respond to these requests, with quotes for service and estimates of anticipated wait and travel times.
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Travellers can then decide (using a generalised costing mechanism) whether to accept an offer or to

revert to public transport.

TNCs are expected to operate with a profit maximization objective and are allowed to introduce

surcharges upon the base prices for each trip. These are based upon current demand levels, and a

TNC’s perception on the ability of its competitors to serve a specific trip request. Using dynamic pricing,

for a set I of TNCs, the final bid price is the sum of a static base price ri per time of travel, and an extra

variable tariff fi per time of travel both set by each TNC. The price pi for operator i is calculated using

(5.22) and (5.23):

pi = fi + ri 8 i (5.22)

fi 2 R+ 8 i (5.23)

The base price level ri is assumed to equal the marginal cost per travel time per vehicle for each TNC

i. As such, following from Bertrand competition [140], firms can only control bid values through fi.

In turn, travellers in the model evaluate the utility of each bid using a similar nested-logit1 model

structure as in section 5.2. Customer utilities for each modal options are calculated using (5.24) for

TNC firms UTi and (5.25) for public transport UP :

UTi = VTi + "Ti = ↵i � ⌫(wi + tT )� pitT + "Ti 8i 2 I (5.24)

UP = VP + "P = �⌫(wP + tP )� pP + "P (5.25)

Where pP and wP are the price and waiting times for trips using public transport, wi is the waiting time

for firm i, tP and tT are the in-vehicle travel times via public transport and TNC respectively. Similarly

to section 5.2.1, the parameter ↵i is used to represent the inherent preferences for the ATNCs due to

unobserved factors such as comfort, brand image and trust and is assumed to vary across the traveller

population following a normal distribution with standard error �↵i

Similar to the model in section 5.2, the stochastic error terms "Ti and "P are randomly distributed

variables following a type 1 extreme value distribution, which is the assumption underlying the nested

logit model structure. The latter assumes a heightened correlation between the stochastic error terms

for the TNCs (i.e. "Ti) thus allowing for a greater elasticity between the TNC alternatives. The values

of pP , wP , wi, tP and tT vary between clients and depend on network characteristics and vehicle

distributions across the network at the time of the request.

For the nested logit model choice probabilities are computed as follows for the high level choice of TNC

T or public transport P [133]:

1A shared trip service in this section is omitted to assist convenience for the proof of concept but it can be implemented in
a similar way.
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P (b) =
e
µ Vb

eµ VT + eµVP
8 b = {T, P} (5.26)

Where µ is the scale of the stochastic error terms, assumed to be 1 between the high-level options

(TNCs versus public transport). The probability of choosing one of the TNC firms is given by:

P (Ti) = P (Ti|T )P (T ) 8 i (5.27)

P (T ) =
e
µ VT

eµ VT + eµVP
(5.28)

VT = IVT is the inclusive value of the TNC nest and is calculated using equation (5.29):

IVT =
1

µT

ln

"
X

i

e
µT⇥VTi

#
(5.29)

Where µT is the scale of the error terms for the TNC options, which captures the heightened correlation

between the different TNC choices as shown in equation (5.30):

corr = 1�
✓

µ

µT

◆2

(5.30)

The value of P (Ti|T ) is calculated using equation (5.31):

P (Ti|T ) =
e
µT VTi

P
n

j=1 e
µT VTj

(5.31)

For each trip request, the operators evaluate the probability of winning the bid based on the estimated

traveller utilities for each option. Estimates are required as operators are not privy to the real value of

client-specific parameters ↵i and ⌫, nor the real values of their competitors’ wi. To estimate the traveller

utilities, each operator i uses random variables from the distributions of the parameters calibrated

from observed behaviour, denoted as ↵̂i, ⌫̂1 and µ̂T . The model assumes each operator i also uses an

estimate2
w̄j,i for the waiting time of operator j. Hence the estimate by firm i of the utility V̄ j,i for

when the customer in question chooses firm j is given by equations (5.32), (5.33) and (5.34):

V̄ j,i = ↵̂i � ⌫̂(w̄j,i + tT )� p̄j,itT 8 i, j (5.32)

p̄j,i = f̄ j,i + rj 8 i, j (5.33)

f̄ j,i 2 R+ 8 i, j (5.34)

2Estimating wait times is beyond the scope of this section.
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Similarly, the estimate by firm i of the utility V̄ i and the estimate of the utility V̄ P for when the same

customer chooses operator i or public transport respectively, is given by equations (5.35) and (5.36)

respectively:

V̄ i = ↵̂i � ⌫̂(wi + tT )� pitT 8 i (5.35)

V̄ P = �⌫̂( wP + tP )� pP (5.36)

Operators choose the price of their bids to maximise their expected profit. Since the utility values

used in the probability calculations are estimates, so is the expected profit. For simplicity, a scenario

where only two TNCs operate is assumed. Hence, the expected profits E(P r̄Ti) and E(P r̄Tj,i), given the

marginal cost ri per time of travel for each operator are:

E(P r̄Ti) = P̄ (Ti | f̄ j,i)⇥ ((fi + ri)� ri) = P̄ (Ti | f̄ j,i)⇥ fi 8 i (5.37)

E(P r̄Tj,i) = P̄ (Tj,i | fi)⇥ ((f̄ j,i + rj)� rj) = P̄ (Tj,i | fi)⇥ f̄ j,i 8 i, j (5.38)

If a pair of values f
⇤
i

and f̄
⇤
j,i exists for which both E(P r̄Ti) and E(P r̄Tj,i) are maximised, this constitutes

a Nash Equilibrium. Hence, the algebraical solution for the Nash Equilibria, if they exist, could be

found by solving the system of non-linear equations for fi and f̄ j,i as defined in equations (5.39) and

(5.40). Fixed costs are not considered in equations (5.37) and (5.38) since they do not influence the

choice of fi which is defined by (5.39) and (5.40):

@(E(P r̄Ti))

@fi
= g(fi, f̄ j,i) = 0 8 i (5.39)

@(E(P r̄Tj,i))

@f̄ j,i

= h(fi, f̄ j,i) = 0 8 i, j (5.40)

The mixed strategy Nash equilibrium in the proposed model is expected to be different than the

Bertrand model [140], where the equilibrium price is the marginal cost. This is due to allowing

for variation in the inherent preference and waiting times between TNCs. This variation gives the

competitive advantage to the operator with the highest sum of the inherent preference and waiting

time terms in equations (5.32) and (5.35) to set the equilibrium value of extra variable tariff above 0.

To find a solution, the mixed strategy profile f
⇤ = (f⇤

1 , f
⇤
2 ) of the game needs to be calculated. The

mixed strategy profile considers the set of responses for each operator, based on the possible variations

of the competitor’s price. Then, for each operator i, the best response to strategy f
⇤
�i

is added to the set

of best responses BRi(f⇤
�i

). Overlapping values in the sets BR1(f⇤
�1) and BR2(f⇤

�2) constitute Nash

Equilibrium points of the model.

To demonstrate a solution approach for the model, the range of fi values is discretized into a finite
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set fi : F �! [0, ..., fmax]. The reaction for each TNC i based on the price set by TNC j is outlined in

equation (5.41):

fi|fj = arg max
fi

E(P r̄Ti(fi, fj)) (5.41)

Figure 5.9, outlines how the best responses of each operator and the Nash equilibrium can be identified

graphically. For reference, the responses on figure 5.9 were obtained by assuming a discretized range

of fi 2 [0, 1] in 0.1 increments. The value of ⌫ was sampled from a lognormal distribution with mean

17.69 GBP/hour and standard deviation of 0.02 [132]. The values of ri were set to 0.5 for both

operators and the cost of a public transport trip set to 2.50 GBP. The travel time tT for a TNC trip was

set to 20 minutes whereas for public transport, tP was set to 40 minutes. To highlight that the model

can be useful when there are sizeable differences in wait times, the w1 and wP were set to 5 minutes

and w2 was set to 15 minutes. Finally, the value of µT was set to 0.9 as in section 5.2.1.

Figure 5.9: Best response graph for a model of two TNCs.

5.3.2 Practical Implementation Considerations

The example presented in this section offers a framework for extension of the model presented in section

5.2.1 in competitive ride-sourcing market structures. The model assumes incomplete information

between the TNC participants, as the state of each operator (service quality and fare setting) are

confidential. This uncertainty in the model, in most cases, precludes TNCs from setting dynamic fares,

unless they offer a sizeable competitive advantage, such as a superior service quality. Nonetheless, the

model can serve as a preliminary exercise by policy makers.

Reckoning the practical implementation considerations of both the models presented in sections 5.1 and
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5.3.1, section 5.4 proposes an assignment and pricing methodology, which can be useful to operators as

an operationally capable approach. The practical capability of the model is tested in section 5.5 where

the chapter 5 is concluded.

5.4 Assignment and Pricing of Shared Rides using Combinatorial Dou-

ble Auctions

The model in this section assumes that travellers request shared rides through a central TNC platform

that operates its own vehicle fleet. Alongside origin/destination coordinates, travellers also submit their

trip valuations. Vehicles have a fixed per-minute cost rate that is known in advance by the platform.

The objective of the model is to maximise the trade surplus, defined as the sum of differences between

traveller valuations and vehicle costs.

Assignments are performed in intervals with duration � - given the larger pool of possible matches; this

quasi-online approach is expected to outperform a possible FIFO alternative ([17, 2]). Two assignment

types are considered: the first is between riders willing to share a trip (i.e. rider-rider), and the latter

pertains to vehicles that would like to offer trips (vehicle-riders). In both cases, the algorithm seeks to

identify potentially combinable requests, therefore establishing shareability networks [17] that serve as

inputs to the CDA model alongside rider trip valuations. Any vehicles or travellers that are not matched

by the CDA are deferred to later model executions alongside any requests that might have emerged in

the meantime.

5.4.1 Pre-matching

The pre-matching stage is used to filter incompatible3 vehicle-rider and rider-rider combinations before

the execution of the CDA, therefore reducing instance sizes without penalising solution quality. Quality

indices �w and �d are used to reflect the maximum allowable rider wait time, and detour4 respectively.

Let R represent a set of ride requests and K a set of vehicles operated by the platform.

For each vehicle k 2 K pre-matching seeks to obtain a subset Nk ✓ R that the vehicle can access within

a period with approximate duration �w. Conversely, for each ride request r 2 R, the process seeks to

identify a subset Ar ✓ K that can be picked up within �w.

A ride request r is placed in Nk and a vehicle k is placed in Ar according to Algorithm 6 if condition

C0 (eq. (5.42)) is met, where T (hk, ri) is the travel time from the current location of vehicle k to the

origin of request r, and T (c) is the execution time of a stop sequence c.

3Incompatible combinations produce large wait and/or detour times for riders in the combination.
4Detour is defined as the additional in-vehicle time of a shared trip from a private trip that a rider might experience.
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C0 : T (hk, ri)  �w (5.42)

Algorithm 6 Prematching check: Vehicle-Rider
1: for k 2 K do
2: for r 2 R do
3: if C0 then
4: Nk  Nk [ r

5: Ar  Ar [ k

6: end if
7: end for
8: end for

In the case of rider-rider matching, the algorithm obtains the subset of second requests Ir ✓ R \ r that

can be matched with a request r 2 R and executed with a detour lasting �d or less. The algorithm also

obtains a subset of requests Jr ✓ R \ r that can be matched with r as the second rider in the vehicle,

also with a detour of �d or less. As such, for every request pair i, j 2 R, i 6= j where i and j are the first

and second rider, respectively, there exists a set of origin-destination combinations hoi, oj , di, dji and

hoi, oj , dj , dii. The following conditions apply:

C1 : T (hoi, oj , dii)  Pi + �d (5.43)

C2 : T (hoi, oj , di, dji)  Pj + �d (5.44)

C3 : T (hoi, oj , dj , dii)  Pi + �d (5.45)

C4 : T (hoi, oj , dji)  Pj + �d (5.46)

In eq. (5.43)-(5.46), Pr represents the travel time for a private trip r 2 R. Algorithm 7 is used to

prematch rider pairs - since these are obtained alongside vehicle-rider pairs the complexity of these

operations relates to the cardinality5 of set R and is O(|R|2) [17]. The maximum possible total detour

and waiting time for any rider r 2 R once the assignment is confirmed is �w + �d due to pre-matching.

Algorithm 7 Prematching check: Rider-Rider
1: for i 2 R do
2: for j 2 R \ i do
3: if (C1 ^ C2) _ (C3 ^ C4) then
4: Ii  Ii [ j

5: Jj  Jj [ i

6: end if
7: end for
8: end for

5|S| denotes the cardinality of any set S in this section.
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(a) (b)

Figure 5.10: Problem instance before (a) and after (b) pre-matching.

The resulting adjacency subsets Nk, Ar, Ir and Jr can be visualised using a network where nodes

represent vehicles or ride requests. A link from a vehicle k to rider r exists if r 2 Nk (and consequently

k 2 Ar), whereas a link between riders i and j exists if j 2 Ii (and consequently i 2 Jj) or vice-

versa. Figures 5.10a and 5.10b illustrate the auction participants’ initial locations and the result of

pre-matching respectively, in a randomly generated problem instance of 20 vehicles and 40 riders in

Manhattan, NYC.

5.4.2 Combinatorial Double Auction Model

The auction model builds upon [2] by introducing a trading good and applying a shareability network to

reduce search space. Furthermore, it takes into account the quality of shared trips and the proximity of

vehicles to achieve higher time savings. As a result, riders would obtain different overall trip valuations

when matched to different passengers or vehicles, while the pool of potential assignments would be

further honed due to the use of a trip compatibility network. Without loss of generality, it is assumed

that individual trip requests only consist of single riders. This assumption can be relaxed to extend the

model to cater for larger passenger groups.

A set of riders R and a set of vehicles K are considered. Each rider r 2 R is identified as a 6-element

tuple hFr, Cr, Pr, Ir, Jr, Ari, where Fr is the maximum reservation price, Cr is the time valuation, Pr is

an 1D array of vehicle travel times required for a private trip (pick-up to drop-off), while Ir, Jr and Ar

are the adjacency subsets obtained through pre-matching (Section 5.4.1).

The 3D array Si,j,n represents the remaining vehicle travel time for matched riders i and j, once the
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final passenger is picked up, with the pick-up sequence in the order hoi, oji. The use of 3 dimensions for

Si,j,n is chosen, to account for i and j having different remaining travel times once j is picked up. For

example, if i is dropped off first, the remaining time for i might be T (hoj , dii), whereas the remaining

time for j could be T (hoj , di, dji). At the same time, the remaining travel time for the vehicle would be

T (hoj , di, dji). Using the procedure described in Algorithm 7, the assignment with the shortest total

vehicle time is obtained. Finally, the index n can take values between [1, 2, 3], denoting whether Si,j,n

refers to the first or final passenger to be picked up, or the vehicle itself, respectively.

The array Wi,j is used to represent the vehicle travel time from initial vehicle locations or rider origins

i to rider origins j, for i 2 K [R, j 2 R. The binary decision variable xi,j 2 {0, 1} is used to indicate if

a vehicle or request i is assigned by the action to request j, such that i 2 K [R, j 2 R. Then let:

Tr,1 =
X

i2Ir

⇥
xr+|K|,i

�
Wr+|K|,i + Sr,i,1

�⇤
(5.47)

Tr,2 =
X

i2Jr

⇥
xi+|K|,r

�
Wi+|K|,r + Si,r,2

�⇤
(5.48)

denote the driving times from the pick-up location of the first passenger to drop-off location of the first

and second passenger respectively. Similarly, let:

Tr,3 =
X

i2Ir

⇥
xr+|K|,i

�
Wr+|K|,i + Sr,i,3

�⇤
(5.49)

be the driving time from the pick-up location of the first passenger to the drop-off location of the last

passenger. The total service time tr of each request r is therefore defined as follows6:

tr =
X

k2Ar

h
xk,rWk,r + xk,rTr,1

i
+ Tr,2 (5.50)

Using the waiting and travel time from (5.50) the model defines the reservation price f(r) for rider r

as follows:

f(r) = Fr � Crtr (5.51)

The utility ur of a rider with respect to request r is:

6The wait time from the initial vehicle location to first passenger pickup which the second passenger experiences is omitted
for complexity reasons.
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ur =

8
<

:
f(r)�

P
k2K pk,r(tr) if r can be served

0 otherwise
(5.52)

where pk,r(tr) in (5.52) is the corresponding service charge for rider r when is assigned to vehicle k, as

a function of the travel time tr. Its value is determined by the platform and is equal to zero if vehicle k

is not assigned to request r. Each available vehicle k 2 K, is described as a 3-tuple hBk, Qk, Nki; where

Bk is its marginal operational cost, Qk is its capacity before assignment and Nk is a subset defining

riders in its vicinity (calculated as per Section 5.4.1). The travel time dk to serve a particular set of

riders for vehicle k, from starting to travel to the first rider until the delivery of the last rider is defined

as follows:

dk =
X

r2Nk

h
xk,rWk,r + xk,rTr,3

i
(5.53)

Using eq. (5.53), the cost of serving the riders assigned to each vehicle k is defined as:

b(k) = Bkdk (5.54)

As such, the total utility for vehicle k when included in the auction process is defined by:

µk =

8
<

:

P
r2R pk,r(tr)� b(k), if k serves any ride

0, otherwise.
(5.55)

To identify the winners of the auction and the assignment of vehicles to riders, a WDP methodology

that simultaneously considers all rider bids and vehicle costs is adopted. To achieve this, the structure

of the existing formulation is modified to ensure that utilities equal to zero if rider r cannot be served

or vehicle k is not assigned, for rider and vehicle utilities respectively. Since tr and dk both equal to

zero if rider r or vehicle k are not included in any assignments, the versions of the rider utility ur and

vehicle utility µk are transformed as follows:

ur = XrFr � Crtr �
X

k2K
pk,r(tr) (5.56)

µk =
X

r2R
pk,r(tr)� b(k) (5.57)

where the term Xr =
⇣P

k2Ar
xk,r +

P
i2Ir xi+|K|,r

⌘
indicates whether rider r is in the auction either

as a first or as a second client. The model aims to maximise the total utility of all the participants
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(vehicles and riders), with the objective function defined as follows:

SW =
X

r2R
ur +

X

k2K
µk =

X

r2R

⇣
XrFr � Crtr

⌘
�

X

k2K
b(k) (5.58)

where SW indicates the value of social welfare. Observe that the service charges cancel out in the

summation of the participants’ utilities. The optimisation problem is then formulated with the following

set of constraints:

Model 1 (Winner Determination Problem for Ride Sharing):

maximize SW (5.59a)

subject to xk,r +
X

i2Ir

xr+|K|,i  Qk, 8k 2 K, 8r 2 Nk, (5.59b)

X

k2Ar

xk,r +
X

i2Jr

xi+|K|,r  1, 8r 2 R, (5.59c)

X

k2Ar

xk,r � 1 M

⇣
1�

X

i2Ir

xr+|K|,i

⌘
, 8r 2 R, (5.59d)

1�
X

k2Ar

xk,r M

⇣
1�

X

i2Ir

xr+|K|,i

⌘
, 8r 2 R, (5.59e)

X

r2R
xi,r  1, 8i 2 K [R, (5.59f)

X

i2K[R
xi,r  1, 8r 2 R, (5.59g)

X

k2Ar

xk,r �
X

i2Ir

xr+|K|,i = 0, 8r 2 R, (5.59h)

xi,j 2 {0, 1}, 8i, j 2 K [R (5.59i)

Eq. (5.59b) ensures that the number of assigned riders to each vehicle k is at most equal to the vehicle

capacity Qk if assigned with a rider r. (5.59c) guarantees that if rider r is assigned, it is either the first

rider or the second passenger to board. Eqs. (5.59d) and (5.59e) utilize the Big M method [141] to

ensure that if any two riders are matched, the first rider r in the matching has to be picked up by a

vehicle k. M is defined as a sufficiently large positive number.

Eq. (5.59f) ensures that each vehicle or rider is assigned as a starting point towards a rider at most

once. Eq. (5.59g) ensures that each rider is assigned as a destination from a vehicle location or a rider

no more than once. Finally, eq. (5.59h) ensures that if a vehicle is connected to a rider, there would be

an additional rider in the trip.

Note that eqs. (5.50) and (5.53) feeding into the objective function, include non-linear terms. Therefore,

variables yk,r 2 R+ and zk,r 2 R+ are introduced, to replace the non-linear terms in equations (5.50)
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and (5.53) respectively as shown in equations (5.60) and (5.61).

tr =
X

k2Ar

⇣
xk,rWk,r + yk,r

⌘
+ Tr,2 (5.60)

dk =
X

r2Nk

�
xk,rWk,r + zk,r

�
(5.61)

Consequently the objective function in equation (5.58) transforms into the following:

SWL =
X

r2R
ur +

X

k2K
µk

=
X

r2R

⇣
XrFr � Crtr

⌘
�

X

k2K
Bkdk

=
X

r2R

"
XrFr � Cr

 X

k2Ar

⇣
xk,rWk,r + yk,r

⌘
+ Tr,2

�#

�
X

k2K
Bk

 X

r2Nk

⇣
xk,rWk,r + zk,r

⌘�

(5.62)

where SWL denotes the value of the objective after linearization. To ensure that the variable yk,r equals

its desired value, the following linearization constraints are introduced:

yk,r Mxk,r (5.63)

yk,r  Tr,1 (5.64)

yk,r � Tr,1 �M(1� xk,r) (5.65)

yk,r 2 R+ (5.66)

for every r 2 R and every k 2 Ar. In a similar fashion, the following linearization constraints for

variable zk,r are introduced:

zk,r Mxk,r (5.67)

zk,r  Tr,3 (5.68)

zk,r � Tr,3 �M(1� xk,r) (5.69)

zk,r 2 R+ (5.70)

for every k 2 K and every r 2 Nk.



5.4. Assignment and Pricing of Shared Rides using Combinatorial Double Auctions 105

By incorporating the additional variables and constraints in equations (5.60)-(5.70), the optimisation

methodology for Model 1 transforms to the following MILP:

Model 2 (Transformed WDP for Ride Sharing)

maximize SWL

subject to (5.59b) - (5.59i),

(5.63) - (5.70)

5.4.3 Reduction to Maximum Weighted Independent Set

To assess the complexity of Model 2, a reduction to the Maximum Weighted Independent Set (MWIS)

problem is presented. It is assumed that in the largest instance, all vehicles can be matched to

all requests, and all requests are sharing-compatible. In that scenario, with K and R being the

sets of vehicles and requests, respectively, let C denote the set of all possible combinations, where

|C| = |K||R|2 � |K||R|.

Assuming that all vehicles will be assigned, the set of all path-vehicle allocations is
�|K||R|2�|K||R|

|K|
�
. To

prove the APX-hardness of Model 2, this section uses an approximation-preserving reduction from

MWIS.

Theorem 3. Model 2 is NP-Hard

Proof. An instance of MWIS, a known APX-hard7 problem [142], is reduced to an instance of Model 2.

Given a weighted graph G = (V, E, w), the MWIS objective is to find a set of pairwise disjoint nodes

S ✓ V with maximum total weight.

Let the tuple (k, i, j) denote the ride-sharing trip of Model 2 with vehicle k in which the first passenger

is i and the second is j, 8k 2 K, i, j 2 R and i 6= j. Also let ui(k, i, j) and uj(k, i, j) denote the utilities

of riders i and j respectively, for the trip (k, i, j) and uk(k, i, j) denote the utility of the vehicle.

Consider now the following representation; let G = (V, E, w) be a graph where each vertex represents a

combination c = (k, i, j). An edge exists between vertices cn and cm if and only if the trip combinations

cn and cm have a common element, i.e. a common vehicle or rider. Let:

wc = uk(k, i, j) + ui(k, i, j) + uj(k, i, j) (5.71)

7APX is the complexity class of optimization problems that cannot be approximated within some constant factor unless
P 6= NP
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denote the weight of vertex c = (k, i, j). It is noted that changing the order of two riders in a

combination can result in a different weight for the corresponding vertex. That is because the detour or

the wait time after the reordering can exceed either of the thresholds �d, �w set during pre-matching,

thus resulting in a different value of rider utilities.

The section now proves the correctness of the above transformation. Let OPT (I 0) denote an optimal

solution to a Model 2 instance I
0. For any two trip combinations c, c

0 that either have a common rider

or vehicle, at most one of them will be in OPT (I 0) and the vertices representing these trips will be

connected by an edge in graph G. As a result OPT (I 0) is represented by a set of independent nodes in

G and since the solution is optimal with cost
P

r2R ur +
P

k2K µk =
P

c2V wc by equation (5.71) this

corresponds to an independent set of maximum weight in G.

Conversely, suppose OPT (I) is an optimal solution on an instance I of MWIS in G. Since OPT (I) is

independent, no pair of nodes will be connected, so no pair of trips from WDP will have a common

element. Again according to eq. (5.71), the total weight of the selected trips is maximised.

It is noted that the above reduction preserves the approximation [142]. Let f be the (polynomial time)

transformation from an instance I
0 of Model 2 to an instance I of MWIS as described above i.e. I = f(I 0)

and let g be the (polynomial time) algorithm that produces a solution to I given a solution to I
0. Let

also ↵ = 1 and � = 1. Using transformation f , the optima of I and I
0 satisfy the following inequality

OPT (I 0)  ↵OPT (I). Furthermore, having a solution with weight w
0 for any instance I

0, one construct

a solution for I with weight w such that |w �OPT (I)|  �|w0 �OPT (I 0)| using algorithm g.

Corollary 2. Model 2 is APX-Hard.

Many greedy approximation algorithms have been previously proposed, with their approximation

ratio expressed as a polynomial in terms of the average or maximum node degree in the graph

[143]. It is noted that in the fully connected scenario, the average/maximum degree of node c is

�c = |R|(|R|� 1)� 1 + (|K|� 1)(4|R|� 6). To demonstrate this, if a combination (k, i, j) is considered,

there exist additional |R|(|R|� 1)� 1 trip combinations with vehicle k. For every other vehicle from the

remaining |K|� 1, there exist 2(|R|� 1) trip combinations including rider i and an additional 2(|R|� 2)

including rider j, which are not already accounted. Thus, simplifying (|K|� 1)(2(|R|� 1) + 2(|R|� 2))

results to (|K|� 1)(4|R|� 6).

5.4.4 Local Search Algorithm Using Greedy Search Initialisers

It was established earlier that solving the MWIS problem for a fully connected CDA scenario, would

involve finding a MWIS in graphs with |C| = |K||R|2 � |K||R| nodes with an average/maximum

node degree of �c = |R|(|R| � 1) � 1 + (|K| � 1)(4|R| � 6). Considering a small localised example

with 10 vehicles and 20 potential riders, that would generate a network with 3800 nodes with an

average/maximum node degree of 1045.
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An exact solution would, therefore, be impractical, as existing solution algorithms are slow even for a

few hundreds of vertices [144]. A local search algorithm is proposed, based on simulated annealing

(SA), a technique that has been shown to perform very well for the maximum clique problem (a similar

premise, as it is the opposite of an independent set)[145].

Simulated Annealing (SA) was initially proposed as a probabilistic method to solve difficult optimisation

problems [146]. It aims to bring a system from an arbitrary initial state to an eventual state of minimum

energy. Most SAs use an energy measure that is inversely proportional to the quality of the solution

and is minimised using an iterative process. Starting from a seed solution, SA iterations generate

several neighbouring solutions, which are accepted in accordance with a stochastic process. The

process continues until the "temperature" of the problem reaches a user-defined minimum. A high-level

structure of the SA algorithm for the MWIS problem is presented in Algorithm 8.

Algorithm 8 SA for the Independent Set Problem
1: Generate initial solution S0 for graph G

2: Set initial and minimum temperatures T0, Tmin

3: Sold = S0

4: Eold = energy(Sold, G)
5: Sbest = Sold

6: Ebest = Eold

7: T  T0

8: while T > Tmin do
9: Snew = neighbour(Sold, G)

10: Enew = energy(Snew, G)
11: if Enew < Ebest then
12: Sbest = Snew

13: Ebest = Enew

14: end if
15: Sold, Eold = select(Sold, Snew, Eold, Enew, T )
16: T = ↵T , (where ↵ is a constant and ↵ < 1)
17: end while
18: Output: Sbest, Ebest

Algorithm 8 utilizes a graph G, constructed to identify all possible vehicle-rider-rider combinations

by representing them as a set of nodes. Each node in the set is a 3-tuple, hc, wc, Nci. c refers to the

combination of vehicle-rider-rider in the form of hk, i, ji, wc refers to the weight of the node as defined

in Section 5.4.3 and Nc is a list of neighbouring nodes. It can be easily shown that the degree of each

vertex is equal to |Nc|.

To construct the graph the algorithm sets Nc = ; and iterate through the network nodes to populate Nc

for each vertex. As with Algorithm 9, this process requires |K||R|2 iterations (fully connected scenario)

to create the set of vertices V . Populating Nc for each vertex (and creating the edge set E), requires

|V |2 iterations (Algorithm 10). Since |V |2 = (|K||R|2)2, the complexity of the worst case scenario for

network generation is O(|K|2|R|4). This process, however, can be easily parallelised.

A set of greedy heuristics with known lower bound performance [143] is used to obtain an initial
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Algorithm 9 Vertex Generation Process
1: V  ;
2: for k 2 K do
3: for i 2 Nk do
4: for j 2 Ii do
5: wc = ui(k, i, j) + ui(k, i, j) + uk(k, i, j)
6: if wc � 0 then
7: c = hk, i, ji
8: Nc = ;
9: V  V [ hc, wc, Nci

10: end if
11: end for
12: end for
13: end for
14: Output: V

Algorithm 10 Edge Generation Process
1: Non-empty set V

2: E  ;
3: for i 2 V do
4: for j 2 V \ i do
5: if ci \ cj 6= ; then
6: Nci  Nci [ j

7: Ncj  Ncj [ i

8: E  hi, ji
9: end if

10: end for
11: end for
12: Output: G = (V, E)

solution S0, consisting of an ordered set of vertices in V . These operate by sorting vertices in a

descending order with respect to wc, 1/|Nc|, wc/|Nc| and wc/
P

i2Nc
wi, respectively. The best solution

among these four is identified through inspection.

To calculate the energy of a solution (Algorithm 11), the process iterates through the ordered vertex

sequence S. At each step, the algorithm adds the next vertex in S to the independent set I and removes

its neighbours from S. Iterations continue until S is empty. The energy of the solution is, therefore,

equal to the negative sum of all values wc, for each vertex within I.

When it comes to the generation of neighbouring solutions, the algorithm randomly selects two vertices

in the independent set I of the old solution Sold and switches their positions in Sold to produce sequence

Snew. This approach increases the chance that sequence Snew will produce a different independent

set and energy than Sold. Finally, the stochastic selection method is formed on defining an acceptance

probability for every new solution, which is calculated using Eold, Enew and temperature T as shown in

Algorithm 12. Better solutions are always accepted, whereas worse solutions have less chance of being

accepted as the iterations progress (i.e. as temperature T decreases).
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Algorithm 11 Energy Calculation
1: Non-empty ordered sequence S

2: Graph G = (V, E)
3: I  ;
4: while S 6= ; do
5: i = S(1)
6: I  I [ i

7: S  S \ (S \ (Nci [ i)), (obtain Nci from G)
8: end while
9: E = �

P
i2I wci , (obtain wci from G)

10: Output: E

Algorithm 12 Selection Process
1: Inputs: Sold, Snew, Eold, Enew, T

2: p = X, (where X ⇠ U(0, 1))
3: if Enew < Eold then
4: pa = 1
5: else
6: pa = e

(Eold�Enew)/T

7: end if
8: if pa > p then
9: Sold = Snew

10: Eold = Enew

11: end if
12: Outputs: Sold, Eold

5.4.5 Trip Price Determination

Optimal solutions of the WDP in CDAs produce efficient outcomes which are individually rational.

That is, assuming participants in the auction are truthful about their valuations. There is, however,

no guarantee that auction participants (bidders) will state their true valuations. [92] explains this

problem with an example of three bidders. This section will extend this example to the proposed CDA,

to illustrate how untruthful bids can arise. Consider a CDA scenario involving three riders (bidders)

and one vehicle. Assume that from the six possible allocation combinations, the following three yield a

positive value for total trade surplus:

f1(h1, 2i) = 10, f2(h1, 2i) = 8, b1(h1, 2i) = 10 (5.72)

f1(h2, 1i) = 7, f2(h2, 1i) = 9, b1(h2, 1i) = 11 (5.73)

f1(h1, 3i) = 5, f3(h1, 3i) = 10, b1(h1, 3i) = 12 (5.74)
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In eqs. (5.72)-(5.74), fr(hSi) and bk(hSi) represent total valuation and cost for a rider r and a vehicle

k, respectively, for a trip with a pickup sequence S. Using Model 2, the platform allocates the trip with

the only vehicle servicing riders 1 and 2 in the sequence h1, 2i as it is the combination producing the

highest trade surplus. Note that riders 1 and 2, assuming everyone bids truthfully, can report a lower

value per time and still win the auction with the same combination.

The inclusion of additional riders will give rise to more complex bidding strategies. In the case

that riders 1 and 2 reduce their bids excessively, they might lose in the auction. This characteristic

CDA property is known as the threshold problem [147] and refers to the implication of valuation

misreporting thresholds for individual participants, which can motivate bidders to employ perverse

bidding strategies [148].

Pricing in VCG auctions, where bidders pay the difference of welfare in their absence with the welfare

of others when they are included in the auction, is incentive-compatible [92]. Furthermore, incentive-

compatible payments have been derived through the solution of dual relaxed linear problems of the

WDP [149]. Previous studies [150, 151, 2], used relaxed dual WDP problems to identify allocation and

pricing in double auctions, with Lagrangean multipliers to be considered as prices. It has been shown

that optimal dual variables in LP coincide with VCG payments [152].

However, the use of near-optimal CDA solutions does not preserve incentive compatibility [153].

Negligible variations from the optimal objective can have significant consequences on the payments to

be made by bidders [154]. As such, an approximate WDP solution would inhibit the use of VCG or

dual LP relaxations that would guarantee incentive-compatibility. The NP-hardness of the proposed

CDA prohibits the identification of exact WDP solutions in practical implementations, thereby the uses

of VCG or dual LP relaxations are omitted for price determination.

Instead, this section proposed a model which resembles a Generalized First Price (GFP) auction for

trip pricing. A GFP mechanism is an untruthful auction mechanism, where participants bid for the

allocation of a limited amount of slots. Participants pay their bid values in case they are assigned to a slot.

Previous research outlined deficiencies in the GFP mechanism by strategically employed shill bidding

which destabilizes the auction [155]. Subsequent work in [156] attributes these GFP deficiencies to

the auction interface and argues that GFP auctions can be robust by allowing expressiveness of the

participants using multidimensional bids.

In the conventional GFP, an individual i submits a single bid fi, which is multiplied by s1 � s2 � ... � sk,

k being the last available slot. The expressive version of GFP dictates that an individual i submits a

different bid fik for each slot k which is multiplied by s1 � s2 � ... � sk accordingly. Our proposed

CDA resembles an expressive GFP, as travellers bid for a limited number of vehicle seats (slots) and

by submitting a valuation per time Cr, they might obtain a different valuation f(r) for each potential

vehicle-rider-rider assignment.

To limit the effect of untruthful bids on the auction outcome, the model proposes that each rider only

submits the valuation per time Cr. The platform in turn identifies and privately informs the rider of its
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maximum reservation price Fr, so that if matched, the payment will comprise of a discounted static

price for the time of the trip attributing to Pr and an additional variable rate attributing to Cr �̄r, where

�̄r is the wait and detour time saved by choosing the platform, instead of the rest of the market.

Consequently, the maximum reservation price Fr is derived by the platform using the following

generalised cost equation:

Fr = pb + Prpt + Cr(Pr + �w + �d) (5.75)

where pb is the flat fee and pt is the discounted price per minute for a shared trip, lasting Pr minutes

if private, as specified by the platform. �w and �d refer to the guaranteed maximum wait and detour

times respectively, which are used in pre-matching by the platform.

By introducing this format, it is straight-forward to deduce by observing equations (5.51), (5.54) and

(5.58) that in the event where bidders submit per time valuations Cr which are very close to zero, the

proposed CDA converts to an optimal 3D assignment problem where the sum of detours is minimised,

if the following inequality holds for any vehicle k and riders i, j prior to the auction:

b(k)  f(i) + f(j) (5.76)

By introducing this condition with equation (5.76), the model ensures that the auction always returns

an assignment if a pre-matching instance exists as any rider payments in the GFP instance will always

cover the vehicle costs. It is thereby necessary to choose the appropriate value for the flat fee pb, such

that equation (5.76) holds. In doing so, it is assumed that the total rider payment per vehicle equals its

cost. It is also assumed that vehicle costs Bk are uniform across the fleet (i.e. Bk = B 8k 2 K) and

extend the functions as per equations (5.51) and (5.54):

Bdk = Fi � Citi + Fj � Cjtj (5.77)

Using equation (5.75), and by substituting �w + �d with �, the following equation holds:

Bdk = 2pb + pt(Pi + Pj) + Ci(Pi + � � ti) + Cj(Pj + � � tj) (5.78)

In the minimal total bid scenario, both Ci and Cj in equation (5.78) would be zero. Also, it is noted

that dk is equal to max(ti, tj). By setting the total wait and detour time experienced by each rider r as

�r, one can replace tr by Pr + �r. Therefore, with Ci and Cj set to zero this results to the following

equation:
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Bmax(Pi + �i, Pj + �j) = 2pb + pt(Pi + Pj) (5.79)

The maximum vehicle cost in equation (5.79) for any values of Pi and Pj , occurs if max(Pi + �i, Pj +

�j) = max(Pi, Pj) + �, for � as introduced above, being the maximum total wait and detour time

guarantee by the platform for an individual rider. Assuming the value of pb is zero and that pt is set

by the platform such that pt � B, if min(Pi, Pj) � � the condition in (5.76) always holds. If however

min(Pi, Pj) < �, a flat fee pb is required to ensure the condition in (5.76). As such, assuming both

Pi, Pj ! 0, and max(�i, �j) = �, using equation (5.79), the flat fee for the proposed GFP interface

should be as follows:

pb =
B�

2
=

B(�w + �d)

2
(5.80)

5.5 Discussion

The methodology presented in section 5.4 was implemented using Python and tested on a workstation

with an Intel i7-4790 CPU (3.6GHz) and 8GB RAM. Exact solutions were obtained using the Branch

and Cut algorithm provided by IBM ILOG Cplex Optimization Studio 12.7.1.

To test the algorithm, a case study network set in Manhattan, NYC was created. The underline road

network and travel times were obtained using the OSMnx library [118]. To account for congestion, a

20% penalty was applied to the free-flow speeds in residential and motorway link segments, and 40%

elsewhere. Rider origin-destination pairs, as well as vehicle locations, were sampled uniformly in space

to create CDA instances. Only trips with travel time that is greater than 5 minutes were considered,

while �w and �d were both set to 10 and 15 minutes respectively.

For this model, UK-based estimates of working time valuations were used [132] for the derivation of

rider valuations. Vehicles were assumed to have a capacity of two customers, with their operating costs

Bk uniformly set to 12.96 GBP/hour. Conversely, customer time valuations Cr were sampled from a

log-normal distribution with a mean of 17.69 GBP/hour and � = 0.02. The discounted price per minute

pt was set to 0.75 GBP/min.

Table 5.2 provides a performance comparison of the SA and the Branch and Cut (BC) algorithms for a

range of instances. As can be seen in the table and in figure 5.11, the runtime for the BC approach

grows exponentially as more vehicles and riders are considered in the instance, thereby increasing the

node count of the MWIS instance, whereas the runtime for the SA remains relatively short.

The APX-complete nature of the problem is also signified in the solution comparison between BC and

SA as observed in figure 5.12a, as the percentage error gradually increases with a larger instance size.

However, as shown in figure 5.12a, the approximation error is relatively low for instances of such size.
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Table 5.2: Performance comparison of SA and BC.

Total
vehicles

Total
riders

BC
solution

BC
runtime
[sec]

SA
solution

SA
runtime
[sec]

Error
[%]

4 8 48.199 0 48.199 0.002 0.00
8 8 77.714 0.13 77.714 0.008 0.00
5 10 120.523 0.02 120.523 0.004 0.00
10 10 127.936 0.13 127.936 0.027 0.00
5 12 108.327 0.03 108.327 0.004 0.00
6 12 136.996 0.05 136.996 0.007 0.00
12 12 145.248 0.11 144.866 0.026 0.26
6 14 122.487 0.05 122.487 0.021 0.00
7 14 131.537 0.28 128.81 0.029 2.07
7 15 208.895 0.5 208.895 0.034 0.00
8 16 171.665 0.27 170.613 0.053 0.61
7 17 160.367 0.06 160.253 0.024 0.07
9 18 236.672 1.66 235.918 0.076 0.32
8 20 204.96 0.28 204.93 0.061 0.01
10 20 236.125 1.45 234.785 0.149 0.57
11 22 295.669 3.45 291.632 0.209 1.37
12 24 331.237 29.95 321.797 0.598 2.85
10 25 326.057 39.86 321.967 0.64 1.25
14 28 377.018 103.5 373.223 2.702 1.01
15 30 397.518 130.92 387.628 2.374 2.49
15 20 285.793 18.14 283.101 0.407 0.94
20 20 270.432 58.24 267.002 0.746 1.27
12 25 324.687 26.64 321.524 1.239 0.97
15 25 323.191 42.3 316.062 1.399 2.21
16 25 341.845 82.19 333.836 1.496 2.34
17 25 330.884 124.78 321.94 1.573 2.70
14 30 419.626 49.59 415.906 2.193 0.89
13 26 329.992 63.22 324.955 2.587 1.53
16 32 431.772 1003.55 408.41 3.423 5.41
17 34 469.94 4126.59 445.309 4.456 5.24

A visual comparison of the results obtained by the BC and SA algorithms is provided in figures 5.13a

and 5.13b, respectively, for an instance involving 10 vehicles, 20 customers and two edges per match

outlines the similarities between solutions obtained using the two approaches.

To strengthen the argument for the inclusion detour calculations on CDAs for ride-sharing, a comparison

analysis was conducted between exact solutions of Model 2 and the algorithm in the state-of-the-art

which mostly resembles the problem statement, namely the CDA model in [2]. Instances were created

from 10 to 22 requests, with the assumption of one seat per request. For each instance, it was assumed

there are just enough vehicles to cover the demand (i.e. half the number of requests). To run the CDA

in [2], the distance-based methodology was converted to time-based to match Model 2 and omitted

private rides. A vehicle capacity of two rides was used for all vehicles in both models.

As observed in Figure 5.14, since the CDA in [2] omits detours and wait times in their calculation, the
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Figure 5.11: Run-time for BC and SA methods.

(a) (b)

Figure 5.12: Percentage error of approximation (a) and solution values for BC and SA methods (b)
against node count.

resulting assignment creates much higher detour and wait times on average for each instance. Conse-

quently, ignoring the effect of detours and wait times in ride-sharing CDAs can produce assignments

which might not be acceptable by the users of the service. Taking the time dimension into account th

convenience of the service can be massively improved as observed. However, this is achieved with an

increase in computational complexity, as discussed in 5.4.3. Nonetheless, a reduction of the solution

space can be achieved via the pre-matching stage, as shown in 5.4.1.

5.5.1 Trade Surplus Implications

A large number of problem instances were considered, with fleet sizes ranging between 3 and 60

vehicles, and a customer base of 10 to 60 riders. From the range of greedy heuristics that were

considered for SA initialisation described in section 5.4.4, weight-based approaches were found to yield

the best results (Figure 5.15). Figures 5.16a and 5.16b illustrate the relationship between problem

sizes and algorithm run times, which is found to be in polynomial time.

The trade surplus index (TSI) is defined as the ratio of the objective value and the number of assigned

vehicles in each instance. Figures 5.17a and 5.17b illustrate its relationship with the fleet coverage

index (FCI), defined as the ratio of vehicles available against the number of vehicles required to serve

all requests. An interesting feature of this approach (as shown in Figures 5.17a and 5.17b) is that the

TSI is inversely proportional to the FCI for values of the latter between 0 and 1, and remains constant
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(a) (b)

Figure 5.13: Visualisation of (a) BC and (b) SA solutions

Figure 5.14: Average total wait and detour time per request for Model 2 and CDA in [2].

beyond that point.

This pattern can be explained by considering a scenario with 1 vehicle and 10 riders. In this case, the

node with the highest weight will be the solution in the MWIS problem. The addition of a new vehicle

(with the same cost), assuming that it is included in the MWIS solution, will lead to a reduction in the

average node weight. This trend will persist with further increases in the size of the fleet, as riders with

lower valuations are accommodated and gradually reduce the overall TSI. As such, once FCI > 1 the

TSI will on average remain constant, consistent with the notion of market equilibrium while supply

increases beyond current demand levels.

5.5.2 Practical Implementation

To investigate the practical implementation of the proposed methodology, ride-sharing data provided

by the Taxi and Limousine Commission (TLC) of NYC were analysed. Specifically, the high volume
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Figure 5.15: Performance comparison of greedy initialisers

(a) (b)

Figure 5.16: Network creation time (a) and SA runtime (b) against node count.

for-hire vehicle trip records provided in [119] were exported and typical daily weekday trip count

profiles which originate and terminate in the island of Manhattan NYC were identified for the entirety

of the ride-sharing market.

By recording the MWIS node count for a varying request input, the effect of ride requests on the

problem size for an FCI equal to one (supply=demand) was grasped, as shown in figure 5.18. Using

the identified runtime trends outlined in figures 5.16a, 5.16b and 5.18, table 5.3 was compiled, which

reports the time performance of the proposed methodology for varying request inputs. By assessing the

request performance levels in table 5.3 fifty requests were chosen as the practical limit in Manhattan,

since the proposed methodology produces ride-sharing solutions approximately within one minute,

which is regarded as acceptable.

Table 5.3: MWIS instance node count and runtimes against varying request inputs.

Requests Nodes
Network
runtime
[sec]

SA
runtime
[sec]

Total
runtime
[sec]

40 2500 5 10 15
45 3500 10 20 30
50 5000 15 50 65
55 6000 25 80 105
60 8000 45 120 165
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(a) (b)

Figure 5.17: Trade surplus per serving vehicle and fleet coverage (a) and trade surplus per serving
vehicle, fleet coverage and node numbers (b).

Figure 5.18: MWIS node count for a varying request input in Manhattan, NYC.

By examining the typical per-minute shared ride count in Manhattan in figure 5.19, it is observed that

the demand surpasses the cutoff of fifty requests only during three distinct demand peaks, specifically

during the morning, afternoon and evening. As such, since the highest peak narrowly exceeds a

hundred shared trip rides, the proposed methodology can be practically implemented during peak

hours when demand for rides exceeds supply (FCI  1) with an assignment duration interval � of

thirty seconds for the entire Manhattan shared ride market.

Figure 5.19: Typical Weekday Per-Minute Shared-Trip Count in Manhattan, NYC.

Nonetheless, the choice of a practical request cutoff value also depends on the error of the SA solution

when compared to the exact solution. As observed in figure 5.18, the number of nodes increases

almost in a cubic rate with an increasing number of requests. Also, the percentage error increases

approximately in a linear fashion with an increasing number of nodes, as observed in figure 5.12a. As

such, an instance of 100 requests might have a comparable SA total utility value when split in three
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instead of two instances of 50 requests. For reference, by running BC instances of 50 requests for

FCI= 1, using the upper bound8 and the best integer solution provided, the SA percentage error is

pinpointed within 10%� 20% of the exact solution.

The practical implementation recommendations above assume pervasiveness of autonomous vehicles

similar to the levels of current conventional ride-sharing platforms. Nonetheless, the adoption rate of

autonomous vehicles in commercial ride-sharing is a conjecture. As such, plausible scenarios could

involve mixed fleets and custom rider requirements. Even so, the algorithm proposed in section 5.4 is

still applicable for such customisation as one could screen any preferences in the pre-matching stage

(Section 5.4.1).

5.6 Summary

This chapter examined the implications of decision-making in the pricing and assignment operations

in ride-sourcing systems. The chapter’s objective was to identify how these two operations could be

efficiently decided, to offer a high-quality service and relieve the overburdened system at periods of

peak travel demand. The chapter investigated the effects of dynamic pricing via the use of ABM to

achieve its objective. Also, it proposed a practically implementable local search method for assigning

and pricing shared rides in tandem, based on CDAs.

Initially, in section 5.2, the study used an ABM to identify the emergent effects of dynamic pricing in

urban transportation. The intelligent agents in the ABM were travellers choosing their transportation

option. The traveller agents’ choice process was modelled via the use of a three-level nested-logit model,

deriving from the assumed market structure. The ABM was tested in the Greater London network,

with scenarios including a dynamic pricing and a static pricing ride-sourcing firm, as well as public

transport. The ABM study was able to identify the emergent properties of dynamic pricing during peak

travel demand, such as shifting travellers to ride-sharing or public transport, whilst generating similar

amounts of revenue with static pricing policies.

The dynamic pricing model in section 5.2 priced rides by maximising expected revenue per trip request.

The expected revenue maximisation was achieved by leveraging knowledge about the discrete choice

model used by the traveller agents. Nonetheless, the ABM implementation in section 5.2 only assumed

one dynamically pricing ride-sourcing firm in each scenario, even in competition. By contrast, section

5.3 extended the model to account for multiple dynamically pricing firms operating concurrently,

with the use of incomplete information games. Both models in sections 5.2 and 5.3 serve as simple

bottom-up ABMs to identify emergent phenomena in autonomous ride-sourcing markets using dynamic

pricing and simple traveller agent logic.

Building on the stylised fact of the demand shift towards ride-sharing when using dynamic pricing
8An exact solution for such an instance size was prohibitive due to combinatorial explosion. As such, a long-run upper

bound and best integer solution of the BC algorithm before termination were used.
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to relief an overburdened autonomous ride-sourcing platform, the chapter then presents a practically

implementable pricing and assignment method for shared rides. The proposed assignment and pricing

approach utilises a local search algorithm that solves a WDP MILP variant approximately in polynomial

time by computing three-dimensional assignments to maximise trade surplus. By investigating the

robustness of the proposed model, a GFP auction interface was derived which conveniently reduces

to a stable three-dimensional assignment with minimal detours if riders report untruthful bids. The

practicability of the proposed assignment and pricing method was demonstrated in a large urban setting

such as Manhattan, NYC.

This chapter’s focus was to investigate the interplay between decision problems in the operational time

horizon, namely those of assignment and pricing. The study concludes that dynamic pricing contributes

to a more sustainable ride-sourcing market during hours of peak travel. The pricing process could be

more efficiently implemented in combination with the assignment of shared rides. The aforementioned

operational efficiency is outlined in the proposed CDA method in section 5.4. The next chapter will

summarise the contributions of the work and highlight how the methodology in this chapter fits the

study’s broader scope.
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Chapter 6

Conclusions and Further Research

The aim of this concluding chapter is to revisit the motivations of the study outlined in Chapter 1 as

depicted from the research gaps identified in Chapter 2 and review how these have been addressed

throughout Chapters 3 to 5. In section 6.1, the chapter summarises the main findings and contributions

of the study. The chapter also provides recommendations for further research through which the work

presented in this study can be extended in section 6.2.

6.1 Main Findings and Contributions

Efficient ride-sourcing services are becoming increasingly relevant in urban transportation in recent

years, in line with the rapid advances in telecommunications and smartphone technologies. These

services are facilitated by TNCs, acting as digital platforms which connect available drivers to prospective

travellers. The anticipated introduction of AVs in TNC services to reduce operational costs and increase

profit margins will modify the existing structure and dynamics of the market. The footprint of these

services on the urban transportation market is such that the implications of TNC services are of interest

to operators and regulators alike. On the one hand, the TNCs are interested in improving their

operations to offer a more reliable service and increase profits. On the other hand, regulators need to

understand the implications of TNC decisions, to regulate accordingly in the interest of public welfare.

To facilitate the improvement of AV ride-sourcing services, and attain a better understanding of scenario-

based implications, stakeholders require the aid of ABM simulations to act as digital twins of the market,

as well as sophisticated mathematical models to improve operations. This study aims to provide

simulation, and mathematical modelling means to ride-sourcing operators, regulators, and researchers

in this domain. The main findings of this study and the contributions towards more efficient TNC

operations can be summarised as follows:

121
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Survey of Existing Ride-Sourcing Research

• Existing research in autonomous ride-sourcing lacks a modular framework describing the compo-

nents and building sequence of ABMs for the different problems entangled within the domain.

Such a framework is required to streamline future advancements as it will accelerate reproducibil-

ity of existing research and enable faster development and testing of sophisticated mathematical

models in the field.

• Current fleet management mathematical models in the literature omit the inclusion of intelligent

customer behavior in their design. This omission is consistently evident in both mathematical

programming and reinforcement learning approaches, which are the two main avenues for

efficient fleet management decisions and can result in over-estimating the benefits of idle vehicle

redistribution processes to operators.

• Research on assignment and pricing of shared rides, lacks an efficient methodology which applies

both operations in tandem at hours of peak travel. Existing methodologies either address each

problem in isolation, or address both pricing and assignment as a single problem with the use of

combinatorial auctions by ignoring the effects of detours due to the increasing computational

complexity they entail. If sophisticated combinatorial auction models do include shared trip

detours in their design, this can result in fairer dynamic pricing during to alleviate congestion

and a more attractive ride-sharing service for travellers.

Methodological Contributions

• The study identifies the core components of ABMs in autonomous ride-sourcing systems and

presents them in clear-cut classifications based on the fundamentals of agent-based modelling.

• The study provides a model building sequence of ABMs for tackling the different problems

identified in autonomous ride-sourcing.

• An aggregated model is proposed which makes use of pickup wait times in identifying the

minimum required fleet size for autonomous ride-sourcing fleets based on queuing theoretical

implementations.

• The study proposes a model which incorporates customer behaviour and local competition to

account for the notion of diminishing returns in the vehicle redistribution problem.

• The study models the vehicle redistribution problem as a non-linear minimum cost flow problem.

• The work presents a derivation of a convex space for the problem and its transformation into a

convex minimum cost flow problem, which is solved using a pseudo-polynomial edge splitting

algorithm.

• The study proposes a winner determination problem modelled for dynamic ride-sharing assign-

ment, implementing a combinatorial double auction while considering the effect of detours on

the valuations of auction participants.

• A local search algorithm is provided which produces approximate results in polynomial time

using greedy heuristic solutions as initializers.

• The effects of shill bidding on the proposed combinatorial double auction are identified, followed
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by a suggestion of a robust trip price determination methodology.

Model Application

• A study performing simulations is presented, which is structured using the proposed ABM

framework, to identify upper bounds of the critical fleet size and the dynamics of pickup wait

times for the urban areas of Manhattan, San Francisco, Paris and Barcelona. The results are

compared with the expected outputs of the proposed aggregated queuing theoretical model.

• The non-linear minimum cost flow methodology to address the idle vehicle redistribution problem,

is implemented within an ABM in a case study in the urban area of Manhattan, NYC with the use

of local historical taxi demand data.

• A bottom-up ABM implementation is presented, to identify the emergent effects of dynamic

pricing in urban transportation markets using simple operator and traveller agent logic. The

model is implemented in the area of Greater London, using demand derived from a public

transportation trip data-set.

• The local search algorithm proposed to address the assignment and pricing problem, is tested

with historical taxi demand data from the urban area of Manhattan, NYC.

The methodology presented in this study can be used by TNCs, regulators or researchers in the field.

For instance, the ABM framework and building sequence proposed in Chapter 3 can be used by TNCs

to test the effectiveness of new models for their operations or the market impact of introducing new

products in their services. The ABM framework is also useful for regulators that wish to gain foresight

in the reaction of market participants to new regulation such as congestion charges within zones in the

urban transport network. Furthermore, researchers developing sophisticated mathematical models can

use the ABM framework to test their algorithms and cite it as a means for the reproducibility of their

research.

The methodologies presented in Chapters 4 and 5 are capable of city-wide decision-making in ride-

sourcing operations and can be useful to both operators and researchers conducting relevant studies.

By testing the idle vehicle redistribution model presented in Chapter 4 with historical taxi data, the

study infers the model can decrease customer wait times by more than 50%, and increase operational

profit up to 10% with less than 20% increase in vehicle mileage when compared to baseline scenarios.

Furthermore, the fast local search heuristic proposed to efficiently decide assignment and pricing

operations concurrently in Chapter 5 can produce results that lie within 10% of the computationally

expensive exact approach for practical implementations.

6.2 Further Research

This section outlines the various opportunities identified as suitable for further research from this study.

These include methodologies to address the limitations of models presented in this study, as well as

proposals for model extensions to tackle ride-sourcing problems with more localised implementations.
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ABM Framework Extensions

The ABM framework presented in Chapter 3 can be extended further to provide readily-available

solutions that cover a more comprehensive range of problems in the AV ride-sourcing spectrum.

Specifically, a study listing the typical simulation set-ups that can be used to tackle the different decision

problems in ride-sourcing can serve as a basis for future research development. Such a study could

result in standardised ABM instances to test mathematical models across different papers and thus

accelerate the production and reproducibility of research.

Points of interest for new research utilising ABM simulation are the computational trade-offs of

different modules included in the ABM. As an example, simulating background traffic with background

noise agents and a car following model can, in practice, offer more realism but could potentially

increase the computational burden considerably. An analysis of these module inclusion trade-offs and

alternative modelling remedies to limit the implications of omitting them would help future research.

A complimentary research product to such analysis could be the identification of stylised facts in urban

transportation markets. These stylised facts could be utilised to ascertain the level of realism of new

ABMs.

Endogenous Congestion for Ride-Sourcing Simulations

The two most common assumptions in traffic modelling for ride-sourcing purposes include no endoge-

nous implication on network velocities by ride-sourcing fleets; or using a car-following model and

assuming the entire traffic is composed of discrete vehicles as agents in the model. Nonetheless, both

approaches can have significant shortcomings depending on the context of implementation.

The assumption of no endogenous implication on network congestion by ride-sourcing fleets is valid

when considering small fleet sizes compared to background flows. Nonetheless, as the popularity of

ride-sourcing platforms increases and their transportation market share potentially attracts travellers

from public transport or private vehicle modes, the assumption of no endogeneity in congestion can

quickly become unfounded. Furthermore, car-following models with tens of thousands of vehicles

moving through a simulation network as noise agents can overburden the computational process.

Therefore, it is apparent that the development of a unified framework for discrete and continuous

network flows would improve the accuracy and robustness of any ride-sourcing operation simulator.

Fleet Sizing ABM Study Extensions

The fleet sizing ABM model presented in Chapter 3 serves as a proof-of-concept; however, it could be

extended to account for localised urban transportation environments, subject to data availability. Such

extensions could consider a model accounting for the endogenous effects of congestion and background

traffic as discussed above, the inclusion of alternative transport options, an account for intelligent

customer behaviour or the use of electric charging points and an energy consumption model.

The extensions above would likely result in smaller critical fleet sizes than the experiments conducted

in Chapter 3. Nonetheless, their inclusion could aid for useful cost-benefit studies of different fleet
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sizes if future studies also account for the operational costs and revenues of ride-sourcing services.

Such research could identify the distribution of the monetised benefit for various fleet sizes by running

simulations with multiple random seeds.

Reinforcement Learning for Intelligent Traveller Behaviour

The traveller behaviour used in methodological sections of this study is based on simple nested-logit

models. These discrete choice models serve the proof-of-concept for the vehicle redistribution and

the assignment and pricing methodologies presented in Chapters 4 and 5 respectively. Nonetheless,

they do not capture the heterogeneity of the customer population, but rather serve as aggregated

representations of the customer behaviour.

Future extensions on vehicle redistribution algorithms and assignment and pricing methodologies could

use more sophisticated and localised traveller behaviours. Additional sophistication could be achieved

by accounting for more detailed market structures and traveller-specific features, such as income

level and type of work. Such features could be extracted using reinforcement learning algorithms

within the ABM framework presented in Chapter 3, by setting the local market structure and deriving

heterogeneous demand features based on census data. The outcome of such research could be trained

traveller personas, which could better inform the ride-sourcing models presented in this study.

Multi-Agent Reinforcement Learning for Fleet Management

The methodology presented in Chapter 4 is a model-based optimization solution. Specifically, it

serves as an aggregated representation of the supply-demand dynamics to estimate an efficient vehicle

redistribution strategy. Nonetheless, the complexity of the supply-demand dynamics is such, that

accurately modelling effects such as the heterogeneity of the traveller population and the dynamic

variation of wait times through time is an almost intractable task.

The realm of multi-agent reinforcement learning might be suitable for addressing the above consid-

erations. Research in reinforcement learning and multi-agent reinforcement learning has attempted

to tackle idle vehicle redistribution; however, existing models do not capture the effects of customer

intelligence and alternative transportation options. Furthermore, the use of coordinated vehicle policies,

which attain to multi-agent reinforcement learning is a computationally demanding task that faces

significant limitations when considering practically implementable scenarios.

Consequently, further research is required for using multi-agent reinforcement learning to identify

optimal vehicle redistribution policies in competitive transport environments with intelligent travellers.

A suitable candidate for training reinforcement learning agents in such research is the ABM framework

presented in Chapter 3.

Assignment and Pricing CDA Model Extensions

In Chapter 5, the study proposed a local search algorithm to identify optimal assignments based on

stated customer valuations for their trips. The computational efficiency and speed of the proposed
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local search method were sufficient for practical implementations. Nonetheless, both computational

complexity and accuracy improvements are possible when exploring the breadth of meta-heuristics

and machine learning algorithms in solving the proposed problem of ride-sharing auctions. Spatial

clustering of requests, for example, could split much larger instances than the ones tested into parallel

problems, which could be solved in a reasonable time, without compromising much of the efficiency of

the algorithm.

Also, future research on ABM studies that use heterogeneous customer populations could focus on

analysing bid behaviours in the proposed methodology (or a variant of it). Such studies could produce

large data-sets of bidding and pricing solutions and better assess the effects of shill bidding to design

more robust combinatorial auctions for ride-sourcing.
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Appendix B

Algorithms

FIFO Assignment

Algorithm 13 describes the FIFO assignment heuristic used in the methodology.

Algorithm 13 FIFO Assignment Heuristic
1: C 6= ; . List of unassigned customers.
2: V 6= ; . List of available vehicles.
3: C

0  C . Proxy list of unassigned customers.
4: for c 2 C do
5: if V = ; then
6: return
7: end if
8: if c 2 C

0 then
9: D = ShortestDistance(V, c) . Get shortest distance from each vehicle in V to customer c.

10: v = arg mini2V D(i) . Get closest vehicle v to customer c.
11: Match(c, v) . Match customer c to vehicle v.
12: V  V \ v . Remove vehicle v from available vehicles list.
13: C

0  C
0 \ c . Remove customer c from unassigned customers proxy list.

14: end if
15: end for
16: Output: Vehicle-customer assignments.

Path-Finding Algorithms

Algorithms 14 and 15 were used to obtain shortest paths and shortest path costs in network calculations

throughout the methodology in the study.
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Algorithm 14 A
? Algorithm

1: G = (V, E) . Network with node set V and edge set E.

2: s 2 V . Start node.

3: t 2 V . End node.

4: C  ; . Closed set.

5: F  ; . Open set.

6: F  F [ s . Add start node to open set.

7: g(s) = 0 . Cost to node s from start node.

8: h(s) = h(s, t) . Estimated cost1 from node i to end node j.

9: f(s) = g(s) + h(s) . Total cost from node s to end node t.

10: P (s) ; . Empty map of cheapest parent node of node s.

11: while F 6= ; do

12: k = arg mini2F f(i) . Get node with minimum total cost from open set.

13: if k = t then

14: return f(t) = f(k), P
⇤ = GetPath(P, k) . Return minimum cost and shortest path.

15: end if

16: F  F \ k

17: C  C [ k

18: for i 2 V |(k, i) 2 E do . For each neighbouring node of k.

19: if i 2 C then

20: continue

21: end if

22: d = g(k) + ck,i . Compute cost to node i using the cost ck,i of edge (k, i) 2 E.

23: if (i 2 F ) ^ (d < g(i)) then

24: F  F \ i

25: end if

26: if (i 2 C) ^ (d < g(i)) then

27: C  C \ i

28: end if

29: if (i 62 F ) ^ (i 62 C) then

30: P (i) = k . Set k as parent node of i.

31: F  F [ i

32: g(i) = d

33: h(i) = h(i, t)

34: f(i) = g(i) + h(i)

35: end if

36: end for

37: end while

38: Output: Shortest path P
⇤ with cost f(t).
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Algorithm 15 GetPath(P, k) Algorithm

1: P⇤  ;
2: P⇤  k

3: while k 2 P.keys do

4: k = P (k)

5: P
⇤  k [ P

⇤
. Add node k to the beginning of ordered set P

⇤.

6: end while

7: Output: Shortest path P
⇤.
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Iterative Proportional Fitting Algorithm

The IPF algorithm (Algorithm 16) was used to identify OD matrices for trip counts in section 3.5.2.

Algorithm 16 Iterative Proportional Fitting (IPF) Algorithm
1: P = (P1, ...PI) . Set P of pickup counts from catchments i 2 I.

2: D = (D1, ...DJ) . Set D of drop-off counts in catchments j 2 J .

3: Ti,j = 1 8i 2 I, j 2 J . Array of origin destination trips.

4: for i 2 I do

5: if Pi = 0 then

6: Pi = µ . Set zero entries of pickup counts to a small number µ  0.0001.

7: end if

8: end for

9: for j 2 J do

10: if Dj = 0 then

11: Dj = µ . Set zero entries of drop-off counts to a small number µ  0.0001.

12: end if

13: end for

14: ✏ = 0.01 . Set algorithm tolerance.

15: ✏Pmax = 1 . Set initial maximum proportional pickup error.

16: ✏Dmax = 1 . Set initial maximum proportional drop-off error.

17: P̂ i =
P

j2J Tij . Calculate pickup estimate.

18: while (✏Pmax > ✏) _ (✏Dmax > ✏) do

19: for i 2 I do

20: for j 2 J do

21: Tij = Tij
Pi

P̂ i
. Weight trip counts by pickup counts.

22: end for

23: end for

24: D̂j =
P

i2I Tij . Calculate drop-off estimate.

25: for i 2 I do

26: for j 2 J do

27: Tij = Tij

Dj

D̂j
. Weight trip counts by drop-off counts.

28: end for

29: end for

30: P̂ i =
P

j2J Tij

31: D̂j =
P

i2I Tij

32: ✏
P
max = max

���1� P̂ i
Pi

��� 8i 2 I

33: ✏
D
max = max

���1� D̂j

Dj

��� 8j 2 J

34: end while

35: Output: Origin-Destination trip counts Tij .
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Network Simplex Algorithm

The network simplex algorithm shown in Algorithm 17 was used to find minimum cost flows in section

4.4.

Algorithm 17 Network Simplex Algorithm for Multigraphs
1: G = (V, E) . Multigraph G with sets of vertices V and edges E.
2: |V | = n . n vertices in multigraph.
3: s, t 2 V . Source s and sink t vertices in V

4: b : V ! Z . Balance vector functions for each vertex v 2 V

5: Step 1: Identify a starting Basic Feasible Solution (BFS). In a BFS, the flow x satisfies the continuity
and capacity constraints and is strictly greater than the lower bound and strictly lower than the
upper bound in n� 1 edges. These n� 1 edges also form a spanning tree for G. n� 1 edges are
referred to as basic variables, whereas the rest are referred to as non-basic variables.

6: Step 2: Calculate vertex potentials ⇡i 8i 2 V with ⇡s = 0 and reduced costs c
⇡

ijk
for each edge

(i, j, k) 2 E.
7: Step 3: If the complimentary slackness optimality conditions listed in [124] are satisfied the current

flow is optimal and x = x
⇤. If the complimentary slackness optimality conditions are not satisfied,

choose the non-basic variable that most violates the optimality condition as a new basic variable.
8: Step 4: Identify the unique cycle formed by adding or subtracting flow from the new basic variable

and using the continuity and capacity constraints augment the largest feasible flow through the
cycle. After this a basic variable from the previous BFS becomes a non-basic variable.

9: Step 5: Repeat steps 2 to 4 until a flow which satisfies the complimentary slackness conditions is
identified.

10: Output: Minimum cost flow x
⇤.

The following example illustrates how Algorithm 17 can be used to find the minimum cost flow on

a multigraph2. Consider the multigraph shown in figure B.1. For each edge (i, j, k) shown in figure

B.1, the notation (uijk, cijk)k refers to the upper bound uijk and cost cijk. For simplicity, all the lower

bounds lijk are set to zero. Initially, (Step 1), a BFS solution is identified as shown in figure B.2.

The complimentary slackness optimality conditions for an optimal flow x
⇤ as listed in [124], are as

follows:

c
⇡

ijk � 0 if x
⇤
i,j,k = uijk (B.1)

c
⇡

ijk = 0 if lijk < x
⇤
i,j,k < uijk (B.2)

c
⇡

ijk  0 if x
⇤
i,j,k = lijk (B.3)

To calculate the vertex potentials ⇡i for vertices i 2 V \ s (⇡s = 0), the reduced cost equation is used:

C
⇡

ij =
h
⇡1 ⇡2 ⇡t

i
⇥Aij � Cij (B.4)

2Multigraphs are directed graphs which may include parallel edges between vertices.
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Figure B.1: Multigraph example properties.
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Figure B.2: Initial BFS. Dashed edges represent non-basic variables, while non-dashed edges represent
the basic variables.

Where C
⇡

ij
and Cij are the matrices of reduced costs and edge costs for edges between vertices i and

j. Aij is the matrix of the factors of each edge between vertices i and j and the balance equations

(excluding b(s)). For vertices 1, 2 and t in the example, the following balance equations hold:
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x1t1 + x1t2 + x121 � xs11 � xs12 � x211 = 0 (B.5)

x2t1 + x211 � xs21 � x121 = 0 (B.6)

� x1t1 � x1t2 � x2t1 = �12 (B.7)

For basic variables, the reduced cost c
⇡

ijk
equals zero, whereas the reduced cost for any non-basic

variable needs to be calculated using equation B.4. The reduced cost equation for edges between

vertices s and 1 is as follows:

h
c
⇡
s11 c

⇡
s12

i
=

h
⇡1 ⇡2 ⇡t

i
⇥

2

664

�1 �1

0 0

0 0

3

775�
h
3 4

i
(B.8)

Furthermore, unlike edges (s, 1)1 and (s, 1)2 in equation (B.8), since edge (s, 2)1 is a basic variable, its

reduced cost equation is as follows:

0 =
h
⇡1 ⇡2 ⇡t

i
⇥

2

664

0

�1

0

3

775� 3 (B.9)

Solving equation (B.9) for the potential variables, ⇡2 equals to �3. Similarly, the reduced cost equation

for edges between vertices 1 and 2 is as follows:

h
c
⇡
121 0

i
=

h
⇡1 ⇡2 ⇡t

i
⇥

2

664

1 �1

�1 1

0 0

3

775�
h
1 2

i
(B.10)

Using ⇡2 = �3 in equation (B.10), the value of ⇡1 equals �5 and c
⇡
121 equals �3. Revisiting equation

(B.8), the values of c
⇡
s11 and c

⇡
s12 result to 2 and 4 respectively. Consequently, c

⇡
s11, c

⇡
s12 and c

⇡
121 satisfy

the complimentary slackness optimality conditions in equations (B.1)-(B.3). The reduced cost equation

for the edges between vertices 1 and t is as follows:

h
c
⇡
1t1 0

i
=

h
⇡1 ⇡2 ⇡t

i
⇥

2

664

1 1

0 0

�1 �1

3

775�
h
1 3

i
(B.11)

Solving this equation for ⇡t it results to �8. Using the known values of ⇡1, ⇡2 and ⇡3, the value of c
⇡
1t1

equals 2, which satisfies the complimentary slackness optimality condition in equation (B.1). Finally,

the reduced cost equation for the non-basic edge between vertices 2 and t is as follows:
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c
⇡

2t1 =
h
⇡1 ⇡2 ⇡t

i
⇥

2

664

0

1

�1

3

775� 6 (B.12)

Solving for c
⇡
2t1, equation (B.12) results to �1, which violates the complimentary slackness optimality

condition in equation (B.1). Consequently, edge (2, t)1 needs to enter the basic variable set, by

subtracting ✓ units of flow through a cycle. Figure B.3 shows that such a cycle exists between edges

(2, t)1, (2, 1)1 and (1, t)2.

s t

2

12

5
3 + %

5

1 + %

5 4 − %

0

Figure B.3: Cycle for subtracting ✓ units of flow from edge (2, t)1.

Using the edge capacities, the maximum units of flow ✓ to be augmented through the cycle outlined in

figure B.3 is 2. This results to the following BFS outlined in figure B.4. As observed in figure B.4, since

the flows between vertices s and 2 did not change and edge (s, 2)1 is still a basic variable, equation

(B.9) is still valid, resulting to ⇡2 = �3. Similarly, equation (B.10) is still valid, since edges (1, 2)1 and

(2, 1)1 are still non-basic and basic variables respectively. Consequently, ⇡1 equals �5 and c
⇡
121 equals �3

as before. As edges (s, 1)1 and (s, 1)2 are still non-basic variables, this also implies that equation (B.8)

is still valid, with the values of c
⇡
s11 and c

⇡
s12 to equal 2 and 4 respectively as before. Consequently, c

⇡
s11,

c
⇡
s12 and c

⇡
121 still satisfy the complimentary slackness optimality conditions in equations (B.1)-(B.3)
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Figure B.4: Resulting BFS after subtracting 2 units of flow from edge (2, t)1.

As edge (2, t)1 is now a basic variable, its reduced cost equation transforms to the following:

0 =
h
⇡1 ⇡2 ⇡t

i
⇥

2

664

0

1

�1

3

775� 6 (B.13)

Using the known value of ⇡2 and solving equation (B.13) for ⇡t, this results to ⇡t = �9. Finally, the

reduced cost equations for edges between vertices 1 and t are as follows:

h
c
⇡
1t1 c

⇡
1t2

i
=

h
⇡1 ⇡2 ⇡t

i
⇥

2

664

1 1

0 0

�1 �1

3

775�
h
1 3

i
(B.14)

Using the known values of ⇡1 and ⇡t in equation (B.14), c
⇡
1t1 and c

⇡
1t2 result to 3 and 1 respectively.

Since the values of c
⇡
1t1 and c

⇡
1t2 also satisfy the complimentary slackness optimality conditions in

equations (B.1)-(B.3), as c
⇡
s11, c

⇡
s12 and c

⇡
121 do, the BFS shown in figure B.4 constitutes the optimal

solution for the minimum cost flow problem.
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