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#### Abstract

Constant change is one of the few truly universal cross-linguistic properties of living languages. In this thesis I focus on lexical change, and ask why the introduction and spread of some words leads to competition and eventual extinction of words with similar functions, while in other cases semantically similar words are able to companionably co-exist for decades.

I start out by using extensive computational simulations to evaluate a recently published method for differentiating selection and drift in language change. While I conclude this particular method still requires improvement to be reliably applicable to historical corpus data, my findings suggest that the approach in general, when properly evaluated, could have considerable future potential for better understanding the interplay of drift, selection and therefore competition in language change.

In a series of corpus studies, I argue that the communicative needs of speakers play a significant role in how languages change, as they continue to be moulded to meet the needs of linguistic communities. I developed and evaluated computational methods for inferring a number of linguistic processes - changes in communicative need, competition between lexical items, and changes in colexification - directly from diachronic corpus data. Applying these new methods to massive historical corpora of multiple languages spanning several centuries, I show that communicative need modulates the outcome of competition between lexical items, and the colexification of concepts in semantic subspaces.

I also conducted an experiment in the form of a dyadic artificial language communication game, the results of which demonstrate how speakers adapt their lexicons to the communicative needs of the situation. This combination of methods allows me to link actions of individual speakers at short timescales to population-level findings in large corpora at historical timescales, in order to show that language change is driven by communicative need.


## Non-technical summary

All living languages change over time. I am interested in how people use words, and how their usage evolves. Sometimes when speakers adopt a new word or phrase - a borrowing like faux pas or a coinage such as megxit - it may end up replacing some older expression, while other times the new element in the lexicon does not cause another one to disappear. I want to figure out if that is something random or something predictable. Most of this thesis focuses on testing one particular hypothesis, that it is the collective communicative needs of the speakers of a language that determine the outcomes of such "competition" between words, and the shape of a language in general. To put it another way, I suspect languages keep changing, because the world keeps changing, and each generation adapts their language(s) to describe that world around them in the most effective and informative way.

I use a combination of methods to probe this idea. One of them involves very large collections of texts (also known as "corpora") from multiple languages, spanning tens or even hundreds of years, or in the case of my Twitter corpus, only a year but covering millions of tweets. Since this is too much data to work through by hand, I make use of artificial intelligence that learns the meanings of words from context and digs up examples of competition. I also use computational simulations, by shuffling real corpora in a controlled manner, and also by creating miniature populations of words that then compete against one another. Finally, I invited some people to a (virtual) lab and asked them to learn small artificial languages and use them communicate with each other. The corpus-based approaches give an idea of what happens in populations of speakers over time; experiments allow me to probe how individual speakers react and adapt when placed in different communicative situations.

This combined approach yields converging evidence supporting the idea that adaptive communicative needs of speakers play an important role in language evolution. Living languages are perpetually shaped and moulded by their speakers in a way that makes sure they remain relevant and effective tools of communication in an ever-changing world. In other words, languages change, because it is useful for them to change.
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## Chapter 1

## Introduction


#### Abstract

All living languages change over time. This is one of the few true cross-linguistic universals. Most change starts out small: some speakers switch to using an alternative lexeme or morpheme, start pronouncing them differently, or saying them in a different order. When more and more such elements get changed in a given variety of a language, it becomes less and less intelligible to its related varieties, and at some point will be regarded as separate language (a status change proverbially hastened by the procurement of an army and a navy), while texts written in the old variety become more and more alien to new readers as time passes and changes compound.

In some sense this is very strange: it would be easier to communicate with older generations, both directly with the alive ones, and indirectly with the earlier ones through written texts, if language just stayed the same. It would also be much easier to communicate, trade and coexist with our neighbours if only our dialects had not diverged a few centuries earlier and become unintelligible to each other. Yet this is not how human language works.


Although some change is likely incidental (known as linguistic drift or neutral change; see Chapter 2), and some may be a result of top-down language planning in some communities, this thesis is driven by the idea that most change is, in one way or another, the result of adaption in the evolutionary sense (cf. Croft 2000; Winters et al. 2015). I argue that non-neutral change is brought on by generations of speakers who are essentially performing maintenance on their languages, making sure the languages continue to serve their communities as optimal tools of communication. I will go on to test hypotheses driven by this idea using both historical corpus data as well as experimentation using artificial languages.

One way to view language is as the outcome of a constant struggle between pressures that can be broadly divided in two. On the one hand, speakers need their communication system to be simple, easily learnable and in general efficient in terms of how much effort it takes to remember, use and understand (cf. Zipf 1949; Christiansen and Chater 2008; Kanwal et al. 2017; Gibson et al. 2019). On the other hand, they also need it to be complex, varied, expressive and informative enough so that it can serve the purposes it exists for (Labov 1982; Kirby et al. 2015; Kemp et al. 2018; Carr et al. 2020). These are all more general, higher-order global needs required to be satisfied for successful communication, for any language to serve its purpose and survive. In this thesis however, I will be focusing on communicative needs in the more specific, situational, 'lower-order' sense. These relate to more local, specific elements like subsystems of
grammar or syntax, or in the case of most of my research, semantic subfields or topics. These of course all differ between cultures and languages, as what people need to express in their daily discourse varies in time and space.

The reasons are many for changes in communicative need in this sense. A new entity may appear in the environment of the language community and require referring to - so a word is coined, derived or borrowed - or lost, if the entity is no longer of relevance, like tools superseded by improved technology. As the socio-cultural landscape of a community changes, some concepts may need distinguishing in finer detail and require more words to do so (see Chapter 4), or some constructions may need streamlining if used more frequently than before. In short, languages are continually being adapted to the social, political, cultural and natural environments of their communities in order to stay relevant and not be replaced by another one (cf. Boas 1911; Sapir 1921; Martinet 1952; Coulmas 1989; Lupyan and Dale 2010; Christensen et al. 2016). Language also adapts to itself, the complex system that it is (Beckner et al. 2009) - when one component changes, others may need adjustment for the entire system to remain optimal for communication as a whole.

Not all communicative needs are strictly about the content of an utterance: a language is also a conveyor of social and cultural identity (see Joseph 2004), and speakers need their utterances not only to inform but also to have the intended illocutionary force (see Searle 1969). Such metalinguistic needs can be expected to play a role in the selection for elements borrowed from more prestigious varieties, the discarding of those associated with undesirable ones, or speakers changing their pronunciation to sound more like (or unlike) somebody else. Therefore I view all such cases too as adaptions to the various communicative needs of the time and place where a language is being used.

Communicative need in the local, lower-order sense can act as catalyst for the higher-order pressures. For example, if some pair of similar concepts requires distinguishing from one another (e.g. for cultural reasons), like two shades of colour or kinship relations, then the pressure for simplicity can be relaxed in favour of expressivity, lexifying those with individual words. If it is not particularly relevant for the language community to regularly distinguish between blue and a slightly lighter shade of blue, or the maternal and paternal grandfather, then expressivity gives way to simplicity and efficiency, and these examples will be just termed blue and grandfather (cf. Kemp et al. 2018). As socio-cultural motivations change, language eventually follows.

While many pathways of change in language are to some extent regular and predictable (cf. Traugott and Dasher 2001; Bybee 2002; van Gelderen 2009), many take time on the order of centuries (cf. McMahon 1994; Strang 2015). Some words, usually the most frequent ones, can also remain stable in meaning and form for centuries (if not millennia; Pagel et al. 2013). Yet new words are being continuously coined and borrowed - and though some may be shortlived, others can compete with and replace old variants within the span of decades (see Chapter 4). This faster turnover rate makes words easier to study using diachronic corpora than for example syntactic or morphological phenomena. Additionally, the meanings or functions of words are by far the easiest to model using the automated distributional approaches I employ
here to study vast amounts of data that would be inconceivable to handle by hand.
This is largely the approach taken in this thesis: I study changes in word frequencies in historical text corpora (see Chapter 3), inferring their changing meanings and contexts directly from textual data using language-agnostic machine learning tools (Chapters 3, 4). This means all the methods developed and described in this thesis are readily applicable to languages other than those few considered here, and with some adjustment to domains of language beyond that of the lexicon. I also employ computational simulations to test and validate a number of methodologies where needed (notably Chapter 2), and a communication experiment (Chapter 5) to investigate the effects of communicative need on the individual level (as opposed to the population-level aggregates that are corpora). ${ }^{1}$

### 1.1 Situating the research

In terms of scientific fields or disciplines, this thesis could be viewed as being situated on the intersection of a few. The primary ones would be flavours of linguistics, with various prefixes. Computational, in the sense that most of this research relies heavily on big corpus data, statistics and machine learning tools. Historical linguistics, in the sense that I am looking at diachrony, change over time; and evolutionary, in the sense that I focus on the dynamics and cognitive pressures driving the change. From another point of view, this thesis deals primarily with words and changes in their meaning and usage, and is therefore part of lexicology and semantics. But then Chapter 2 interfaces directly with population genetics, Chapter 3 builds on a metaphor based on fluid dynamics, and Chapter 5 makes use of an experimental paradigm common in experimental psychology and psycholinguistics, but also in experimental semiotics.

I hope that the methods, or methods based on the ones developed here, will also be eventually applied, and the findings discussed, in a number of fields. The advection and competition models (Chapters 3 and 4), but also the discussion on time series binning (Chapter 2), have potential to be useful in (computationally-oriented) historical and evolutionary linguistics, and as discussed above, potentially also in domains of language other than lexicology, and perhaps also beyond the study of language.

### 1.2 Thesis roadmap

This thesis is structured as follows. In Chapter 2, I evaluate a recently proposed statistical method for differentiating linguistic selection and drift (Newberry et al. 2017). This is an important component of understanding language change: if a change can reliably be attributed to drift, then it would be superfluous to look for further causes like competition between ele-

[^0]ments, cognitive pressures or sociolinguistic reasons. I employ extensive computational simulations to mimic language change scenarios to test the applicability of the method, but conclude that it still requires improvement to be reliably applicable to historical corpus data, or at least the kinds of questions I aim to investigate in this thesis. However, my findings suggest that the approach in general, when properly evaluated, could have considerable future potential for better understanding the interplay of drift, selection and therefore competition in language change. The simulations and probing of corpus data in this study also informs many of the technical decisions later in this thesis.

Chapter 2, as well as Chapters 3 and 4 consist of papers in various stages of the publishing process. I have retained their original layouts, meaning they will display their own page numbers (in the headers), while the page numbering of the thesis continues consistently in the footer.

In Chapter 3, I propose a new method for quantifying topical fluctuations in diachronic corpora, called the topical advection model. I show that it can be used as a baseline predictor for frequency changes of lexical items over time, which roughly follow the prevalence of the topics of conversation they are used in. I argue that the same approach can be used as a proxy to changes in communicative needs in a population over time, and show that positive topical fluctuations correlate with the introduction of new words to the lexicon. This methodology forms the basis on which the next two corpus studies build on.

Chapter 4 focuses on lexical competition, with the following premise. When a variant is selected for by it speakers, it can either end up replacing its alternative(s), or enrich its local semantic space without causing others to be discarded. I propose that communicative need may explain some of this variability. To test this, I develop a general method for quantifying competition between linguistic elements in diachronic corpora, and use the advection model from Chapter 4 to operationalize communicative need. I demonstrate using a variety of corpora from different languages that near-synonymous words are more likely to directly compete if they belong to a topic of conversation whose importance to language users is constant over time, possibly leading to the extinction of one of the competing words. By contrast, in topics which are increasing in importance, near-synonymous words can coexist without competing. I therefore argue that in addition to direct competition between words, lexical change can be driven by competition between topics or semantic subspaces, something which should be further studied in future research.

Chapter 5 introduces an artificial language experimental paradigm to test the effect of communicative need on individual lexification choices in discourse, building on and also replicating the predictions of a recently published typological study demonstrating a tendency for languages to colexify similar concepts (Xu et al. 2020). Most diachronic corpora are essentially (relatively small and often edited) population-level aggregate samples of utterances from various speakers and sources. It is not trivial to infer individual-level decision processes from such data (see Chapter 2). Experiments provide a way to probe biases are pressures in speaker behaviour in a controlled manner, but linking these to the larger changes observable over longer time scales is not trivial either. I attempt to do that by conducting a historical corpus study using a technical setup similar to that of Chapter 4, supported by a corpus-based measure of
colexification that I developed - and show that diachronic changes in colexification correlate with changes in communicative need, echoing the results of the experimental study.

The final chapter summarises the thesis and lays out pathways for future research on these topics. In short, in this thesis I aim to make three contributions to language sciences: I introduce a number of novel computational methods to study language change in corpora and discuss how to evaluate such methods; show that communicative need plays a significant role in language change over time; and demonstrate experimentally how variable communicative needs lead to different speaker lexification behaviours.

## Chapter 2

## Challenges in detecting evolutionary forces in language change using diachronic corpora


#### Abstract

As described in Section 1.2 above, this Chapter is concerned with the evaluation of a recently proposed method, the Fitness Increment Test (FIT), for testing time series derived from corpora, with the goal of determining whether a change in frequencies is likely a result of linguistic drift or selection for a variant by speakers. This is an important question: one aim of this thesis is to develop a model of linguistic competition (see Chapter 4), yet competition only makes sense in the presence of selection. If a variant becomes prevalent and another disappears simply due to random drift, there is no sense in trying to model the given case as competition. In the bigger picture, this is also touches wider questions in historical and evolutionary linguistics, such as, how much of change is actually caused by directed selection, or do some languages or domains within languages change more due to drift or selection.

However, after carrying out simulations with artificial language change scenarios based on the Wright-Fisher model, I find that the FIT, while a promising approach, is not yet quite robust enough that it could be readily adopted in the explanatory models I aim to construct in this thesis. Still, carrying out this research proved useful in terms of thinking about the technical choices inevitable involved in corpus-based research, as discussed below.


### 2.1 Author contributions

The following paper has been published in Glossa: a journal of general linguistics. The reproduction of this online version, over the subsequent pages, is in accordance with the publication licence. I carried out the analysis, wrote the paper, created the figures, and handled the submission process. Kenny Smith, Richard A. Blythe and Simon Kirby provided advice on the design of the study and the analysis, as well as edits and comments on the paper.

The paper, as reproduced here, comes with its own header, but thesis page numbers continue throughout, in the footer. Note that the reference "Karjus et al. 2020" refers to the paper that forms Chapter 3 in this thesis, which was in the online-only Advance Article stage at Language Dynamics and Change at the time this paper was published.
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#### Abstract

Newberry et al. (Detecting evolutionary forces in language change, Nature 551, 2017) tackle an important but difficult problem in linguistics, the testing of selective theories of language change against a null model of drift. Having applied a test from population genetics (the Frequency Increment Test) to a number of relevant examples, they suggest stochasticity has a previously under-appreciated role in language evolution. We replicate their results and find that while the overall observation holds, results produced by this approach on individual time series can be sensitive to how the corpus is organized into temporal segments (binning). Furthermore, we use a large set of simulations in conjunction with binning to systematically explore the range of applicability of the Frequency Increment Test. We conclude that care should be exercised with interpreting results of tests like the Frequency Increment Test on individual series, given the researcher degrees of freedom available when applying the test to corpus data, and fundamental differences between genetic and linguistic data. Our findings have implications for selection testing and temporal binning in general, as well as demonstrating the usefulness of simulations for evaluating methods newly introduced to the field.
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## 1 Introduction

All natural languages change over time. The way each new generation of speakers pronounces their words is subtly different from their parents, new words replace old ones, marginal grammatical paradigms become the norm, and norms dissolve. Many authors have suggested that language change, like other evolutionary processes, involves both directed selection as well as stochastic drift (Sapir 1921; Jespersen 1922; Andersen 1990; McMahon 1994; Croft 2000; Baxter et al. 2006; Van de Velde 2014; Steels \& Szathmáry 2018). Systematically quantifying the relative contribution of these two processes - particularly with reference to individual time series - is an open problem.
There are a number of ways in which selective biases may influence language change. For example various cognitive biases have been postulated as important in the evolution of language (Haspelmath 1999; Croft 2000; Kirby, Cornish \& Smith 2008; Fay et al. 2010; Smith, Tamariz \& Kirby 2013; Enfield 2014; Tamariz et al. 2014) and one might therefore expect to see manifestations of these in instances of language change. Selective advantage stemming from sociolinguistic prestige of (the users of) competing variants has been shown to play a considerable role in change, both via competition between forms within the language community as well as borrowing from other languages (Labov 2011; Hernández-Campoy \& Conde-Silvestre 2012). A foreign or novel variant may also be selected for by virtue of filling a lexical or morphosyntactic gap (McMahon 1994; Trask
1996). The form of a variant alone may convey a selective advantage. For example, it has been observed that, all other things being equal, speakers prefer shorter forms that take less effort to utter (Zipf 1949; Kanwal et al. 2017) and limited iconicity can be advantageous (Dingemanse et al. 2015). Various usage and acquisition properties have been shown to be predictors of success (Kershaw, Rowe \& Stacey 2016; Calude, Miller \& Pagel 2017; Grieve, Nini \& Guo 2018; Monaghan \& Roberts 2019). There is also evidence that certain phonetic changes are more likely than others, due to the articulatory and acoustic properties of human speech sounds (Ohala 1983; Baxter et al. 2006). In certain circumstances there may be even qualitative evidence of directed selection, such as knowledge of previous activities of some authoritative language planning body, prescriptive grammars, or other exogenous forces (Rubin et al. 1977; Anderwald 2012; Ghanbarnejad et al. 2014; Daoust 2017).

It is a reasonable hypothesis that, given adequately large and representative samples of language use over time (i.e., corpora), signatures of selection should be inferable from the usage data alone. This idea has recently been explored in a number of works (Hahn \& Bentley 2003; Bentley 2008; Reali \& Griffiths 2010; Blythe 2012; Sindi \& Dale 2016; Amato et al. 2018), and has been also applied to domains of cumulative cultural evolution beyond language (Kandler, Wilder \& Fortunato 2017; Kandler \& Crema 2019). One of the more ambitious attempts is that of Newberry et al. (2017), who employ a standard method borrowed from the field of population genetics, which also deals with the inference of selection in a population and the assessment of drift in evolution. We will henceforth refer to this work as "Newberry et al." (an earlier version of the paper is Ahern et al. 2016). They use the Frequency Increment Test (Feder, Kryazhimskiy \& Plotkin 2014), or FIT for short, and make an explicit connection with the Wright-Fisher model (Wright 1931; Ewens 2004) of neutral stochastic drift (not unlike a previous similar contribution, Sindi \& Dale 2016).
Newberry et al. consider three grammatical changes in the English language. Their main focus is the (ir)regularization of past-tense verbs (e.g. the change from irregular snuck to regular sneaked), a topic that has been of some interest (Lieberman et al. 2007; Cuskley et al. 2014; Gray et al. 2018). They also investigate the change in periphrastic do (say not that! becoming don't say that!), the evolution of verbal negation (from the Old English pre-verbal to the Early Modern English post-verbal), and possible phonological neighborhood effects (which we will not discuss here). They use data from the Corpus of Historical American English (Davies 2010) and the Penn Parsed Corpora of Historical English (Kroch \& Taylor 2000). Their method consists of calculating the relative frequencies of alternative forms in a corpus (e.g., the relative frequency of the irregular past tense form snuck against that of the regular sneaked), placing the count data into variable-length temporal bins, and running the FIT on the resulting time series. Ultimately, the test yields a $p$-value under the null hypothesis of change by drift alone. They also infer the "effective population size" of the verbs and show that the strength of drift (in a subset of verbs with a FIT $p>0.2$ ) correlates inversely with corpus frequencies, echoing the analogous observation about small populations in genetics.

The FIT points towards selection being operative in some cases, while labelling others (in fact, most changes in past-tense forms) as changes stemming from drift. In this work, we replicate this analysis (using Newberry et al.'s original code; see the Data Availability section in the end). We highlight an important methodological issue that arises when applying the FIT to linguistic data and which should be taken into account in future applications of the FIT (and similar tests) to identify cases of selection from linguistic corpora. The key issue lies in the construction of the time series via binning counts (e.g.
from a corpus), and the application of the test in question to such time series, but we also draw attention to issues more specific to diachronic language data. While the FIT may be an appropriate test in some cases, we show that an incautious application of the FIT to linguistic data can end up incorrectly identifying cases of drift as cases of selection, and missing subjectively clear cases of selection.
While the approach of applying a test of selection to corpus-based time series shows promise as a method of linguistic analysis, we believe these issues deserve further investigation. We briefly explain the technical aspects of temporal binning and the FIT in the next subsections.

### 1.1 Linguistic corpora and data binning

In quantitative research on language dynamics, words and grammatical constructions are often equated with alleles (Reali \& Griffiths 2010). This analogy is motivated by the observation that a given "underlying form" may have two or more (near-) synonymous actualizations or "surface forms" (e.g. as in the sneaked-snuck case which are both actualizations of sneak.PAST). Word variants are not quite like alleles though. Organisms inherit genetic material from their parents, and one can (in principle) test for the presence of a particular allele in each individual in the population over time. In the context of language use, the notions of parents, offspring and generations are more diffuse than they are in genetics. What is done in practice when analysing time series is to construct an artificial "generation" by collecting together all instances of the word variants under consideration that fall within a specific time window (or "bin"). Particularly troublesome is that fact that a given lexeme may not occur in a given corpus in a particular period of time, which means having to widen the bin to obtain a meaningful frequency. Such absences may occur simply because of the finite size of the sample: any corpus is in the end just a sample from a population of utterances. The smaller the corpus, the smaller the chance a lexeme has to occur. It may also be because people talked and wrote about other topics in that time window, which did not require the use of this particular sense. A corpus may be large, but not well balanced, in the sense that it does not cover all the relevant genres or topics of the time. Incidentally, this is a point of critique directed by Pechenick, Danforth \& Dodds (2015) at another widely used diachronic corpus, the Google Books N-grams dataset.
To understand the issue of binning (or temporal segmentation) in more detail, let us consider for a moment a fictional corpus of a daily newspaper, spanning two centuries. Our goal is to count the occurrences of two competing spelling forms of a word and operationalise these as relative frequencies in a time series. The smallest possible temporal sample would consist of the text that makes up one daily issue of the paper (yielding a fine grained time series of about $n=73000$ data points). One could also aggregate (bin) all the texts from one month ( $n=2400$ ), year $(n=200)$, decade $(n=20)$ or century $(n=2)$. However, there is no single ideal way to bin the data. A century, with only two data points, may be too large a chunk, as it may miss processes taking place in between - and it is difficult to infer anything about the dynamics of the change from two data points. A day is likely too small a sample, since the word (in either spelling) might not occur every day, unless it is a particularly commonly used one.
In corpus-based language research either years or decades therefore seem the most commonly used bins. Regardless, a decision has to be made regarding how to bin corpus data; our point here is to show that this decision (which potentially constitutes an additional researcher degree of freedom, since different binning decisions may yield different results) influences the outcome of analyses which use tests like the FIT to identify selection.

### 1.2 The Frequency Increment Test

The FIT (Feder, Kryazhimskiy \& Plotkin 2014) belongs to a family of methods conceived to detect selection in time series genetic data, with intended application to population genetics experiments and historic DNA samples. All of them boil down to looking for certain patterns in time series of allele frequencies (Nishino 2013; Terhorst, Schlötterer \& Song 2015; Schraiber, Evans \& Slatkin 2016; Iranmehr et al. 2017; Taus, Futschik \& Schlötterer 2017; Vlachos \& Kofler 2018) (see Malaspinas 2016; Vlachos et al. 2019: for reviews). Such approaches rely on the presumption that a change driven by selection would look different, or leave different "signatures", from a change happening due to stochastic drift.
The FIT works as follows. Relative frequencies in the range $(0,1)$ are transformed into frequency increments $Y$ according to

$$
\begin{equation*}
Y_{i}=\left(v_{i}-v_{i-1}\right) / \sqrt{2 v_{i-1}\left(1-v_{i-1}\right)\left(t_{i}-t_{i-1}\right)} \tag{1}
\end{equation*}
$$

where $v_{i}$ is the relative frequency of a variant at a measurement time $t_{i}$. The rationale behind this rescaling is that, under neutral evolution, the mean increment $v_{i}-v_{i-1}$ (i.e. the change in frequency of $v_{i}$ from time $t_{i-1}$ to time $t_{i}$ ) is zero, and its variance is proportional to

$$
\begin{equation*}
v_{i-1}\left(1-v_{i-1}\right)\left(t_{i}-t_{i-1}\right), \tag{2}
\end{equation*}
$$

i.e. the expected variance under drift is large when we are looking at the changes in frequency between two widely separated time points (i.e. $t_{i-1}$ and $t_{i}$ are far apart) or when values of $v_{i}$ are close to 0.5 (i.e. changes in frequency driven by drift will tend to be small when the variant is very rare and $v_{i}$ is close to 0 , or very common and $v_{i}$ is close to 1 ).
The FIT relies on the Gaussian approximation of the Wright-Fisher diffusion process. When the variant frequency $v_{i}$ is not too close to either of the boundary values 0 or 1 and the time between successive measurements is sufficiently small, the random variables $Y_{i}$ can be approximated as having a normal distribution with a mean of zero and a variance that is inversely proportional to an effective population size (which is taken to be constant over time). Thus a test under the null hypothesis of drift amounts to a test of how likely the transformed increments $Y_{i}$ are under the assumption that they are drawn from a normal distribution with a mean of zero, as would be the case under drift: this can be evaluated using a one-sample $t$-test test under the assumption of normally-distributed increments with a zero mean and equal variance.
In this context, a failure to reject the null indicates a failure to reject the hypothesis of drift. On the other hand, if the null hypothesis is rejected, than the changes may be due to some non-neutral process. In this work, we check for the normality assumption using the Shapiro-Wilk test. Homoscedasticity (the assumption that the underlying distributions have equal variances) is less straightforward; we explore its relevance in the Supplementary Appendix.
The authors of the Frequency Increment Test (Feder, Kryazhimskiy \& Plotkin 2014) note that its power increases with the number of sampled time points, but also that it has low power in cases of both very weak (near-drift) and very strong selection coefficients. The latter leads to a situation where fixation to a variant happens swiftly within the sampling interval (the range of the time series), making the rest of the time series uninformative. The frequencies should also be far from absorbing boundaries (i.e., situations where one variant is at (or near) $0 \%$ and the other at $100 \%$ of the population), which might pose a particular problem in corpus-based time series analysis: since linguistic change is (classically) believed to follow an S-shaped trajectory (Blythe \& Croft 2012), a change which takes place near
the start or end of a given corpus would throw off the test, since most of the length of the given time series would be (near-)stationary. Similarly, if a corpus (equivalent to the "sampling period" in a genetics experiment) is too "short", it might only chronicle a segment of a longer change process.

## 2 The FIT and binning decisions in linguistic corpora: A reanalysis of English past tense verb regularization

We focus here on the main result of Newberry et al. - the application of the FIT for assessing time series of verb form frequencies in order to determine if the observed patterns of change for 36 English verbs results from stochastic drift or selection. Technical data processing details described in this section are based on the Supplementary Information of Newberry et al., their code, and M. Newberry, p.c.
They construct a time series for each of 36 pre-selected verbs using 200 years of data in the Corpus of Historical American English (COHA), by counting how many times the regular past tense form occurs relative to the total number of instances of either the regular or irregular form. The yearly verb count series are then binned (grouped) into a number of variable-width quantile bins $n(b)=\lceil\ln (n(v))\rceil$, where $n(v)$ is the sum of both (regular and irregular) past tense form tokens of the verb counted across the entire corpus. For example, light.PAST occurs $n(v)=8869$ times in the corpus, resulting in $\lceil\ln (n(v))\rceil=10$ bins to group the years where the verb occurs. The first bin contains years 1810-1863 (and contains 897 tokens), the second 1864-1886 (890 tokens) and so on, up to the tenth (1994-2009, 884 tokens). Since the grouping is by years (years being the time resolution of the corpus), the bin size varies slightly in the exact number of tokens falling into each bin. More frequent verbs thus get more bins (up to 13), whereas less frequent verbs get fewer bins (down to 6). For each verb in each bin, the relative frequency of its regular past tense form in $[0,1]$ is calculated. Since the FIT assumes relative frequencies in $(0,1)$, Laplace +1 smoothing is applied to count values in bins where one of the variants has no occurrences at all in this section of the corpus.
As discussed above in the section on corpus binning, some temporal segmentation process is necessary. The binning procedure applied by Newberry et al. is somewhat different from the more common strategy of using fixed length bins such as years or decades. The advantage of their approach is that there is guaranteed to be data in every bin (whereas a low frequency lexeme might be entirely absent in a fixed-width bin), the bins are roughly the same size in terms of tokens, and the resulting increments tend (although are not guaranteed) to be normally distributed with equal variance. These properties are beneficial for the FIT, more likely yielding normally distributed increments with less sampling noise (Feder, Kryazhimskiy \& Plotkin 2014). It should be noted though that the resulting bins differ quite widely in their temporal granularity - e.g. in the example above, the longest bin covers the earliest 53 years of the corpus, the shortest covers the most recent 15 years, and different verbs will use different time windows depending on their frequency in the corpus. Since the COHA is smaller on the early end (less tokens per year) and bigger on the more recent end, variable-width bins of the verb data are systematically longer in the early 1800s compared to the $20^{\text {th }}$ century ones (cf. the Supplementary Appendix for more discussion).
The series of relative frequencies based on the resulting bins are fed into the Frequency Increment Test to assess whether one may reject the null hypothesis of drift and assert that a given trajectory is therefore probably a product of selection. Newberry et al. set the FIT $\alpha=0.05$ but also report results for $\alpha=0.2$. They conduct the Shapiro-Wilk normality test on the transformed frequency increments, as the FIT assumes the increments to be normally distributed.

We replicate their original results, using their code, and furthermore explore the consequences of manipulating the size of the bins, in two ways. We present results for both binning strategies. That is, variable-width bins, $n(b)=c \ln (n(v))$, where $c$ is an additional arbitrary constant, and $c=1$ recovers the Newberry et al. procedure; and fixed-width bins, each set to a fixed duration in years.
Importantly, the fixed-width binning approach necessitates the introduction of an additional parameter: since some bins may end up with no or few occurrences of either form of a verb, we set a threshold of minimum 10 total occurrences for a relative value to be calculated in a bin; otherwise the bin is excluded before applying the FIT (hence also reducing the number of bins that make up the time series). As the FIT assumes values in $(0,1)$, smoothing of boundary values is required. But if there is only a single occurrence of a verb in a bin (meaning the single present form would be at $100 \%$, the other at 0 ), then the +1 smoothing would force the relative value to be $50-50$, which is undesirable. Similar distortions would happen with small frequency values, hence the threshold of 10 . See the Supplementary Appendix for more discussion on the differences between these approaches and how different minimal frequency thresholds affect the results. A more conservative threshold (such as 100) would yield more reliable bins (and less noisy time points), but given the size of COHA, most verbs don't have 100 occurrences per year (or some even in 5 years), which would preclude testing in shorter fixed bins.
Figure 1 shows the results of these various analyses, in terms of how many verbs (out of the 36) allow us to reject the null hypothesis of drift, given the thresholds mentioned in the original work, as well as taking into account the normality assumption of the FIT (see above). We use the Shapiro-Wilk normality test, following Newberry et al. (this test is of course subject to low power in small samples as well). Out of the 466 time series analyses summarised in Figure 1 ( 36 verbs times 13 binning choices, minus two series with not enough data points), $63 \%$ of the FIT $p$-values are eligible to be interpreted at Shapiro-Wilk $\alpha=0.1$.
We find that binning strategy does have an effect on the results, both in variable and fixed binning. Importantly, in broad strokes, the picture presented by Newberry et al. holds. They found that 6 out of 36 verbs undergoing selection; since the majority of verbs do not give a positive signal for selection, they interpret this as indicating that language change is often primarily stochastic. Looking at a wider range of binnings, we find that in most cases, there are indeed $5 \pm 2$ verbs that get flagged as undergoing selection at FIT $\alpha=0.05$, consistent with their conclusion. However, the specific verbs that are flagged as undergoing selection vary depending on the binning strategy. There are 4 verbs for which selection is detected in most binning choices - light, smell, sneak, wake (incidentally the ones with the strongest inferred selection coefficient, given the original binning, cf. EDT1 in Newberry et al.). There are also between 9 and 11 verbs (in variable-width binning; depending on how stringently the normality assumption is observed) which provide a robust absence of significant indications of selection, where the FIT $p$-value never drops below 0.2 regardless of binning. However, for the remaining verbs the decision as to whether or not they are undergoing selection depends on the binning choices. That being said, Newberry et al. do draw attention to the fact that results of applying the FIT come with a certain margin of error and report their false discovery estimates ( $30 \%$ for verbs with a FIT $\alpha=0.05,45 \%$ at 0.2 ).
Given that binning leads to different sample sizes of increments for the underlying $t$-test, those in turn being based on differing distributions of the tokens, some variance in the $p$-values is to be expected (not unlike in a replication of an experiment). The interpretation of our results and the appropriate conclusion regarding the sensitivity of the FIT test to binning strategy ultimately depends on one's intention in carrying out a tests of selection in


Figure 1: Results of applying the FIT to time series constructed based on 200 years of COHA frequency data. The verbs are ordered by overall frequency (low on the left). The constant c determines the number of variable length bins via $n(b)=c \ln (n(v)) . c=1$ corresponds to Newberry et al.'s original results. 10 years corresponds to fixed bin length of 10 years, etc; "no bin" refers to no additional binning on top of the default yearly bins in the corpus. The colour of each point corresponds to the result of the FIT test of a verb time series in each binning (orange: $p<0.05$, gold: $0.05 \leq p<0.2$, light blue: $p \geq 0.2$ ). The shape corresponds to the Shapiro-Wilk test result (filled circle: $p \geq 0.1$, hollow square: $p<0.1$, likely not normal), with cases of selection meeting the normality assumption highlighted by a larger circle. The column of numbers on the left displays the (rounded) median of the bins to years ratio in the given binning strategy. Only years where the verb occurs are counted (exclusion of sparse bins also leads the median in the no-binning version to be below 1). The listed variable (panel a) and fixed-width strategies (b) yield comparable binning ratios, e.g. the " $c=1$ " version is comparable to 20 -year fixed-width. In summary, the results presented here demonstrate that the FIT is sensitive to the strategy used for binning.
the first place. If the goal is to test a large set of series to determine general tendencies, as is the case for Newberry et al. then this approach may well be good enough - the qualitative result of Newberry et al. does broadly apply in most binning strategies.
However, most individual time series seem rather sensitive to binning, in the sense that the $p$-values fluctuate across conventional $\alpha$ levels between binnings. No verbs show an unambiguous signal of selection. For example, drift is not rejected in the time series of wed using the Newberry et al. binning, while it is when the number of variable-width bins is multiplied by 2 . The verb sneak is significant at $\alpha=0.05$ in almost all the variablewidth binnings, but in none of the fixed length ones; awake is significant in only a single explored binning strategy (variable-width with $c=0.5$ ) and there are 4 more such verbs particularly sensitive to binning (the 1-year bins notwithstanding).
The no-binning results (i.e., using the default 1 -year bins of COHA without further binning) differ visibly from the rest, but the normality assumption is also mostly violated. Given the small and variable bin sizes (tokens per bin), the same is likely true for the homoskedasticity assumption (although how much that matters and how to set a threshold is not clear, cf. the Supplementary Appendix). Most importantly, using "default"

1-year bins leads to testing on series where the increments are often based on very small samples, which is not desirable for any statistical test.
These evaluations obviously depend on the choice of $\alpha$ thresholds for the FIT and the supporting normality test - for example, a more stringent FIT $\alpha$ would lead to more verbs being classified as unambiguous cases of drift. In any case, if the intention is to test a particular example of linguistic change for selection (something a linguist may well be interested in), things become difficult. The issue diminishes if there is sufficient data on the variants, but that does not seem to be the case for many of the verbs tested here, given the size of COHA.
All in all, these findings merit a further investigation into the inner workings of the Frequency Increment Test and its applicability to corpus-based time series, which we will conduct in the following two sections.

## 3 The behaviour of the Frequency Increment Test in artificial time series

We construct a number of artificial examples (Figure 2) to probe the behaviour of the FIT on time series of length and character similar to those investigated in the original paper (which contained between 6 and 13 time points). The FIT can be shown to yield robust results for a certain range of series (as already shown by the subset of binning-insensitive verbs in the previous section). Yet we also observe a number of scenarios - time series that could be plausibly derived from linguistic corpora - where the results of the FIT are perhaps not what one might expect, from a language science point of view. To put it another way, this is the section where we push the FIT and see if it breaks. The next section demonstrates scenarios where the results of the FIT remain robust.


Figure 2: Artificially constructed time series of fictional variant relative frequencies (thick black lines, in ( 0,1 )); time on the $x$-axis. The rescaled increments (after adjusting for absorption) are shown as dotted grey lines with dash points, and their distribution is shown on the left side as a violin plot. Points of interest discussed in this section are highlighted with red on some panels. The FIT and Shapiro-Wilk test $p$-values are reported in the corners. This figure depicts a number of realistic scenarios where applying the FIT would yield unexpected results, due to either the range of the time series derived from the corpus ( $\mathbf{a}, \mathbf{b}$ ), a difference in the number of data points (c), the sensitivity of FIT to near-zero values ( $\mathbf{d}, \mathbf{e}$ ), and how stringently the assumption of the normality of the distribution of increments is being observed (e). This figure illustrates reasons to exercise caution when applying a test like the FIT to linguistic time series.

Each series in Figure 2 may be interpreted as the percentage of a variant of some fictional linguistic element over time (after binning). We calculate the FIT $p$-value of each series, as well as the Shapiro-Wilk test $p$-values. Figure 2.a draws attention to how the temporal range of the time series (or that of the coverage of the corpus) can lead to quite different conclusions. Both 2.a. 1 and 2.a. 2 are different ends of the same series (the overlap highlighted with the red circle). The series, if analysed as a whole, would yield a $p_{\text {FIT }}=0.02$, but neither end on its own holds sufficient data to reject drift (nor is the FIT technically applicable, if the assumption of normality is observed). This perspective may explain the case of the purportedly drift-driven regularization of the verbs spill and burn, which are brought up in Newberry et al. as examples where drift alone is sufficient to explain the change, but which are problematic because the regular forms were already highly frequent by the early 19th century where the COHA coverage starts. spill starts out with a share of $55 \%$ regular forms in the first bin given the variable-width binning strategy; burn is at $86 \%$ regular. Under fixed decade binning, burn is $36 \%$ regular in the first bin, increasing to $62 \%$ and then to $82 \%$, indicating a sharp increase characteristic of strong selection rather than drift (but obscured by the variable binning approach).
This example also points to a case where different evolutionary domains (genetics, language) might have different expectations about what a reasonable time-series characteristic of selection should look like. The FIT assumes the Wright-Fisher as the underlying model (reasonably so in population genetics). The long tail of near-zero values followed by a sudden increase in 2.a. 1 is something that is unlikely to be observed in a WrightFisher model with constant selection strength parameter. However, from a linguistic point of view, this is a very natural series: a recent innovation or borrowing will be represented in the corpus as an increase preceded by a period of zero frequencies as far back as the corpus goes; this pattern could be explained as a recent change in fitness (e.g. a change in the subjective sociolinguistic prestige of a word).
A similar case is presented in Figure 2.b.1: if the time series chronicles both strong selection for one variant, and subsequent selection for the competing variant, then a blind application of the FIT will invariably indicate drift. Using only (either) half of the series as input to the test would yield a $p$-value indicating selection. knit is a verb undergoing a somewhat similar process, with usage spiking towards the regular (observable under finer binnings), followed by mostly irregular usage. Figure 2.b. 2 is an example of the behaviour of FIT if the corpus coverage is too wide. The S-curve in the middle would yield a FIT $p$-value of 0.02 - in fact, it is the exact same curve as in Figure 2.c. 2 (highlighted by the red dots). Yet the $S$ being surrounded by (near-)absorption values, the FIT would indicate drift (were the test to be used despite the possible non-normality of the distribution).
In the case of real data, the part of the time series depicting the long period of no change could in principle be clipped away. This is straightforward if the "tail" consists of zeroes, but less so given small near-boundary values. Similarly, only the part of the time series far enough from the boundaries could be analysed (keeping in mind the specifics of the FIT, see above). However, any such solutions would introduce yet another researcher degree of freedom (what part of the series to include in the analysis) (cf. Simmons, Nelson \& Simonsohn 2011).
Figure 2.c further illustrates how the FIT result is affected by a change in the way the time series is operationalised (e.g., using a different number of bins). 2.c. 1 and 2.c. 2 are S-curves with identical parameters, differing only in length (by 2 data points). Yet their FIT $p$-values are notably different (see the next section for more on sensitivity to binning differences). As expected, the FIT is sensitive to small changes if the sample is small (being based on the $t$-test). This may explain to some extent the changes in FIT $p$-values of short time series, between similar binnings differing only by a few points in length (cf. Figure 1). However,
fewer bins can also lead to a lower $p$, if it results in a less jagged time series (likely the case for e.g. burn; cf. Section 4 for the effects of binning on drift series).
The examples so far however have had more to do with particularities of pre-test data manipulation. Figure 2.d illustrates a property of the FIT, its sensitivity to changes near the boundaries. 2.d. 1 and 2.d. 1 differ only by the value of the fourth data point, but the resulting FIT $p$-value is quite different (and furthermore the Shapiro-Wilk test indicates departure from normality in the increment distribution due to the outlier). The issue of applicability of the FIT to series with increments departing from normality is further illustrated with the last pair of series. 2.e. 1 is a typical S-curve often observed in language change, but the non-normal distribution of its increments would disallow the interpretation of the FIT $p$-value (that would otherwise indicate a clear case of selection).
We observe that in general, for longer series exhibiting monotonic increase (characteristic of strong selection), the distribution of the increments quickly veers into the non-normal (as indicated by the Shapiro-Wilk $p$-value; other normality tests behave similarly; see also the Supplementary appendix). Time series composed of random values drawn from a uniform or normal distribution (or log-normal with small $\sigma$ ) - i.e., the kind of series that should exhibit no selection - tend to have increments distributed approximately normally, as long as the series is away from the boundary values. However, the increments of S-shaped curves tend towards a bimodal distribution. Increment distributions of are severely skewed when a series is shaped like an S-curve but with a sharp "bend", a straight line (linear increase or decrease), and when a series include long periods of no change.
The assumption of normality could of course be relaxed. However, we observe that this would lead to at least one additional issue, in the form of false positives stemming from the sensitivity of the FIT to small near-boundary changes, illustrated by 2.e.2. Given a long enough series of random values (here sampled from a normal distribution) with a near-zero mean and small standard deviation, the FIT often yields a small $p$-value (the same applies to samples from the uniform and log-normal distributions; this effect is not observed when the mean is away from the boundaries). Such series would however usefully get flagged as having non-normal increment distributions.
This is also likely why the otherwise flat-lining series for tell in Newberry et al. ends up being included in the discussion as a possible case of selection (at FIT $p=0.12$, with a red flag of Shapiro-Wilk $p=0.001$ ). Among the 12 bins of its series (under the original varia-ble-width quantile binning procedure), it has only a few once-per-bin occurrences of regular telled after the initial three bins - a total of 4 singleton occurrences spread out over the span of a century. The +1 absorption adjustment forces the zeroes for telled in the rest of the bins to be ones as well. The observed fluctuations (and resulting FIT $p$-value) in the series only reflect the slightly fluctuating token frequency of tell, which ranges between 9189 and 11940 in the variable-width bins. Keeping the relative frequency value constant after the third bin instead (at the value equal to the third bin to avoid bias) would result in a FIT $p=0.21$.
These last four usages of the regular past form telled in COHA all occur in the fiction part of the corpus, all appearing to reflect the intention of the author to convey a particular kind of character (not used randomly as per a drift model). This would be an example of how an archaic variant can re-surface - quite possible in a language with a long written record, where speakers need not necessarily even directly "inherit" a variant from the previous generation. In that case, telled could be said to have been selected for, due to having increased fitness in a specific (stylistic) niche, and its usage is not due to random variation in the utterances of the speakers (or drift). However, as shown above, this possible (occasional) selection is not what the FIT is picking up on in this case, but rather simply the fluctuating frequency of tell.

Meaning change can also give rise to apparent re-emergence of variants. The occurrence of a form does not guarantee that it is being used in the same meaning or function that it had in another period or context (an implicit assumption in Newberry et al.). For example, the aforementioned spill in COHA quickly converges to the regular past tense spilled, but occasional usages of the irregular spilt still occur, yielding what appears to be a randomly fluctuating time series. On closer inspection, the latter appear to be mostly adjectival usages, not actual past tense verbs, and often turn up in the lexicalized (or "fossilized") phrase of cry over spilt milk. Examples like that of the time series of telled and spilt, or the series in Figure 2.a. 2 and e.2. may possibly be seen as edge cases from the perspective of population genetics - the original domain of the Frequency Increment Test and related approaches. However, as highlighted here, they are examples of not particularly uncommon processes (lexicalization, stylistic usage of unusual variants) in the domain of language.
Finally, one might argue the examples in Figure 2 are not really counterexamples to the utility of the FIT, being representative of cases where the FIT is, strictly speaking, not designed to apply in the first place, such as series with not-quite-normal increments, long flat segments, and values near the boundaries. Excluding these however would mean excluding a fair share of language change scenarios easily observable in corpora, such as changes starting at zero as in cases of linguistic innovations, ongoing changes stretching beyond the bounds of a corpus, and many S-curves typical of language change (and series in general where the underlying selection coefficient is likely not constant). Yet dismissing these as invalid points of concern would also mean dismissing the FIT as a broadly applicable test of selection for the domain of language change.
In the next section, we turn to simulations to explore the behaviour of the FIT beyond that of a few specific series (Section 4), before finally trying to reconcile these conflicting viewpoints (Section 5).

## 4 The effect of binning frequency data for time series: A simulated example

Here we attempt to further explore the "parameter space" of applying the FIT to simulated data with known properties of selection strength and binning. (code to replicate these results: see the Data availability section in the end). We use the Wright-Fisher model (Ewens 2004) to simulate a large number of time series using the following parameters: population size $N=1000$ ( $N$ here does not refer to the "population" of speakers, but is analogous to the sum of parallel variants in a corpus bin, e.g. the sum of the counts of lit and lighted in a given year); selection coefficients $s$ in [0,5]; 200 generations (the latter emulating COHA, where the minimal time resolution is 1 year, and there is 200 years of data). The update rule for this model is as follows. Given $n_{t}$ "mutants" (e.g., regular past tense forms) in generation $t$, each individual in the next generation is a mutant individual with probability

$$
\begin{equation*}
q=\frac{n_{t}(1+s)}{n_{t}(1+s)+\left(N-n_{t}\right)} \tag{3}
\end{equation*}
$$

Otherwise, it is the wild type (e.g., irregular past tense forms). Where $s=0$ we have random drift; higher values of $s$ given an increasingly strong selective advantage to the mutant variant.
Each series (200 data points) is binned into a decreasing number of bins (i.e., [200, 4], of length $[1,50]$ ), and the FIT is applied to every binned version. The simulation for each combination of selection strength and bin length is replicated 1000 times. In summary, in this section we vary the selection strength $s$ and binning, while keeping $N$ and the number of generations constant.

Importantly, we also apply binning to the series post-simulation the same way one would apply binning to corpus counts, as discussed above. The obvious difference from corpusbased time series is that the latter usually do not come from a population with a stable size (total lexeme frequency usually varies in addition to variation in its variants), and are often not continuous (gaps where a lexeme might be completely absent). Since our artificial series do not suffer from these problems, variable-width and fixed-length binning yield identical results, and we can simply use the latter.
We explore two scenarios, where the competing "mutant" variant starts out at $50 \%$ of the population and where it starts out at $5 \%$. The former is useful for exploring the effects of binning at low $s$ and false positive rates, the latter for exploring high $s$ and false negatives. Obviously, any specific $s$ thresholds and ranges discussed in this section apply to this specific experiment and would likely be somewhat different given series of different length and $N$ (cf. the Supplementary Appendix for some further exploration).

### 4.1 Drift and low selection

Figure 3 depicts how the results of the FIT change depending on binning, given a time series with low selection ( $s=0.01$, bottom row) and no selection ( $s=0$, top row; corresponds to the leftmost column of pixels on the panels in Figure 4). At zero selection, the FIT has a reasonable false positive rate of around $5 \%$ at $\alpha=0.05$. Binning such series into a smaller number of bins causes an increase in the share of $p$-values below 0.05 (presumably because noise is smoothed out). Binning appears to affect the $s=0.01$ range even more (bottom row).
Figure 4 represents the entire parameter space explored in this experiment for the $50 \%$ start condition. Each pixel on the heat maps corresponds to a parameter combination of selection strength (horizontal axis) and number of bins (vertical axis). The vertical axis starts with 200 or no binning, corresponding to bin length 1 - and running up to 4 bins, with bin length 50 , being the result of 200 data points squeezed into the 4 bins. Minimal binning - compressing 200 generations into 100 bins of length 2 - appears to make the clearest immediate difference: the share of $p<0.05$ is consistently about $10 \%$


Figure 3: The distribution of FIT p-values given 1000 series from the Wright-Fisher model (200 generations, starting at $50 \%$ ). The panels are arranged from left to right reflecting increased binning. The small inset panels display how binning affects a single example series. $p$-values below 0.05 are coloured red (left of the dashed line), above 0.05 in blue. Note the $\log _{10} x$-axis. This figure illustrates that the false positive rate is susceptible to increasing when the series are binned (top row). At non-zero but low $s$, differences between binning and no binning can be more pronounced (bottom row). See Figure 4 for the full exploration of the parameter space.


Figure 4: FIT p-values of time series generated using the Wright-Fisher model (with the "mutant" variant starting at 50\%), across a range of selection coefficients (x-axis, note the log scale), binned into a decreasing number of bins ( $y$-axis). Left in pink and green (a): \% of time series with FIT $p<0.05$, in 1000 replicates. Right in red and blue (b): mean FIT $p$-value. The bottom pair (a.2, b.2): the same data, but series with a Shapiro-Wilk $p<0.1$ have been removed before calculating the percentages and means. The white rectangle: the range of $s$ and binning explored in Newberry et al. The vertical black line highlights the sexplored in Figure 3. A consistent colour across a column of pixels indicates robustness to binning choices under the corresponding $s$, while variable colouring indicates sensitivity to binning.
higher between the binned and non-binned series when $s$ is low (observe the bottom two "shifted" looking pixel rows in Figure 4.a.2).
The $50 \%$ start is suitable for exploring low selection, as in the case of lower starting values, many such series hit absorption or "run into the ground", and the resulting mostly-zero series would violate the normality assumption (of its underlying Gaussian approximation of the diffusion process). However, the higher $s$ range in Figure 4.a. 2 could be interpreted as a model of the situation where a change is only partially chronicled by a corpus, e.g. Figure 2.a. 2 in Section 3. Selection becomes understandably difficult to detect in very short series regardless of the underlying selection coefficient.

### 4.2 High selection

The $5 \%$ start is suitable for exploring high selection, as with higher starting values, many high-selection time series reach absorption fast, yielding series not meeting the increment normality assumption. Figure 5 depicts distributions of FIT $p$-values under different binnings, given time series with a moderately high $s$ of 0.04 , and the incoming variant starting out at $5 \%$. This appears to be the subset of series where the FIT works very well and is most insensitive to binning choices.
Beyond that, things become more complicated. Our reanalysis of the 36 verb time series in Section 2 indicated that it is series exhibiting the strongest selection that would remain consistent in terms of their FIT result across the different binnings. However, as illustrated in Figure 6, it seems too high selection can have the inverse effect, as this is where false


Figure 5: The distribution of FIT p-values given 1000 Wright-Fisher series with strong selection (200 generations, starting at 5\%). The panels are arranged from left to right reflecting increased binning. The small inset panels display how binning affects a single example series. $p$-values below 0.05 are coloured red (left of the dashed line), above 0.05 in blue. Note the $\log _{10} x$-axis. The red value in the bottom left corner shows the percentage of $p$-values below 0.05 . This figure illustrates the $s$ range where the FIT is most robust to binning, retaining a small and stable false negative rate (i.e. the inverse of the percentage value in the corner).


Figure 6: FIT p-values of time series generated using the Wright-Fisher model (with the "mutant" variant starting at $5 \%$ ), across a range of selection coefficients (x-axis, note the log scale), binned into a decreasing number of bins ( $y$-axis). Left in pink and green ( $a$ ): \% of time series with FIT $p<0.05$, in 1000 replicates. Right in red and blue (b): mean FIT $p$-value. The bottom pair (a.2, b.2): the same data, but series with a Shapiro-Wilk $p<0.1$ have been removed before calculating the percentages and means. The white rectangle: the range of $s$ and binning explored in Newberry et al. The vertical black line highlights the s explored in Figure 5. A consistent colour across a column of pixels indicates robustness to binning choices under the corresponding s, while variable colouring indicates sensitivity to binning.
negatives begin to crop up under too much binning (e.g. with 10 bins, $>10 \%$ at $s=0.07$, $>90 \%$ at $s=0.1$ ). That is, if the increment normality assumption is being be strictly observed - if it is, then the results of the test are not valid any more at this range (cf. white area in Figure 6.a.2). This illustrates that the FIT has a maximum selection strength for which it is effective. At higher selection strengths, i.e. above 0.06.0.1 in our toy model, sensitivity to binning and violations of the normality assumption both become problematic,
yielding results with a high false negative rate (if the assumption is relaxed; cf. Figure 6.a.1) or results which are invalid (if it is observed; 6.a.2). Incidentally, this also is the $s$ range where S-curves characteristic of language change begin to form (cf. the Supplementary appendix).
In summary, these results indicate that if one is to take the same ensemble of language changes, with known selection strength, and apply different binning protocols, one could easily end up drawing very different conclusions depending on the bin length and the normality assumption threshold, if the conclusions are based solely on applying a test such as the FIT. However, if awareness of these limits is maintained, then the FIT works well on time series with moderately strong selection, and reasonably well (with the caveat of somewhat increased false positives rate under binning) on time series generated by a zero or low selection coefficient.

## 5 Discussion

We started out by focussing on the study of the (ir)regularisation of the past tense of 36 English verbs in Newberry et al. specifically their finding that drift cannot be rejected in most cases, leading to the claim of the "an underappreciated role for stochasticity in language evolution" (Newberry et al. 2017: 223). The conclusion of our reanalysis section - that their broad conclusion stands but that the FIT is sensitive in specific instances to the chosen binning strategy - prompted further investigation of the properties and range of potential applicability of the FIT. In the following sections, we demonstrated that the FIT yields reasonable results in a certain subset of possible time series, yet perhaps less expected results in others, when applied to a variety of series with different lengths, shapes and underlying selection coefficients.
The fundamental issue is that corpus data has to be operationalised one way or another if one is to apply a time series analysis that is based on variant frequencies. There is as yet no single best method to do so, and the additional researcher degree of freedom is practically unavoidable. Also, unlike microbial experimental data - for which the FIT was designed originally - the beginning and end of a corpus in terms of temporal coverage may not necessarily overlap with the beginning and end of a language change trajectory. The implications of these scenarios on the FIT approach were explored in Figures 2 and 4. Any test based on increment signatures is likely to miss a significant change, if it is recorded by very few data points. This could be either due to data sparsity or low number of bins, very high underlying selection, or the change happening in the middle of an otherwise long series. This could be remedied to an extent by only considering the bins of a corpus or the segments a time series where a change "looks like" it is taking place - but that introduces yet another parameter or researcher degree of freedom.
In what follows, we attempt to summarize our findings and distil them into actionable guidelines for applying tests of selection to linguistic corpus-derived time series.

### 5.1 Limitations for linguistic selection testing

Besides the fact that caution should be exercised when its statistical assumptions are not met (as with any statistical test), the following should be taken into account when applying the FIT or a similar test of selection to corpus data. $s$ continues to refer to the selection coefficient driving the process of change (assuming an underlying Wright-Fisher like process; see Section 1.2 for related discussion). Obviously, a test of selection being carried out implies that $s$ is actually unknown to the tester - the guidelines sketched here are meant to draw attention to situations where it might be beneficial to inspect the results more carefully. In terms of the input data quality, the results of a test can be misleading if the time series:

- chronicle only a part of a change (beginning or end);
- are too short (too few data points or bins);
- are too long (if covering multiple events, variable $s$ );
- based on greatly variable bin sizes (avoidable with variable-width binning, which leads to variable bin lengths).

In terms of the types and shapes of possible series, binning can lead to unpredictable results in the case of FIT (and its assumption of increment normality is likely violated) in time series:

- which are S-curves (non-normal increments);
- where $s$ may be suspected to vary over time (e.g. S-curves with long tails);
- where $s=0$ (binning increases false positives);
- with a very high $s$ (sharp changes, quick fixation);
- with tiny near-boundary fluctuations;
- where such values are introduced by smoothing (absorption adjustment).

The high $s$ and absorption issue can be avoided by either excluding any series with a long span of zeroes or by making a choice to clip the post-absorption part of the series. That may leave a variable number of very few data points, and of course requires some consistent method of choosing the clipping point. The tiny fluctuations issue is typically caused by occasional occurrences of the less popular variant of a pair or set with a very high underlying total token frequency. Such series can be avoided by checking for the normality of increments.
As exemplified in this contribution, the way data is handled can in some cases drive the results of a test of selection. An application of such a test - particularly if it is borrowed from a different domain - should thus take into account the nature of the data. In the case of time series derived from diachronic corpora, a number of issues require attention. These include corpus size and normalisation (Gries 2010), quality of corpus tagging (cf. Supplementary appendix), genre (Szmrecsanyi 2016) and topic (Karjus et al. 2020) dynamics, representativeness and composition (Lijffijt, Säily \& Nevalainen 2012; Pechenick, Danforth \& Dodds 2015; Koplenig 2017). For example, imbalances in genre or register can easily lead to a drifty-looking series, if the usage of a variant differs between them. It is also not clear how the interplay of multiple, possibly opposing sources of selection (inherent properties of the variant, sociolinguistic prestige, top-down language planning, etc.) could be captured by a single test. Properties inherent to language can make a difference, such as the aforementioned re-use of archaic variants from the written record (Section 3), or meaning change, which may reasonably resolve competition between variants as they go on to inhabit different niches (automatic methods exist to detect the latter, cf. Dubossarsky et al. 2019). This relates to the issue of determining what variants do and which do not actually compete with one other for the same meaning or function, often referred to in sociolinguistics as the problem of the envelope of variation (cf. Walker 2010).

### 5.2 Opportunities for linguistic selection testing

On the bright side, despite these concerns, the Frequency Increment Test and presumably similar tests are likely reliably applicable to time series derived from linguistic corpus data when:

- the series covers the entire change (yet if possible also excludes near-boundary values);
- the assumptions of the test are checked for;
- the underlying $s$ can be assumed to be constant;
- the interplay of $s$ ranges and binning is taken into account (simulations help);
- the corpus is large, representative and consistently balanced over time for genre, style and topics;
- the target token count for each time bin is large ( $\gtrsim 100$, cf. the Appendix);
- the semantics of the pair (or set) of variants remain the same;
- the set of variants yielding the relative frequencies can be assumed to be competing, and the set contains all the competitors for a meaning or function.

Besides these rules of thumb, it would be beneficial in most cases to have some principled mechanisms to:

- evaluate multiple possible binning choices for the robustness of the test results;
- deal with the "leftover" flat part of the series before and after the change being analysed;
- distinguish drift and the effects of variable $s$ over time.

Possible use cases in linguistics involving the FIT (or a similar test) presumably fall on a spectrum where on the one end the subject of a study would be a single change in the history of a language, and the aim would be to determine if that change has occurred due to drift or due to individuals consistently selecting for one of the variants, owing to its perceived higher fitness. On the other end would be the evaluation of a very large set of linguistic time series derived from a corpus, with the aim to reveal general patterns and dynamics of language change processes. The study of 36 English verbs by Newberry et al. falls closer towards this end of the spectrum.
When the subject of a study is a single change (or a few), and the result hinges on a single test result, then we would naturally advise to take the preceding concerns into careful consideration, from data sampling and preparation to the specifics of a given selection test, while being mindful of the involved researcher degrees of freedom. If a study veers toward the other end of the spectrum, involving a large set of series, then its design would largely come down to a choice between two approaches.
One could either take a "big-data" approach, feeding the test with a very large set of time series to explore the role of selection and drift in language change, checking for only the minimal statistical assumptions of the test. The upside is that, hopefully, despite the concerns specific to corpora and language, true patterns would emerge, given enough data. The downside is of course the danger of garbage in, garbage out.
Or alternatively, one could take the approach of also trying to check for the various linguistic assumptions in addition to the statistical ones, filtering out unsuitable series. This would hopefully lead to better language science. On the downside, this requires the meticulous introduction of a number of extra parameters, or researcher degrees of freedom. Furthermore, the results might not be representative of general language change dynamics in the end, if based on testing only a niche subset of series "suitable" for a given test - of which there might not be that many either. In other words, no free lunch.

### 5.3 Future prospects

The multitude of points listed above might sound like a lot of limitations. However, we would not by any means conclude that efforts to detect selection in linguistic data should be abandoned. The idea of detecting selection in diachronic linguistic data based on shapes or signatures is not new and remains an open challenge (Bentley 2008; Reali \& Griffiths 2010; Blythe 2012; Sindi \& Dale 2016; Amato et al. 2018). At the same time, methods for detecting selection continue being improved in the field of population genetics (Nishino

2013; Terhorst, Schlötterer \& Song 2015; Schraiber, Evans \& Slatkin 2016; Iranmehr et al. 2017; Taus, Futschik \& Schlötterer 2017; Vlachos \& Koer 2018).
Perhaps it would be useful to draw a distinction between exploratory and confirmatory findings. In essence, this strand of research (including Newberry et al.) has remained exploratory. Simulations with controlled properties allow for an evaluation of the performance of a test or model under various conditions and suspected confounds (cf. also Kauhanen 2017). However, to the best of our knowledge, there is currently no objective way to evaluate such methods or compare their accuracy against one another, in terms how well they reflect the actual selection biases operating on the level of the speaker, that may eventually give rise to a change in the consensus on the population level - a sample of which is (the only thing that is) eventually observable in a diachronic corpus. It would therefore be useful to distinguish between approaches that test for selection, and those that more accurately generate (albeit potentially interesting and worthwhile) hypotheses. The latter may be useful e.g. when positing causes of language change - be they linguistic, social, or cognitive in nature. If drift cannot be rejected, then theorising about possible "causes" of the change is unnecessary.

The difficulties with binning suggest that trying to manipulate the data to make it look more like the underlying Wright-Fisher model - i.e., coarse-graining individual instances of use to construct the continuously-varying variant frequencies that the model predicts - is not the way to go. An alternative procedure would be to include the process of sampling these instances of use to build the corpus as part of the model. For example, given some time series $x(t)$ generated by the Wright-Fisher model, then at an instant $t$ this model says that we should expect to encounter one of the two word variants with probability $x(t)$. In an ideal world, one would then maximise the likelihood of the observed sequence of tokens with respect to the parameters of the Wright-Fisher model (i.e., the selection strength and effective population size). This procedure looks to be somewhat computationally demanding, and may prove intractable for large corpora. However, such a procedure could in principle be applied to token counts as they appear in a corpus, without the need for pre-processing (such as binning) and the researcher freedom associated with it.
Another domain besides language which has attracted similar genetics-inspired modelling approaches is that of archaeology, particularly datasets of (pre-)historical artefacts (Bentley \& Shennan 2003). Similar concerns have followed: "time-averaged assemblages" of variants in cumulative cultural evolution (essentially binned data) can easily introduce bias in various tests (Premo 2014; Crema, Kandler \& Shennan 2016). Diachronic datasets (e.g. those based on the archaeological record, but similarly, corpora) only provide sparse, aggregated frequency information, which may be the reflection of a variety of neutral or selective transmission processes at the individual level (Premo 2014; Crema, Kandler \& Shennan 2016; Kandler, Wilder \& Fortunato 2017; Kandler \& Crema 2019). Since these underlying processes cannot be directly observed (particularly in prehistoric data), Kandler, Wilder \& Fortunato (2017) suggest shifting the focus from identifying the single individual-level process that likely produced the observed data - to excluding those that likely did not. A corpus being a sample of individual utterances, this suggestion is worth consideration. Although the written record tends to have more metadata than the archaeological, the author of an utterance, along with their selective biases, is often unknown.

Detecting signatures of selection and drift in the evolution of language (and other domains of cumulative culture) remains an interesting prospect. It would be informative to see a comparison of the FIT-like selection detection methods that have been developed in population genetics or archaeology, applied to linguistic data, and systematically evaluated. If the issues listed in the sections above could be solved, then this would certainly improve possibilities for exciting linguistic inquiry, inviting answers to questions such as,
do lexemes experience stronger drift than syntactic constructions? What is the relationship of selection and niche (Laland, Odling-Smee \& Feldman 2001; Altmann, Pierrehumbert \& Motter 2011) in language change? Are some parts of speech more susceptible to change via selection than others? (M. Newberry, p.c.) What is the role of drift in creole evolution? (Strimling, Jansson \& Parkvall 2015) In semantic change? (Hamilton, Leskovec \& Jurafsky 2016) Are some languages changing more due to drift than others? (and if that relates to community size; Atkinson, Kirby \& Smith 2015; Reali, Chater \& Christiansen 2018) Can different types of selection be distinguished, e.g. top-down planning, grassroots (Amato et al. 2018), momentum-driven (Stadler et al. 2016)?

## 6 Conclusions

We find ourselves witnessing an exciting time for linguistic research, where more and more data on actual language usage is becoming available, encompassing different languages, dialects, registers, modalities, but also centuries. At the same time computational means for analysing big data have become readily accessible, hand in hand with the development of methods providing new insight into how languages function, change and evolve over time. Alongside and perhaps interlinked with these developments, language as a domain of scientific investigation has attracted interest in recent decades from fields traditionally not engaged in linguistic research, such as physics and biology.
We evaluated the proposal of Newberry et al. (2017), consisting of the application of the Frequency Increment Test as a method for determining whether any time series constructed from corpus frequencies of competing variants is a case of selection or a case of change stemming from stochastic drift. We found that while some of the original results remain robust to binning choices, other do not. Based on constructed and simulated examples, we find that while the results of the FIT can be robust given a subset of suitable series, there are scenarios where they affected by the way the diachronic corpus data are binned.
We advocate that in the interest of reproducibility, binning, like any other data manipulation and operationalisation procedures, should be explicitly described in a contribution (as it is by Newberry et al.) - but additionally, if the results change given different choices, this should also be reported. Beyond data operationalisation, we drew attention to issues specific to linguistic data that should be taken into account to ensure quality of testing results, as well as to work in cultural evolution where it has been shown that the inference of individual transmission processes from population-level frequency aggregates is susceptible to error and should be handled with care.
To conclude, identifying the role and prevalence of stochastic drift in language change is an important goal, but our results suggest that great care should be exercised when applying such tests to linguistic data, in order for the results to not be biased by issues specific to the domain as well as properties of a particular test.
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This appendix expands on the main text, providing additional information, technical details, and further exploration of the parameter spaces of the models.

## A note on corpus annotation quality

While not discussed at length in the main text, the quality of corpus annotation such as lemmatization and part-of-speech tagging plays an equally important role in addition to other corpora-related issues mentioned in the Discussion. Studying the large-scale usage of any linguistic elements of interest relies on the identification of relevant targets in a corpus. Too many erroneously extracted examples can mislead the results. Among the 36 verbs in the sample of Newberry et al, this is especially pertinent for homonymous words like wet and wed. We already discussed the adjectival usage of spilt above. We also found that, for example, $44 \%$ of the extracted examples of wet.PAST in the first bin (1812-1875 in COHA, under the variable-width binning procedure) were cases of erroneous tagging - being instead other non-past forms of wet and occurrences of the adjective wet. The same issue applies to wed, in addition to being confused with the abbreviation for Wednesday.

## Results based on a different minimal frequency threshold

Figure S 1 is intended to complement Figure 1, where we applied a minimal frequency threshold of 10 in each bin (this is mostly relevant for fixed-width binning, as variable-width ensures largely similar bin sizes). Since this is an arbitrary threshold, we also tried a more conservative value of minimal 100 occurrences per bin (for a bin to be included in the time series), with the results reflected in Figure S1. In summary, the higher threshold does not change the results for variable-width binning, besides some lower-frequency verbs being excluded (the empty lower left corner). In fixed-width binning, some results change, e.g. spill is now always flagged as drift, while burn, dive and quit get flagged as selection.

Results of no binning (i.e. using default COHA 1 -year bins) should still be taken with a pinch of salt, even when the normality assumption is now met (circles instead of squares) - removing bins with less than 100 tokens leaves even medium-frequency verbs with only a few bins (e.g., 5 in the case of light, spread uneven across 200 years; observe also the median bins-to-years ratio of 0.55 ).

The fact that the minimal threshold affects fixed binning more is not surprising, as the frequencies vary more. This makes variable-width binning a more attractive solution, but


Figure S1: Results of applying the FIT to time series constructed based on 200 years of COHA frequency data. The interpretation of this figure is the same as that of Figure 1 the only difference being the increased minimal within-bin frequency threshold of 100 . The constant $c$ determines the number of variable length bins via $n(b)=c \ln (n(v))$. Thus " $c=1$ " corresponds to Newberry et al.'s original results (highlighted with the horizontal grey line). $10 y$ corresponds to fixed bin length of 10 years, etc; 'no bin' refers to no additional binning on top of the default yearly bins in the corpus
its different behaviour should also be taken into consideration. Should the overall frequency of a pair (or set) of variants change over the course of the corpus, it will end up with more bins over the more frequent end of the time scale. As COHA is not uniform in size across time, having considerably less data per year in the first few decades, time series based on variable-width binning of COHA data systematically have longer segments in the beginning and shorter ones towards the end. The "long bins" allow for drawing time series over more sparse corpus segments, where fixed binning would yield unreliably small or empty bins. At the same time, variable-width may by nature gloss over some fluctuations (characteristic of drift) while making a series look more smooth (more characteristic of selection).

## Results based on series of different lengths

This figure is intended to complement the simulation section in the main text, which focused on the results of binning a 200 -length series into shorter series. Here, no binning is being applied. Figure S2 shows that the FIT produces somewhat different results with the same $s$ given series of different lengths, as expected: when the selection signal is strong enough to be detected (above $\sim 0.02$ ), then it is easier to detect it in longer series with more data points than in shorter series. Regardless of series length (at least up to the 200), the false


Figure S2: The effect of the interplay of time series length and selection strength $s$ on the results of the FIT. The percentage of FIT $p<0.05$ (out of 1000 replications for each combination) is reported for a range of time series lengths ( y -axis, [4, 200], note the log scale) and the same range of $s$ as above. The left side pair (a) illustrates the case of the time series starting out at $5 \%$, with the $50 \%$ condition on the right (b). In the bottom panels (a.2, b.2), series with a Shapiro-Wilk $p<0.1$ are removed before calculating the percentage. This figure further illustrates the interplay of series length and $s$ that affect the results of FIT
positive rate stays in $[0.03,0.07]$ (Figure $S 2 . b$ ). This also shows that the higher false positive rate under binning shown in Section 4 does originate in the binning process (which smooths out small fluctuations) rather than simply length difference (binning naturally also making a series shorter).

## More examples of the selection coefficient

Figure S3 is intended to complement Figures 3 and 5, where some example Wright-Fisher series where plotted. The $s$ range in our experiments consisted of 200 equidistant values from a log scale between 0.001 and 5 , with the addition of 0 in the beginning to be able to explore pure drift.


Figure S3: A visualization of the range of selection strength $s$ values explored in the simulation section of this study (shown in the corner of each panel). The horizontal axis corresponds to population size (of the 'mutant' individuals), with time on the horizontal axis. Higher levels of $s$ lead to the mutants taking over the population at faster rates

## The increment normality assumption

The interpretation of the results of the FIT depends how stringently its assumption of the normality of the increments distribution is observed, particularly when $s$ is high. In Figures 4 and 6 we used a Shapiro-Wilk test with a cut-off theshold of 0.1 . We conducted additional simulations to see if a lower would yield qualitatively different results, and found it makes very little difference. We also tried using the Lilliefors-Kolmogorov-Smirnov test and the Anderson-Darling test and found all of them to be broadly in agreement: depending on the series starting point and chosen $\alpha$, the increment normality assumption becomes violated as series (of length 200) approach the $s$ range of $0.05 . .0 .1$, with the breaking point being somewhat lower on the $s$ scale in non-binned series and higher in series binned into $10-15$ bins (i.e. it is easier to meet the normality assumption if the series is binned).

## Increment heteroskedasticity and the Fitness Increment Test

In this additional section, we shed some light on another mathematical aspect of the FIT, the homoskedasticity assumption, as the FIT is, in its core, a one-sample $t$-test for a zero mean under the assumption of normally-distributed increments with equal variance. For reference, this is the increment transformation process (cf. Section 1.2):

$$
\begin{equation*}
Y_{i}=\frac{v_{i}-v_{i-1}}{\sqrt{2 v_{i-1}\left(1-v_{i-1}\right)\left(t_{i}-t_{i-1}\right)}} \tag{1}
\end{equation*}
$$

where $v_{i}$ is the relative frequency of a variant in $(0,1)$ at time $t_{i}$. The rationale behind this rescaling is that, under neutral evolution, the mean increment $v_{i}-v_{i-1}$ is zero, and its
variance is proportional to

$$
\begin{equation*}
v_{i-1}\left(1-v_{i-1}\right)\left(t_{i}-t_{i-1}\right) \tag{2}
\end{equation*}
$$

However, here we are dealing with estimates of $v_{i-1}$ and $v_{i}$ obtained from finite samples of size $M_{i-1}$ and $M_{i}$, respectively. This leads to additional contributions to the variance of the increment $v_{i}-v_{i-1}$, arising from the variance of the binomial distribution $v(1-v) / M$, where $v$ is the mean value and $M$ is the sample size. To a first approximation, the total variance of the increment is obtained by summing the three contributions. That is, $\left(v_{i}-v_{i-1}\right)$ has a variance of

$$
\begin{equation*}
\frac{v_{i-1}\left(1-v_{i-1}\right)\left(t_{i}-t_{i-1}\right)}{N}+\frac{v_{i-1}\left(1-v_{i-1}\right)}{M_{i-1}}+\frac{v_{i}\left(1-v_{i}\right)}{M_{i}} . \tag{3}
\end{equation*}
$$

where $N$ stands for effective population size. The transform divides all of this by $v_{i-1}(1-$ $\left.v_{i-1}\right)\left(t_{i}-t_{i-1}\right)$ which leads to a variance of each transformed increment $Y_{i}$ of approximately

$$
\begin{equation*}
\frac{1}{N}+\frac{1}{M_{i-1}\left(t_{i}-t_{i-1}\right)}+\frac{v_{i}\left(1-v_{i-1}\right)}{M_{i}\left(t_{i}-t_{i-1}\right) v_{i-1}\left(1-v_{i-1}\right)} . \tag{4}
\end{equation*}
$$

The FIT can be expected to perform as intended when this variance is constant. This is the case when $1 / M \ll\left(t_{i}-t_{i-1}\right) / N$ or $M\left(t_{i}-t_{i-1}\right) \gg N$ (assuming $N$ can be inferred, which is not trivial, but cf. Newberry et al.). The transformed increments based on corpus data basically never have perfectly equal variance once sample size is taken into account, but will be roughly constant when the sample sizes are large (relative to $N$ ). The variable-width binning, as employed by Newberry et al., assures that the variances are more or less equal, as each bin has roughly the same number of tokens. The worry with fixed-width binning including the default data binning of one year in COHA as well further binning of the years into decades and so on - is that the variance is not going to be equal, as bins may or may not cover a similar number of tokens.

We calculated these values for the English verb data (with the simplification of excluding $N$, which is not trivial to infer). Variable-width binning consistently yields small increment variances with a very small standard deviation (depending in turn on the variance in the bin sizes in the original data). Using the data without further binning (i.e. 1-year bins from COHA) yields multiple magnitudes higher values for both, as does fixed binning into short bins. But starting at decade-length bins (for higher-frequency verbs like light) and 20year bins (for lower-frequency verbs like spell), as bin sizes approach 100 tokens, the picture becomes quite similar to variable-width binning.

It is not clear, however, how much heteroskedasticity is bad enough to lead to spurious results. For example, is it invalid to interpret the results of the FIT based on 1-year or 5year bins at all, given typical sample sizes in a corpus like COHA? While this would benefit from more through future investigation, we attempt to shed some light on this by conducting more Wright-Fisher simulations where we manipulate the size of $M$ in each generation, and the standard deviation of sample sizes $\left(\sigma_{S}\right)$, as well as apply different binning strategies to the resulting time series. In Figure S4, the series length is 200 as in the previous simulations, $s=0$ (as we are interested in the false positives rate), and we explore two $N$ sizes, 10000 (left side column in Figure S4) and 1000 (right side). Each pixel represents the share of FIT $p<0.05$ in 1000 replications with the given parameter combination.

For each replication in a combination, we run a Wright-Fisher simulation, but to construct the time series, take a random sample of individuals $M$ at each of the 200 generations. The
sample sizes are in turn generated by sampling values from a log-normal distribution with a mean of $\ln (M)$ (y-axis in Figure S 4 ) and $\sigma_{S} \in \ln ([1,2])$ (corresponding to the x-axis in Figure S 4 ). The log-normal distribution excludes 0 , but with a high standard deviation, some of the generated $M$ values can exceed that of the population size, so when reconstructing the time series, they are truncated by taking $\min (M, N)$. After this manipulation however, where $M$ and $V$ are both high, the resulting actual standard deviation across the $200 M$ sample sizes would not correspond to the predetermined parameter of $\sigma_{S}$, therefore, such replications are filtered out (along with series where the normality assumption is violated, at Shapiro-Wilk $p<0.1$ ). When less than $10 \%$ of the replications for a combination are valid, it is excluded from plotting (the white areas in Figure S4).

The leftmost column of pixels on each panel corresponds to no variance in sample sizes, i.e., the samples are of equal size, corresponding exactly to the value on the y-axis. The top left pixel therefore represents the baseline Wright-Fisher simulation result with no downsampling (the false positive rate being around $5 \%$ in both $N$ at $\alpha=0.05$ ). Each top panel shows the results without binning, with the lower ones showing results when the series are binned into a smaller number of bins (after the aforementioned downsampling procedure).

In Figure S4, where cold blueish colours represent percentages of FIT $p<0.05$. Ideally, as $s=0$, all of the panels should be devoid of any warm colours. Looking at any single panel, the columns of pixels right of the no-variance leftmost column are not any more yellow than the leftmost column. This demonstrates that variance in sample sizes does not make any discernable difference - it does not make the already borderline false positive rate any worse. This observation holds between binning choices. Binning itself does increase the false positive rate, as already determined in Section 4 (panels below the top ones exhibit more yellow). If anything, it would seem series based on samples of size $M<N$ and increased $\sigma_{S}$ have an improved (i.e. smaller) false positive rate, an effect particularly pronounced when the series are binned. This is however an expected result stemming from the added sampling noise (making any series look more "random" to the test).

The heteroskedasticity question remains somewhat unresolved, but based on these results we can say that at least the false positive rate of FIT is unlikely to be considerably affected by differing bin sizes. In terms practical guidelines, to be safe, if applicable variable-width binning should be used with FIT as proposed by Newberry et al. If fixed-width binning is used, then bins should consist of 100 occurrences or more. In the end this is not only a variance problem, but a small sample size problem. A large number of bins consisting each of only tens of occurrences has considerable sampling noise. Given the same corpus, a small number of bins consisting each of hundreds of occurrences can gloss over the true trajectory of change, but also any statistical test based on too few data points is unreliable. In other words, there's no data like more data.


Figure S3: False positive rates of the FIT based on Wright-Fisher simulations with downsampled populations. Column of panels on the left: $N=10000$. Panels on the right: $N=1000$. The cool colours correspond to percentages of $p<0.05$ below $5 \%$, warm colours indicate higher percentages. This figure illustrates that while binning tends to introduce more false positives, in any given binning strategy, added variance in the underlying occurrence counts (and thus bin sizes) does not

### 2.3 Conclusions

The Frequency Increment Test, as discussed in this Chapter, is undoubtedly a promising approach and part of a larger family of potentially useful methods, but from the extensive evaluation carried out above, appears not quite mature yet to be widely applied to linguistics research. This study was nevertheless useful for informing technical decisions in later chapters, including those involving corpus binning, minimal term frequency in models, and drove the idea of evaluating the models by means of simulations (see Chapters 3, 4).

Finally, in the period between submitting this thesis and its defense, a paper (Karsdorp et al. 2020) came out that in turn replicates our work (Karjus et al. 2020a), and attempts to solve the issues we raised, by approaching the task as one of time series classification, and employing a neural network architecture to do so. While a longer review of this work is out of scope for this post-viva addition here, it does seem like a major step forward in terms of testing for selection in linguistic time series.

## Chapter 3

## Quantifying the dynamics of topical fluctuations in language

In this chapter, I review previous corpus-based research on frequency change in natural language, and go on to develop and evaluate a simple but effective computational model to quantify fluctuations in topics of conversation in diachronic corpora, with particular focus on the lexicon. The approach, termed the topical advection model, is based on word co-occurrence statistics, and captures these fluctuations as a weighted average of changes in related word frequencies.

I argue that the advection model can be used as a baseline in any predictive models concerned with usage frequency changes of linguistic elements (not just words). Changes is language usage concerns a variety of linguistic disciplines, including historical linguistics but also applied fields like lexicography. The advection model can also be used to adjust for the effect of topical prevalence in linguistic time series (the topic of Chapter 2). Finally, it can be considered as a proxy for changing communicative needs (see Chapter 4), the motivation being that increases and decreases in the prevalence of topics reflect the changing priorities and interests of speakers' communities over time. Using a sample of lexical innovations from American English, I show that new words are statistically more likely to be introduced when their associated topics, and therefore presumably the associated topical communicative needs, are on the rise.

I test two implementations for inferring the advection value of a given word, one based on a weighted list of most associated context words, and the other on Latent Dirichlet Allocation, a popular topic model. I find these to perform comparably, while the former has the advantage of simplicity and easier interpretability. I also evaluate the methodology by simulating plausible scenarios of language change using synthetic corpora, as well as by randomization tests, and conclude that the advection model reliably quantifies a meaningful aspect of language. The inherent downsides of binning corpora were discussed in Chapter 2, but the implementations of the advection model however do still rely on comparison between discrete subcorpora or bins as a practical simplification (variations of operationalizing the binning are explored in the Appendix of the paper below). Future research could look into developing an alternative that would be applicable to continuous time series. For now, I will continue making use of the current version of the advection model in Chapters 4 and 5.

### 3.1 Author contributions

The following paper has been published in Language Dynamics and Change. The reproduction of this online version, over the subsequent pages, is in accordance with the publication licence. I carried out the analysis, wrote the paper, created the figures, and handled the submission process. Kenny Smith, Richard A. Blythe and Simon Kirby provided advice on the design of the study and the analysis, as well as edits and comments on the paper. Note that the reference "Karjus et al. 2018a" refers to the preprint of the paper that forms Chapter 2 in this thesis, which was accepted but not published yet at the time this paper was being typeset.
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#### Abstract

The availability of large diachronic corpora has provided the impetus for a growing body of quantitative research on language evolution and meaning change. The central quantities in this research are token frequencies of linguistic elements in texts, with changes in frequency taken to reflect the popularity or selective fitness of an element. However, corpus frequencies may change for a wide variety of reasons, including purely random sampling effects, or because corpora are composed of contemporary media and fiction texts within which the underlying topics ebb and flow with cultural and socio-political trends. In this work, we introduce a simple model for controlling for topical fluctuations in corpora-the topical-cultural advection model-and demonstrate how it provides a robust baseline of variability in word frequency changes over time. We validate the model on a diachronic corpus spanning two centuries, and a carefullycontrolled artificial language change scenario, and then use it to correct for topical fluctuations in historical time series. Finally, we use the model to show that the emergence of new words typically corresponds with the rise of a trending topic. This suggests


that some lexical innovations occur due to growing communicative need in a subspace of the lexicon, and that the topical-cultural advection model can be used to quantify this.
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## 1 Introduction ${ }^{1}$

Elements of a language, be they words or syntactic constructions, never exist by themselves, but in some context. Contexts, or topics, tend to change with the times, along with the world that they describe. These changes are expected to be reflected in (representative, balanced) diachronic corpora. If a particular topic-be it computers, cuisine or terrorism-rises or falls in public interest or newsworthiness, it would be reasonable to expect a similar effect in the corpus frequencies of lexical elements relevant to the given topic, particularly content words such as nouns. ${ }^{2}$ It follows from this that the changing popularity of some words, apparent from raw corpus frequencies, might well be explained simply by the rise or fall of their most prevalent topics, rather than being a product of other aspects driving language change, such as sociolinguistic prestige or inherent contextual fitness.

This paper seeks to investigate this idea, which we believe is rather intuitive and widely held, yet to our knowledge has not been formalized in a quantitative way. We will argue that by doing so, we arrive at an informative baseline for frequency-based approaches to lexical dynamics and language change in general. In particular, we show its potential for quantifying topic-driven innovations in the lexicon, and its utility in distinguishing selection-driven change from changes stemming from language-external factors, which manifest as topical fluctuations.

[^1]More precisely, we introduce a quantitative measure of topical change that we call advection, a term borrowed from physics where it is used to denote the transport of a substance by the bulk motion of a fluid. The analogy is that words are swept along by movements (increases or decreases in frequency) of associated topics. We implement a topical advection measure using a readily interpretable computational technique based on a robust method from distributional semantics. This approach requires very little tuning of global parameters and produces reasonable results given a sufficiently large corpus. As we will show, it is capable of capturing the effect of changing topic frequencies on the frequencies of individual words.

We begin in Section 2 by providing a brief overview of the state of the art of corpus-based evolutionary language dynamics research and identify the difficulties associated with disentangling different contributions to word frequency changes that may be of interest. We introduce the topical-cultural advection model in Section 3, and define our measure of advection in terms of the frequency change of words associated with topics. We first show (Section 4.1) that advection is positively correlated with word frequency changes in the Corpus of Historical American English (СОНА), indicating that the model successfully captures a component of language change. In Section 4.2 we test the advection model by showing that it correctly associates word frequency changes with a stylistic shift in an artificially-constructed corpus. We then show how it can be used to adjust frequency time series (Section 4.3), and finally (Section 4.4) how it also allows us to quantify the propensity for new words to emerge alongside trending topics.

We conclude that topical advection should be controlled for in any corpusbased research which relies on the (changing) frequencies of lexical items to make claims about patterns or mechanisms of language change. While this paper focuses on language, we believe that the same basic approach could also be utilized in studying the rise and fall of other products of human culture, given appropriate databases or corpora.

## Background: corpus-based approaches to lexical dynamics and language evolution

A question that often arises in corpus-based evolutionary language dynamics is the causal origin of language change. A key difficulty lies in disentangling the many different possible causes of language change, some of which may be of greater or lesser interest. A number of factors operating on the level of the individual speaker that potentially influence linguistic selection have been pro-
posed and tested, either in experimental settings, simulations, or corpora with speaker metadata-such as the competing pressures of learnability, expressivity, simplicity and efficiency (Kirby et al., 2008; Smith et al., 2013; Carr et al., 2017; Kanwal et al., 2017; Zipf, 1949; Enfield, 2014; Culbertson and Kirby, 2016), egocentricity and content biases (Tamariz et al., 2014), socially conditioned variation (Samara et al., 2017), and various other social effects (Calude et al., 2017; Lev-Ari and Peperkamp, 2014; Labov, 2011). While language change is perpetuated by the utterance selections of individual speakers over time, some factors also influencing selection may be seen as properties of the population, or those of the linguistic system, such as various structural-phonological properties (e.g. Szmrecsanyi, 2016; Ohala, 1983), phonological dispersion and clustering (Dautriche et al., 2016, 2017; Newberry et al., 2017), polysemy (Hamilton et al., 2016a; Calude et al., 2017), social network properties (Baxter et al., 2009; Castelló et al., 2013), top-down language regulation (Daoust, 2017; Ghanbarnejad et al., 2014; Rubin et al., 1977; Amato et al., 2018), community consensus and relative prestige associated with different variants and languages (cf. Pierrehumbert et al., 2014; Abrams and Strogatz, 2003; Hernández-Campoy and Conde-Silvestre, 2012; Labov, 2011). However, some changes may be a result of purely random effects, as individual speakers have access only to a finite sample of utterances (cf. Section 2.2).

In evolutionary terms, this amounts to the problem of teasing apart drift from selection in language change. Even where one can identify a systematic component to a change (selection), factors that might be of interest from a linguistic perspective need to be disentangled from those that are driven by changes in society and culture, or appear due to uneven sampling of genres, registers or topics in a corpus (Szmrecsanyi, 2016; Szmrecsanyi et al., 2014; Hinrichs et al., 2015; Pechenick et al., 2015). Such considerations have come to the fore due to sharp increases in the availability of quantitative data over the last decades. These datasets record how languages are used (corpora), what their distinguishing features are (typological databases) and to what extent languages are used (demographic databases). This development has given rise to the field of language dynamics, which has been described as an interdisciplinary approach to language change, evolution, and interlanguage competition, relying on large databases and quantitative modeling, including simulation-based approaches (Wichmann, 2008). Since our contribution applies to corpus research first and foremost, our focus in the following brief review will be on this strand of language dynamics.

### 2.1 Previous research

Large diachronic collections of language use are of greatest utility from the perspective of understanding language change, as from these one can extract trajectories of change and dynamics of competition between communicative variants. One body of research aims to quantify statistical laws of language change over time, those of word growth and decline, and relationships between word frequencies and lexical evolution (Keller and Schultz, 2013, 2014; Feltgen et al., 2017; Pagel et al., 2007; Newberry et al., 2017; Lieberman et al., 2007; Cuskley et al., 2014; Amato et al., 2018). This has also involved claims regarding the effects of real-world events (like wars) on these processes (Wijaya and Yeniterzi, 2011; Petersen et al., 2012; Bochkarev et al., 2014).

There is also an emerging strand of research investigating semantic change and language dynamics from the point of view of meaning, using diachronic corpora and distributional semantics methods. These include the various flavors of Latent Semantic Analysis (Deerwester et al., 1990) and word2vec (Mikolov et al., 2013). This research broadly falls into two categories: methods proposals usually accompanied by exploratory results (Sagi et al., 2011; Gulordava and Baroni, 2011; Wijaya and Yeniterzi, 2011; Jatowt and Duh, 2014; Kulkarni et al., 2015; Hamilton et al., 2016a; Frermann and Lapata, 2016; Schlechtweg et al., 2017; Dubossarsky et al., 2017; Kim et al., 2014; Rosenfeld and Erk, 2018)—and applications of such methods, usually with more specific linguistic questions in mind (Hamilton et al., 2016b; Xu and Kemp, 2015; Perek, 2016; Rodda et al., 2017; Dubossarsky et al., 2016; Dautriche et al., 2016). Notably, all of these approaches are, one way or another, based on (co-occurrence) frequencies of words, and as such are naturally subject to sampling biases potentially introduced by uneven representation of topics and genres in a corpus.

We believe our contribution is also relevant for traditional corpus linguistics, or research more geared towards investigating specific phenomena in some target language(s)-if it involves counting frequencies of words or other elements of speech in diachronic corpora, and using these counts in explanatory models. In all of these cases, it is necessary to deal with factors that serve to confound the explanatory factor of interest, for example, those that are specifically linguistic, such as various language processing and transmission biases. In particular, as noted above, there is a need to separate random and systematic effects, and frequency changes arising from changes in topic and genre across the corpus and over time. We expand on both confounds below.

### 2.2 Confound 1: language change involves drift

It is widely agreed that not all language change is necessarily caused by selection by speakers for certain variants or utterances, but also involves random processes (i.e., drift, or neutral evolution) (Sapir, 1921; Hamilton et al., 2016b; Blythe, 2012; Newberry et al., 2017; Jespersen, 1922; Reali and Griffiths, 2010; Andersen, 1990). Naturally, this should be taken into account in a diachronic study of language. This requires some way of distinguishing changes resulting from drift and those, potentially more interesting ones, resulting from selection.

Our proposal is by no means the first attempt to construct some form of baseline or null model against which potential cases of directed change can be compared. There have been various proposals to carry over the selection and neutral drift paradigm from evolutionary biology, where drift refers to cases for differential replication without selection (cf. Croft 2000). It has been argued that a prerequisite for studying language change through this paradigm would be the construction of well-informed null models (Blythe, 2012). Proposals in this vein tend to rely directly on or draw from Kimura's neutral model of evolution and the Wright-Fisher model (Kimura, 1994; Ewens, 2004). Alleles are equated with linguistic variants and neutral evolution (drift) with (neutral, random) language change (Reali and Griffiths, 2010).

Adopting this framework, Newberry et al. (2017) apply tests developed in genetics for distinguishing drift and selection to frequency time series of competing linguistic variants. In particular, they apply the Frequency Increment Test (Feder et al., 2014), and do so on three test cases of changes in the grammar of the English language. They conclude that this constitutes a systematic approach for distinguishing changes likely resulting from linguistic selection rather than drift (however, cf. Karjus et al., 2018a). With the culturomics proposal (Michel et al., 2011) in mind, Sindi and Dale (2016) propose another model to detect departures from neutral evolution in word frequency variation, based on comparing frequency series with randomly generated baselines.

In a slightly different sense, the notion of '(linguistic) drift' has also been used previously in a computational semantics study (Hamilton et al., 2016b). Drift is defined there as semantic change stemming from (presumably regularly ongoing) change in language-not a reflection of considerable change in the culture that a particular language codifies. The latter is labeled as 'cultural shift', which is claimed to be more common in nouns than verbs. Detecting 'significant' changes in word meaning has also been attempted (Kulkarni et al., 2015), with the two aforementioned approaches using a similar distributional semantics method for determining semantic similarity across time, and the latter employing a similar significance detection method as Feder et al. (2014).

The concept of linguistic drift is also commonly utilized in computational modeling of experimental communication data, where the null model, without communicative biases (such as bias for egocentric coordination or superior expression, cf. Tamariz et al., 2014) would consist of randomized changes, or drift. The question of distinguishing selection from drift has also arisen more widely in cultural evolution, for example, in the contexts of prehistoric pottery (Crema et al., 2016), keywords in academic publishing (Bentley, 2008) and baby names (Hahn and Bentley, 2003).

Another take on neutral evolution was proposed by Stadler et al. (2016), who demonstrated using a simulation model that language change may also self-actuate without selection but via momentum, whereby variants simply become more popular by virtue of having gradually become more popular. This model produces S-shaped frequency change curves, which have been argued to be a characteristic of language change (Blythe and Croft, 2012). Relatedly, a similar S-shaped trajectory was seen in a model where a neutral process of language acquisition interacts with a dynamic social network structure (Kauhanen, 2017)

### 2.3 Confound 2: language is not independent of its environment

No linguistic element exists in isolation: we use language to communicate about salient events in the world, and the language in use in a given time period therefore indirectly reflects the events, concerns and preoccupations of that time. These reflections should be observable in a representative corpus. The potential effect of real-world changes and hot media topics on corpusbased language usage patterns have been noted in multiple recent studies (see below). However, the way this is approached varies between studies with different aims. We observe at least three ways the connection between language use and real-world change has been considered: as a minor by-product of corpora; as an assumption for language-based culture research; and thirdly, as a factor to be necessarily accounted for in linguistic analysis. All of these deserve further discussion.
2.3.1 Topical-cultural impact on corpora as an inconsequentiality In a study of mathematical approaches to detecting selection (against drift, cf. Section 2.2) Sindi and Dale (2016) observe that words with very similar frequency change patterns also qualitatively belong to similar semantic clusters or topics (e.g., words related to war increasing during periods of war at similar rates). Since their focus is on evolutionary selection dynamics, the topical effect is discussed in passing. Keller and Schultz (2013) look into word formation dynamics and also observe qualitatively that cultural changes seem
to be reflected in the dynamics of the larger morpheme families, but do not explore further.
2.3.2 Topical-cultural impact on corpora as an assumption

The field of 'culturomics' is based on the assumption that changes in the sociocultural environment of a language should be reflected in the concurrent usage of its lexical items. Word frequencies in large diachronic collections of texts (such as Google Books) are seen as an interesting way of observing and studying historical real-world changes (Michel et al., 2011; Bentley et al., 2014). It has also been noted that times of change and conflict, such as wars and revolutions, are observable in language dynamics, such as the emergence of new words (Bochkarev et al., 2014, 2015) and word growth rates (Petersen et al., 2012). Petersen et al. (2012) conclude that "[t]opical words in media can display long-term persistence patterns /.../ and can result in a new word having larger fitness than related 'out-of-date' words". Socio-political change can in some cases be observed in the contemporary (distributional) semantics of words, e.g., Kennedy being associated with senator before and president after the year of his election (Wijaya and Yeniterzi, 2011). There have been at least two claims of correlations between changes in language and political processes (Frimer et al. (2015) on the us Congress, Caruana-Galizia (2015) on Nazi Germany), although these have both recently been criticized for methodological errors resulting in spurious correlations (Koplenig, 2017b). The culturomics approach, and research based on the Google Books corpus in particular, has been recently criticized for ignoring important issues such as metadata of the texts underlying the corpus (Koplenig, 2017a) and unbalanced sampling of topics, genres or authors in corpus composition (Pechenick et al., 2015).
2.3.3 Topical-cultural impact on corpora as a problem

While the relationship between topicality and language use allows us to use language as a window into changes in the world, as claimed by practitioners of culturomics, it poses a problem if we want to use fluctuations in those same patterns of language use as a diagnostic for linguistic, rather than sociocultural, change. In recent years a number of authors have drawn attention to the importance of controlling for contextual factors such as genre and topic, with some voicing the concern that studying language change via corpus frequencies of linguistic elements alone could potentially be misleading. We review some of these below.

Lijffijt et al. (2012) are concerned with testing the assumption that a singlegenre general purpose corpus should be relatively homogeneous over time.

They find that the period of the English Civil War had an identifiable effect on word frequencies in the Corpus of Early English Correspondence, which they attribute to the over-representation of war-related topics and authors with a military background, violating the assumption of homogeneity. In a corpus study on the English which-that alternation, Hinrichs et al. (2015) emphasize the importance of controlling for genre and register, since those alternating variants are associated with different genres. In a study on the evolution of the English genitive markers, Szmrecsanyi (2016)—lamenting the unreliability of corpus frequencies in general-reasons that while a "proper" grammatical change has taken place, "[a] good deal of the diachronic frequency variability in the dataset can be traced back to environmental changes in the textual habitat". They point out that the shifting nature of the topics in the news section of their diachronic English language corpus-in particular, the coverage of non-animate entities such as collective bodies-plays a role in the changing frequencies of of-genitives, their object of study.

Topical effects have also been suggested to play a role in word survival dynamics and semantic change. In a synchronic sociolinguistic study of Mãori loanwords in New Zealand English, Calude et al. (2017) point out that simple across-corpus loanword frequencies could be misleading in terms of loanword success, since "certain words and concepts can become more widely used because they might be relevant to certain topics of conversation". Studying the success of loanwords in French news corpora, Chelsey and Baayen (2010) similarly ask if topic matters: is the occurrence of many financial borrowings the result of a high proportion of financial articles in the corpus, or are financial borrowings just more likely to become entrenched? Their conclusion is that, without information on topics, there is simply no way to tell. Investigating the rise and decline of words in online newsgroups, Altmann et al. (2011) find that while diffusion among users (speakers) is the primary determinant of the success of a word, spread across the conversation threads within newsgroups (which could also be seen as "topics") also plays a significant role, with both being better predictors than raw frequency. Using a distributional semantics approach, Rodda et al. (2017) find qualitative support for the idea that the diffusion of Christianity drove semantic change in Ancient Greek, but point to the over-representation of certain genres in their corpus and call for more research on the effects of corpus composition.

Although many corpora do include metadata on genres and registers, fine-grained topics—which may well change rapidly within genres like daily news-are more often than not missing from the picture. Consequentially, there appears to be a widely articulated need across various branches of cor-pus-based language research for a method to control for topical fluctuations in
corpora, as they are recognized to have potentially far-reaching effects on linguistic analyses based on such data, particularly if they make use of frequencies of linguistic elements. The method we introduce below aims to address that issue.

## 3 The topical-cultural advection model

We begin with the simple intuition that if a topic becomes more prevalent, the words describing it, relating to it and possibly giving rise to it, should become more frequent as well. Similarly, the decline of a topic may drive the decline of words related to it. This effect should be clearer for words specific to certain topics, and less pronounced (or absent altogether) for words with a more general meaning. While we do not claim that our approach offers a remedy to all the concerns reviewed above, we will show that it does provide a simple, easily implemented and intuitive baseline for controlling for topic-related effects arising from sociocultural change or uneven sampling of a corpus. In this section we define the topical-cultural advection model. To aid readability, we defer certain technical details of the implementation to a Technical Appendix.

### 3.1 Definition of the model

In its simplest form, the topic of a target word in the topical-cultural advection model is defined as the set of words that are most strongly associated with the target word in terms of co-occurrence over a particular period of time. The context sets should be re-evaluated for each period subsample in a corpus, to accommodate for natural semantic change of words (which would also entail changes in context).

The advection value of a word in time period $t$ is defined as the weighted mean of the changes in frequencies (compared to the previous period) of those associated words. More precisely, the topical advection value for a word $\omega$ at time period $t$ is

$$
\begin{equation*}
\operatorname{advection}(\omega ; t):=\text { weightedMean }\left(\left\{\operatorname{logChange}\left(N_{i} ; t\right) \mid i=1, \ldots m\right\}, W\right) \tag{1}
\end{equation*}
$$

where $N$ is the set of $m$ words associated with the target at time $t$ and $W$ is the set of weights (to be defined below) corresponding to those words. $m$ is a free parameter (we use the value 75 in the following). The weighted mean is simply

$$
\begin{equation*}
\text { weightedMean }(X, W):=\frac{\sum x_{i} w_{i}}{\sum w_{i}} \tag{2}
\end{equation*}
$$

where $x_{i}$ and $w_{i}$ are the $i^{\text {th }}$ elements of the sequences $X$ and $W$ respectively. The $\log$ change for period $t$ for each of the associated words $\omega^{\prime}$ is given by the change in the natural logarithm of its frequencies from the previous to the current period. That is,

$$
\begin{equation*}
\log C h a n g e\left(\omega^{\prime} ; t\right):=\ln \left[f\left(\omega^{\prime} ; t\right)+s\right]-\ln \left[f\left(\omega^{\prime} ; t-1\right)+s\right] \tag{3}
\end{equation*}
$$

where $f\left(\omega^{\prime} ; t\right)$ is the number of occurrences of word $\omega^{\prime}$ in the time period $t$, and $s$ is a smoothing constant, to avoid $\log (o)$ appearing in the expression. The value of $s$ is set to o if the relevant frequency $f\left(\omega^{\prime}\right)>0$, or if both $f\left(\omega^{\prime} ; t\right)$ and $f\left(\omega^{\prime} ; t-1\right)$ are zero. Otherwise, $s$ is set to the value equivalent of 1 occurrence after frequency normalization. Simply put, we replace zero-frequencies with small values to be able to compute log frequency change from and to o. Mentions of log frequencies and log change here and below refer to natural logarithms. See the Appendix for details on why log change is favored over percent change.

The crucial ingredient in the model is the set of weights $W$ for the words in $N$. Here, we adopt the positive pointwise mutual information (PPMI) score (Church and Hanks, 1990). We provide details of how PPMI is calculated in the Technical Appendix. The idea is that PPMI assigns a higher score to words that are strongly associated, based on their co-occurrence with other words. While a very general, high frequency word may occur more often in the vicinity of a target word than some specific, low frequency word, the conceptual association between the target and the general word is likely quite low, as the latter cooccurs with many other words as well—while the topic-specific one likely does not. PPMI captures this notion and downweights co-occurrence counts with such general words. In terms of the advection model, weighting the frequency changes of the context words by their association scores leads to a better model, as context words more strongly associated with the target more likely belong to the same underlying topic.

### 3.2 Connections with previous work

This model builds on the core notions and recent developments in distributional (vector) semantics, where the meanings and topics of words are defined through their vectors of co-occurring words. These vector spaces may be learned directly from data (Mikolov et al., 2013) or be based on term co-occurrence matrices (Deerwester et al., 1990; Pennington et al., 2014). In all of these approaches, two words with similar vectors (across dimension reduced vector spaces, or across the vocabulary of context words) are considered to have similar meaning. A common measure of similarity is the cosine of the angle
between the two vectors. Recently, an alternative has been proposed in the form of the APSyn measure (Santus et al., 2016), which involves comparing the rankings of the topmost associated context words instead of the whole vocabulary. The intuition behind APSyn is that only the most associated context words hold relevant information about the target word, while most of the words are likely irrelevant. Santus et al. (2016) demonstrate the capacity of APSyn to perform as well, and in some cases better than the vector cosine. Considering only top ranking contexts is also similar to Hamilton et al. (2016b), who use cosine similarity between word vectors between time periods to measure semantic change, but as a second measure, the extent of the change in a word's similarity to its top nearest neighbors (Hamilton et al., 2016b). We adopt this approach of considering only the top most $m$ associated context words here to determine a "topic" for each word, using PPMI as the association score.

It is nevertheless worthwhile to compare our PPMI-weighted approach with a more traditional topic model. To this end, we also implemented the advection measure using Latent Dirichlet Allocation (LDA) (Blei et al., 2003). In this approach, each of its latent $k$ topics (we used $k=500$ ) is assigned a frequency change value based on the frequency changes in the vocabulary, weighted by their association with the topic (as a latent topic is essentially a distribution across the vocabulary). The topical advection value of a target word is then the mean of the changes in the topic frequencies, weighted according to the probability a word belongs to each given topic. The details of this calculation are given in the Technical Appendix.

As will be seen below in Section 4.1, the descriptive power of the two models is rather similar. While ldA is widely used, we feel that our simple PPMIweighted model has certain advantages. In addition to requiring the setting of only a single parameter, it is much less computationally complex (thus faster), and the results are easily interpretable. Specifically, each "topic" of a target is a short list of top context words (meaning the advection value, being the weighted mean of their log frequency change values, is on the same scale as the target word log frequency change values). It is also straightforward to observe the behavior of a target word's topic and calculate its advection value both before and after it has entered the language or gone out of use-by re-using the context word list and the corresponding weights from a period where the target word was already (or still) frequent enough for its topic to be inferred. ${ }^{3}$

[^2]
## 4 Results of applying the advection model in a number of language change scenarios

We now turn to two large, representative, pos-tagged corpora, in order to get a sense of how well the topical-cultural advection model performs, and proceed to demonstrate a number of useful applications. We preface the results with a few crucial technical details that apply to all the following subsections, and both the PPMI and LDA based models, while leaving a more thorough description of the parameterizations of the models and relevant corpus preprocessing steps to the Technical Appendix.

The word counts for each time period (segment) in a corpus were normalized as frequencies per million words (pmw). Since cultural effects are likely the most pronounced on content words, particularly nouns (see also Hamilton et al., 2016b), we only consider common noun targets in the following analyses. For the context vectors (see Section 3.1), we exclude stop words and use only content words (based on pos tags). We use the top $m=75$ context words for the ppmi based model. We set a (rather conservative) threshold of a minimum of 100 occurrences per period for words to be included in the model. If a word occurs less than 100 times in a corpus period, it will not be assigned a context vector-thus also no advection value for this period—nor will it be used as a context word. This comes down to a classical statistical sampling problem: if a word only occurs a few times, then its context vector (topic) is more likely to be composed of quite random words, in a random ranking, while if a word is observed numerous times, the ranking of its (recurring) context words becomes more reliable.

This however also means that it is not possible to calculate the advection value for low frequency words like recent innovations and words going out of usage. Since these correspond to periods of particular interest for such words, we experimented with using a 'smoothing' procedure to improve the informativeness of the topics. Specifically, the 'smoothed' data, used for deriving the topics, comprises text from a target period and its preceding period (word counts still correspond to the frequencies in the target period). This procedure increases the chance of inclusion for relevant context words that would otherwise not be present due to being too low frequency in one or both of the periods. Consequently, it also improves the precision of the advection measure for words decreasing in frequency in a given target period.
change in a word as change in its distribution of "contexts" (topics). Their model however appears very demanding in terms of the size of the training corpus.

### 4.1 Topical advection and diachronic language change

We use the Corpus of Historical American English (СОНА) (Davies, 2010) as a test set in order to evaluate the extent to which the model is capable of accounting for variance in word frequency changes. The сонА spans two centuries, starting with 1810, is binned into decade-length subcorpora by default, and is meant to be balanced across genres for each period (news, magazines, fiction, non-fiction; but see the Appendix for details).

With 20 decades, there are potentially 19 frequency change points that can be calculated for each target word. There are 7551 unique words in the nosmoothing condition, and 75653 data points. There are 10060 words ( 107475 data points) in the smoothing condition (concatenated data results in more words being above the minimal threshold to be eligible for the advection calculation).

To test the descriptive power of the two aforementioned implementations of the advection model, PPMI-based and LDA-based, we correlate the log frequency change values of common nouns between successive decades in the сона corpus to their respective advection values (their log topic frequency change values in the same decades). ${ }^{4}$ The results are presented in Fig. 1. The different scales on the axes indicate that words experience more rapid changes in either direction than topics, as one might expect, topic values being averages of context word frequency changes.

We find that, as expected, frequency changes correlate significantly and positively with advection, and that the smoothing operation further improves the correlation. The LDA-based and the ppmi-based models yield similar results. The less complex PPMI-based model (with smoothing) performs even slightly better, describing an average of $30 \%$ of variation in noun frequency changes between decades. There is also some variation between decades. The stronger correlations in some decades may be an indication of either a change in discourse in American English, as chronicled in the corpus, or differences in topical sampling between the subcorpora. We find that the strength of this relationship is in turn positively-but only moderately-correlated with observed divergences between distributions of genres in the decade subcorpora (see the Appendix for more details). In short, the advection model tends to describe more variance in word frequency changes between decade pairs which exhibit a larger divergence in their genre distribution (which can be expected to affect the underlying topic distribution).

[^3]

FIGURE 1 Left panel: log frequency changes of nouns and their corresponding topical advection (log topic change) values from two centuries of language change (from the PPMI-based model with topic smoothing). Each of the 107475 dots indicates the frequency change and advection value of one of the 10060 nouns, colored by decade. As such, many words occur multiple times in this figure. Positive values indicate increase, negative ones indicate decrease. Right: $R^{2}$ values for correlations for each decade. $+s$ indicates models with topical smoothing; the black bars mark the means. The ppmi-based models with smoothing have the highest mean $R^{2}$ of 0.25 . All $p<0.001$. This figure illustrates the robust correlation between frequency change and advection. We will be using the same colors to indicate decade subcorpora throughout this paper.

These results clearly show that topical fluctuations can be expected to explain a significant amount of variability in the change in word frequencies, which one might otherwise be tempted to attribute to other processes, such as selection. As such, the topical-cultural advection measure serves as a useful baseline in any quantitative model predicting frequency changes in linguistic elements.

### 4.2 Artificially-constructed language change based on genres in a synchronic corpus

Having established that advection constitutes one (small but significant) contribution to word frequency change in general, we now test whether our model can identify instances where it is the main contribution to change. This is difficult to determine with natural data, as one does not know a priori what the drivers of change are (beyond the genre distribution discussed in the previous section). To deal with this problem in a more controlled way, we construct an artificial corpus wherein the main component of change between two subcorpora is a known stylistic shift. We should then find that changes in word
frequencies are strongly correlated with topics that are more prevalent in one style than the other.

Specifically, we employ the Corpus of Contemporary American English (COCA) (Davies, 2008), which is the synchronic cousin of COHA. It consists of contemporary American English data from 1990-2012, again labeled by genres. However, in contrast to сонА, сосА is large enough that genre subcorpora from even relatively short time segments contain enough data for training the advection model. This allows us to avoid the potential confound of actual diachronic language change. We used only data from a short time span (20052010) in the academic journals and spoken language (TV and radio transcripts) subcorpora to construct an artificial "language change" from academic to spoken style and content, by defining the former subcorpus as one "period" and the latter as the following one.

We then measured the log frequency changes of nouns, as in the previous section, and their respective advection (log topic frequency change) values. Not surprisingly, among the top decreased are words like subscale, coefficient, selfefficacy, carcinoma, pretest; while words like tonight's, ma'am, fiancee, everybody, and paparazzi have all increased with the switch in genre. Again, the advection measure correlates positively with frequency change, and describes a notable amount of its variability: in our favored PPMI-based model, we find $R^{2}=0.45$ without smoothing and $R^{2}=0.73$ with smoothing applied. ${ }^{5}$ This is to say, the advection model appears to successfully pick up on the genre change, reflected in the high (positive) correlation value-the decrease in academic and increase in spoken style word frequencies corresponding to the fall of the academic and rise of the spoken topics or genres. Importantly from the perspective of validating our model, the $R^{2}$ values are higher here than in the analysis of сона. Presumably there are other forces affecting word frequencies in the сона besides genre divergences and topic fluctuations; at the same time, the (actual) changes between subsequent decades are likely less stark.

### 4.3 Using advection to adjust for topical fluctuations in time series

Having measured the descriptive power of the advection model and demonstrated how it behaves with re-evaluated topics over time, we now turn to an application of the model to deal with the confounds set out in Section 2.3.3. When it comes to predicting frequency changes of words or any other linguistic elements between periods of time, the advection measure can be included

[^4]as a control variable in a predictive model (see Section 4.1). In the case of time series analysis (i.e., involving multiple changes over time), it is possible to utilize the advection measure as a form of (in the following example, additive) time series decomposition, by carrying out the following operation. For a given word, for every period data point: subtract the advection value (log topic frequency change) of the target word from the log frequency change value of the target word. This yields a new series of frequency change values where the topical change component has been removed. In this section, we make use of the simple PPMI-based model (with smoothing). The advection values therein are averages over individual word log frequency changes, so the two quantities are on the same natural scale (changes in word frequencies) and can therefore simply be subtracted from each other. See the Appendix for a more technical breakdown of the approach.

The operation described above is similar to seasonal decomposition, a commonly applied approach in (multi-year) time series analysis to control for seasonal ups and downs (e.g., heating costs in cold and warm seasons). In our case, the "seasonality" (topical fluctuations) is not inferred from the time series itself, but calculated independently. Another way of looking at this is as a way of distinguishing the metaphorical "word of the day", one that is selected for, from a word that just comes and goes with the "topic of the day". Adjusting for topics has the potential to be useful in carrying out more objective tests of linguistic selection (cf. Newberry et al., 2017; Sindi and Dale, 2016; Bentley, 2008; Blythe, 2012), by controlling for the topical-cultural element.

Figure 2 illustrates the results of the adjustment operation on the example of a segment of the time series of the word payment in сона. The left side panel depicts the log frequency changes and the subsequent adjustment. The middle panel shows the same data as actual (per-million) word frequencies. Namely, the time series of word frequencies may be subsequently reformed for visualization purposes, after operating on the change points, as the (exponential of the) cumulative sum of the resulting log change values, initialized with the $\log$ frequency of the word at the start of the time series. This however requires selecting the arbitrary initialization value for the cumulative sum, which of course shifts the actual frequency values in the reformed series. The same approach can be used to visualize a topic "frequency" time series.

Finally, the right side panel in Fig. 2 illustrates yet another way of looking at word frequency changes through the lens of advection, making use of regression residuals. We ran a linear regression model for each decade (cf. Fig. 1), where frequency change is predicted by advection. Each blue point above and below the zero line marks the residual value of payment in each decade. Above zero indicates that the word is doing better than would be expected by its topic


FIGURE 2 Time series of payment in the first half of the 20th century. Usage of the word increases considerably in the 1930s, but so does its topic. Black circles: log frequency change values (dotted line), actual frequency (solid line). Green triangles: topic frequency; change values on the left panel, with the triangle pointing up and down corresponding to the adjustment; as relative frequency in the middle panel. Orange squares: frequency changes of the word adjusted by subtracting the log topic frequency changes from the word log frequency changes (left; as a reformed series in the middle panel). Note that the green topic line in the middle panel is plotted for reference and only illustrates topic frequency as a relative measure, being a cumulative sum of the log topic changes, initiated with an arbitrary value. Blue dots below and above zero on the right side panel: residuals of the target word taken from per-decade regression models. The adjustment operation is generally in line with the residuals: frequency gets adjusted upwards when the residual is positive, and downwards when the residual is negative.
(hinting at selection). Conversely, below zero values indicate that the word is used less than would be expected given the prevalence of its topic.

One obvious concern with using the advection measure for a decomposi-tion-like operation-subtracting topic frequency change from word frequency change-is that it might be over-correcting frequency changes and interfere with observing genuine competition in language, whereby one lexical element is replaced with a synonym over time. To investigate this possibility, we constructed a second artificial corpus, based on 11 decades (1900s-2000s) of the preparsed сона corpus (cf. Section 4.1). The manipulation of the corpus consisted of replacing a set of otherwise stable words with (invented) synonyms in a controlled way. We find that after applying the advection adjustment, the artificially-constructed language change remains untouched, leading us to believe that this adjustment by subtraction does not obscure genuine (although in this case artificial) cases of selection (see the Appendix for a full technical breakdown).

### 4.4 Advection predicts lexical innovation

McMahon (1994) notes that "new words are most likely to survive, and indeed to be created in the first place, if they are felt to be necessary in the society concerned. This is a difficult notion to formalize, but a well-established one". Previous empirical research has linked vocabulary size with communicative need as well. Studying color words in 110 languages across the world, Gibson et al. (2017) argue that the communicative needs rising from the environment where these languages are spoken dictates (to an extent) the color naming systems that emerge. In another cross-linguistic study, Regier et al. (2016) show that the need for efficient communication-which varies across cultures and environments-does seem to drive vocabulary size (in their case, of words for 'ice' and 'snow').

From a historical perspective, this suggests the hypothesis that an increasingly popular topic (i.e. exhibiting positive advection) would be expected to attract new words, providing the detailed vocabulary required-or, conversely, a new word would be expected to exhibit a strong positive advection at its period of first occurrence, compared to the advection values of its topic in previous periods. We are now equipped to test the latter hypothesis.

We identified a test set of 73 "successful" novel common nouns from the сона that meet the following criteria: our successful novel nouns appear as new words in the 1970s to 2000s, and, importantly, occur with high enough total frequency across (at least some of) these decades for their topics to be reliably modeled (it is in this sense that the nouns are "successful"). Notably, each period of СОНА includes a rather large number of new words, but most of them occur at very low frequencies. Figure 3 illustrates the differences in subcorpora sizes across decades in the corpus and the number of new nouns per period. ${ }^{6}$

To remedy the small sample problem particularly relevant to new words (that often start out at low frequencies), we again used the simple "smoothing" technique (see introduction of Section 4), this time concatenating data from all the last four decades for the purposes of constructing the ppmi-based topic vectors. We chose only novel target words from the last few decades of the corpus in order to carry out the following comparison.

6 Note that these counts correspond to our cleaned version of the corpus (cf. Section 4; this also included the removal of all capitalized words to avoid occurrences of mistagged proper nouns, see the Appendix for details). The numbers of "new" or previously unseen words are likely inflated by the occurrence of spelling mistakes, uncommon words and OCR errors (which commonly end up with the noun tag).


FIGURE 3 Token frequencies of nouns (left) and type frequencies of new nouns (middle panel) in the (preparsed) СонА corpus across period subcorpora. The vertical dashed line on the middle panel indicates the last four decades used to determine the test set of new words in this section; these words are visualized on the right (in corresponding colors).

As each topic consists of a list of words, we computed their advection values (log frequency changes) across ten decades preceding the decade where the target word would first occur in the corpus. ${ }^{7}$ In essence, we track how well each topic of each new word is doing throughout a century before the appearance of the innovation. This allows us to measure how many of the (successful) new words belong to topics that exhibit higher advection than before in the period where the new word first appears. For $58 \%$ of novel nouns out of the 73 , the advection value of the topic associated with the word was found to be above the upper bound of the $95 \%$ confidence interval of the mean of its advection values over the preceding 10 decades (e.g., microchip, cf. Fig. 4). $37 \%$ fell around the means, and only $5 \%$ were below the lower bound of their respective confidence intervals. ${ }^{8}$

We also conducted a t-test in the following manner to test the apparent tendency. We calculated the z-score of the advection value of each of the 73 new words at the decade of first occurrence, using the mean and standard deviation values of the previous decades (separately for each of the new words). A one-sample $t$-test on this set of $z$-scores indicated that its mean is significantly ( $p<0.001$ ) above zero-or in other words, the advection values of new words are on average significantly higher at the time of entry than in preced-

[^5]

FIGURE 4 Three example novel words. The dashed and dotted dark gray line: the advection (log change) values of the topic of the word; above o indicates an increase, below o a decrease in the topic (note that this is not the frequency of the word, but the mean log changes in the topic). The brightly colored circle marks the entry decade of the word-this is the advection value that is compared against the mean of the preceding advection values. The mean of preceding decades is indicated with the horizontal solid gray line, with a light gray colored confidence interval. The relevant co-occurring topic words are visualized as clouds below each panel (ordered by their PPMI scores). The word microchip is among the $58 \%$ of our novel word sample that enter the corpus when its topical advection value is significantly above the mean of the past 10 decades. It is around the mean for pantsuit, and below for narratology.
ing decades. These findings suggests that the appearance of new words does indeed correspond to the rise of certain topics, or the increasing communicative need for new words. Figure 4 illustrates this effect for three novel words that enter into the corpus at different advection values.

## 5 <br> Discussion

A language corpus is essentially a sample of aggregated utterance selections by (a sample from) the population of speakers. In principle, factors which have been claimed to drive selection could therefore be tested for in a corpus, as some have been-a diachronic one in case of claims about change dynamics, and synchronic if the claims concern properties of language as such. Models connecting individual-level biases and population-level observations have been recently proposed as well (Kandler et al., 2017; Kandler and Powell, 2018). In the diachronic case, if the analysis was to involve changing frequencies over time, then the topical-cultural advection model would be straightforwardly applicable as a factor of control or baseline change. It could likely also improve tests for selection and drift (cf. Newberry et al., 2017; Sindi and Dale, 2016; Bentley, 2008; Blythe, 2012) by adjusting for the component of fluctuating topics presumably driven by socio-cultural processes or "newsworthiness". While con-
textual suitability for a topic could be argued to be itself a signal of selection, our model remains applicable, allowing for a quantification of that signal, or to be used as a predictor on its own, as shown in Section 4.4.

In the case of natural language, our technique for measuring topical advection does require a certain amount of data to be reliable (in terms of inference of the topics, cf. Section 4). As such, it is directly applicable to (sufficiently large) corpora, regardless of them consisting of newspapers, books, transcripts, dialogs or interviews. This includes both diachronic corpora (i.e., involving two or more time periods) and synchronic corpora (consisting of distinct subcorpora, cf. Section 4.2). It is less likely to be useful in experimental settings. In principle, the advection model could also be used in other domains of cultural evolution, where there is diachronic data available about the systematic cooccurrence of traits or properties (in lieu of context words) of cultural elements (in lieu of target words, such as nouns in the previous sections).

In a sense, our model also orthogonally complements the momentum model of Stadler et al. (2016). They demonstrate, using a simulation of language evolution, that change can self-perpetuate without selection, when a linguistic variant gains enough momentum in its frequency changes over time. While they model momentum from the frequency change of a variant itself, we model the frequency change of a variant potentially driven by the frequency change in its immediate contextual topic (not itself), or what could be called 'topical momentum'.

## 6 Conclusions

We presented the topical-cultural advection model, along with two potential implementations, as a straightforward method capable of capturing topical effects in frequency changes of linguistic elements over time. In particular, we demonstrated that the model accounts for a considerable amount of variability in noun frequency changes between decades in a corpus spanning two centuries, retains its capacity when used on an artificially sampled corpus where a change in style and contents has been simulated, and can, to an extent, predict lexical innovation, based on increases in topic frequencies. We also introduced a way of using the advection measure for time series adjustment to distinguish (presumably selection-driven) changes from topical fluctuations (or potentially uneven corpus sampling). We conclude that the topical-cultural advection model adds an important analytical approach to the toolkit for corpusbased lexical dynamics research, or any investigation drawing inference from changing frequencies of linguistic (or other cultural) elements over time.
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## A Technical appendix

## A. $1 \quad$ Notes on preprocessing and parameters

We take a number of preprocessing steps to ensure a reasonable quality in the inference of the topic vectors that underlie the advection model. Both in the case of СОНА and COCA, we exclude stop words (and also a list of known OCR errors) and use only content words (based on corpus pos tags). While сона and coca distinguish proper and common nouns in its tagging, we noticed quite a few proper nouns were tagged as common ones, hence we decided to remove all capitalized words (this is particularly relevant in the context of Section 4.4, where we needed to avoid detecting mistagged proper nouns as innovative common nouns). We also reduced variability in spelling by removing hyphens, and replaced all sequences of numbers within content words with a placeholder.

We used a context window of 10 words on both sides of the target word (after the removal of stop words, etc.), linearly weighted by distance, for inferring co-occurrence. The co-occurrence matrices were subsequently weighted, using the positive pointwise mutual information (PPMI) between each target word $w$ and context word $c$ :

$$
\begin{equation*}
\operatorname{PPMI}(w, c):=\max \left\{\log _{2} \frac{P(w, c)}{P(w) P(c)}, o\right\} \tag{4}
\end{equation*}
$$

This is essentially a weighting scheme that gives more weight to co-occurrence values of word pairs that occur together but not so much with other words, and less weight to pairs that co-occur with everything. Since we set a threshold of 100 occurrences per period for a word to be included, we circumvent the known small values bias of PPMI. Since we use positive PMI, all co-occurrence values end up as $\geq$ o. See e.g. the textbook by Jurafsky and Martin (2009) for further details and examples.

For the advection model based on vectors drawn from a ppmi-weighted cooccurrence matrix, we use the top $m=75$ context words as the topic (having observed that very small values lead to less reliable topics, while considerably larger values deteriorate the results in some cases). Importantly, the word counts (that underlie the log change values, which in turn make up the advection values) for each period were normalized to per million frequencies using the total word count in that period (periods corresponding to decades by default in COHA ).

## A. 2 Algorithmic description of the topical-cultural advection model

1. Preprocessing steps
1.1 (optional) Basic text cleaning (using a list of OCR errors, a list of stop and function word tags, words shorter than 3 characters), keep only content words; remove all capitalized words to avoid proper nouns
1.2 (optional) Affix tags to words in the pos class of interest (e.g., nouns in our case; more tags and more specific tags improve disambiguation, but also increases sparsity)
1.3 Split texts in the corpus files according to document delimiter tags (e.g., '\#\#' in СОНА) to avoid word co-occurrence windows crossing document boundaries
1.4 Aggregate and store the preprocessed texts according to chosen periods (e.g., decades)
2. Calculate frequency change
2.1 Count the frequencies of words in each period subcorpus and normalize the counts to obtain comparable (relative) values (subcorpora may be of different size)
2.2 For each word $\omega$, between each pair of successive time periods $t$, calculate the $\log$ frequency change value: $\log$ Change $(\omega ; t)=$ $\ln [f(\omega ; t)+s]-\ln [f(\omega ; t-1)+s]$ where $f(\omega ; t)$ is the number of times word $\omega$ appears in the corpus during time period $t$. Note we use the $+s$ offset to avoid $\ln (o)$, and set the value of $s$ to the equivalent the value corresponding to 1 occurrence after normalizing to permillion counts. $s$ is set to o if $f(\omega)>0$ or if both frequencies are o.
3. (A) Topics and advection (if using the PPMI vectors based approach)
3.1 Generate term co-occurrence matrices for each period (e.g., target words as rows and context words as columns), using a context window of some length (we used $\pm 10$, and linearly weighted context words by distance within the window)
3.1.1 (optional) If targeting a specific pos class, filter the matrices by keeping only rows with the previously affixed tag
3.1.2 (optional) Filter by setting a frequency threshold for a word to be included (we used a threshold of 100 raw occurrences per period or per concatenated dataset, if using smoothing)
3.2 Apply positive pointwise mutual information (PPMI) weighting to each matrix
3.3 Retrieve and store relevant context words for each target, in each period (i.e., sort each row of each matrix and store the top $m$ context words, along with their PPMI weights in that row; we used $m=75$ )
3.4 (optional) to apply the "smoothing" operation, concatenate data from pairs of successive periods instead, and apply the previous 3 steps
3.5 For each target word $\omega$, in each period $t$, calculate its advection value:
3.5.1 The advection values is a weighted mean over the log frequency change values in the set (of length $m$ ) of a target's context words $N$ (i.e., the 'topic'), with their PPMI values as the weights $W$; advection $(\omega ; t):=$ weightedMean $\left(\left\{\log \operatorname{Change}\left(N_{i} ; t\right) \mid i=\right.\right.$ $1, \ldots, m\}, W)$, where weightedMean $(X, W):=\frac{\sum_{i} x_{i} w_{i}}{\sum_{i} w_{i}}$
4. (B) Topics and advection (if using the LDA topics based approach)
3.1 Train Latent Dirichlet Allocation (Blei et al., 2003) models for all period subcorpora (we used the following parameters: $\alpha=\beta=0.1$, $k=500$, maximum allowed iterations: 5000)
3.2 For each word $\omega$ in each period $t$, calculate its advection value:
3.2.1 Given the $k$ topics, $\tau$, identified by LDA, we determine the number of times $n(\omega, \tau)$ that each word $\omega$ appears in each of the topics $\tau$. From this we can define the two conditional distributions $p(\omega \mid \tau)=n(\omega, \tau) / \sum_{\omega^{\prime}} n\left(\omega^{\prime}, \tau\right)$ and $p(\tau \mid \omega)=$ $n(\omega, \tau) / \sum_{\tau^{\prime}} n\left(\omega, \tau^{\prime}\right)$. Given a word frequency change $\log$ Change $(\omega ; t)$ at time $t$, its contribution to the change of the topic $\tau$ is logChange $(\omega ; t) p(\tau \mid \omega)$.
To construct the advection of a target word $\omega$, we need to determine the frequency changes of all topics that are coming from words other than $\omega$, i.e., logTopicChange $(\tau ; \omega, \mathrm{t})=$ $\sum_{\omega^{\prime} \neq \omega} p\left(\omega^{\prime} \mid \tau\right) \operatorname{logChange}\left(\omega^{\prime} ; t\right) p\left(\tau \mid \omega^{\prime}\right) /[1-p(\omega \mid \tau)]$.
Then, $\operatorname{advection}(\omega ; t)=\sum_{\tau} \operatorname{logTopicChange}(\tau ; \omega, \mathrm{t})$ $p(\tau \mid \omega)$. The last part is thus analogous to point 3.5.1, the change in topic frequency being operationalized as a weighted mean of the changes in word frequencies, with weight from the distribution of words over topics.
5. (optional) Measure the descriptive power of the advection model by correlating the advection value of each word in each period to its respective log frequency change value.

## A. 3 Additional remarks on the model and data processing <br> A.3.1 For our purposes, logarithmic change is more useful than percentage change

We opt to quantify the changes in word counts between different time period subcorpora, using the measure of logarithmic difference-thus referring to it simply as 'log change' (cf. also Altmann et al., 2011; Petersen et al., 2012). Logarithmic difference between values $V_{1}$ and $V_{2}$ is defined as $\ln \left(V_{2}\right)-\ln \left(V_{1}\right)=$ $\ln \left(V_{2} / V_{1}\right)$. This is sometimes also referred to as $\log$ percent or $\mathrm{L} \%$ when the result is multiplied by 100 (Törnqvist et al., 1985; Wetherell, 1986), logarithmic growth rate (Casler, 2015), log points, nepers (centinepers in the case of multiplication with 100), decibels (when using $\log _{10}$ ), or logarithmic growth rates. Measuring change on a logarithmic scale has three useful related advantages over the often used percentage change, defined as $\left(V_{2}-V_{1}\right) / V_{1} \cdot 100$. These are symmetry, additivity, and the lack of extreme positive outliers.

The absolute value of log change between two counts is the same regardless of which is used as the reference point. Given a series of log changes, the final (log) frequency is equal to the sum of the initial (log) frequency and the series of $\log$ changes. Percentage change is by definition bounded at $-100 \%$ on the negative end, while increases starting at small values yield very large positive numbers.

Log change has the disadvantage that any o-counts must be smoothed to avoid negative infinity resulting from $\ln (\mathrm{o})$, while for percent change, smoothing is strictly necessary only for increases from o to non-o (to avoid division by o), as a decrease from non-o to o is always $-100 \%$ (regardless of the actual difference between the two values, which in itself may be seen as another disadvantage, depending on the use case). Simple +1 smoothing could be used to avoid this problem by incrementing all frequencies by 1 . This leads to some bias when dealing with relatively small values (particularly after normalizing to per million words). We use a slightly more elaborate version where we only change any o values involved in frequency change calculations to the value that corresponds to 1 occurrence in the per-million normalized frequency counts, and leave all > o values untouched.

Log frequencies are also better suited than raw frequencies (and absolute change) when dealing with word frequencies, smoothing the influence of the small number of extremely frequent words at the top end of the typically Zipfian distribution. We also tested the advection model using absolute frequency changes. Correlating absolute change based advection values with absolute frequency changes yields a practically zero correlation value. When using absolute frequencies for the advection calculation, but correlating these with log frequency changes, the correlations tend to come out as either the same or lower

TABLE 2 Time series decomposition using topical advection on the example of the word payment, corresponding to Fig. 2

|  | 1900s | $\mathbf{1 9 1 0 s}$ | $\mathbf{1 9 2 0 s}$ | $\mathbf{1 9 3 0 s}$ | $\mathbf{1 9 4 0 s}$ |
| :--- | :---: | :---: | :---: | :---: | :---: |
| (a) pmw frequency | 69.2 | 71.2 | 151.5 | 226.3 | 118.3 |
| (b) log freq | 4.25 | 4.28 | 5.03 | 5.43 | 4.78 |
| (c) log change |  | +0.03 | +0.75 | +0.4 | -0.64 |
| (d) advection |  | -0.06 | +0.45 | +0.3 | -0.42 |
| (x) adjusted log change |  | +0.09 | +0.3 | +0.1 | -0.23 |
| (y) reformed series | 69.19 | 75.53 | 102.08 | 112.99 | 90.15 |

Frequencies (a) are per million words. Log frequency and log change (b, c) refer to natural logarithms. The advection values (d) are based on the PPMI model with corpus topic smoothing. All values are rounded to save space and are therefore not precise. The increases in frequency of payment in the 1920 and 1930s, as well as the decrease in the 1940 (cf. row c) coincide with the changes in the averaged frequency of the topic words of payment, i.e., topical advection (d). The adjusted log change values (x) reflect the estimated frequency changes of payment when topical fluctuations are accounted for.
compared to using log change everywhere (as we do in this paper). In summary, there is little reason to not use log change to measure change. Table 1 illustrates the differences of logarithmic and percentage measures of change in frequencies between two time periods, $t_{1}$ and $t_{2}$.
A.3.2 Additional remarks on using advection for time series adjustment Table 2 illustrates the word frequency time series adjustment operation based the topical advection measure, described in Section 4.3. The alphabetic abbreviations in the following equations refer to the rows in Table 2 . The decomposi-tion-like adjustment is additive: the adjusted log change values $x=c-d$. The frequency series can be reformed as the exponential of the cumulative sum of the adjusted values, initiated with the $\log$ frequency at period $1, a_{1}$ :

$$
y_{i}=e^{a_{1}+\sum_{j=1}^{j j i} x_{j}}
$$

This could be useful for visualization purposes, as on Fig. 2, but of course the actual values in the reformed series depend on the (arbitrary) initialization value. The values in the resulting reformed (exponentiated) series will never be negative, but may be very small, if topical advection for a given word at a given time point is considerably higher than its frequency change (we observe this to be rarely the case).

TAble 1 Fictional word counts and the resulting change values using different measures. Note the asymmetry in percentage change values when the counts are flipped. Natural logarithms are rounded to save space.

| $t_{1}$ | $\mathbf{1}$ | $\mathbf{5}$ | $\mathbf{5 0}$ | $\mathbf{1}$ | $\mathbf{1 0}$ | $\mathbf{1 0}$ | $\mathbf{1 0}$ | $\mathbf{1 0 0}$ | $\mathbf{1 0 0}$ | $\mathbf{1 0 0}$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $t_{2}$ | $\mathbf{1 0}$ | $\mathbf{1 0}$ | $\mathbf{1 0 0}$ | $\mathbf{1 0 0}$ | $\mathbf{1 0 0}$ | $\mathbf{1}$ | $\mathbf{5}$ | $\mathbf{5 0}$ | $\mathbf{1}$ | $\mathbf{1 0}$ |
| abs. change | 9 | 5 | 50 | 99 | 90 | -9 | -5 | -50 | -99 | -90 |
| $\%$ change | $900 \%$ | $100 \%$ | $100 \%$ | $9900 \%$ | $900 \%$ | $-90 \%$ | $-50 \%$ | $-50 \%$ | $-99 \%$ | $-90 \%$ |
| ln change | 2.3 | 0.69 | 0.69 | 4.61 | 2.3 | -2.3 | -0.69 | -0.69 | -4.61 | -2.3 |
| $\log _{10}$ change | 1 | 0.3 | 0.3 | 2 | 1 | -1 | -0.3 | -0.3 | -2 | -1 |

A.3.3 Time series adjustment does not hide genuine competition This section further supplement Section 4.3, detailing the artificial corpus construction. The artificial series were inspected to see if the adjustment operation might possibly hinder the detection of actual competition between linguistic elements.

We selected four test nouns of various frequencies that each: occur frequently enough in the corpus during the past century to evaluate their topics; exhibit relative stability across the 11 time periods (1900s-2000s) in terms of their occurrence frequency, as well as meaning (based on the APSyn measure (cf. Section 3.2) on their context word vectors); and have small (absolute) advection values. The words roof (frequency at period 1:163 per million words), reason (724), town (748), and face (1938) satisfied these criteria.

We then generated artificial competing synonyms by replacing a linearlyincreasing proportion of the occurrences of each of the four target words with an invented "synonym" (word') in the corpus. We also experimented with an S-shaped increase curve (arguably more characteristic of language change, cf. Blythe and Croft, 2012), which did not change the results. For example, at period 1, the invented synonym town' appears nowhere in the manipulated corpus, while in period $2,10 \%$ of the occurrences of town are replaced with town' in the manipulated corpus, $20 \%$ in period 2 and so on up to $100 \%$ in period 11 . Importantly, the replacement positions in the corpus were sampled at random, in order to simulate a scenario where the two synonyms are used freely (i.e., without regard for any contextual factors like style or genre).

On applying the advection correction to each of the original words and their synonyms, we find their frequency change points are only shifted slightly from their known values. When looking at the advection-adjusted fraction of occurrences of a word or its invented synonym (i.e., relative frequencies), the shifts
due to the advection adjustment are barely noticeable. In other words, we find that advection-based adjustment does not seem to obscure genuine (although in this case artificial) cases of selection.

## A. 4 Details on correlating advection model power and genre divergence

As mentioned in Section 4.1, we found that the advection measure correlates positively with divergences between genre distributions in сона. Data in the decade subcorpora in СонА is subsequently divided into four genres (fiction, magazines, news, non-fiction). We measured the genre distribution of each decade by counting the total number of words in each genre. Genre distributions of successive decades were compared using Kullback-Leibler divergence (to avoid zeros in the calculation, we incremented zero word counts by 1 , in the early decades lacking the "news" genre). A value of o would indicate an identical distribution. The distribution of the aforementioned genres in the 1950s subcorpus is $50 \%, 24 \%, 14 \%$ and $12 \%$. The difference to the 1940 is less than 1 percentage point in each genre, yielding a divergence of 0.00002 . The largest observed divergence value is o.13, between 1810 s and 1820 , where "magazines" and "non-fiction" both differ by about 16 percentage points.

We find that (the log of) these divergence values correlates positively with the coefficients of determination from the advection model (i.e., the models where advection values are correlated with the word frequency change values). The $R^{2}$ values from correlating the divergence values to the $R^{2}$ values from the ppmi-based model without and with smoothing, and the lda-based ones, without and with smoothing, in that order, are: $0.17,0.41,0.05$, and 0.26 . This indicates that the advection model is picking up on the changes between genre sample sizes, but also that discrepancies in genre sampling are likely not the only thing driving the observed changes in сона over time. Figure 5 visualizes these results.

## A. 5 Choice of corpora and methods, and their limitations

We used fairly large corpora- сона and coca-for our analyses, both of which have been described as relatively representative and well balanced in terms of genre. We excluded the first decades of сона in some cases, due to their smaller size and less balanced nature. Notably, the "news" genre is entirely missing in the first five decades. Mileage of utilizing the advection model with smaller corpora would probably vary, and is of course open for experimentation in terms of the parameters, thresholds and possibly the topicalsemantic smoothing as described above. It is not impossible that superior results could be potentially achieved using larger and better balanced corpora and more sophisticated methods of topic modeling with carefully optimized


FIGURE 5 Divergence of genre distributions and the descriptive power of the advection measure (in the ppmi-based model, with smoothing). Each dot stands for one decade pair comparison, e.g. the dark purple dot marks the comparison of the 2000s to the preceding 1990s. The colors correspond to the colors in Fig. 1. Note the log scale on the horizontal axis. Decade pairs where the advection model describes more variance in noun frequency changes tend to be the ones with higher divergence in genre distributions.
parameterizations (for example, our exploration of the LDA parameter space was admittedly fairly limited).
A.5.1 Variations in operationalizing the test corpora

The results in Section 4.1 were based on comparing frequency changes between decade-length bins of the сона. We also experimented with different temporal distances to see if the model behaves considerably differently. We found that with increased distance between the target decade and future decades, the values do improve in the case of some decade subcorpora, but not all, presumably depending on how much the subcorpora differ in terms of their underlying topic distribution. For example, the advection model describes more variance between mid-2oth century decades and the zooos compared to their immediate successors, while the 181 os subcorpus, clearly divergent in its distribution of genres and topics, shows relatively high correlations with all other subcorpora.

We also experimented with applying the advection model to a shuffled corpus to test if there the observed correlation between word frequency changes and topical advection (cf. Section 4.1) could be the result of some overlooked artifact of the model. We used the last decade subcorpus of СОна, but randomized the position of every word in the corpus, and calculated the topical advection value for all the target words, i.e. the weighted mean log context change (PPMI based, without smoothing), but using the randomized contexts. This resulted in $R^{2}<0.001, p=0.4$, indicating that the topical advection measure-if calculated based on natural language use and not on random
sequences of words-does yield meaningful information about the frequency change in the topic of a word.
A.5.2 Semantics, semantic change, and corpus smoothing

We re-evaluated the topics of words for every period to accommodate for natural semantic change. In principle this may not be necessary, if the meaning of a word is known to be very stable across time. In this case, the context vector from a single period, or aggregated across periods, could be used. The latter would also remedy the inherent problem of inferring context vectors for lowfrequency words.

We note that the advection model should not be affected by the recent critique of distributed semantics by Dubossarsky et al. (2017), who show that semantic change measures based on vector spaces tend to be biased by differences in frequency. In particular, they call into question the entire enterprise of automatically measuring meaning change, attempting to replicate previous studies (Dubossarsky et al., 2015; Hamilton et al., 2016a) and finding that the proposed results either do not hold up or have drastically diminished descriptive power in comparisons against randomized baselines-attributing them to problems in vector space construction methods as well as bias from word frequency.

The same context word vectors we use to determine topic could indeed easily also be used to determine semantic change, by comparing the lists of top context words (cf. Fig. 4) between periods either by directly using the APSyn measure (cf. Section 3.2), or comparing the entire (suitably aligned) PPMI context vectors using vector cosine (in case of the former, care should be taken not to include o-weight words in the topics, since APSyn only considers the rankings of context words in the vector, not their weights).

However, advection (topic frequency change) is meant to be re-evaluated for each corpus period. As such, semantic change is not directly a concern. We did also demonstrate additional results using what we called "smoothing" (Section 4), or concatenating the data from the target period $t$ and the preceding period $t-1$ for the purpose of inferring topic vectors. In our experiments, this improved the power of advection to predict frequency change. In principle, smoothing could be applied using any number of $t \pm n$ periods; we also experimented with concatenating the entire corpus, and found that the descriptive power of the advection model suffered considerably. We assume semantic change to be the reason, since the context words (using which the advection measure is calculated) relevant to a target in one period may be quite irrelevant from another period, if the use (meaning) of the target differs-leading to uninformative topics.

Notably, the advection model is not expected to work as well with highly polysemous or general words (and homonyms), as it would with words with a more specific meaning (unless the meanings are somehow disambiguated and sense-tagged). The same goes for phrases and multi-word units, which we do not attempt to detect or parse in this contribution. Polysemy and multi-word units, however, are widespread problems across most NLP tasks, not only the one at hand.

## A. $6 \quad$ Notes on implementation, code and data

The models and calculations presented in this paper were implemented using R 3.5.0 (R Core Team, 2018), and making use of the text2vec package (Selivanov and Wang, 2018). The code and data are available at https://github.com/ andreskarjus/topical_cultural_advection_model. The corpora used here can be found at https://corpus.byu.edu.

### 3.3 Conclusions

In this Chapter, I developed a model for quantifying topical fluctuations in diachronic linguistic data, and demonstrated its applicability to predicting frequency changes in words, to adjusting time series for the topical elements, and its potential usage as a model of changes in communicative need. As such, it forms a methodological foundation for the following two Chapters (4 and 5). The advection model, meticulously evaluated and tested here, will be used to describe variance in lexical competition and colexification dynamics. The lexical innovation section of the paper that forms this Chapter was, in hindsight, fairly simplistic in its approach to defining new successful words - this methodology will also be further refined in Chapter 4, to weed out false positive cases of innovations stemming from uneven corpus composition.

## Chapter 4

## Communicative need modulates competition in language change

Chapter 2 approached language change from the interrogative angle, looking for ways to determine if selection is taking place. In this Chapter, I shift to the why question - given two or more functionally similar elements in language, why is it that in some cases one of them undergoes strong enough selection to kill the other(s) off, while in other cases similar elements coexist?

Chapter 3 laid out an approach to corpus data that I will continue to take in the remainder of the thesis. Here, the focus remains on the lexicon, as I use the topical advection model as a proxy measure of changes in communicative need, and develop a novel methodology to estimate the extent of competition between similar linguistic elements, inferring it directly from diachronic corpus data. I argue that the former is predictive of the latter. Elevated communicative needs allow similar words to co-exist in language without competing, as their minute differences are presumably seen as useful by speakers to express themselves in the topic that is currently relevant in their social and cultural environment. In terms of overarching general needs or evolutionary pressures (see Chapter 1), that of expressivity is allowed to overrule the need for efficiency (to reduce complexity by optimizing the lexicon to be smaller). In contrast, lower communicative needs around a given topic are more likely to lead to competition between near synonyms, as the general need for efficiency in language kicks in, and overshadows that of expressivity.

This Chapter (and the next) also take a more conservative approach to what counts as cases of innovation and spread in a corpus, using lessons learned in Chapter 3, to filter out words which would at first appear to have undergone a significant frequency change, but on closer look reveal to be artefacts of uneven corpus composition, e.g. terms from a single long book appearing frequent in a decade subcorpus simply due to being very frequent in a given book. In addition to that, a number of lexicostatistical control variables are introduced in statistical modelling to account for potential confounds.

### 4.1 Author contributions

The following paper has been submitted to Language. The version reproduced here is the submitted version, which is also posted as a preprint on Arxiv. I carried out the analysis, wrote the paper, created the figures, and handled the submission process. Kenny Smith, Richard A. Blythe and Simon Kirby provided advice on the design of the study and the analysis, as well as edits and comments on the paper. Note that the reference "Karjus et al. 2020a" refers to the paper that forms Chapter 3 in this thesis, which was in the online-only Advance Article stage at Language Dynamics and Change at the time this paper was submitted; "Karjus et al. 2020b" refers to the paper that forms Chapter 2.
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#### Abstract

All living languages change over time. The causes for this are many, one being the emergence and borrowing of new linguistic elements. Competition between the new elements and older ones with a similar semantic or grammatical function may lead to speakers preferring one of them, and leaving the other to go out of use. We introduce a general method for quantifying competition between linguistic elements in diachronic corpora which does not require language-specific resources other than a sufficiently large corpus. This approach is readily applicable to a wide range of languages and linguistic subsystems. Here, we apply it to lexical data in five corpora differing in language, type, genre, and time span. We find that changes in communicative need are consistently predictive of lexical competition dynamics. Near-synonymous words are more likely to directly compete if they belong to a topic of conversation whose importance to language users is constant over time, possibly leading to the extinction of one of the competing words. By contrast, in topics which are increasing in importance for language users, near-synonymous words tend not to compete directly and can coexist. This suggests that, in addition to direct competition between words, language change can be driven by competition between topics or semantic subspaces.


## 1 Introduction

The literature on language change is full of examples of new elements, such as borrowings or morphological alternatives, replacing previous variants with similar functions. In English for example, past tense regular forms have been replacing irregular ones and vice versa (Pinker and Ullman 2002), a number of speech sounds were swapped out with other ones during the the Great Vowel Shift (Lass 1992), and the Norman Conquest led to the replacement of a large number of Middle English words with French alternatives (Durkin 2014). This kind of competition and replacement is core to the study of borrowing and innovation in historical linguistics and sociolinguistics (cf. McMahon 1994; Labov 2011; Mufwene 2002; Croft 2000), to discussions of linguistic selection and drift (Baxter et al. 2009; Cuskley et al. 2014; Sindi and Dale 2016; Newberry et al. 2017; Turney and Mohammad 2019; Pagel et al. 2019), S-shaped curves in language change (Blythe and Croft 2012; Ghanbarnejad et al. 2014; Stadler et al. 2016; Feltgen et al. 2017), and to studies of lexical growth and competition in big data computational linguistics (cf. Altmann et al. 2011; Stewart and Eisenstein 2018). ${ }^{1}$ These population-level approaches, which track competition between variants over potentially substantial time spans in
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Figure 1: Example time series from the Corpus of Historical American English (COHA). Two decades after the invention of heavier-than-air powered aircraft, airplane replaced the initial term aeroplane (left side panel; the points are normalized yearly frequencies, with the lines representing smoothed averages for visual aid). Around the same time, famed appears to be increasing in usage. Yet it does not replace any semantically close words - famed, famous and distinguished all increase in tandem. Why do some successful new words replace their near-synonyms when their usage spreads, yet some do not, instead enriching their immediate semantic space?
populations of many individuals, are complemented by the psycholinguistic literature studying competition between representations within individual brains (cf. MacWhinney 1989; Brouwer et al. 2012; Mickan et al. 2020). The choices of individual speakers are of course what constitute synchronic variation, which in turn may accumulate as changes observable on the level of the larger community consensus over time.

We make three contributions in this paper. First, we propose a quantitative model of competition between linguistic elements in large-scale diachronic corpus data. Then, we use this to demonstrate that competition dynamics are modulated by communicative needs of speakers. Finally, we argue that not all competition takes place between individual elements like words but rather collections of elements (topics of conversation). As illustrated in Figure 1, while some linguistic innovations lead to direct competition between synonymous variants (like aeroplane and airplane), potentially resulting in the eventual decline and replacement of all but one of the competing forms, many cases of innovation do not. Figure 1 gives as example the non-competition between famed and famous, near-synonyms that increased in frequency in lock-step in the 1920s, at around the same time that airplane was replacing aeroplane. In short, there is variation in the presence or nature of competition - some words like airplane which enter a language or spread beyond niche usage compete with and replace a similar word, and may end up being replaced themselves in the future, whereas some words like famed seem to exist companionably alongside other closely-related words.

Our hypothesis is that communicative need affects the nature (specifically the "directness") of the competition between individual words. We regard communicative need as a property of a topic of conversation, i.e. a subject consisting of related themes and ideas, encompassing a subset of co-occurring vocabulary. When communicative need within a topic is constant its importance to a language community is not changing rapidly - then any newly introduced words must compete with words with similar semantic functions that are already present in the language. This is the case for the topic of early aviation which airplane belonged to in the first decades of the 20th century (cf. Figure 5 in Section 2.4). In contrast, where communicative
need is on the rise - a topic is increasing in importance for language users - there is less need for competition between words, with multiple words able to co-exist and ride the wave of the users' communicative needs (like famed and famous do). We use computational methods (see Section 2) to quantify the notions of topic, communicative need, and directness of competition. While our focus here is on the lexicon, we believe that given the general nature of our proposed approach to quantifying competition dynamics, it could be applied to other areas of language like syntax or phonology, provided a sufficient quantity of suitably annotated data is available.

Our hypothesis, as stated above, is informed by prior work arguing that the shape of the lexicons and grammars of natural languages reflect the communicative needs and preferences of users of a given language. This idea has a long tradition, going back to Boas (1911: 26), Sapir (1921: 228), and Martinet (1952: 2). These needs are unlikely to be uniform across languages and time, or as Lupyan and Dale (2016) put it, "aspects of language that promote its learning and effective use are likely to spread, but what is optimal for one environment may be suboptimal for another". This view is widely shared by authors discussing communicative needs as a possible driving force in language change (Givón 1982: 117; Arends and Bruyn 1994: 118; Tomasello 1999: 74; Hopper and Traugott 2003: 37; Frajzyngier and Shay 2003: 286; van Trijp 2012; Mufwene 2013; Dor 2015; Kemp et al. 2018; Winters et al. 2015; Winters et al. 2018; Altmann et al. 2011). For example, languages are known to vary in the number of colours they lexify and how elaborate their kinship vocabulary systems are, which has been argued to reflect differences in communicative needs of linguistic communities (Gibson et al. 2017; Zaslavsky et al. 2019; Kemp and Regier 2012), and languages in warm climates are more likely to have a single word for both ice and snow, while these are lexified as individual words in colder climates (Regier et al. 2016). Similar environment-driven effects have been shown to operate in number marking systems (Haspelmath and Karjus 2017), and proposed as a possible driver of colexification dynamics besides conceptual similarity ( Xu et al. 2020).

Perhaps the most obvious locus where (semantic) communicative need can lead to change in any given language is a lexical gap - a semantic subspace lacking an expression (Trask and Trask 1993: 157; Blank 1999: 79) or occupied by a word that has lost its expressive force (McMahon 1994: 201; Tamariz et al. 2014). This gap may be filled with a suitable word or construction, either innovated within a language, or borrowed from another language, often from a socially more prestigious one (cf. Hernández-Campoy and Conde-Silvestre 2012; Monaghan and Roberts 2019; Calude et al. 2017).

In our case, it is this more local and transient sense of communicative need we seek to measure and explore, specific to a given language and a given culture in a given population at a particular time in its history. This is in contrast to the broader sense of communicative need of languages being required to meet certain general criteria to be both learnable and useful as tools of communication (e.g. Zipf 1949; Labov 1982; Christiansen and Chater 2008; Kirby et al. 2015; Dingemanse et al. 2015; Auer and Hinskens 2005).

The motivation for our argument on competition between collections of linguistic elements stems from these more general communicative needs. Given the pressure on languages to be learnable and efficient systems of communication, it would be reasonable to expect that the increase of complexity in one part of the lexicon (i.e. the entry of a new lexical item) would require a compensating simplification elsewhere. This could be either in the same lexical subspace, i.e. the new word replaces a semantically similar word - or elsewhere, i.e. the incoming word is associated with a topic experiencing high communicative need, driving out words associated
with other topics. In contrast to word-level competition, to our knowledge these dynamics have been given little attention in language change literature. Karjus et al. (2020a) demonstrate that individual word frequencies tend to follow the fluctuations of topics over time, as observable in population-level aggregate data such as corpora ${ }^{2}$ (but presumably also in the differential salience of topics in the minds of the individual). For example, in times of war people talk about war-related things using more detailed vocabulary than they would otherwise; around major sports events like the Olympic Games various sports-related terms occur more frequently. These topical fluctuations can be taken to reflect the changing communicative needs of language users, reflecting the things that language users want and need to use language to communicate about.

We combine four distinct computational components in order to test our main hypothesis that communicative need affects lexical change and measure the directness of competition, ranging from word-level to topic-level. The first step is to collect samples of words which we will refer to as "targets" (Section 2.2). This is the test set for the model, words which have increased considerably in usage frequency over some period of time, and possibly replaced some other words. Our focus on the lexicon is partially driven by technical challenges: words are by far the most straightforward to model using the lexico-statistical machinery we employ to infer meaning from data, given the current state of available tools and datasets.

Word similarity is operationalized by training a distributional semantics model where distances between all words can be measured (Section 2.3). Words similar to the targets will be referred to as "(semantic) neighbors", referring to proximity in semantic space. This is a more suitable term than "synonyms", as our unsupervised machine learning approach conflates various possible semantic relations - such as synonymy, antonymy, hyperonymy, associativity - into a single similarity metric.

Previous research has pointed at the difficulties of capturing competitive dynamics and its effect on word growth (Grieve 2018: 155; Stewart and Eisenstein 2018: 4368). We propose an approach supported by machine learning to solve this (Section 2.3) We identify the locus of competition by summing up frequency changes in the ordered set of words similar to a target word, inferred from our model of semantics. In cases of competition between related words, the increase in frequency in the target word will be balanced by a decrease in frequency in a close semantic neighbor, whereas in more indirect inter-topic competition the frequency change will be balanced by decreases in distant, even unrelated, words.

As the final step, communicative need is inferred by proxy (as proposed in Karjus et al. 2020a) using a simple information-theoretic topic model (Section 2.4). Both this and our measure of word similarity rely on different operationalizations of word co-occurrence statistics - we take care to ensure that these measures do not cause autocorrelation in the final explanatory model. Our approach does involve a number of parameters and technical choices when it comes to training the machine learning models and operationalizing the corpus data. However, we find the results of our approach to be fairly robust within reasonable parametrizations. We apply these techniques to corpora spanning 5 language varieties and 3 centuries. We find a small but significant effect repeating across all five datasets, supporting our hypothesis that communicative need modulates competition. Words that are introduced into language or disseminate beyond occasional niche usage are more likely to take over the semantic functions and cause a decrease in the usage of neighboring words, if communicative need in their topics remains
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Figure 2: An illustration of the variability of the corpora as used in this study. The points reflect token counts by year (after filtering out stopwords; also note the $\log _{10}$ scale). The Twitter corpus of 315 days has over 3 times more data than 130 years of COHA put together (the Twitter panel shows monthly counts instead of yearly).
stable. On the other had, if communicative need is elevated, they instead enrich the semantic space without causing their semantic neighbors to go out of use.

## 2 Methods and materials

### 2.1 The corpora

We test our hypothesis on data from five corpora, mostly selected by availability, but intended to cover a variety of corpus types, languages and time periods, as illustrated in Figure 2. The Corpus of Historical American English (COHA; Davies 2010) spans the years 1810-2009 and includes 400 million words, balanced between four genres (newspapers, magazines, fiction and non-fiction). We use only data from 1880 onward as this part of the corpus is better balanced and more homogeneous. The Deutsche Textarchiv (DTA) is a corpus of German spanning 1600-1919, comparable in size and genre composition to the COHA. We use data from 1800 onward for the same reasons of genre balance and homogeneity as given for COHA. The Estonian Reference Corpus (ERC; Kaalep et al. 2010) is a corpus of modern Estonian; we use the media and fiction parts between 1994-2007, most of the data consisting of daily newspapers. The SYN2006PUB (Cermák et al. 2006) is a corpus of Czech newspapers between 1989-2004; we omit the first two years which have little data.

To diversify our test sets, we also mined Twitter for 315 days between 2019-2020 for all tweets posted in Scotland, and compiled it into a lemmatized corpus of 431 million words. Despite the idiosyncratic nature of Twitter communication, previous research has shown it to be a useful resource for studying language variation and change (cf. Grieve et al. 2018; Goel et al. 2016; Kershaw et al. 2016). The timespan of this corpus is obviously much shorter than the traditional diachronic corpora, but it provides magnitudes more data per unit of time, metadata on the source of each utterance, and yields insight into how widely the predicted relationship between competition and communicative need holds.

COHA, DTA, ERC and SYN2006PUB were conveniently already tagged and lemmatized, and underwent similar preprocessing. Since we are interested primarily in the content word lexicon, we filtered out stopwords (function words, numbers, punctuation, etc.), using custom stopword lists and part-of-speech tags as available in the corpora themselves. We lowercased all texts and excluded proper nouns (using POS tags), as what they refer to can vary arbitrarily both
diachronically and synchronically (e.g. a Bill can be a president or a man on the street). We noticed some proper nouns still seeped into the test sets due to tagging errors, but did not filter any of them out post-hoc. For our Twitter corpus, we excluded duplicates and retweets, lowercased and lemmatized the texts (using spaCy; Honnibal and Montani 2017), filtered out stopwords and @-tags (usernames, being essentially proper nouns) and further homogenized the data by removing the \# from hashtags (\#brexit presumably means the same as Brexit, while multi-word hashtags like \#borisjohnsonlies retain the meaning with or without the \#).

### 2.2 Target words and time series

Historical corpora are noisy population-level aggregate samples of utterances produced over time. Instead of attempting to model the dynamics of entire time series of all lexical items in a corpus - inevitably mostly based on small noisy samples - we opt to select a small set of examples of significant usage frequency change between well-defined time spans. This ensures that what we are modelling is not corpus compilation sampling noise. The large size of our corpora provides the luxury of collecting a sufficient number of such cases. This means precluding potentially interesting competition dynamics at low frequencies, but our unsupervised machine learning approach to meaning requires substantial amounts of data to remain reliable (cf. Wendlandt et al. 2018; Dubossarsky et al. 2017).

We search each corpus for words that fit the criteria set out below. These criteria make reference to "time spans" and "units of time" which vary between the corpora, due to their different temporal resolution. We take the minimal time resolution within the corpora (days for Twitter, years for the others) to define the unit of time. The time span is a period over which a word's frequency is measured: each time span comprises multiple time units. For each potential target word $w$ at each unit of time in a corpus we evaluate the frequency change between (normalized) total frequency $f$ in the preceding time span $\left(t_{1}\right)$ and the following one $\left(t_{2}\right)$. For example, we use 10 -year spans for COHA, so if the year considered by the search algorithm is 1916, then $t_{1}=[1906,1915]$ and $t_{2}=[1916,1925]$. In the airplane example (cf. Figure 3), the log (per millions words) frequency difference between $[1906,1915]$ and $[1916,1925]$ is $\ln (48 / 0.2)=5.4$, which is the largest change for airplane between any two 10 -year spans in COHA. We used 10-year spans in DTA; ERC and SYN2006PUB both span just over a decade, but contain much more data per year, so we used 5 -year spans for those, and 30 -day spans for the year-long Scottish Twitter corpus (see the Appendix for a longer discussion on the necessity of aggregating or "binning" corpus data).


Figure 3: The airplane data: yearly frequencies on the left and the binned competition model input on the right. Counts are aggregated into two 10 -year bins. The dashed vertical line highlights the border between these 10 -year spans. The total increase of airplane is almost matched by the decrease of its nearest semantic neighbor, aeroplane, the remainder by decreases in engine and machine). The list of distributionally similar words on panel B include those that could be used instead of airplane in a similar context (but not necessarily the same syntactic function or exact meaning; see Section 2.3). The list of co-occurring words include those that are used near airplane, e.g. in a phrase like airplane pilot, and form a basis for the model for inferring changes in communicative need (see Section 2.4).

The selection criteria for a target word $w$ are as follows:

1. Most importantly, the token frequency change of a potential target should be stark enough to cut through sampling noise $\left(\ln \left(f_{t_{2}} / f_{t_{1}}\right) \geq 2\right)$.
2. Its absolute frequency should be high enough for related statistics and distributional semantics inferences to be reliable ( $f_{t_{2}} \geq 200$ ).
3. In the Twitter corpus, where more metadata is available, we also require $w$ to be spread out across the user base (see Section 2.5 for details).
4. $w$ should also be used throughout $t_{2}$ (in at least $80 \%$ of units of time within the span of $\left.t_{2}\right)$
5. The frequency increase of $w$ should be consistent, the time series should not include outlying peaks (see Section 2.5 for technical details).

The last two criteria avoid cases where an apparent word frequency increase (simply based on comparing $t_{1}$ and $t_{2}$ ) stems from a word being a frequent term in some specialized corner of language or for a very short time period, while seeing little to no use in common language. If multiple stretches along the time series of a word meet these criteria, we simply use the pair of time spans with the greatest frequency change between them; therefore each word only occurs once in the resulting dataset used for statistical analysis (Section 3).

This filtering procedure yields on average 270 target words per corpus (COHA: 240, DTA: 489, ERC: 274, SYN2006PUB: 257, Twitter: 97). Each target is associated with two time spans, between which the target word increased considerably in frequency, like the two decades of airplane in Figure 3 (see Sections 3 and 2.3 for more examples of target words), and a number of lexicostatistical variables as described in the next sections. Further technical details on these parameters, and other implementation decisions, are discussed in the Appendix.

### 2.3 Modelling competition

Our measure of competition derives from a simple notion about frequencies. After normalization, frequencies of words in a corpus sum to 1 . Let us consider two possible sub-corpora from a historical corpus, e.g. for the 1990s and 2000s, each normalized separately. If a target word of interest increases between these periods, then it follows that some other word(s) must by definition decrease in frequency - because in the end, everything sums to 1 . In that sense, change in frequency always entails competition - the increase of one word is matched by or "equalized" by the sum of decrease(s) of some other word(s). Note that we use values multiplied by 1 million (per-million frequency) for more interpretable figures.

The distance to the target of the words whose decreases make up for the increase of the target can be taken as an indicator of the locus of competition. An increase that is directly compensated by an equivalent decrease in a semantically similar word (a near-synonym) indicates competition between two words that represent the same meaning. When no similar words decrease, and the increase in the target can only be matched by looking further away in the semantic space, then this indicates competition is less direct, and more likely to be between topics rather than within topics. We will refer to this distance - where the frequency increase in a target is equalized by the cumulation of decreases in other words - as the "equalization range".

Importantly, this measure becomes less informative as its value increases. Large equalization range values should be interpreted as indicating that there are no direct (losing) competitors to be found, rather than considering the last equalizing word as a competitor. These are rather cases of what we suspect to be competition between topics - which is of course much more indirect and hard to capture than competition between words with similar meaning. As the model searches for decreasing words further and further from the target in semantic space, the ones it finds may be quite unrelated to the target word (like son in Figure 4D). In contrast, at short equalization ranges, the competitors are usually clearly semantically related words (like aeroplane in Figure 4A).

Obviously, this approach requires some way of obtaining the similarity between all words in the corpus. This could be done using a dictionary (cf. Ramiro et al. 2018) or a lexical database such as a Wordnet (cf. Turney and Mohammad 2019), or using machine learning (Xu and Kemp 2015; Hamilton et al. 2016; Rosenfeld and Erk 2018; Frermann and Lapata 2016). We opt for the latter approach, as this can be readily applied to any sufficiently large corpus, without the need for external language-specific resources. We use Latent Semantic Analysis (LSA; cf. Bullinaria and Levy 2007), an application of Singular Value Decomposition. Like all distributional semantics models, it relies on word co-occurrence statistics. Words that are used together with the same words - i.e. have similar distributions of co-occurrences across the lexicon - end up with cosine-similar vectors in the resulting high-dimensional vector space. This acts as the computational approximation of a lexico-semantic space of a language, but with all semantic associations (cf. Section 1) collapsed into a simplified proximity metric.

We measure the target equalization range using a normalized version of cosine distance. We observe that vector spaces trained on different corpora or even segments of the same corpus can have quite variable densities. Therefore it makes sense to normalize the distance, which we do by dividing by the distance value of the closest neighbor. Distance values of 0 in the results (cf. Figure 6) therefore refer to cases where the increase in frequency of a target word is completely matched by a compensating decrease in the nearest neighbor.


Figure 4: Examples of the competition model in action. The dashed lines indicate the equalization range. Panels A and C (the earlier airplane example and funding from the 1970s) are fairly clear cases of competition - their increase is compensated by decrease in a near neighbor. For airplane the equalization range is 0.16 (the normalized distance to machine), as its increase of +47.8 per million words is matched by the sum of aeroplane, engine and machine. The right side panels B and D illustrate lack of direct competition. bomber came to prominence two decades after airplane, when the topic of aerial warfare was too important to have only one word for all things with wings; note that bomber emphatically does not compete with its nearest neighbor, airplane, since both increase in frequency. For famed, the equalization range is 0.46 , and the decreasing words that compensate its increase are spread out between 60 -odd words (note that at ranges this large, the measure simply indicates "no direct competition" rather than reliably identifying actual competitors).

The LSA model is based on aligned co-occurrence data from the two time spans associated with a target word. The target is assigned a meaning vector using data from the second span where it is (thanks to the initial filtering) frequent enough, and the rest of the words in the lexicon are assigned meaning based on the first time span. There are two reasons for this. Since we require targets to undergo notable frequency change, most targets in the test sets have little to no presence before this increase, so it would not be possible to reliable infer their semantics. It is also not impossible that the increase of a target would change its immediate semantic landscape, forcing semantic change in related words (cf. McMahon 1994: 178). Our approach ensures the resulting semantic neighbors in the model are those that reside in the semantic space near the target just before its usage started increasing (see Figure 4, and a more technical description in the Appendix).

The ease of operating with co-occurrence vectors and LSA in this manner is one reason to use this approach instead of a more recent model like word2vec combined with vector space alignment (Mikolov et al. 2013; Hamilton et al. 2016; Yao et al. 2018). Our approach is analogous to the one described in Dubossarsky et al. (2019) and Sagi et al. (2011), using common context words
to model semantics over time. A context-sensitive model (Devlin et al. 2019; Hu et al. 2019) could potentially provide better meaning estimates, but would make comparing words between diachronic subcorpora less straightforward; this could be explored in future research. Judging both by qualitative evaluation and testing against a gold standard test set (Hill et al. 2015), we found LSA to perform reasonably well despite the small size of time period subcorpora (distributional semantics models are usually trained on corpora of tens of billions of tokens, not mere tens of millions).

Our general approach is similar to Turney and Mohammad (2019) who also investigate competition between words, but rely on the dictionary-like Wordnet data for determining similarity. Obviously inferring meaning using machine learning instead of using an expert-crafted lexicological resource has the downside of introducing additional noise. The upside is that since we infer meanings for words directly from respective time period sub-corpora, our approach does not require additional language-specific resources (such as a Wordnet), but also accounts for older and changed meanings (which a synchronic Wordnet does not). Furthermore, instead of modeling competition within predefined sets of synonyms (the "synsets" of a Wordnet), our approach takes into account the entire lexicon with explicit similarity values, and allows us to account for indirect (topic-level) competition.

### 2.4 Modeling communicative need

Determining the communicative needs of the largely invisible speakers whose texts ended up in a historical corpus is by no means a trivial task. We estimate changes in communicative needs by assuming the following relatively simple model linking the observed corpus data and the presumed underlying process (see also Kemp et al. 2018: 120).

A diachronic corpus such as the COHA is essentially a large sample of utterances by numerous speakers (or more specifically, writers, in a written language corpus) expressing themselves across a variety of contexts and genres. If a topic of conversation is gaining importance for speakers, it would hopefully be reflected in the language, and therefore be observable as frequency changes in a representative corpus (assuming of course the apparent changes do not stem from sampling noise in an unbalanced corpus; cf. Pechenick et al. 2015). If the prevalence of a topic differs between two sub-corpora - such as two decades - then this can be taken to indicate differing communicative need within this topic. If a topic is of socio-cultural importance to speakers - the associated communicative need is elevated - then it is reasonable to expect that speakers use the relevant vocabulary more, and use more detailed semantics for references in the discourse to successfully communicate more fine-grained distinctions, which may in turn result in the coining or borrowing of new words or repurposing old ones. For example, the topic of bomber (Figure 4B), relating to aerial warfare, naturally became more prevalent during World War 2 - which is reflected in widespread increases in frequency not only in bomber itself but also in words it would co-occur (i.e., form a topic) with, such as squadron or air force, as well as the introduction of new ones such as blitz.

We make use of the topical advection model from Karjus et al. (2020a) to estimate changes in communicative need through quantifying the shifts in latent topics between time period subcorpora. "Advection" is a term borrowed from physics, referring to the transport of a substance by the bulk motion of a fluid - the analogy being words swept along by prevalence fluctuations of associated topics. Karjus et al. (2020a) show that this measure is a fair baseline predictor


Figure 5: Topic landscapes for airplane (in 1906-1925) and famed (1914-1933). This is a dimension-reduced rough projection of the co-occurrence matrices of the subcorpora of these periods, with proximity between any two words approximately corresponding to not their semantic similarity but simply the extent which they occur together (more specifically, their PPMI association scores). A topic may be thought of as a group of words that are used together in similar contexts. Blue colors indicate words with decreasing frequency over the relevant time span, reds indicate increasing words. The advection value (weighted mean log topic change) for airplane is close to neutral at 0.13 , while it's strongly positive for famed ( 0.82 ), reflected by being surrounded by plenty of red.
for word frequency changes - it is possible to make a reasonable prediction about how much a word's frequency will change by looking at how well its related topic is doing. It is of course more informative for words that drift along with the flow of topics (such as famed at the rise of cinema and celebrity culture in the interwar period; cf. Figure 5) rather than those which compete with and are selected for (or against) by speakers, such as aeroplane, which simply replaced a similar word with a similar spelling.

The topical advection model measures the change in topic frequencies between time periods (or sub-corpora more generally), not the prevalence of a topic at a given point in time. We infer the "topic" of each target word as a list of top $k$ context words which co-occur in the same context as the target (in a wider window of $\pm 10$ words), scored by their Positive Point-Wise Mutual Information (PPMI; see Appendix), as illustrated in Figure 5. Change in topic frequency is then measured as the weighted mean (log) frequency change of these topic words. Corpus data from both of the target's associated time spans $t_{1}$ and $t_{2}$ are concatenated, as this approach was shown in Karjus et al. (2020a) to improve the model's performance.

At the heart of our approach are then essentially two non-overlapping lists of words: the list of (top 75 PPMI-scored) topic words - and the list of semantic neighbors, ordered by similarity, spanning the entire lexicon (minus the topic words, to avoid autocorrelation). Both lists are based on corpus co-occurrence statistics: topics consist of words occurring in the same context as the target, and semantic neighbors are essentially words which have similar context words. Sometimes a few of those may overlap: for example, besides aeroplane, aircraft, balloon and propeller all also have high similarity scores to airplane - but feature among its top topic words as well (cf. Figure 3B), indicating co-occurrence in common contexts with airplane. It is crucial to avoid autocorrelation between the two measures - which we do by filtering out such overlapping topic words (such as balloon) from the list of neighbours when determining the equalization range. ${ }^{3}$ Leaving out topic words from the neighbours list unavoidably limits

[^8]the descriptive power of the competition model: word(s) that sometimes occur in the same context with the target may also be among the ones that the target is actually in the process of replacing.

### 2.5 Controlling for other lexico-statistical variables

We include a number of lexicostatistical measures as controls in the statistical model used to test the relationship between competition and communicative need. This is to exclude other possible explanations for variance in directness of competition, at least ones that can be inferred from a corpus (this unfortunately does not include possibly also relevant sociolinguistic variables). Frequency change in the target (difference in per-million frequency values; cf. Figure 4) is an important potential predictor: bigger increases could perhaps lead lower frequency neighbors to go out of use, or the opposite, bigger increases might require a larger equalization range. We also control for maximum (z-scored) peak value in the time series across the two time spans of each target (e.g. in COHA, yearly frequencies); the time point associated with the start of the increase in a target's time series (as a numeric value), and the length of the target word (long words might have different dynamics than short ones).

As for variables relating to the immediate semantic space, we control for minimum (DamerauLevenshtein) edit distance of closest neighbors (is the target competing with a similarly spelled word?), cosine distance to nearest neighbor (does the target actually have close synonyms?), and the maximum percentage change among the nearest neighbors (does the target cause an extinction?). The last one differentiates cases of direct competition which lead to near- $100 \%$ decrease in a neighbor - if the equalization range is short - from changes which just lead to either a relatively small decrease in a high-frequency neighbor, or small decreases spread out between multiple neighbors.

We also include a variable for leftover frequency mass (e.g. in Figure 4 , for funding it would be $26.9-19.4=7.5$ units of per-million frequency, or $39 \%$ of the +19.4 increase of funding). If the decrease of the final equalizing neighbor is considerably larger than the increase in the target, then presumably either the model is not doing a good job capturing the semantics, or there is something more complex than just one-to-one competition going on (we also filter out targets where the leftover is actually larger than the increase value of the target). Additionally, in Twitter data, we control for the (median of daily) user to frequency ratio (see Section 2.2).

For the Twitter corpus, we further make use of the available user metadata and, as mentioned in Section 2.2 , only consider targets which are reasonably widely used. Some words or hashtags may look very frequent at first, but a closer look often reveals (possibly automated) lone accounts or small groups that post the same or similar message hundreds of times a day e.g. to promote their views or products. This is of course not representative of common language use. We therefore excluded candidate targets with an account-to-frequency ratio ${ }^{4}$ of $<0.75$, and also include this as a control variable in the statistical model for the Twitter dataset (see Section 3.

[^9]We did not make use of like and retweet counts, as they apply to entire tweets and not individual words - although some averaged measure could potentially be considered in future research.

## 3 Results: communicative need predicts lexical competition dynamics

Figure 6 illustrates the results of applying the model to the target words extracted from our five corpora. We model the variables in a straightforward linear regression model, one for each data set. In all models, advection is a significant predictor $(p<0.05)$ for the response variable of equalization range. The $R^{2}$ values quoted in Figure 6 refer to the amount of variance accounted for by the communicative need variable, on top of all the lexicostatistical controls described in Section 2.5 (adjusted $R^{2}$, based on comparing the full model to the reduced controls-only model, cf. Anderson-Sprecher 1994). As apparent in Figure 6, the model behaves comparably


Figure 6: The extent of competition between words correlates with changes in communicative need, as operationalized by the topical advection model. The x-axis shows the equalization range - where the frequency decreases of semantic neighbors match the increase in the target (cf. Section 2.3). Points on the left of the plot therefore represent words which compete and replace their immediate neighbor(s), whereas words on the right do not. The y-axis represents the mean topic change for the target word: advection values around 0 (lower on the plot) represent words in a topic which is relatively stable, whereas points higher up in the graph represent words whose topics are increasing in frequency in the corpus, which we assume reflects elevated communicative need around that topic. There is a clear correlation between these two quantities (as reflected in points lying roughly on the plotted diagonal): words clustered in the bottom left corner are those in a stable topic and which compete and replace their immediate neighbor(s); words towards the top right corner increase in tandem with their neighbors, without a clear signal of immediate competition. The main panel shows this plot for the COHA corpus; the smaller side panels show that the effect of communicative need on competition dynamics persists with similar magnitude across data sets of target words based on corpora that differ in languages, time period and type of media.
across the data sets, describing a moderate amount of variance (up to $11 \%$ ) in competition dynamics. The German data set turns out to be somewhat of an outlier, with much higher absolute advection values, meaning that the topical composition of the corpus must fluctuate considerably over time. However, the correlation between advection and lexical replacement is still present. The full models have $R^{2}$ values between 0.17 and 0.25 , as the lexicostatistical controls such as frequency change magnitude account for some additional variance.

If the usage frequency increase of a word - or appearance in a language in the case of novel words - does not coincide with a rising topic of conversation, then the word is more likely to take over the semantic functions of a similar word. For example, in American English, funding encroached the semantic field of appropriation in financial contexts in the 1970s, and boy scout partially replaced the functions of cadet in the 1910s after the founding of the namesake organization. In Estonian newspapers, it appears the term respublikaan pretty much replaced koonderakondlane from 2002 onward - the former meaning 'member of Res Publica', a center-right political party that became active in 2002, and the latter meaning 'member of the Coalition Party', a centerright political party disbanded in 2002. This pair is of course not an example of synonymy, but reflects our model capturing terms used in very similar contexts to refer to similar political actors. In the Twitter corpus, movember ${ }^{5}$ starts trending towards the end of October 2019, replacing another charity-related term, greatscottishrun; the rest of the increase is compensated by a slight decrease in the more frequent general term charity.

In contrast, a word that increases in usage and belongs to a topic experiencing elevated communicative need is more likely to co-exist with synonymous or similar words. This would be the earlier famed and bomber examples, or radio in the 1920s. In the Twitter corpus, the term corona occasionally pops up throughout the year referring to the beverage, but in the sense of the virus starts trending in January-February 2020 - the pandemic of that year constituting a new high advection topic consisting of terms like virus, spreading, \#coronavirusupdate but also the toilet paper emoji, all increasing in tandem with corona.

## 4 Discussion

### 4.1 Technical limitations and possible improvements

We have shown that changes in the communicative needs of speakers contribute to lexical change and competition dynamics. However, we believe the real effect may well be larger than detected by our model. In addition to the peculiarities of written language corpora as discussed below (Section 4.2), the models used here rely on statistical machine learning - meaning, similarity and topics are all inferred from co-occurrence data. In other words, we rely on statistical approximations to communicative need and conventions, based on another proxy (corpora) to actual usage. Noise is unavoidable. The model is further weakened by the necessary purging of the semantic neighbors lists of often high similarity words to avoid autocorrelation with the topic model (cf. Section 2.4). Yet we find the effect persists.

A reasonable worry would be that the small correlation between communicative need and competition dynamics we observe is a spurious one, an artifact of our statistical machinery, or some

[^10]aspect of corpus composition. We do not have reason to believe so, based on carrying out simulations with randomized data on the competition model (see the Appendix), the advection model having undergone similar validation (cf. Karjus et al. 2020a), having controlled for a slew of other lexico-statistical variables, and having tested the model on a variety of different corpora.

There are several avenues of technical improvement that could be explored to build on the current contribution. These include using more sophisticated word embeddings (see Section 2.3), bigger corpora as they become available, and exploring the effects of different model parameterizations. In terms of corpora, investigating the role of communicative need in selection and competition in creole and new variety formation would be particularly interesting (cf. Baxter et al. 2009; Strimling et al. 2015; Winford 2017). Our essentially correlational results could be improved with causal analysis, and the methodology could potentially be extended to work with continuous time series (cf. Koplenig 2017). The current competition measure identifies cases of direct competition, but becomes less informative as the equalization range increases. This calls for a method for more accurately inferring topic-level competition. Connecting the competition model with tests for selection and drift could be explored (cf. Newberry et al. 2017; Karjus et al. 2020b; Kauhanen 2017). Communicative need could perhaps be operationalized in ways that better approximate real world usage situations, possibly also by estimating diachronic developments via synchronic data (cf. Regier et al. 2016; Karjus 2015).

### 4.2 Scarcity of direct competition

We note that there are numerous examples among the target sets (cf. Section 3) where the equalization range consists of only a single neighbor. Yet examples of competition where the increase of a target word would lead to the complete disappearance of a neighboring one, at least within the timespan of a generation, are almost non-existent. It seems once a word has already entered conventional usage, it takes a while for it to completely disappear, even if it is on a clear downward path. Even though airplane (beside just plane) is the preferred variant in American English, aeroplane keeps popping up in the corpus throughout the 20th century, albeit at low frequencies, as does for example larboard (the archaic nautical term for the left side of a ship) and cumbrous (cumbersome). This echoes findings in previous research: while the entry of new linguistic material into language is often claimed to follow an S-shaped curve (Blythe and Croft 2012), extinction has been argued to follow a decelerated trajectory (Nini et al. 2017).

The unwillingness of words to die makes more sense if one considers the nature of written language corpora - which may well include texts referring to historical events and objects, texts from more archaic varieties of a language (as British is to American English), and texts written (or edited) by older speakers for whom using older variants of modern terms comes naturally. It has also been pointed out that the shape of the lexicon may not always reflect the current cultural interests and communicative needs of a community, with terms in semantic subspaces of waning relevance nevertheless surviving generations of speakers (Malt and Majid 2013: 591). Finally, there is also a further explanatory variable that we do not control for in our model: our approach to competition is based on usage frequencies, but there is also the possibility that a word losing out in competition might change meaning and continue to survive in another function (see the Appendix for details). Our simple model of semantics also treats
each form as having a single (vector of) meaning, and competition may also resolve thought the loss or gain of semantic functions in polysemous words.

### 4.3 Different kinds of competition

Our findings point to language change being driven by yet another kind of competition in addition to those discussed in Section 1. This is the competition between topics of conversation - in turn presumably reflecting the events and state of the changing world. Word frequencies loosely follow topical fluctuations over time (Karjus et al. 2020a), and our findings further illustrate that indeed many words that get introduced to language (or spread beyond previous niche usage) do not do so directly at the expense of older synonyms - the nearest words that can be found decreasing in frequency are often semantically unrelated to the target. Instead, they follow the fluctuations of topics.

Inevitably, when some topics of conversation increase in prevalence, others must diminish (there are only so many hours in a day). And in less relevant topics, semantic spaces will become sparse, as multiple words with slightly different shades of meaning become redundant, due to lowered communicative needs in the area. Historical and sociolinguistics often focuses on isolated examples of lexical replacement by borrowing or competition between language-internal variants. We believe competition between topics or semantic subspaces is something that deserves further investigation. Furthermore, while grammatical complexity is widely studied and shown to correlate with population size and structure (Atkinson et al. 2015; Bentz and Winter 2014; Reali et al. 2018), linguistic topical complexity - not just vocabulary size - remains virtually unexplored.

### 4.4 Using experimentation to further understanding of linguistic change

Human language is a unique system seen nowhere else in nature. Understanding how and why it works requires understanding how it changes, change being one of the few absolutely universal properties of living languages. This in turn requires understanding both individual and population level dynamics. On the one hand, behaviour of linguistic communities is not necessarily indicative of the biases or choices of individual language learners and users, and different biases may lead to similar outcomes; on the other hand, constraints at the population level may arise from weak individual biases that may be hard to detect in isolation (Smith and Wonnacott 2010; Smith et al. 2017; Kandler et al. 2017).

While the exact histories of the sociolinguistic environments where changes take place cannot be reconstructed, corpora, though imperfect lenses, provide a way to systematically observe wider changes in populations over time, like the growth and decline of elements of the lexicon. The correlation we have observed calls for further investigation into the role of communicative need and fluctuations of topics in language change, also from the perspective of individual learning and communication biases. Unlike historical dynamics, this is something that can be studied in controlled experimental settings, either using natural (Lev-Ari and Peperkamp 2014) or artificial languages (cf. Kirby et al. 2008; Winters et al. 2015; Scott-Phillips and Kirby 2010).

## 5 Conclusions

Previous research using experimental approaches and synchronic data has shown how languages adapt to the communicative needs of their speakers. We have shown how to model these processes and correspondences using data that reflects changes in language communities over longer time spans. Our methods do not require language-specific resources other than a sufficiently large diachronic corpus, and produce comparable results across corpora of different languages, types, genres, and time spans. In particular, we have described a language-agnostic approach to quantifying competition between elements of language, here on the example of lexical items. We found that these dynamics correlate with changes in communicative need, as operationalised by the topical advection model. In summary, we find support for the idea that languages keep changing in ways that are useful for their speakers. All other things being equal, multiple similar words can co-exist in a lexicon as long as the finer shades of meaning they provide are useful in discourse - while new words will eventually replace old ones if a single word will do in the given semantic subspace.
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## Appendix

### 5.1 Using corpus data requires some form of aggregation

The minimal time resolution in most of the corpora we used is one year. However, there is not enough data in most diachronic corpora per year for word embedding models (which we use to estimate word semantics) to work as intended. For COHA and DTA we used time spans or "bins" of 10 years. ERC and SYN2006PUB both span just over a decade, but contain much more data per year, so we used 5 -year spans for those. For the year-long Scottish Twitter corpus we used 30-day spans. The limitation of comparing pairs of discrete time spans is of technical nature: the version of the topical advection model (Section 2.4) that we use as a proxy to communicative need is not readily applicable to continuous time series.

Instead of simply using fixed calendric spans e.g. decades or months, we carry out binning for each word separately, depending on where a word starts increasing. Although a choice like splitting a centuries-spanning corpus into 10-year spans or a year into 30-days spans might feel intuitive, all these choices really are quite arbitrary. Binning has indeed also been shown to affect statistical models based on corpus time series (Karjus et al. 2020b). While we remain reasonably confident in the results produced in this paper, values of parameters like this - and the ones discussed in Section 2.2 and further below in the Appendix - is something that should be critically evaluated in future research.

## Parameters and alternative setups

The complexity of our approach to lexical competition, necessitated by the complexity of the linguistic processes and the challenges of estimating these from diachronic data, entails a number of relatively arbitrary parameters and design choices. We describe the results of what we consider an intuitively reasonable set of choices, but further research could further explore the parameter space. We also explored slightly longer time spans in COHA where this is possible (20 years, yielding similar results), and flipping the model to quantify the "losers" of competition instead: in the main text, we focus on words increasing in frequency, which provide a clearer case for competition, as discussed in Section 4.2. The model works the other way around as well, with targets being words decreasing in frequency, above some chosen change threshold -
in the COHA data, we find a significant but even smaller correlation between equalization range and advection for words going out of usage.

There is no doubt that some changes in language take more than our chosen time spans (e.g., $10+10$ years). There is no technical reason why we could not use longer time spans like 50 years, or compare a decade to another decade 100 years earlier - but the worry is that multiple processes may well take place within longer periods, which our competition model (Section 2.3) is not tailored to handle. Figure 7 illustrates this, how very similar words can go through periods of co-existence and competition, and how competition can play out over longer time scales. Moslem occurs at low frequencies in COHA throughout the 19th century, Muslim appearing in the beginning of the 20th. These spelling variants then co-exist for half a century still at low frequencies (with a few exceptions like that of 1921, the year of the Malabar Rebellion), the former slightly more frequent than the latter, until Muslim starts increasing but it still takes another 30 or so years until Moslem starts decreasing.


Figure 7: More example time series from COHA; points are normalized yearly frequencies, lines reflect smoothed averages. The black vertical lines indicate the period captured by our model as the largest (log) change between any 10-year spans in the time series of Muslim. The outliers tend to coincide with related historical events. This graph further illustrates the complexities of lexical change over longer periods.

## PPMI and log change

We employ two useful metrics in multiple stages of our model, namely Positive Pointwise Mutual Information (1) and log frequency change (2). Both are used in the advection model (see Section 2.4), PPMI is used to detect multi-word units (see below), and log change is used to filter target words that have increased considerably between two time spans $t_{1}$ and $t_{2}$

$$
\begin{align*}
& \operatorname{PPMI}(\omega, c):=\max \left\{\log _{2} \frac{P(\omega, c)}{P(\omega) P(c)}, 0\right\}  \tag{1}\\
& \log \text { Change }(\omega ; t):= \begin{cases}0 & \text { if } f\left(\omega ; t_{1}\right)=0 \text { and } f\left(\omega ; t_{2}\right)=0 \\
\ln \left[f\left(\omega ; t_{2}\right)+s_{t_{2}}\right]-\ln \left[f\left(\omega ; t_{1}\right)+s_{t_{1}}\right] & \text { otherwise }\end{cases} \tag{2}
\end{align*}
$$

$\omega$ is a word and $c$ is a context word it may co-occur with. $f(\omega ; t)$ is the (in our case, normalized) frequency of $\omega$ in the corpus during time period $t$. We use Laplace smoothing offset to avoid $\ln (0)$, setting the values of $s$ to the equivalent of 1 occurrence in $t$ in after normalizing to permillion counts; $s$ is set to 0 if the frequency $f(\omega ; t)>0$. If both frequencies are 0 , then change is set to be 0 . While we refer to (2) as "log change" (cf. also Altmann et al. 2011; Petersen et al. 2012), it is also called log percent (Törnqvist et al. 1985; Wetherell 1986) or logarithmic growth rate (Casler 2015). Like absolute change ( $f(\omega ; t)-f(\omega ; t-1)$ ), but unlike percentage change, log change is symmetric and additive. However, on the absolute scale, the biggest frequency changes are those of fluctuating already high-frequency words, while log change highlights sharp and therefore hopefully meaningful changes at lower frequency bands. This, in combination with chosen minimum increase threshold, results in target sets that mostly start out at 0 or low frequency (in COHA, the median across targets in $t_{1}$ is 1.9 per million words, or about 19 occurrences in an average decade of 10 m words) and reach frequencies reflecting widespread usage by $t_{2}$ (median 30.1 pmw in COHA).

## Spelling smoothing and multi-word units

We homogenize spelling by removing all punctuation (including hyphens) from lemmas in all corpora, and in COHA, concatenate the most common multi-word units, which we detect as follows. The latter motivated by the fact that the spelling of compounds in English varies both diachronically and synchronically (e.g. long term, long-term, longterm). This was done with the aim of improving our co-occurrence based measures of synonymy and topicality: in compounds (or phrases, collocations) such as social worker or death row, the words on their own often have different or at least more general meaning. Lexical innovations such as website (also occurring as web site) often go through multiple variants, making it harder to track their spread. In this contribution we focus on (homogenized) lemmas, leaving competition between low-frequency spelling variants like that for future research (one that would likely need larger corpora in terms of data per unit of time).
In multi-word unit detection, we only consider two-word units to keep things simple. As the first pass, the 200-year COHA is split into 20 -year subcorpora and in each one, common multiword units are determined using PPMI as the collocation metric (with a threshold of 7). We do not do this using the entire corpus at once, as collocation statistics may well change over time. The union of these 10 sets yields a total of 501 units, mostly compounds such as post office, some phrases like absolutely necessary, and a few proper nouns like Gulf War. On the second pass, when parsing and cleaning the corpus for the analysis proper, these multi-word units are concatenated when encountered (e.g., to become postoffice), and treated as single words in the subsequent frequency counts, semantic and topic models. However, we find that this operation only marginally improves the power of the statistical model based on COHA data at the end of the pipeline (see Section 3).

## Notes on Twitter

Our Twitter corpus is slightly different from the others in that it covers communication on the platform by all users from a given geographical region, in a short time span. In contrast to written language corpora, this should reflect more "natural", unedited, and relatively homogenous language use - but then again Twitter is also only a narrow, situational slice of language.

Its user base and demographics are not necessarily representative of the actual population, and the utterances expressed on Twitter are (hopefully) still only a subset of the daily utterances produced by its users.

Looking back at Figure 6, the number of targets in the Twitter dataset is relatively small. This is due to our stringent selection criteria for targets, one of which is consistent usage over the given time span. Looking at the data, many time series appear "spiky" instead (see below for more on peak detection). A word or hashtag occurs rarely except for a day or two where its usage then skyrockets, often referring to some event, a piece of news, or a TV show. This of course which makes sense given the nature of Twitter, and we naturally do not expect to see considerable language change in the span of a year, but rather the topic-type competition discussed above.

## Notes on control variables

We control for edit distance between a target and its nearest neighbors to account for words which may potentially be competing with their spelling variants, such as airplane (see Section 2.5). This necessitates arbitrarily defining how near "near" is, and we pick a range of 20 words. Maximum decrease percentage among neighbors also involves an implicit range parameter, but this is just set to be the same as the equalization range (Section 2.3), and as such varies from target to target.

Since we work with aggregated (binned) frequencies, we also account for differences in the time series within the aggregates by quantifying their maximum peak value - seeing how some words increase steadily, while for some words, an apparent large increase in aggregated (e.g. decade) frequency stems from a single high-frequency peak on closer inspection. Each frequency value in an examined time series (e.g. a 20-year span in COHA) is z-scored, using the mean and standard deviation of the rest of the series, i.e. excluding the value itself. We record the maximum of these z-scores, and during the target search phase (Section 2.2) also exclude candidate series where the maximum is $>10$, indicating a series with a large outlying peak (10 standard deviations away from the mean). Such peaks can stem from sampling noise (a yearly subcorpus may for example include a book where some certain term is highly frequent) or real-world events which get a lot of coverage in the short term but do not affect the lexicon in the long term (as is very common in the Twitter corpus).

## Details of the semantics model

The LSA model is trained on a PPMI-weighted co-occurrence matrix based on corpus data from the first of the two time spans associated with each target word ( $t_{1}$, cf. Section 2.2 ), reflecting the semantic space of the language before the usage of the target started increasing. We use a window of $\pm 2$ words (cf. Levy et al. 2015), $k=100$ for LSA dimensionality, and a minimal occurrence threshold of 100 tokens. Most targets in the test sets have little to no presence in $t_{1}$, which would hinder reliable semantic inference. We collect the lexicon-length co-occurrence vector for the target from the second time span $\left(t_{2}\right)$ subcorpus where its usage is by definition widespread and frequent, align it to the lexicon of $t_{1}$, and then fit this into the $t_{1}$-trained LSA. This way, the resulting semantic neighbors are those that reside in the semantic space near the target just before its usage started increasing (cf. Figure 4).

We remove words from these neighbors lists which do no occur widely in $t_{1}$ (threshold to occur at least in half of a time span). This filters out words that appear prevalent in a decade but only because of high frequency in a single year, often a single document like one book. This does not reflect widespread usage and is likely sampling noise.

## Evaluating the approach using randomized data

Since our approach to modeling competition relies heavily on machine learning, the natural worry is that the results may result from some unknown property or artifact of the underlying complex models (cf. Dubossarsky et al. 2017; Wendlandt et al. 2018), or be driven by some other lexicostatistical confounds such as frequency. We therefore include a number of plausible control variables in our statistical analysis (see Section 2.5), set a frequency threshold to exclude low-frequency and therefore unreliable words (Section 2.2), make sure our two co-occurrencebased measures do not overlap (Section 2.4), but also evaluate the competition model by feeding it randomized data.

The competition model relies on an ordered list of similarity-scored words, the closest of which could be considered near-synonyms of the target (see Section 2.3). We carry out a randomization test by giving each target word arbitrary semantic neighbors with arbitrary similarity scores (drawn from the distribution of actual similarities), but calculating the equalization range as usual (see Figure 4). Under this randomization the closest neighbours of airplane will be usually be unrelated words, for instance chocolate or rabbit, instead of aeroplane. If advection (or proxy for communicative need) still correlated with the equalization range based on the assumption that airplanes may be considered synonymous and competing with rabbits then this would be reason for concern about the validity of the approach. However, we find that advection is a significant predictor $(p<0.05)$ in less than $5 \%$ of 1000 permutations of the model, as tested on the COHA dataset (i.e., as expected, given an $\alpha$ of 0.05 ), indicating that this is (hopefully) not the case.

## Polysemy

We operationalized two further control variable which we omitted from the main text, semantic change and polysemy. Both are somewhat complex and difficult to parametrize. Polysemy (and homonymy) constitutes a commonly acknowledged weakness of type-based vector semantic models like LSA or word2vec, which collapse the possible multiple meanings of a word form into a single vector. We sought to estimate polysemy of target words and include it as a control variable, implementing the measure of "dissemination" proposed by Stewart and Eisenstein (2018), which is used to model a proxy to polysemy using a linear regression model predicting the (log of the) number of words a word co-occurs with (in a window of $\pm 2$ words) by its (log) frequency, with positive residuals indicating polysemy. We found a simple linear regression to yield an inadequate fit, improved by using a second-order polynomial. However, the initial results based on COHA data were not particularly intuitive, and as a control variable it did not turn up significant in the statistical model at the end of the pipeline, so we omit this from the analysis and the main text.

## Semantic change

The semantic change measure derives from our model of synonymy, which has diachronicity and context alignment already built in (see Section 2.3). Semantic change is simply a measure of the (inverse of) the similarity between the (context-aligned) vectors of words in the two time spans. Semantic change in targets cannot be estimated, as most are very low frequency in the first time span. Measuring change in nearest neighbors requires a similar range parameter as the edit distance variable, but only the semantic change of neighbors that occur frequently enough in both time spans can be estimated.

Looking at the distribution of change values which indicate most words as slightly changing between decades, we suspect there is also likely some noise in the measure, possibly due to the relatively small size of the time period subcorpora (in machine learning terms anyway). We carried out simulation experiments to probe a possible correlation between frequency difference and semantic similarity, as a proxy to frequency change possibly causing what would look like semantic change (which would be highly undesirable). We did this by taking the last decade of the COHA, making a copy, and randomly relabelling some occurrences of a sample of words from various frequency bands as word' in the copy (similarly to the evaluation approach in Karjus et al. 2020a). This has the effect that nothing else except the frequency of the target words changes - so if a measure of similarity between word and word' changes, then the given method of inferring semantic similarity (and change) must be frequency-biased, as it is in reality the exact same word. We measured both cosine similarity and the fact of word' remaining the top closest neighbour of word, for a range of simulated frequency differences between $-10 \%$ to $-99.9 \%$, and did this with a few different count-based vector semantics models - LSA, but also full-length PPMI vectors, APSyn (Santus et al. 2016) and GloVe (Pennington et al. 2014). We find that all those are to some extent frequency-biased (echoing findings on word2vec by Wendlandt et al. 2018), at least given data of the size and composition of a COHA decade, but also that the results of LSA did remain relatively stable as long as the downsampled frequency did not fall below 100-200 (hence our choice of frequency thresholds for the context and target words).

Frameworks have been proposed to evaluate semantic change metrics (cf. Dubossarsky et al. 2019; Schlechtweg et al. 2019), but given the complexities listed above and in order to keep the main text focused on the central question, we decided to omit modelling semantic change in this contribution.

### 4.3 An alternative measure of communicative need

This short Section, included here for the sake of completeness, reviews an alternative to estimating changes in communicative need that I came across in the brief time period between submitting the paper above and submitting this thesis.

In a paper focused on predicting the occurrence of lexical neologisms, Ryskina et al. (2020) discuss language change as being driven by pressures of "demand" and "supply". While they do not make explicit reference to the literature, the former is conceptually highly similar to what has been referred to as communicative need (cf. Regier et al. 2016; Kemp et al. 2018; Karjus et al. 2020c), while "supply" resembles what has been referred to as the pressure for informativeness or expressivity (cf. Smith et al. 2013; Kemp et al. 2018; Carr et al. 2018). In this Chapter, I used topical advection as a proxy for communicative need, based on a simple topic modelling approach. In other words, the advection value of a target word is estimated based on the frequency change values of words it co-occurs with in the same contexts (i.e., first-order similarity). Ryskina et al. (2020) estimate demand or communicative need using the frequency change values of words that are similar to the target in a semantic space (i.e. near-synonyms in the same semantic subspace, second-order similarity).

The advantage of using topical advection in the context of modelling competition is that it is easy to de-correlate these measures - the advection model, as used here, uses a list of most associated (i.e. co-occurring) context words, while the competition estimate, equalization range, is computed based on a list of nearest neighbours in the semantic space. While these lists have some overlaps, they are mostly orthogonal to each other. Still, some potentially relevant competitors may end up being disregarded, due to also occurring in list of topic words (cf. the airplane example above, where aircraft is excluded despite being a close synonym and potential competitor). Another arguable advantage is that a topic captures words a target co-occurs with, while the subspace contains words that may be derivations or variants of the target word itself, compounds containing it, or its other case forms. The latter is less of an issue in English given its limited morphological complexity, but more so in non-isolating languages, if a corpus is not lemmatized (all those used here were) or if the lemmatization has failed to reduce some forms to their dictionary form (possibly relevant in the case of the Estonian, Czech and German corpora used here).

To compare the results and predictability of competition outcomes with a subspace-based communicative need estimate ( à la Ryskina et al. 2020), some adjustment is required, as both measures would now be based on the same subset of words, the nearest neighbours in a semantic space. Since the equalization range approach, for targets increasing in frequency (the focus of this Chapter) effectively only takes into account neighbours that are decreasing in frequency, one way to do this is to calculate subspace advection based only on words that have non-negative change values, which avoid overlap. This means the resulting advection value is by definition always zero or positive, but the magnitude of the value should still be informative. The hypothesis remains the same: high advection (high communicative need) should predict less competition, low advection makes competition between neighbours more likely.

The downside is that it may end up misrepresenting the average change value of the immediate subspace (if all closest neighbours are decreasing in frequency and thus excluded). The upside is that the competition measure itself is potentially somewhat more accurate, as there is no need to filter it (in contrast to the approach taken above). In other words, neither measure is perfect.

To make the subspace-based advection measure comparable to the topical advection one (which used top 75 topic words), for delineating a subspace, I used a cosine similarity threshold $c$ that on average also yields 75 neighbours in a given vector space (i.e. calculated individually for each LSA model, as they can slightly differ in average density). I set a threshold of minimal 10 words for a subspace advection value to be calculated (as some subspaces might consist only of decreasing words or be very sparse; but this led to only a few targets being excluded). In short, I calculated subspace advection for each target word as the weighted mean of the positive frequency changes among the target's nearest neighbours (with similarity $>c$ ), weighted by their cosine similarity scores to the target.


Figure 7: This is a companion graph to Figure 6 in Karjus et al. (2020b), displaying the results of applying the alternative, subspace-based advection measure for estimating changes in communicative need. The x -axis shows the equalization range - where the frequency decreases of semantic neighbors match the increase in the target. Points on the left of the plot represent target words which compete and replace their immediate neighbor(s), whereas words on the right do not. The $y$-axis represents the mean positive subspace change for the target word. Advection values close to 0 (lower on the plot) represent words in a subspace where words are either stable or possibly decreasing in frequency (negative change values are necessarily excluded). Points higher up in the graph represent words in subspaces that consists of neighbours increasing in frequency, which we assume reflects elevated communicative need around that subspace. As in the original figure, the $R^{2}$ values refer to the amount of variance accounted for by the communicative need variable, on top of all the lexicostatistical controls.

Figure 7, corresponding to Figure 6 in this Chapter Karjus et al. (2020b), displays the results. The differences vary by corpora - subspace advection does a slightly better job at predicting
equalization range in the COHA and German DTA datasets, but worse in the others (notably in the Twitter dataset: in the full model with controls, $p=0.18$ for subspace-based advection). The two measures are moderately correlated with one another (mean $r=0.37$, see Figure 8), making broadly similar predictions about equalization range, but disagreeing when it comes to some individual target words. As mentioned above though, the alternative measure is somewhat handicapped here, as the subspace neighbour lists need to be filtered to avoid overlap with the competition (equalization range) measure, as discussed above.


Figure 8: Comparisons of the topical and subspace-based advection measures. Each point is a target word in the corresponding dataset. Their colour corresponds to the equalization range, in particular, the unfiltered one, used in the model with the subspace-based advection (being arguably more objective; topical advection requires filtering the neighbours list for topic words, affecting the calculation of the equalization range). With the exception of Twitter data, the two approaches to advection (and communicative need) roughly agree. Low equalization range words, those competing with their neighbours, tend to have lower advection values (yellow shades, bottom left corner on the panels). High equalization range, i.e. lack of competition, is associated with higher advection values in both approaches (darker blue shades, top right corners).

The Twitter dataset again displays the greatest disagreement. As a conjecture, one notable difference between the Twitter target word set and those based on the other corpora is that, besides the vastly different time frame, it includes more proper names and proper-name-like hashtags than the other ones. This may have an effect here, as the semantics and subspaces of proper nouns may reasonably be expected to be qualitatively different from those of other words.

The divergence between these two measures is also somewhat reminiscent of the findings of Hamilton et al. (2016b) who discussed two different measures of semantic change. They showed that the one based on semantic neighbours is more sensitive to linguistic change, while the other, based on global co-occurrence statistics, is more sensitive to "cultural" shifts. It is not impossible that the two proxies to communicative need differ along similar axes. This all calls for further investigation.

Importantly though, the application of this alternative estimate of communicative need does roughly replicate the results of Karjus et al. (2020b). This provides some additional confidence
that such measures do capture some real and tangible aspect of language dynamics. It is hoped that the applicability, predictive differences, and possible improvements to these various operationalizations of communicative need can be further compared and probed in future research.

### 4.4 Conclusions

In this Chapter, I looked into lexical competition and how variance in competition can be explained by differences in communicative need, in turn operationalized by the advection model from Chapter 3. The competition model, as proposed above, is a rather general statistical approach to change in variant frequencies over time, requiring only counts of elements in two time periods, and some operationalization of co-occurrence, in a large enough dataset, to infer similarity. No other language or culture specific resources are needed. As such, it - like the topical advection model - could potentially be applied in fields beyond (diachronic) linguistics, dealing with any products of cumulative culture, not just language.

However, all these processes can be reliably observed and inferred only to an extent, in the messy population aggregate data that are corpora and similar datasets. Therefore, Chapter 5 will turn to controlled human experiments to explore the effect of differing situational communicative needs on the lexification decisions of individual speakers.

## Chapter 5

## Conceptual similarity predicts colexification patterns, unless blocked by communicative need


#### Abstract

Chapter 4 focused on the issue of competition between lexical elements. Here, I look at the other side of the coin - colexification, when a number of meanings are expressed by a single word, possibly one that competed with another and made it disappear, leading to a more sparse semantic subspace. This is in contrast to a situation where each shade of meaning in subspace is expressed by its own word (which do not compete against one another for space), leading to a more expressive language, but one that is also more complex. Here, I make use of two methodologies. I start out with an artificial language experiment, based on a fairly well established paradigm in evolutionary linguistics, in turn based on preceding work in experimental psychology and semiotics. I use it to study differences in speaker behaviour given two communicative situations differing in the crucial detail of focused communicative need. I then go on to develop a approximate measure of colexification for corpus data, and show that the diachronic results - communicative need (again inferred using the advection model from Chapter 3) describing variance in semantic subspace density - reflect the individual-level lexical choice dynamics inferred from the experiments.


### 5.1 Author contributions

This chapter is written with the intention to be submitted as a paper to a journal. Like the other papers in this thesis, it is multi-authored (hence the plural pronouns in the rest of the text), with the following author contributions: I designed and carried out the experiments, conducted the analysis, wrote the text, and created the figures; Kenny Smith, Richard A. Blythe and Simon Kirby provided advice on the design of the experiment, data analysis, and the corpus study, as well as edits and comments on the text. ${ }^{1}$ Note that the references Karjus et al. (2020c) and Karjus et al. (2020b) refer to papers that respectively form Chapter 3 and Chapter 4 in this thesis.
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### 5.2 Introduction

Colexification refers to the phenomenon of multiple meanings sharing one word in a language, i.e. when two or more functionally distinct senses are associated with a single lexical form (François 2008). Recognising that a word lexifies more than one sense however requires determining what the minimal units of meaning are in the first place. This would be difficult to do based on just one language, but can be done utilizing systematic cross-linguistic comparison. For example, English has individual monomorphemic words for hand and arm, while many other languages have a single word for the whole thing, e.g. Kazakh (qol), Swahili (mkono) (for more examples, see the CLICS database; Rzymski et al. 2020). This does not imply that it would be impossible to refer to these concepts in these languages, but that it may involve more complex compounds or expressions to describe them. It does imply that ARM and hand could be considered as being the comparable, minimally distinct senses - which some languages colexify, while others do not.

In a recent study, Xu et al. (2020) demonstrate, using a large sample of languages, that similar and associated senses (like fire and flame) are more frequently colexified than unrelated or weakly associated meanings (like fire and salt), suggesting that this provides an important constraint on the evolution of lexicons. This work follows a line of research on the variability of lexification patterns across languages of the world (e.g. Malt et al. 1999; François 2008; List et al. 2013; Majid et al. 2015; Srinivasan and Rabagliati 2015; Thompson et al. 2018). Studying colexification involves two questions: why a language might simplify its vocabulary by colexifying some meanings, and why it might introduce complexity by dedicating individual lexemes to some other set of meanings. It has been argued that the cross-linguistic variability in the complexity of a number of lexical subsystems - e.g. expressions of colour (Lindsey and Brown 2002; Gibson et al. 2017; Zaslavsky et al. 2019a), kinship (Kemp and Regier 2012), numeral systems (Xu and Regier 2014) and natural phenomena (Berlin 1992; Regier et al. 2016) - can often be explained by differences in communicative needs arising from differences in the cultural and natural environments of linguistic communities (cf. also Lupyan and Dale 2016). Similar contextual adaption effects have been found in experimental settings with artificial languages (cf. Winters et al. 2015; Nölle et al. 2018; Tinits et al. 2017).

Consequently, Xu et al. (2020) also propose that beyond the tendency of colexification of similar senses, language and culture specific communicative needs should be expected to affect the likelihood of colexification of similar concepts - such as sister and brother, or ice and sNOw - if it is necessary for efficient communication to distinguish them. A successful language needs to be efficient and learnable (Christiansen and Chater 2008; Smith et al. 2013), but also meet the speakers' requirements for expressive communication - also known as the simplicity vs informativeness or cognitive vs communicative cost trade-off (Kemp and Regier 2012; Carr et al. 2020). This perpetual optimisation process can be expected to be affected to an extent by communicative needs (Kemp et al. 2018).

Extrapolating this argument beyond the lexical subsystems mentioned above to the scale of entire languages, we would expect semantic spaces of languages to be mostly uniform in den-
sity - how many words are used to express shades of any given concept or meaning - but differ where culture-specific communicative needs of the time either require more detail or the opposite, where fewer words will suffice (analogous to uniform information density on the level of utterances; cf. Levy 2018).

In this contribution, we aim to first investigate how the typological predictions by Xu et al. (2020) play out on the grassroots level of discourse, and then test the hypothesis that communicative needs of speakers modulate colexification dynamics beyond conceptual similarity. We employ an artificial language experimental setup to probe lexification decisions by individual speakers and how they may give rise to language change - as well as a machine learning driven historical corpus approach, to survey changes in lexical densities over decades.

### 5.3 The experiment

Our experiment has two conditions (see Section 5.3.2 below), one where we replicate the typological findings of Xu et al. (2020) and show that, everything else being equal, speakers do indeed favour colexifying similar concepts (such as TRIP and Journey) when faced with a task where the available signal space is limited. In the second condition, we manipulate local communicative need, creating a situation where colexifying similar concepts would instead hinder the accurate exchange of messages - in this case, we hypothesize speakers would resign to colexify dissimilar concepts rather than sacrifice communicative success.

### 5.3.1 Participants

Our pool of participants consists of students of the University of Edinburgh, recruited though the university's CareerHub portal and departmental mailing lists. All participants identified as native or near-native speakers of English. The experiment was approved by the Ethics Committee of the School of Philosophy, Psychology and Language Sciences of the University of Edinburgh. All participants provided informed consent prior to participating and were compensated monetarily for their time. We collected 20 dyads per condition ( 80 participants total). Data from an additional 7 dyads was excluded either because they had communicative accuracy close to random guessing (we set a quality threshold of at least $70 \%$ accuracy) or did not finish the experiment.

### 5.3.2 Experimental procedure

Our experiment simulates language evolution using a dyadic computer-mediated communication game setup (cf. Scott-Phillips and Kirby 2010; Galantucci et al. 2012; Winters et al. 2015; Kirby et al. 2015). Participants attempt to communicate concepts using a small set of artificial words - in order to successfully communicate, the participants must negotiate the meanings for the signals through trial and error. The task is framed as an "espionage" game where the usage of the "secret codes" is justified as keeping the messages hidden from "the enemy".

The meaning space in each game consists of 10 English common nouns (see Section 5.3.3). The
participants never see more than two of the meanings (nouns) on the screen at any time. In each game, there are 3 target pairs of high-similarity nouns, such as motor and engine. The rest of the nouns serve as distractors that have low similarity scores to all other nouns, including the targets (see below for details). The signal space consists of 7 artificial words such as wewi or nufo. Since there are fewer signals than meanings, participants must colexify some meanings.

The experiment consists of 135 rounds (trials). At each round, the participants take turns being the "sender" and the "receiver" of a message. The sender of the round is shown two meanings, represented by English words. The sender is instructed to signal one of them, using any word from the artificial lexicon. The receiver is then shown the same pair of meanings (in random order) and the communicated signal. The receiver is instructed to guess which of the two meanings the signal represents. After taking a guess, both participants are shown an identical feedback screen which informs them whether the receiver guessed correctly. Their roles are then switched for the next round (see Figure 1). We calculate the communicative accuracy of a dyad as the percentage of correct guesses (see Section 5.3.4). We assume it takes a while to establish stable meaning correspondences, so we consider the first $1 / 3$ of the rounds as a "burn-in" phase, and only take into account the data after that.


Figure 1: An illustration of one round of the game. The left side screenshots show what the players see on their screens as one of them, the sender of the round, selects and sends a message. The screens on the right show what they see while the other player, the guesser of the round, is taking a guess. After this, the feedback screen is shown, and the player roles are switched for the next round.

### 5.3.3 Stimuli

### 5.3.3.1 The meaning space

We populate the meaning space of the experiment with English nouns drawn from the Simlex999 dataset (Hill et al. 2015) which consists of pairs of words and their crowd-sourced similarity judgements. We use Simlex999, as it was built for evaluating models of meaning with the explicit goal of distinguishing genuine similarity (synonymy) from simple associativity. We use a subset of the common nouns in the dataset that are 3 to 7 characters in length. The target pairs are required to have a Simlex similarity score of at least 8 out of 10 , but an association
score below 1 out of 10 . This should yield meanings which are near-synonymous and not simply contextually associated (e.g. a beaver is not synonymous with dam but highly associated with one).

Since Simlex does not have scores for all possible word pairs in its lexicon, we also used publicly available pre-trained word embeddings (fasttext trained on the Wikipedia dump, cf. Bojanowski et al. 2017) to obtain additional computational measures of similarity. We use these to ensure low similarity across the board in the distractor set, which was sampled so that no two distractors and no distractor-target pair would have vector cosine similarity above 0.2 (out of 1). Furthermore, no two nouns would be allowed be substrings of each other, nor otherwise similar in form (we used a Damerau-Levenshtein edit distance threshold of 3), and targets were not allowed to share the same first letter. This leaves 13 target pairs with similar meaning such as fashion-style, motor-engine and drizzle-rain. For each dyad we selected 3 target pairs and an additional 4 distractors; Figure 2.A illustrates the stimuli of one game to the backdrop of the rest of the English meaning space (here obtained from the same fasttext model, and dimension-reduced using t-Sne; van der Maaten and Hinton 2008).



Figure 2: An illustration of the meanings and signals used in one game. The left side A panel shows a semantic space of present-day English. Every dot is a word; the words used for the meaning space are highlighted. The meaning space for the game consists of 3 pairs of target meanings, all highly similar within the pairs (close to each other), but semantically distant from all other pairs as well as the 4 distractor meanings, scattered around the semantic space by design. On B panel, proximity corresponds to similarity in form, instead that of meaning (approximately; this is a dimension-reduced projection of an edit distance matrix). The signals (black) are all different in form from each other, and different from all the English words used for the meaning space (grey), none of which is very similar to each other either.

### 5.3.3.2 The signal space

The artificial language for the signal space of the experiment was created algorithmically as follows. Each "word" would have a length of 4 characters, randomly generated from CV syllables, in turn constructed from a set of consonants \{qwtpsfhnmrl\} and vowels \{aeoui\}. We further constrained the artificial language so that the initial letters of the words would not overlap with any initial letters of the English nouns in a given stimulus set. We used a large English wordlist to exclude any actual English words, and made sure all artificial words were at least 3 edits distant from each other as well as from the English nouns in the same game (see Figure 2.B).

### 5.3.4 Experimental manipulation

In the baseline condition, the distribution of meaning pairs (e.g. drizzle-rain, style-fashion, PAYMENT-bULL, RAIN-PAYMENT, RAIN-FASHION) is uniform - each possible combination is shown to the participants exactly 3 times. Pairs are displayed in a randomized order, under the constraint that the distributions of pairs are roughly the same in the burn-in period and the rest of the game. In this condition, we expect participants to colexify similar meanings.

In the target condition, all possible meaning pair combinations occur in the game, but we manipulate the frequencies of the pairs so that the target (related) pairs occur together more often than the distractor pairs. The target pairs (e.g. drizzle-rain, style-fashion) are shown 11 times each, and the pairs consisting of distractor meanings 5 times (e.g., payment-bull). Pairs consisting of a meaning from a target pair and another meaning are shown 2 times (e.g. rain-payment or rain-fashion). This means that participants are required to select signals which allow their partner to differentiate between drizzle and rain 11 times, but are only required to differentiate between RAIN and Payment 2 times.

We manipulate the pair frequency distribution in this way to make sure all individual meanings all occur exactly the same number of times (27). It is necessary to control for individual frequencies, as simply making target pairs more frequent would also mean making the meanings in those pairs more frequent than the distractor ones. This would introduce a confound: another reasonable hypothesis could be that it is occurrence frequency that drives colexification (i.e. colexifying frequent meanings is preferred, or avoided; cf. Xu et al. 2020), over and above communicative need or word similarity.

The increased co-occurrence of similar meanings in the target condition simulates communicative need. If a pair of similar meanings never or seldom needs to be distinguished, then it is efficient to colexify them, both from a learning and communication perspective. In contrast, if the communicative context requires often disambiguating between two similar meanings or referents - such as Rain and drizzle in a culture obsessed with talking about the weather then colexifying them as rain or melding them into something like rainzzle would obviously be detrimental to communicative success. We expect this to be reflected in the outcomes of the target condition.

It should be noted that this setup puts a possibly heavier cognitive load on the participants in the target condition. In the baseline condition, participants can colexify similar meanings (like rain and drizzle), which is presumably easier to remember, without paying an additional communicative cost. In the target condition, the similar meanings keep occurring together, so to maintain successful communication, the participants must colexify meanings which are maximally dissimilar by design (e.g., DENTIST and fashion). ${ }^{2}$

In that sense, we aim to test the strong version of the communicative need hypothesis - we predict that given high enough communicative need, speakers would rather colexify unrelated meanings than sacrifice communicative efficiency by colexifying similar meanings. The "weaker" alternative is discussed in Section 5.5.

### 5.3.5 Experimental results: communicative need predicts colexification patterns

Although we expected the target condition would be more difficult for the participants, differences in communicative accuracy turn out to be negligible (estimated probability of making a correct guess being 0.86 in the target condition compared to 0.88 in the baseline, $p=0.34$ ). ${ }^{3}$ There was no difference in average game length either ( 29 minutes in both conditions).

Our experimental setup logically lends itself to two approaches in terms of analysis, so we show results from both of them. One is to aggregate the lexicalization choices of the participants in a dyad over the course of a game and compare the colexification rates of target pairs between the two conditions. This treats the choices of the participants across a game as (hopefully) converging on a set of stable signal-meaning associations - which most of them do, judging by the communicative accuracy scores. The results of this approach are easy to interpret, but may gloss over changes in individual representations over the course of the game.

The alternative is to model the choices of every participant, trial by trial, keeping a record of their past choices, and measuring the likelihood that they re-use the same signal for multiple meanings. This requires a more complex modelling solution, but accounts for the individual behavior of the participants at greater detail.

### 5.3.5.1 Results based on the aggregation measure

In this approach, we quantify the extent the artificial language signals are used to colexify the meanings using a simple information-theoretic measure. The summary results of each game,

[^12]excluding the burn-in period, are converted into a signal-meaning matrix, where the values represent how many times each signal was used to attempt to communicate a meaning. We keep both lexifications that led to a correct guess and those that did not, but remove hapaxes, i.e. cases where a signal was used only once in the entire game, as presumable noise. An argument could be made about also filtering out all one-time-only associations between a signal and a meaning, as each " 1 " count (see Figure 3) represents a single (possibly accidental) attempt by only one of the participants to use a signal for a meaning, and thus does not represent a converged association by the dyad. Clearing these out would lead to cleaner measures; we present results both with and without this filter.


Figure 3: Signal-meaning matrices from a baseline condition (left) and a target condition game (right). The vertical black bars highlight the similar-meaning pairs, with their colexification values displayed on the two PPMI panels (most of them here are either 0 or 1). Count values in the cells on the leftmost panel indicate how many times each signal was used to communicate a given meaning. The middle panel illustrates how the counts translate to PPMI association scores. In this baseline condition game, the players have chosen to colexify similar meanings such as shore and coast, as expected. In the target condition, similar meanings often need to be distinguished from one another. The players in game no. 7 (right) have figured this out and colexified rain with style and drizzle with organ instead.

Since we are after association between meaning $(m)$ and signal $(s)$, we convert these counts into Positive Point-Wise Mutual Information scores (see Equation 1), which gives a more useful picture than just signal-meaning counts, discounting signals that are used indiscriminately across the board.

$$
\begin{equation*}
\operatorname{PPMI}(m, s):=\max \left\{\log _{2} \frac{P(m, s)}{P(m) P(s)}, 0\right\} \tag{1}
\end{equation*}
$$

The left and middle panel of Figure 3 illustrates this conversion process. Each meaning ends up with has a vector of PPMI scores (the "rows" on Figure 3). The colexification score for each target meaning pair is just the cosine similarity between these vectors - like shore and coast in Experiment number 38, the middle panel, which have a colexification score of almost 1 ( 0.9966 to be more precise); while task and јов get a score of 0.87 , as they are sometimes lexified using different signals. In Experiment number 7 (left side panel), all target pairs get a colexification score of 0 , as they are consistently lexified using different signals. The same
values but across all dyads are plotted in Figure 4.


Figure 4: Results based on the aggregation approach (without filtering out single associations). Each point is a meaning pair, with the smoothed density violins (grey) illustrating their distributions. In the baseline condition (left side violin), participants are more likely to colexify similar meanings, but occasionally some pairs e.g. JOURNEY-TRIP still get assigned separate signals. In the target condition (right), participants are more likely to avoid colexifying target pairs, but not always either.

We test the difference between conditions using a mixed-effects quasi-binomial model with a logit link function in a generalized additive regression framework (using the mgcv package in R; Wood 2011), predicting the colexification value (vertical axis in Figure 4) by condition. ${ }^{4}$ The estimate of the fixed effect of condition is negative (with the baseline condition as the reference level, indicating lower colexification in the target condition), and of similar magnitude regardless of the filtering choice on the one-time-only associations, while the $p$-value varies around the conventional $\alpha=0.05$ threshold. In the model without the filter, $\beta=-0.83, S E=0.48$, $p=0.088$, i.e. in the target condition, the estimated probability of colexification decreases to 0.16 , compared to $0.63\left(\beta_{0}=0.54\right)$ in the baseline. When one-time-only associations are filtered out, then $\beta=-0.86, S E=0.42, p=0.045$.

### 5.3.5.2 Results using the trial by trial measure

In this approach, we obtain the colexification variable by iterating through all the (target meaning) messages sent in each game, and checking if the most recent usage of a given signal by the same player lexified another meaning, and if so, was that other meaning related to the current one (i.e., in the same target pair). Messages containing a distractor meaning are excluded, as they do not have any semantically related counterparts in the meaning space by design. Cases where the same signal was used to lexify the same meaning again are excluded as well (as there

[^13]is no colexification to account for). This allows us to compare the conditions in terms of the likelihood of target pairs being colexified.

To exemplify: given a player signals rain using pami, we check the most recent usage of pami by the same player. If they previously used pami to signal drizzle, then that counts as colexification between related target meanings, and a case gets added to the new dataset, with the colexification variable assigned as "yes". If pami was last used to signal an unrelated meaning, e.g. dentist, then that yields a "no", i.e. a colexification happened, but not between target meanings. If pami was last used to signal rain, then nothing is added to the dataset.


Figure 5: All the data resulting from the trial by trial measure. Each tile corresponds to a message sent by a player that contains a target meaning, which is being colexified with another meaning using the same signal (dark blue if with a related meaning, e.g. rain-drizzle, light blue if with an unrelated meaning). Trials are shown in order, but those involving distractor meanings, or where the given signal was last used to lexify the same meaning, are excluded. Some dyads therefore yield fewer data points than others, if they assigned unique signals to target meanings, resulting in less data points involving colexification. The difference between conditions is visually apparent: the baseline condition on the left has more dark blue, indicating colexification of similar meanings, while the target condition has more light blue tiles.

This procedure, repeated for all players across all 40 games, yields a dataset of 1183 cases, a median of 30 per dyad; see Figure $5 .{ }^{5}$ We then fit a mixed effects logistic regression model (using the lme 4 package in R; Bates et al. 2015) with the binomial colexification variable as the response, predicted by the interaction between condition (baseline or target) and trial number, to account for possible changes over the course of the game. We fit random intercepts for meaning and sender (the latter nested in dyad), and a random slope for condition by meaning (a full random effects structure would be desirable but could not be included due to model convergence issues).

To simplify interpretation, trial number is centred to the middle of the main part of the game (i.e. after the burn-in). In the model described in Table 1, the intercept value of 0.1 therefore

[^14]stands for the log odds of target meanings being colexified in the baseline condition, mid-game (i.e. a 0.52 probability). By mid-game, the difference in colexification probability between the conditions is only marginally significant ( $p=0.08$ ). The model indicates each passing trial does increase the probability of colexification in the baseline condition. Importantly, the interaction between condition and trial is in the opposite direction ( $\beta=-0.02, p=0.002$ ), indicating participants were less likely to colexify related meanings in the target condition (at the end of a game, the pooled probability estimate of that is only 0.29 , compared to 0.69 in the baseline condition).

|  | Estimate | SE | $p$ |
| ---: | ---: | ---: | ---: |
| Intercept | 0.1 | 0.37 | 0.79 |
| condition $=$ target | -0.89 | 0.51 | 0.08 |
| trial number | 0.02 | $<0.01$ | $<0.01$ |
| condition $\times$ trial | -0.02 | $<0.01$ | $<0.01$ |

Table 1: The fixed effects of the regression model used to analyse the trial-by-trial measure.

In summary, having applied the two alternative methods of analysis to our experimental data, we find converging evidence indicating that, when provided a limited signal space, participants are prone to colexifying similar meanings (confirming the typological find by Xu et al. 2020). However, when faced with a situation where there is elevated communicative need to distinguish related meanings, participants are more likely to colexify some pairs or clusters of meanings which have low inter-similarity, to maintain communicative efficiency. This confirms the prediction made by Xu et al. (2020), and is in line with previous research on communicative need in general (cf. Section 5.2). We now turn to a historical corpus with the aim to test a corresponding diachronic hypothesis.

### 5.4 The corpus study

The aim of our corpus study is to replicate the assumed mechanisms behind our experimental findings on data from historical time scales. The corpus-based Chapter 4 (Karjus et al. 2020b) explored the relationship of lexical competition and communicative need, with the conclusion that the latter modulates the former, with elevated communicative need allowing for larger number similar words to co-exist in a semantic subspace instead of competing with each other. The colexification angle is the other side of the same coin: Chapter 4 focused on modelling competition between similar words, i.e. members of the same subspace or cluster, as operationalized below - while here we are interested in how these dense subspaces or tight clusters of words emerge in language. Communicative need is predicted to play a role in both processes. This section builds directly on the word embeddings-supported corpus approach developed in Chapter 4 (Karjus et al. 2020b); the technical details of that will be revisited below in the context of the topic of this section. As before, we make sure to also control for a number of other relevant lexicostatistical variables (e.g. similarity of form).

We use a large diachronic English dataset (the Corpus of Historical American English, COHA;

Davies 2010), infer semantic spaces using word embeddings, and correlate changes in subspace density to changes in population-level communicative need, approximated by another computational measure. Figure 6 illustrates this approach; this is a temporally aligned word embedding model of semantic spaces based on COHA data (approximate 2D t-Sne projections of the high-dimensional vector space models; cf. van der Maaten and Hinton 2008), showing how most semantic subspaces remain relatively stable over time, while some gain and lose words.


Figure 6: Two aligned semantic spaces, based on data from the Corpus of Historical American English, the years 1945-1964 (left) and 1925-1944 (right). Each dot is a word; colour indicates density (as average proximity to top 10 nearest neighbours), centred on the mean, so words in average-density spaces are light grey, words with few and distant synonyms are blue, while words with many similar terms or synonyms are red. Note that some blue dots may still appear close together, as this is only a rough approximation of the high-dimensional vector space. The maps are further divided into $30 \times 30$ grids for visual aid, each cell showing the mean of the values therein (in slightly lighter shades; empty areas are black). Most subspaces stay the same in terms of density: for example, having detailed basketball terms remained relevant in common discourse both before and after World War 2, while the term habitual continued not needing a close synonym. Some areas change: the subspace of truce, armistice (bottom left) gains a number of terms at the end of war.

The experimental evidence (Section 5.3.5) supports the idea that speakers adapt their languages to meet the communicative needs of the situation. It follows that the compounding of such smaller changes may eventually lead to a change in the population consensus regarding the given expression. While an experimental setup allows us to look closely at interaction as it happens, it is not straightforward to predict how these choice patterns in (very) short timescales in an artificial communication scenario would translate into language change dynamics on historical timescales. We therefore conduct a corpus study with the aim to link individual-level choices with population-level changes. While this link cannot be demonstrated explicitly, find-
ing a similar correlation of colexification dynamics and communicative need would support the idea that languages are shaped, both in the moment and over centuries, to adapt to the needs of the speakers.

We introduce a novel measure of colexification applicable to corpus data, based on detecting tight clusters of words in the semantic space of a language. A dense cluster (see the red areas in Figure 6) indicates that a concept is likely not colexified, but instead lexified by multiple words. A sparse area of a space (blue in Figure 6) can be taken to mean that the concepts therein are colexified. We focus on clusters that are tighter than expected based on the structure of the rest of the space, and track their formation, survival and dissolution - any of which should say something interesting about the communicative needs of the time. If multiple words are used to refer to similar concepts, then presumably communicative needs are elevated (comparable to the target condition in our experiment). If concepts are colexified, then it is probably because there is less need to distinguish them (comparable to our baseline condition).

We make use of a corpus-based measure of communicative need from previous research, the topical advection model (Karjus et al. 2020c; Karjus et al. 2020b). Using data from the Corpus of Historical American English (COHA; Davies 2010), we demonstrate that changes in communicative need are predictive of changes in colexification, i.e. how many words in common language use are being employed to describe a concept (i.e., a subspace in the semantic space). Our approach relies on machine learning and does not require any language-specific resources other than a sufficiently large diachronic corpus. While we use English as an example here, it should be in principle readily applicable to any other language.

### 5.4.1 Quantifying colexification

Colexification is defined as multiple meanings sharing one word form. While it is easy to estimate the number of words in a language using a large corpus, it would be difficult to estimate the number of meanings (that may or may not be colexified). Typologists often approach similar issues of estimating the total set of meanings or grammatical functions by manually surveying grammars or dictionaries of a large number of languages for the lexifications therein (cf. Haspelmath 2003; François 2008; Rzymski et al. 2020). However using already compiled cross-linguistic lexical databases (as done by Xu et al. 2020) would still entail the highly laborious manual task of matching the meanings to words in a historical corpus.

We take a probabilistic approach, with the following rationale, to determine which subspaces of a semantic space are colexified and which subspaces (meanings) are expressed with more than one word. Like in Chapter 4 (Karjus et al. 2020b), we infer the semantic spaces from corpus data using a distributional approach (Section 5.4.2 goes over the details of that), yielding a high-dimensional vector space, where each word is represented by a vector, and their similarity calculated as the cosine between these vectors. Partitioning a high-dimensional space would be difficult enough, even more so when the number of partitions (meanings) is unknown. We solve this problem by flipping the question: instead of asking which meanings are being colexified, we can ask which meanings are not, or more specifically, are but to a lesser degree.

We make an assumption that it is in principle possible to split every meaning into infinitely finer shades of meaning - that meaning is functionally infinite. Natural languages just stop at some point: for a language to be learnable and an efficient tool of communication, its lexicon must be of a size the average speaker can remember. It is useful to differentiate apples from oranges, and maybe even different types or sorts of apple from one another (have a cluster of various apple-words). However assigning unique words to every possible instance of apples differing in minute detail would likely be inefficient both in terms of communication and learnability. This is the complexity-informativeness trade-off discussed in Section 5.2. It follows from this assumption that every word in a corpus can be treated as somewhat polysemous, colexifying multiple meanings by default. If there are more words than expected within some specified range from one another, then this would indicate that this subspace is colexified to a lesser degree. In contrast, a lone word distant from all others can be assumed to colexify its subspace (cf. the blue areas in Figure 6).

With this in mind, the first goal is identifying dense subspaces of tightly clustered similar words (e.g. \{orange, mandarin, tangerine\}. Data on these clusters will be aggregated, amended with relevant lexicostatistical variables, and their formation (change in type frequency, i.e. cluster size) will be correlated with an estimate of changes in population-level communicative need.

To do that, we need a measure of what counts as a cluster in a continuous space. We use cosine similarity (of the vectors of) of words - if the inter-similarities of two or more words are above a chosen threshold, then they can be considered a cluster (for a similar density-based approach to neologism prediction, cf. Ryskina et al. 2020). We obtain the threshold to delineate subspaces by taking the cosine similarity of each word to its nearest semantic neighbour in a given temporal subcorpus model (e.g. 1945-1964 in Figure 6), ranking these values, and obtaining the cosine similarity value $c$ at the 95 th quantile - the range at which in $95 \%$ of the cases there would be no other word (see Figure 7). All words with a similarity to their nearest neighbour at $\leq c$ - i.e. left of the black line in Figure 7 - are considered colexifying the (shades of) meaning in their local subspace. All words with a nearest neighbour at $>c$ exist in subspaces with higher than expected density, i.e., the infinite meanings of the given subspace are still colexified, but to a lesser degree. There may be more than two words clustered in a subspace, counted as such if all their inter-similarities are $>c$.


Figure 7: A typical distribution of nearest neighbour similarities in an LSA model trained on a 20-year subcorpus of COHA. The inferred colexification threshold $c$ is marked with the bold vertical line. The shading corresponds to the colour scale of the background cells in Figure 6.

These are the subspaces or clusters we are interested in. When such a dense cluster forms
over the course of the history of a language, then, given the communicative need hypothesis explored in our experiment, we would expect the given subspace to be experiencing elevated communicative need. This is what we are going to test: we will obtain a dataset of clusters and their lexicostatistical properties from the diachronic corpus, and correlate type frequency changes in these clusters to changes in communicative need in the subspace (inferred using the topical advection model, cf. Section 5.4.3). However, there are some technical details that need to be discussed first.

### 5.4.2 Detecting near synonym clusters

The dataset is compiled in the following manner. We run a sliding window of 20 years in length (in 5-year steps) over the COHA data, train a temporally-aligned distributional vector space model for pairs of $20+20$ years periods (see below), and identify any clusters of words in close proximity (all cosine similarities $>c$ in our model of semantics; recall the dark red areas in Figure 6). COHA spans 200 years, but we only use the 20th century data, as it appears to be better balanced than most 19th century decades.

We require words to be sufficiently frequent for reliable statistical inference - to occur in at least 15 out of the 20 years, and at least 100 times total within the 20 -year window window (a typical year of COHA consists of about 1 million words after stopword cleaning). This threshold pulls double duty: it makes sure we only consider words that are frequent enough for reliable inference (hence the raw frequency threshold, not a normalized one), but also words that are widespread, part of common language usage. When talking about words going out of use, we are referring to them falling below this threshold of common usage. A potential shortcoming of using a threshold like this is that, in the semantic spaces based on the data, it could make words that just shift slightly around the 100 threshold look either as new words or words going extinct. We therefore exclude all such clusters where type frequency change stems from near-boundary token frequency change.

There are logically two ways to analyse the history of word clusters: either to look at their past, i.e. how they formed, or their future, i.e. what happens to them once formed. We will refer to these as the "lookback" and "lookforward" model respectively, and use the same length of 20 years for both the "past" and "future" time span. Figure 8 illustrates this on the example of the lookback model. The resulting datasets of clusters and their attributes, prepared for statistical modelling, feature no repeated measures within a given model type, as we make sure the clusters do not overlap (within their 20+20 time spans). In the case of shared words between clusters within a model type, we keep the tightest one (highest mean inter-similarity between members), and in the case of overlapping words between clusters over time, we keep the biggest one (breaking ties again by inter-similarity). This filtering by maximizing cluster size also results in the feature that in the lookback model, the change values are either 0 or increasing, and in the lookforward model, they are all 0 or decreasing.

We infer the semantic space and diachronic changes therein using the setup developed in Karjus et al. (2020b), training Latent Semantic Analysis (LSA; cf. Bullinaria and Levy 2007) models


Figure 8: Examples of clusters, with their time series on the left (with the vertical dashed line indicating the border between the 20-year spans) and their corresponding local semantic spaces (again dimension-reduced using t-SNE) on the right. Black dots therein represent words in the second time span (right of the dashed line on the time series panel), grey dots their "old" meanings (first time span). Towards the end of WW2, truce and armistice (top row) increase in frequency in discourse, joined by a new term, ceasefire. The semantic space (1B) shows that the former two shifted somewhat in contextual meaning, moving closer to withdrawal, disarmament, and the new term, peace conference. Bottom row: clam and oyster are used fairly consistently throughout the middle part of the 20th century, but the meaning of clam becomes less herring'y and more synonymous with oysters, reflecting presumable changes in its usage context.
for each span of data where a dense word cluster is found. As each cluster is associated with two 20-year time spans (both in the lookback and lookforward model), the LSA model is trained on a joint aligned (PPMI-weighted) co-occurrence matrix based on the two spans. Analogously to the approach proposed by Dubossarsky et al. (2019), each word is suffixed with the time span label (first or second), which allows us to estimate semantic change (cosine distance between $\operatorname{word}_{t} 1$ and word $_{t} 2$ ), and measure changes in subspace density, i.e., the type frequency within each cluster. For example, in the lookback model, upon finding a cluster like \{truce, armistice, ceasefire\} (see Figure 8), we can check how many words existed in the same subspace (i.e. within the range of the colexification threshold) - which in the latter case is 0 words: the forming of this cluster involved semantic shift in two old words and the introduction of a new one.

Similarly to the small token frequency shifts exclusion criterion (see above), we exclude clusters where changes in type frequency are caused by small shifts in the semantic space (above
the colexification threshold), which might as well be sampling noise in the data underlying the distributional model. Naturally, homonymy is a concern for any distributional approach, particularly in a model where each form is represented by a single vector (while time period specific training and alignment is considerably easier than it would be with a contextualized model e.g. Devlin et al. 2019). We hope that the size of our resulting datasets somewhat alleviates this unavoidable source of noise.

Since spelling of compounds in English varies, we homogenize the COHA data by removing all punctuation (including hyphens) from lemmas, and concatenate the most common multiword units, using the same setup as Karjus et al. (2020b) (looking up strongly associated units in the first pass over the raw corpus, in 20-year steps, and then concatenating these units in the second pass while cleaning the corpus). The latter step is motivated by the fact that the spelling of compounds in English varies, involving spaces, hyphens, and concatenation. Since we expect lexical innovation to be among the mayor sources in lexical density change, detecting such units, with all their initially likely variable spellings, is of interest (e.g., web site, web-site, website).

A distributional semantics approach can conflate similarity relations other than synonymy, so we expect there to be some noise and false positives in our measure. However, we survey a sample of the word clusters produced by our approach (709 unique clusters in total across all the 4 setups, see Section 5.4.4) and find the results adequate to proceed with statistical analysis. Most clusters make sense: such as spelling variants e.g. \{instalment, installment\}, near synonyms (like \{birth control, contraception\}, \{amazement, astonishment\}, \{sitting room, living room\}, and things that could be labelled with a single general word like \{bourbon, gin, scotch $\}$ or $\{$ protestant, catholic\}. Some clusters are somewhat less intuitive, such as those containing similar concepts which could be considered antonyms like \{east, west $\}$, tangentially related concepts like \{tennis, golf\}, things that just often occur together e.g. \{cheese, bread, butter\}, or derivations of the same root (\{constitution, constitutional\} - however the fact of derivation itself could be seen as indicating elevated communicative need around the topic).

### 5.4.3 Quantifying communicative need and control variables

Another technical aspect of our corpus study involves the quantification of changes in populationlevel communicative need. Analogous to Karjus et al. (2020b), we use the topical advection model from Karjus et al. (2020c) to estimate the shifts in latent topics between time period sub-corpora. ${ }^{6}$ This version of the advection model operationalizes a topic for each word, as an association-weighted list of words that most commonly co-occur with the target word in context. The association-weighted mean log frequency change of the context words is the advection value.

Topical shifts can be taken taken as an approximation of changes in what the speakers need to

[^15]communicate about, and as such, the communicative need related to the topic. If a topic is of importance to speakers, then it is reasonable to expect that speakers use the related vocabulary more, and in more detail when it comes to the semantics in the discourse to successfully communicate more fine-grained distinctions, which may in turn result in the coining or borrowing of new words or repurposing old ones. Conversely, if a topic is decreasing in prevalence, then presumably it is of lesser importance, and it can be expected less detailed semantics will do. This was essentially the main finding of Karjus et al. (2020b), which focused on the interword competition aspect. The advection model assigns a topic to each word; since we are dealing with clusters, we simply use the mean value of the words within a given cluster. Since both the topic model and semantics model rely on co-occurrence statistics, we must make sure to avoid any autocorrelation between the measures. We do this by excluding words belonging to the same cluster from the topic word lists, before calculating the advection value.

To test the hypothesis that communicative need is predictive of changes in colexification, we correlate the advection (topic frequency change) value of a cluster with the change in its type frequency, i.e. how many words form the cluster (Section 5.4.4). We also control for a number of other lexico-statistical variables: the mean log token frequency of the words in the cluster (as more widespread words may behave differently than less common words; and may suffer from estimation issues, cf. Faruqui et al. 2016), mean semantic change (to differentiate clusters which form due to small shifts in meaning from those including words which meaning has been categorically changed), as well as mean of the edit distances between the cluster members (as spelling variant clusters may behave differently from near synonym clusters).

### 5.4.4 Results of the corpus study

Figure 9 illustrates the results of our analysis. Since the response variable of change in type frequency in cluster is best modelled as an ordinal one, we use a proportional odds logistic regression model. The $R^{2}$ values reported in Figure 9 are calculated based on log likelihood, as $1-\log \operatorname{Lik}($ full model) $/ \log \operatorname{Lik}$ (null model), and the improvement provided by the advection variable compared to the controls-only model, as well as average baseline-adjusted accuracy (kappa) scores based on 10 -fold cross-validation (and the respective improvement).

We test both the lookback and lookforward version of the model, on two datasets: one with all eligible clusters as described in Section 5.4.2, and one with only clusters where a change involves the introduction or extinction of a word. The former includes cases where the change in or a formation of a cluster is just caused by words shifting in the semantic space. The latter also includes eligible stable (i.e. zero-change) clusters for comparison.

After accounting for the lexicostatistical control variables (Section 5.4.3, the explanatory variable of topical advection remains as a small but significant effect in all models except the full lookforward model (Figure 9.2A; apparently communicative need, or at least given our estimation of it and our chosen time spans, is less informative when it comes to the dissolving
of lexical clusters). ${ }^{7}$ In summary, changes in our estimate of communicative need correlate with changes in lexical density: rising need tends to lead to higher-than-expected density in the semantic space (Figure 9.1A, 1B; comparable to the target condition of our experiment) while lower communicative need facilitates colexification (at least when words go out of use, not just shift in meaning, i.e. 9.2B).


Figure 9: Results of the model correlating changes in communicative need ( $y$-axis) and changes in the number of words in a cluster (x-axis). Each dot represents a near-synonym cluster like clam, oyster. Means across each (larger group of) change value are displayed as black dots, connected by lines for visual reference. Top row: the lookback model, quantifying the changes that led up to clusters forming; bottom row: the lookforward model, observing the changes in clusters found in the data. Left column: all eligible clusters; right: only clusters where a new word or a word going out of use was involved in the change in density. The reported (model log-likelihood based) $R^{2}$ values describe the full model (with the control variables), with the added descriptive power of the advection variable shown in brackets; same for the kappa (baseline-adjusted accuracy) scores; $p$-values correspond to likelihood ratio tests comparing the reduced controls-only model to the full model, reflecting the significance of the advection variable.
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### 5.5 Discussion

In our experimental approach and corpus study, we find evidence supporting the idea that speakers' communicative needs drive or at least modulate aspects of language change. While neither results from an unnatural communicative scenario like a short gamified dyadic experiment, nor highly noisy correlates extracted from historical corpora using machine learning based rough estimates - would perhaps be particularly conclusive on their own, finding similar effects on both fronts provides us with some confidence in our findings.

However, our experimental and corpus approach explored only one a small subset of possible relationships between these forces and processes. There are a number plausible alternatives to our chosen experimental setup that could be probed in future research. One is to test the "weaker" version of the hypothesis mentioned in Section 5.3.4: our design essentially pushes participants to colexify meanings which are highly dissimilar; they appear to struggle with that, understandably, and subsequently the results are somewhat noisy. It may be worth exploring an alternative, more "natural" target condition where the distractors also form high-similarity pairs, which would be easier to colexify, while assigning individual signals to the target meanings (the ones that need to be distinguished more often).

We chose direct similarity or synonymy as the semantic relationship to explore. Xu et al. (2020) show that conceptual associativity (i.e. the beaver-dam type) also correlates with crosslinguistic colexification patterns. It would be interesting to see if, when given a choice, the relation more preferable in terms of colexification for speakers would be associativity or similarity. Differences between more fine-grained relationships like register-varying synonymy (abdomen, belly) and hyponymy (bag, purse) could also be probed, as well as how these preferences may correlate with historical patterns of sense formation and expansion (cf. Ramiro et al. 2018). Xu et al. (2020) also discuss a potential role of frequency - if more commonly referred to senses may be more likely colexified. We control for frequency in our experiment by making sure the occurrence distribution of meanings is uniform in any given game. Future experimental research could let frequency vary systematically to determine its importance. As another extension, community size and network effects could be explored in using a largerscale experiment (cf. Raviv et al. 2019). Instead of fixing communicative need by condition as we did, changing pressures could be introduced over the course of a longer experiment instead.

Similarly, the corpus methodology could be built upon in a number of ways. The technical aspects of and possible improvements to the distributional semantics model and the topical advection model that we re-used here are discussed in Chapter 4 (Karjus et al. 2020b). The approach does not require any linguistic resources other than a large corpus, and as such could be readily applied to other languages beyond English. Lexical density derived from vector spaces is of course only a rough approximation of the actual semantic space of a language, and not without issues (cf. Faruqui et al. 2016). The estimate of lexical density introduced here, as a proxy to colexification, also requires an arbitrary threshold parameter (we use the 95th quantile). Alternative measures could be explored, and polysemy or colexification measures from historical lexical databases (which would presumably be more accurate; cf. Ramiro et al.

2018; Xu et al. 2017) could be aligned to historical corpus data, and compared to the results of the automatic measure. Finally, while our application was diachronic, synchronic semantic space density in a larger sample of languages (cf. Thompson et al. 2018; Thompson and Lupyan 2018; Rabinovich et al. 2020) could be compared to some synchronic proxy of communicative need (cf. Regier et al. 2016).

### 5.6 Conclusions

We replicated a typological finding from earlier research on colexification tendencies, and tested the claim that colexification dynamics may be driven not only by similarity between concepts but also the communicative needs of linguistic communities. We investigated this interaction using an artificial language experiment, to probe how meaning to signal ratios are shaped in discourse, and found speakers readily colexify similar concepts as expected - unless distinguishing them is vital for successful communication, in which case they do not. We also conducted a diachronic corpus study, where our population-level findings mirrored the observed individual-level tendencies in the experiments: rising communicative need in a semantic subspace correlates with higher subspace density, i.e. more words to tease apart finer shades of meaning.

Language change is driven by a multitude of interacting forces, ranging from random drift to sociolinguistic pressures to institutional language planning, to selection for more efficient and expressive forms. Our work supports the argument that speakers' communicative needs - a factor balancing and modulating the relative importance of the higher-level pressures for efficiency and informativity - should be considered as one of them. In more general terms, living languages will never stop changing because (among other things) the needs of their speakers are dynamic, existing in a state of constant flux.

## Chapter 6

## Conclusions

In this thesis, I studied dynamics of language change, with particular focus on words, how their usage ebbs and flows over time, their usage changes, and how their functions are taken over by new words. I evaluated a proposal to categorise the rise and fall of linguistic elements as being driven by drift or selection (Chapter 2), showed that the fluctuations of word frequencies are predictable to a degree (Chapter 3), and that the outcomes of historical competition between lexical items and changes in lexical density in the semantic space are modulated by communicative need (Chapters 4, 5) - which can also be observed driving lexification choices on the level of discourse, as evidenced by an experimental investigation (Chapter 5).

### 6.1 Future directions

The sections below further detail some technical and theoretical contributions of this thesis. There is yet much to be done on the front of understanding the interplay of communicative needs, other communicative pressures, and language change. I hope that this thesis provides some useful methods and starting points for doing so, both from a corpus-based and an experimental angle.

The computational approaches developed here for inferring changes in needs, competition, and colexification provide rough estimates about linguistic processes. Chapter 4 charted a number of potential methodological improvements that could be explored in the future. The experiment conducted in Chapter 5 to investigate the relationship of conceptual similarity, communicative need and lexification choices covers one type of similarity and only in a dyadic interaction setting; further research should aim to explore other conceptual relations (Xu et al. 2020) and investigate possible larger-scale communication effects (cf. Raviv et al. 2019; Segovia-Martín et al. 2020).

### 6.2 Wider implications of this work

### 6.2.1 Historical and corpus linguistics

Many approaches and subfields in the language sciences investigate specific linguistic elements in specific languages. This thesis took a largely language-agnostic, statistical approach to words, text and context (not unlike "distant reading" as it is referred to in digital humanities;
cf. Moretti 2005), focusing on the wider dynamics of change, rather than individual changes.
The natural worry is that results from such an approach may be subject to possible hidden biases or artefacts in the statistical and machine learning pipelines (cf. Dubossarsky et al. 2017). I explored ways of evaluating these methods against artificial, controlled language change scenarios, emulated using simulations of change trajectories (Chapter 2) and synthetic modification of natural corpora (Chapter 3), as well as against randomized baselines (Chapters 3, 4). Chapter 2 also probed the implications of binning corpora into temporal subcorpus chunks a widespread and often unavoidable practice, where the researcher degree of freedom regarding bin size can either be mostly inconsequential, or end up considerably altering the results.

I hope to have shown that evaluation techniques based on simulations, controlled modification experiments and randomisation tests can be useful in diachronic language research, particularly if the object of study is larger than what could be analysed by hand.

### 6.2.2 Expressivity, simplicity, and language evolution

There is a growing body of work on the interplay between the orthogonal pressures of simplicity and informativeness. The former relates to compressibility and ease of learning, ease of articulation, and having low cognitive cost. Informativeness or expressivity refers to having high communicative accuracy, being low in communicative cost i.e. having low information loss, and relates to ease of decoding (the exact terms and foci vary between authors and disciplines; cf. Kemp and Regier 2012; Kirby et al. 2015; Winters et al. 2015; Carstensen et al. 2015; Beckner et al. 2017; Bentz et al. 2017; Nölle et al. 2018; Zaslavsky et al. 2019b; Carr et al. 2020; Smith 2020; Steinert-Threlkeld and Szymanik 2020; Uegaki in prep; Haspelmath to appear). These studies represent converging evidence that languages that are learned and used in communication - the real-world ones, artificial ones grown in the lab, as well as those evolved by computational agents - all aspire to balance these two pressures, ending up somewhere along the optimal frontier.

Kemp et al. (2018) discuss how the location of a language on that frontier may be modulated by culture and environment specific communicative needs. The results of the corpus-based studies and experiments in this thesis provide concrete support for this argument: the pressure for simplicity in lexicons can be relaxed in favour of more expressivity, given high enough communicative need, while informativeness can give way to simplicity when a less expressive lexical subspace does the job.

A possible next step in studying the evolution of lexicons on the scale of entire languages (as opposed to isolated domains like kinship or colour) would be to combine explicitly quantified measures of simplicity and expressivity (cf. Piantadosi et al. 2011; Bentz et al. 2017; Zaslavsky et al. 2019b; Steinert-Threlkeld and Szymanik 2020), some estimate of communicative need (Chapter 3 provides a starting point), and either a joint semantic model of multiple languages allowing for direct comparison of lexical densities and colexification (e.g. Chen and Cardie 2018; Thompson et al. 2018; Rabinovich et al. 2020), or language-specific diachronic semantic spaces, ideally continuous or more fine-grained (cf. Rosenfeld and Erk 2018; Dubossarsky et
al. 2019; Ryskina et al. 2020) than the discrete subcorpora comparisons utilised in this thesis.

### 6.2.3 Sociolinguistics

This thesis has mostly focused on language-internal dynamics, using a slew of lexicostatistical variables (as a proxy to language-external forces) to predict other lexicostatistical variables. In the experimental part I tried my best to exclude all language-external effects that may play a role in real world language use: the participants did not see or hear each other, and the forms of the artificial languages were generated in a way to be as alien as possible to English speaking participants. Yet the central idea of this thesis - that communicative needs drive language change - refers to the (social, cultural, natural) environments of language communities, where social structures, cultural preferences and dynamics of multilingualism may all play a role in shaping language use. Combining the study of these processes with that of situational communicative need as explored in this thesis, and that of the pressures for informativeness and simplicity, would likely yield a more complete understanding of language evolution, variation and change.

### 6.2.4 The sociology of language and language planning

It is probably fair to say that there are plenty of people in most (at least Western) societies who vehemently believe that "slang" and loanwords is something that must be fought against, new registers of language like texting are leading to low literacy, or that some demographic group (usually a minority or just young people) are straight up ruining the language and must be stopped (cf. Crystal 2009). These are views often held not only by laypersons but also governmental bodies tasked with language planning and policy, in countries where these exist (the Académie Française being a commonly cited example). This is of course not to say language planning and directed terminology cultivation does not have its place; the lack of it can lead to a situation of the kind already bemoaned by Leibniz, who in 1697 complained that the German language "experience[s] the worst insufficiency in words referring to morality, passion of the mind, social intercourse, governmental matters and all sorts of affairs of civil and public conduct" (Coulmas 1989).

However, my findings do indicate that when it comes to the big picture, the widely held view of "change equals bad" might not be the case. Not only is language change natural and universal, but often enough likely serves some purpose, which may well be beneficial for its efficiency (like the shortening of words), expressivity (like the borrowing of new words with slightly different connotations or shades of meaning), or metalinguistic functions as discussed in Chapter 1. In short, maybe all these young people are not ruining language after all.
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[^0]:    ${ }^{1}$ All the analyses and models are implemented in R (various versions; R Core Team 2016-2020), making heavy use of the packages text2vec (Selivanov and Wang 2018), Matrix (Bates and Maechler 2018), stringdist (van der Loo 2014) for NLP tasks; lme4 (Bates et al. 2015), mgcv (Wood 2011) for statistics, and the tidyverse (Wickham et al. 2019) for data manipulation and visualisation. Almost all the code to run and replicate the analyses has been made publicly available (links in the relevant Chapters).

[^1]:    1 A previous, considerably shorter version of this paper outlining the basic model appeared as an extended abstract in the proceedings of the Society for Computation in Linguistics (Karjus et al., 2018b).
    2 We will use the terms 'word', 'lexical item', 'linguistic variant' and 'linguistic element' more or less interchangeably in the following text, depending on the literature or subfield being discussed.

[^2]:    3 Similar extensions for evaluating topics over time exist for the latent topic modeling approach, (cf. Wang and McCallum, 2006; Blei and Lafferty, 2006; Roberts et al., 2013), which we will not be examining in further detail here. Furthermore, Frermann and Lapata (2016) use a Bayesian approach in some aspects similar to classical topic modeling to measure semantic

[^3]:    4 Importantly, we are not correlating absolute frequencies of words with the absolute frequencies of topics, which could easily lead to spurious correlations (cf. Koplenig and MüllerSpitzer (2016) for recent criticisms).

[^4]:    5 As there are only two 'periods', smoothing here refers to concatenating the entire spoken and academic subcorpora for the purposes of estimating the topics of each word.

[^5]:    7 Importantly, the advection calculation only took into account words that actually occur (frequency above o) in a given decade: o-to-o frequency changes are not allowed to bias the earlier advection values to be closer to o. Although some topic words are also new, most topic words do occur in previous decades.
    8 We also checked if the large number of new words above their mean advection values could possibly be due to some particular semantic cluster of words that might all belong to a similar (trending) topic and thus inflate the results. We computed the APSyn similarity (Santus et al., 2016) on all pairs of the topic vectors of the 73 nouns and found them to be sufficiently dissimilar.

[^6]:    ${ }^{1}$ Orthogonal to this is competition between entire languages or varieties (Abrams and Strogatz 2003; Castelló et al. 2013; Zhang and Gong 2013; Karjus and Ehala 2018).

[^7]:    ${ }^{2}$ Hofmann et al. (2020) find a similar correlation between morphological family size and topical dynamics.

[^8]:    ${ }^{3}$ The ease of decorrelating the measures this way is one reason to use a simple topic model based on discrete

[^9]:    words here rather than something like LDA (Blei et al. 2003) which models topics as distributions; they were shown to perform comparably in Karjus et al. (2020a). It is only feasible to do it this way around: the neighbours list spans the entire lexicon, while there are only 75 words in the topic list.
    ${ }^{4}$ I.e., the number of accounts who used a given term, divided by the total frequency of the term, yielding a value between $(0,1]$. A " 1 " means every occurrence is associated with a unique account; if 50 accounts each tweet a term twice ( 100 total), then it's 0.5 ; a single account tweeting a term 100 times yields 0.01 . The filtering threshold uses the median of these daily values.

[^10]:    ${ }^{5}$ An organization and annual event involving the growing of mustaches during November to raise awareness of men's health issues.

[^11]:    ${ }^{1}$ We would also like to thank Yang Xu, Barbara C. Malt and Mahesh Srinivasan for useful discussions, and Jonas Nölle for help with the initial experimental design.

[^12]:    ${ }^{2}$ However, note that since the guess is always made just between two options, the baseline accuracy is $50 \%$. This means it is still possible to achieve a reasonably high communicative accuracy score even if the dyad decides to colexify all target meaning pairs - as some dyads indeed do - and when a target pair comes up, would just take a guess. Assuming $50 \%$ random guesses hit the mark, and otherwise perfect $100 \%$ performance on all other non-target pairs (this is however never observed), it would be technically possible to achieve $82 \%$ accuracy in the post-burn-in part of the game, using this strategy.
    ${ }^{3}$ Based on a mixed effects logistic model, predicting correctness of guess by condition, with random slopes and intercepts for meaning and dyad; only taking into account the post-burn-in part of each game, and excluding the few games with overall accuracy below $70 \%$, as described above

[^13]:    ${ }^{4}$ With a random slope for condition by meaning pair, and a random intercept by dyad, to take into account the repeated measurements from dyads and meaning pairs. The response variable varies (and is censored) between $[0,1]$, with most of the values at or near the boundaries; as such, common models like linear, binomial or beta regression would not be suitable.

[^14]:    ${ }^{5}$ As in the aggregation approach above, we exclude the data from the burn-in period from the statistical model, but here do take the burn-in into account when checking for most recent lexification for signals, as the players do not start from a clean sheet after the end of the burn-in, but at least to some extent already have a system in place.

[^15]:    ${ }^{6}$ Chapter 4 also explored an alternative measure of communicative need, based on the mean frequency change of semantically similar words in the neighbouring subspace (cf. Ryskina et al. 2020). As the results were roughly comparable to the topical advection measure there, only the latter is used here. Other measures could be explored and compared in the future.

[^16]:    ${ }^{7}$ It also appears changes of $\pm 1$ are not very common in our models, apprent in Figure 9. A cluster requires at least two adjacent words by definition, while a change of $\pm 1$ would require there to have been at least one word in the subspace already (lookback) or a cluster of at least size 2 that loses a single word (lookforward) - which seems to be less common cases, at least in our operationalization of colexification.

