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Abstract

A search for the pair production of scalar leptoquarks decaying into quarks and leptons
is performed, considering final states containing two leptons, and two or more jets. Jet
flavour tagging techniques are used to determine the flavour of quark from which the jet
has fragmented, including b jet identification using the MV2c10 algorithm, and, for the
first time in leptoquark searches, c jet identification using the DL1 algorithm.1 This search
uses 139 fb−1 of

√
s = 13 TeV pp collisions, recorded with the ATLAS detector in the

years 2016 - 2018. This search is the first test of a new class of leptoquark models, which
explicitly includes decay modes to leptons and quarks of differing generations. The number
of observed events is found to be in good agreement with known Standard Model processes.
Such leptoquark models are found to be incompatible with the observed data to within a
95% confidence level for leptoquark masses of up to 1.7 (1.8) TeV in the muon (electron)
channels respectively, assuming a branching fraction (β) of 1 to charged leptons. These
results are also expressed as limits on the branching fraction into charged leptons, with
strong exclusions for values of β > 0.1. Full documentation of this search is presented in
Part III, based on the analysis documented in Ref. [1].

1These are two supervised machine learning algorithms developed by dedicated flavour tagging working
groups within the ATLAS collaboration that are capable of distinguishing the flavour origins of a jet to
high accuracy.
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Introduction

The Standard Model (SM) of particle physics is the principal theoretical framework used
in the description of particle interactions via three of the four known fundamental forces,
namely the electromagnetic force, the weak nuclear force, and the strong force. This model
has been shown to accurately describe the physical properties of its constituent particles
and their interactions to a remarkable degree of precision. Moreover, the SM was able to
predict the existence of previously unknown particles that have subsequently been observed.
Collider experiments allowed the discovery of the W boson [2], the Z boson [3], the gluon [4],
the top and charmed quarks [5–8], and most recently, the Higgs boson [9, 10]. With
each successive confirmed prediction, confidence in the SM increased. Despite the many
successes of the SM, however, various observations have been made which the SM is unable
to explain. To develop a model that can incorporate our experimental observations requires
us to introduce New Physics (NP), taking us beyond the SM (BSM). Examples of such
phenomena are the hierarchy problem, the cosmological inferences of dark matter, and the
perhaps existentially problematic matter-antimatter asymmetry.

In addition to these, the SM has not (as of yet) been able to provide a particle description
of gravity. For this, our most precise theory is that of General Relativity. The SM is not a
complete theory, in that it does not give a full description of the universe, but instead, it
provides the most precise description of particle interactions that we have to date.

The Large Hadron Collider (LHC), constructed in Geneva, is a circular particle accel-
erator, a full description of which is provided in Section II. The LHC was built with the
intention of better understanding the fundamental constituents of our universe. This in-
cludes making high-precision measurements of the known particles of the standard model,
and detecting the last particle predicted by the Standard Model that had yet to be discov-
ered (the Higgs Boson), as well as attempting to observe the signatures of physics processes
outside the predictions of the Standard Model. In addition to this, the LHC collides heavy
ions together, enabling us to study the nature of the quark-gluon plasma. As such, several
experiments were constructed around interaction points (IPs) placed along the LHC. The
design of each is unique to the physics signatures that it predominantly studies. Two of
these experiments, however, are intended to be “general purpose detectors”, a kind of catch-
all detector, which retains sensitivity to the largest possible regions of phase space. These
are the ATLAS and CMS detectors. It is these two experiments which, in 2012, achieved
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one of the primary design ambitions of the LHC; the discovery of the Higgs Boson.
This thesis pertains to expanding our knowledge of what exists “Beyond the Standard

Model”. The simplest and most elegant way of doing so, is to consider what areas of the
SM could be naturally extended, and what new particles and properties these extensions
might entail. As I shall argue in Part I, leptoquarks are one of the primary and most
natural candidates by which to extend the SM. They enable interactions between the leptons
and quarks of the fermionic sector, and are primary candidates in the explanation for the
matter-antimatter asymmetry that we observe in the universe, as well as resolving many
long-standing anomalous observations.

This thesis is organised as follows :
Part I presents an overview of the standard model, and discusses the need to introduce

extensions to this theory. It then continues to discuss the motivations and phenomenology
of leptoquark physics.

Part II presents a brief discussion of the Large Hadron Collider, and the ATLAS
experiment, as well as a description of the full Run II ATLAS dataset. Also presented
are the methods used in the modelling of pp collision events using advanced Monte Carlo
techniques, and some of the challenges involved in doing so.

Part III presents the analysis of ATLAS data, performed to search for the pair-
production of scalar leptoquarks in 139 fb−1 of

√
s = 13 TeV proton-proton collisions.

In this work, I was the lead analyst, having developed and implemented the tools and
the selection used to identify leptoquark candidates in all channels. Doing so involved
validating and requesting the simulation of all signal samples, performing the full analysis
of systematic uncertainties, and implementing the statistical analysis. All of this was done
within well maintained analysis frameworks used across multiple ATLAS searches.

In addition, I performed the studies on tt̄ modeling documented in Section 4.5, per-
formed in service to the ATLAS collaboration. Throughout this work I was guided and
assisted by my supervisors Andrew Mehta and Monica D’Onofrio.
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Chapter 1

The Standard Model

This Chapter outlines the formulation of the Standard Model of particle physics. For a
more comprehensive review of some of the concepts introduced, please refer to Refs. [11–
16]. The SM is a relativistic Quantum Field Theory (QFT) described by the non-abelian
gauge1 symmetry group SU(3)c⊗SU(2)L⊗U(1)Y , composed of the gauge invariant groups
of unitary and special unitary2 transformations. In Section 1.1, a discussion of the meaning
of these gauge groups will be presented, as well as the physics that we can learn from these
symmetries. In Section 1.2, a full description of the fundamental particles of the SM is
presented, and finally, Sections 1.3 - 1.4 present a description of the fundamental forces
that govern the dynamics of this theory.

1.1 Physics of the SM

The SM gauge group, SU(3)c⊗SU(2)L⊗U(1)Y is constructed from the group product (⊗)
of each set of gauge transformations under which the SM is invariant. Here, each subscript
refers to a symmetry of the respective gauge group, and as such, tells us about the conserved
quantity that is governed by that group. To study these symmetries, we first formulate a
Lagrangian description of our theory, denoted L.3 We can then demonstrate the conser-
vation of these group transformations by studying the invariance of the Lagrangian under
their action by the following theorem, as proposed by Noether in her 1918 work [18, 19]; “If

1A gauge is a local choice of a coordinate basis. As such, a gauge group is a group of localised smooth
transformations (that can be applied to the basis vectors of a system) under which the system remains
invariant. This group of transformations between different local choices of gauge form a Lie group, following
Lie algebra [17]. For each generator of this group, there arises a corresponding gauge field. These fields
must be included in the Lagrangian to ensure its gauge invariance. The quanta of such fields are the gauge
bosons.

2The unitary group, “U(n)” consists of all n×n unitary matrices, with (n2− 1) generators. Matrix “U ”
is unitary if its conjugate transpose U∗ is also its inverse; UU∗ = U∗U = I (where I is the identity matrix).
The special unitary group is a sub-group of this, for which the determinant of each matrix equals 1.

3Lagrangian mechanics is a useful mathematical framework, used in describing complex multivariate
systems through a reduced set of generalised parameters. This is achieved by exploiting the underlying
symmetries of the system.
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CHAPTER 1. THE STANDARD MODEL

the action, S is invariant under a finite dimensional continuous group of transformations
depending smoothly on the independent parameters, ωα, then the current,

jµα = −
∑
i

∂L
∂(∂µψi)

∂δψi
∂(∆ωα)

(1.1.1)

is conserved ”

∂µj
µ
α = 0 (1.1.2)

As such, the symmetries of each gauge group that comprise the SM can tell us about the
quantities that are conserved under that group. For example, the SU(3)c group remains
invariant under transformations of colour charge. This means that the colour quantum
number must be a conserved value. Similarly, the SU(2)L and U(1)Y gauge groups preserve
symmetry under transformations of the weak isospin (YW ) and weak hypercharge (T )
respectively. As such, contractions under these two groups preserve the quantity Q, the
electric charge. This arises as a linear combination of YW and the z component of weak
isospin (T3); Q = T3 + YW . U(1)EM (the gauge group of electromagnetism) is the group
generated by this combination.

This simple formulation of the gauge groups of the SM already presents us with the
symmetries which govern three for the four fundamental forces of nature. These are colour,
which governs the strong interaction, and the weak isospin and hypercharge that govern
the electroweak interaction.

The SM is a mathematically self-consistent, and renormalizable QFT. The fields that
it describes are defined by their representation under the local symmetries of the gauge
group, SU(3)c⊗ SU(2)L⊗U(1)Y as well as their invariance under the global symmetries of
the Poincaré group of spatial and relativistic transformations. Through introducing small
perturbations to a quantum field, we can derive qualitative predictions of the interactions
of said field. The field Lagrangian can be deconstructed into components that describe a
free field (L0) and an interaction (LI); L = L0 + LI . A free field describes a particle in
isolation, in a non-evolving quantum state, such as the field description of a free particle in
a true vacuum. The interactions of this field with other quantum fields are then described
in the interaction Lagrangian, which can be treated by perturbation theory.

In addition to the gauge and Poincaré symmetry requirements, it is also imposed that
the SM is renormalizable. This restriction is not a fundamental requirement of the theory, as
the symmetry groups are, but instead renormalisation is used to tell us about the limitations
of the SM, and to ascribe boundaries to it. Renormalizability is the requirement that effects
coming from processes occurring at energies above a cut off scale of the theory can be safely
ignored. As such, it assumes that the theory is successful at describing all processes within
this energy scale. This therefore is a useful measure of what might be missing from a theory;
if we are successful at accurately describing processes at all accessible energy regimes, then
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we learn that the scale of any new physics must be large. Conversely, if a non-renormalizable
theory is required, then we learn that this theory misses some fundamental components.
The application of this requirement means that when imagining complex processes, with
divergent, higher order effects, we must attempt to renormalize them to converge on real
and finite predictions.

A compact formulation of the SM Lagrangian can be written as follows;

L = − 1

4
FµvF

µv︸ ︷︷ ︸
gauge boson
interactions

+

fermion
interactions︷ ︸︸ ︷
iΨ̄/DΨ + ΨiyijΨjΦ︸ ︷︷ ︸

fermion mass
terms

+

hermitian
conjugate︷︸︸︷
h.c. + |DµΦ|2︸ ︷︷ ︸

gauge boson
mass terms

−

Higgs field
potential︷ ︸︸ ︷
V (Φ) . (1.1.3)

Here, the notation h.c. denotes the hermitian conjugate of the preceding term, which ac-
counts for the anti-fermions. A discussion shall later be provided on how each of these
terms is derived from the aforementioned symmetry requirements.

1.2 Particles of the SM

The SM consists of 25 fundamental4 elementary particles. Of these, 12 have half-integer
spin, known as fermions. These particles follow Fermi-Dirac [20, 21] statistics, a conse-
quence of which is the Pauli exclusion principle.5 A full discussion of these particles is
provided in Section 1.2.1. The remaining 13 particles have integer spin, meaning that they
obey Bose-Einstein statistics [22], which allows for indistinguishable particles to coalesce
into a Bose-Einstein Condensate (BEC).6 Again, a discussion of these particles is presented
in Section 1.2.2. Fermions and bosons are the two distinct classes into which all elementary
particles fit.

1.2.1 Fermions

A summary of the fermions of the SM is presented in Table 1.1. These 12 fermions are the
building blocks of all conventional macroscopic structures observed in the Universe. They
can be divided into two groups; the quarks, and the leptons. Quarks form composite states
such as protons and neutrons, which in turn are the basis of atomic structure, while leptons
enable the formation of inter-atomic bonds, giving us complex molecular structures. These
groups both seemingly come in three “generations” that are ordered in mass (although it is
not yet known if the neutrinos follow this ordering). It is only through the charged current

4A fundamental particle is an indivisible elementary particle with no substructure.
5This is the mechanism that prevents electrons in atomic orbitals from all collapsing to the lowest state.
6A BEC is a unique state accessible only to Bosons, where all particles in the condensate may occupy the

same state. In this state you can add or remove one of its constituents, without changing the condensate
as a whole. This forms a useful definition of a bosonic field.
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weak interactions that these fermions can decay into the lighter generations, while the first
generation is stable and does not decay. Each generation consists of a pair of quarks, which
can be described as “up” type (up-, charm- or top-quark), with T3 = +1

2 and “down” type
(down-, strange- or bottom-quark) with T3 = −1

2 and a pair of leptons of similar structure.
These two types differ in their charge, Q and weak isospin, T3, by ±1 unit. T3 must be
conserved under the weak interaction. Therefore the only allowed decay mode between the
fermions is via the charged current weak interaction, where theW boson mediates a change
of T3± 1. No process will allow a direct decay into a quark of the same T3. Conversely, the
right-handed fermions have T = T3 = 0, forming singlets under the weak isospin, which do
not partake in the weak interaction.

Generation Particle Q [e] T3 Mass [GeV]
Quarks

I up (u) + 2
3 + 1

2 2.16+0.49
−0.26 × 10−3

down (d) − 1
3 − 1

2 4.67+0.48
−0.17 × 10−3

II charm (c) + 2
3 + 1

2 1.27± 0.02
strange (s) − 1

3 − 1
2 9.3+1.1

−0.5 × 10−2

III top (t) + 2
3 + 1

2 172.76± 0.03
bottom (b) − 1

3 − 1
2 4.18+0.04

−0.02

Leptons

I electron (e) −1 − 1
2 5.11× 10−4 ± 0.31× 10−12

electron neutrino (ve) 0 + 1
2 < 1.1× 10−6

II muon (µ) −1 − 1
2 1.05× 10−1 ± 0.24× 10−10

muon neutrino (vµ) 0 + 1
2 < 1.7× 10−4

III tauon (τ) −1 − 1
2 1.78± 0.12× 10−3

tau neutrino (vτ ) 0 + 1
2 < 1.8× 10−2

Table 1.1: A summary of the Fermionic constituents of the SM. All values are taken from
PDG [23]. Values of the neutrino masses are quoted as upper limits at the 90% CL.

The SM is a chiral7 theory, due to the SU(2)L gauge group. This means that left- and
right-handed fermion fields transform differently under this gauge group. Transformations
of handedness are called parity transforms. It was first observed in Chien-Shiung Wu’s
experiment [24] that parity symmetry is violated in the weak interaction, by observing an
excess of left handed electrons produced in the decay of 60Co atoms, for which Tsung-
Dao Lee and Chen-Ning Yang received the Nobel prize in 1957.8 From this experiment, it
was deduced that the weak force only mediates interactions with left chiral fermions (and
right chiral anti-fermions), demonstrating that we observe no right handed SU(2) gauge

7The chirality of a particle is a quality that emerges from its mass and spin. Chirality is determined
by whether a particle transforms in a right- or left-handed representation of the Poincaré group. For a
massless particle, there is no Lorentz transformation that can change the helicity of a particle, meaning
that chirality is equivalent to helicity in this case.

8One of many failings of the Nobel committee to recognise the contributions of women in Physics. A
field in which only three women have been awarded the Nobel prize throughout its 120 year history, these
being: Marie Curie (1903), Maria Goeppert-Mayer (1963) and Donna Strickland (2018)
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CHAPTER 1. THE STANDARD MODEL

symmetry group (SU(2)R), and that all right handed fermions transform as singlets of the
SU(2)L group.

The fermions of the SM may all be described as Dirac spinors.9 These are the plain
wave solutions to the Dirac equation;

(iγµ∂µ −m)Ψ = 0 (1.2.1)

Ψ(xµ) = u(pµ)e−ipx

where u are the eigenspinors;

u1 =


1

0

0

0

 , u2 =


0

1

0

0

 , u3 =


0

0

1

0

 , u4 =


0

0

0

1

 , (1.2.2)

which describe spin 1
2 particles using 4-component column vectors. The 4 components

describe the spin state in both the positive (u1, u2) or negative (u3, u4) energy states.
These can be interpreted as the matter and anti-matter particles respectively.

The left- and right-handed fermions can be related using the left- and right-handed
chirality projection operations;

L =
1

2
(1− γ5), R =

1

2
(1 + γ5),

ΨL = LΨ, ΨR = RΨ, (1.2.3)

Ψ = ΨL + ΨR,

where the matrix, γ5 has the properties;

γ5 = iγ0γ1γ2γ3, {γ5, γµ} = 0, (1.2.4)

γ†5 = γ5, (γ5)2 = 1.

A gauge invariant field description of the fermionic fields can be written as;

L =
1

2
(∂µΨ∂µΨ)− 1

2
m2Ψ2. (1.2.5)

9The possible exception to this are neutrinos, for which it is hypothesised that they may be Majorana
spinors. These are particles that are their own anti-particle. This is unconfirmed, but an observation of
neutrino-less double-beta decay [25] would support this hypothesis.
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CHAPTER 1. THE STANDARD MODEL

Quarks

The up- and down-type constituents of the three quark generations amounts to 6 “flavours”
of quarks, each of which has its own flavour quantum number. The conservation of this
quantum number can only be violated in the charged current weak interaction. This process
enables the decay of heavy quarks into the lighter generations. The quark sector of the SM
can have either left or right handed chirality. The representation of these multiplets within
the SU(3)c ⊗ SU(2)L ⊗U(1)Y gauge group can be written as follows;

QL =

(
uL

dL

)
=

(
3, 2,

1

6

)
,

uR =

(
3̄, 1,

2

3

)
, (1.2.6)

dR =

(
3̄, 1,−1

3

)
.

Therefore, it follows from equation 1.2.1, that the left- and right-handed quarks transform
as doublets and singlets of the SU(2)L group respectively, but that all quarks transform
as triplets of the SU(3)c gauge group. This means that all quarks are charged under the
SU(3)c gauge symmetry. The term denoted for this charge is the “colour ” charge. Colour,
governed by the rules of Quantum Chromodynamics (QCD) is a quantum charge, the
analog of the electric charge of Quantum Electro Dynamics (QED), and is mediated by
the gluon.10 Colour comes in three base states, but due to the asymptotic freedom of the
gluon, these states are described as having colour confinement ,11 meaning that a colour
singlet state cannot exist in isolation. The term colour was defined analogously to the
three primary colours, ‘red’ (r), ‘green’ (g) and ‘blue’ (b). In addition to the three base
colour states, there respective anti-states, ‘antired (r̄)’, ‘antigreen (ḡ)’ and ‘antiblue (b̄)’,
and the mixing of the above, there arises a total of 9 unique colour combinations. Singlet
states are formed by combining either a colour and its anti-colour (e.g. rr̄), or an equal
mix of the three colours (e.g. rbg), which is analogous to the colour white. Each quark
possesses one of the possible colour charges listed. Due to the confinement of colour, it is
impossible for a quark to exist in isolation. As such, quarks form composite states such as
mesons (a quark and its anti-quark) and baryons (a combination of three of more quarks).
These are collectively known as hadrons. The formation of these states is governed by the

10Gluons also possess colour charge, meaning that they can both mediate interactions between quarks,
as well as self-interacting.

11Asymptotic freedom refers to a property of the strong force, whereby the effects of the strong interaction
become asymptotically weaker as the length scale decreases (energy scale increases). Therefore, as two
colour charges are separated, the pair production of a new quark-anti-quark pair becomes energetically
favorable. This property results in the confinement of colour charged partons to exist only within colour
neutral states. These concepts are discussed in more detail in Section 1.5.
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CHAPTER 1. THE STANDARD MODEL

conservation of baryon number (B), under which quarks are also charged, possessing B = 1
3

for quarks, and B = −1
3 for anti-quarks. All hadronic states are required to have an integer

baryon number.

As well as possessing colour charge, quarks have fractional electric charge, meaning
that they are also governed by QED, and the left-handed multiplets are charged under the
weak hypercharge and weak isospin, meaning that they can partake in the weak interaction.
Because of this, quarks interact with each of the gauge bosons, W , Z, g and γ, which are
discussed in more detail in Section 1.2.2.

Leptons

The leptonic constituents of the SM can be subdivided into the neutral and the charged
leptons. The charged leptons, namely the electron (e), muon (µ) and tauon (τ) are all
massive particles, with a hierarchy in their mass in the order given above. These particles
obtain their mass through interaction with the Higgs field, as will be discussed in Section 1.4.
Meanwhile, the neutral leptons, neutrinos (v), are described as massless particles within the
SM. This is because the right handed neutrino (vR) is not a requirement of the SM and thus
far, only left handed neutrinos have been observed in nature. As such, there are no mass
terms for neutrinos within the minimal construction of the SM. It is observed however, that
neutrinos do have a small, but non-zero mass due to evidence of flavour oscillations [26–28].
However, the SM’s lack of a right handed counter term for the neutrino precludes the Higgs
mechanism as the method by which neutrinos acquire mass.12 In fact, the origins of the
neutrino masses remains an open question within physics.

Both the charged and neutral leptons are assigned a lepton number of +1, and their
corresponding anti-particles have a lepton number of −1. This value is conserved within
the SM. Each individual lepton can also be considered to have its own flavour. This flavour
is preserved within the electromagnetic interaction, but violated in the weak interaction.
However, within each generation of lepton, each doublet of T3 can be assigned a lepton
flavour that remains a conserved quantity within the SM.13 These flavours take the name
of the charged lepton of that doublet. Therefore, the charged and neutral leptons of the
first generation have an electron flavour that they conserve in their interactions. This
conservation has been observed to be violated however, in neutral current interactions, by
neutrino flavour oscillations as mentioned above. These remain some of the most significant
measurements of the effects of BSM physics to date. The violation of charged lepton flavour
is also heavily suppressed,14 and so, any observation of such a process would also constitute

12This is because interactions with the Higgs field induces a change in chirality, meaning that such
interactions for neutrinos are not predicted within the SM.

13Note that it is the flavour of the doublet that remains conserved, and not the flavour of the individual
leptons.

14Such processes are only possible via neutrino mixings, and so are suppressed by the small neutrino
masses with a rate of � 10−50 [29, 30].
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new physics. The representation of these multiplets within the SU(3)c ⊗ SU(2)L ⊗ U(1)Y

gauge group can be written as follows;

LL =

(
vL

`L

)
=

(
1, 2,−1

2

)
, (1.2.7)

`R = (1, 1,−1).

In the left handed doublets of weak isospin, the neutrinos are “up” -type and have
T3 = 1

2 , while the charged leptons are “down” -type, and have T3 = −1
2 . As can be seen

from Equation 1.2.7, these particles are all singlets of the SU(3)c gauge group, meaning that
these particles have no interaction with the strong force. Instead, their dynamics within the
SM are entirely governed by the electroweak interaction, or SU(2)L⊗U(1)Y gauge group.
As previously discussed, SU(2)L is a chiral gauge group that only mediates interactions
between left handed particles (and right handed anti-particles). Therefore, the right-chiral
lepton multiplet (`R) does not partake in this interaction, and transforms as a singlet of
this gauge group.

1.2.2 Bosons

The SM also includes 13 bosonic particles, with integer spin values. Twelve of these are
vector bosons of spin 1, which mediate the three forces that the SM describes. These are the
photon (γ), Z boson, the W+ and W− bosons, and the 8 gluons (g). These vector bosons
are the gauge bosons, which originate from the quantization of the vector fields associated
with each gauge symmetry. The vector bosons, and the forces that they mediate, are the
electromagnetic (γ), weak (Z,W±) and strong (g) forces. A summary of these is provided in
Sections 1.3 and 1.5 respectively. Additionally, the SM requires one scalar boson of spin 0,
the Higgs Boson (H). This boson originates from the Higgs mechanism, which is discussed
in Section 1.4. The Higgs is not a gauge boson, and does not define a gauge symmetry.
Instead, the Higgs Boson provides a mechanism through which the global symmetry of the
electroweak group can be spontaneously broken, providing mass to both fermions and gauge
mediators. Beyond those mentioned, there exist many composite bosons that are predicted
by the SM. These arise from the combination of multiple fermions to arrive at integer spin
composite particles such as mesons (which have been mentioned previously). A summary
of the fundamental bosons of the SM is presented in Table 1.2;

1.3 Electroweak Interaction

The electroweak interaction is the unification of the weak and electromagnetic forces. This
interaction is described by Glashow-Weinberg-Salam (GWS) theory [31–33], which proposes
a Lagrangian that is invariant under the SU(2)L⊗U(1)Y gauge group of transformations.

11



CHAPTER 1. THE STANDARD MODEL

Force Name Q [e] Mass [GeV]
Vector

EM photon (γ) 0 0
Strong gluon (g) 0 0

Weak Z boson (Z) 0 91.187± 0.002
W bosons (W±) ±1 80.379± 0.012

Scalar
Higgs boson (H) 0 125.10± 0.14

Table 1.2: A summary of the Bosons of the SM. All values are taken from PDG [23].

These gauge groups introduce four vector gauge fields, the quanta of which form three
vector bosons that gauge the SU(2)L group, denoted W i

µ (for i = 1, 2, 3) (that transform as
a triplet of the weak isospin, with T = 1). The quanta of the fourth field is an additional
vector boson which gauges the U(1) group, and transforms as a singlet of T = 0. This is
denoted Bµ, with gauge couplings g and g′, respectively. The dynamics of these fields are
described by the kinetic term of the Lagrangian;

L = −1

4
BµvB

µv − 1

4
W i
µvW

µv
i , (1.3.1)

where the field strength tensors are:

Bµv = ∂vBµ − ∂µBv,

W i
µv = ∂vW

i
µ − ∂µW i

v + gεijkW
j
µW

k
v . (1.3.2)

Here, εijk is the Levi-Citiva symbol.15

These bosons are not, however, the mediators of the weak and electromagnetic inter-
actions that we directly observe in nature, namely the W±, Z and γ bosons. Instead, the
charged W bosons are constructed as a linear combination of the W 1 and W 2 fields, as
follows;

W±µ =
1√
2
W 1
µ ± iW 2

µ . (1.3.3)

Finally, the neutral bosons, Zµ and Aµ are formed by mixing W 3 with the B field, via the
Weinberg angle (also termed the weak mixing angle), θW :

15This is defined to take the value of “0” when at least two of the labels i, j or k are the same, and “1”
(“-1”) if i, j or k forms an even (odd) permutation of “1, 2, 3”.

12



CHAPTER 1. THE STANDARD MODEL

(
Aµ

Zµ

)
=

(
cos(θW ) sin(θW )

− sin(θW ) cos(θW )

)(
Bµ

W 3
µ

)
(1.3.4)

where the weak mixing angle can be expressed in terms of the weak isospin (g) and weak
hypercharge (g′) couplings:

cos(θW ) =
g′√

g2 + g′2
, (1.3.5)

sin(θW ) =
g√

g2 + g′2
. (1.3.6)

The GWS model therefore adequately provides a gauge invariant Lagrangian that de-
scribes the electroweak interactions. Unfortunately though, this predicts all of the elec-
troweak gauge mediators to be massless, as no mass terms are permissable within this
Lagrangian. This is in direct contradiction with the experimental evidence. To reconcile
our theory with experiment, we must break the SU(2)L symmetry via the Brout-Englert-
Higgs mechanism, as documented in Section 1.4.

1.4 The Brout-Englert-Higgs (BEH) mechanism

We have shown, in Section 1.3 how the electromagnetic and weak forces are unified through
GWS theory. We find, however, that the symmetry that governs this electroweak inter-
action, namely SU(2)L⊗U(1)Y , is spontaneously broken, resulting in the electromagnetic
subgroup. Furthermore, we have shown that the electroweak symmetry group produces the
mediators of the weak and electromagnetic interactions through a mixing of the quantiza-
tion of the SU(2)L and U(1)Y gauge groups. However, we have stated that this formulation
of the electroweak interaction is not sufficient to describe the mass of these particles.

Before we proceed to explain this discrepancy, it is useful to first consider what mass
is. From Albert Einstein’s famous equation, E = mc2, we know that mass is the equivalent
of energy. From this, we can consider that the intrinsic mass of a particle is related to its
intrinsic energy, or the energy of which that particle will have when at rest, and without
interaction with the outside world. However, a particle’s energy is precisely defined by
its interactions. This would mean, therefore, that a particle would have to be interacting
with itself. We see, for the fermions, that this is exactly what happens. As they have
the same electromagnetic charges, the left-handed and right-handed multiplets are free to
oscillate between themselves (more detail is provided on this subject in Section 1.4.1). Such
oscillations would, however, violate the conservation of the weak isospin. It is clear that
something else is involved in this process, which carries off these conserved values to enable
such oscillations. As such, for an isolated particle at rest, we find that there must still be
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some field for it to interact with that must acquire a non-zero expectation value when in
a vacuum. Furthermore, from this description, we learn that mass can also be thought of
as a polarisation in a new direction, introducing an additional degree of freedom; a mode
in which a particle can spin, such as the right and left-handed fermions. As such, we can
look to introduce masses to the W and Z bosons by introducing additional polarisation’s.
Following on from this, we can see that a massless particle can only have two polarisations,
as it cannot spin in the direction of its motion (not without travelling faster than the speed
of light). Since particles with a spin carry at least two degrees of freedom, we know that we
will have to introduce a field which interacts with the W and Z that has no intrinsic spin
(is a scalar) to allow for just a single additional longitudinal degree of freedom. With this
in mind, we can proceed to discuss the Brout-Englert-Higgs (BEH) mechanism [34–38].

Robert Brout, François Englert and Peter Higgs proposed a mechanism through which
masses could be explained. It requires the introduction of a new complex scalar field, the
Higgs field (φ), that forms a doublet under the SU(2)L gauge group, which can be written
as;

Φ =

(
φ+

φ0

)
=

1√
2

(
φ1 + iφ2

φ3 + iφ4

)
(1.4.1)

where we introduce four real scalar fields (φi), corresponding to four additional degrees of
freedom. This doublet has weak charges of T3 = ±1

2 and Y = 1, leading to charges of
Q = 1(0) for T3 = +(−)1

2 . Next, we must add an additional term to the SM Lagrangian
for this field;

LH = (DµΦ)†(DµΦ)−

V (Φ)︷ ︸︸ ︷
µ2Φ†Φ− λ(Φ†Φ)2, (1.4.2)

where we have written out the scalar potential (V (Φ)) where µ2 and λ are real constants.
We can now consider how this potential might look. To ensure that this potential has a
ground state, it must be bounded from below, by setting λ > 0. We can then find the
trivial local minima of this potential at φ+ = φ0 = 0. However, if we set µ2 < 0, then we
find that there is a degenerate set of global minima on the φ+, φ0 plane. This potential
with one local, and infinitely degenerate global minima is shown in the real and complex
planes in Figure 1.1.
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Figure 1.1: [39] Schematic of the Higgs potential (V (Φ)) for either part of the Higgs
doublet, as written in Equation 1.4.1.

Looking at Equation 1.4.2, we find that the minima of this potential occurs at µ2

λ . Due
to gauge invariance, we can choose to work in any such configuration of the fields φi that
satisfies this constraint. By choosing the vacuum expectation values (v) of each field to be
zero, apart from the real component of φ0, we arrive at;

φ1,2,4 = 0 φ3 =
µ2

λ
= v2 (1.4.3)

And as such, we can write the Higgs doublet as;

Φ =
1√
2

(
0

v

)
(1.4.4)

we can then expand Φ by setting φ0 = φ3 = H + v (with H being the scalar Higgs field).
In this way, the Higgs field can be written as:

Φ =
1√
2

(
0

H + v

)
(1.4.5)

The four real fields that comprise the complex Higgs doublet relate to oscillations
of this potential. Angular oscillations within the degenerate ground state form massless
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Goldstone Bosons,16 while oscillations around the ground state (with changing V (Φ)) form
the massive Higgs field. The Goldstone bosons are then absorbed by the W± and Z bosons
through gauge transformations. This introduces an additional longitudinal polarisation
component of the weak bosons (one for each Goldstone boson that is absorbed) and as
such, introduces terms for their mass. These can be derived by calculating the kinetic term
of its Lagrangian as it acts on the vacuum state (DµΦ0)†(DµΦ0), where Dµ is the covariant
derivative:

Dµ = ∂µ +
ig′Y

2
Bµ +

ig

2
σiW i

µ. (1.4.6)

Here, the σi are the Pauli matrices. By operating with this derivative on our equation for
the Higgs field from Equation 1.4, we find the kinetic term of the Higgs field to be:

(DµΦ0)†(DµΦ0) = −g
2v2

8
(2W+

µ W
µ +

1

cos2 θW
ZµZ

µ). (1.4.7)

therefore, by substituting in our descriptions of the weak gauge bosons, from Equations 1.4
& 1.4, we find mass terms of:

MZ =
v

2

√
g2 + g′2 =

mW

cos θW
, (1.4.8)

and

MW =
gv

2
=

e0v

2 cos θW
, (1.4.9)

with e0 being the coupling constant of the photon:

e0 =
gg′√
g2 + g′2

= g sin θW . (1.4.10)

It can be seen that the weak bosons acquire mass terms that are linearly proportional
to the vacuum expectation value of the Higgs field, with a magnitude that is determined
by their gauge couplings. This tells us that as the v.e.v. of the Higgs field tends to zero,
so too do the masses of the weak gauge mediators. Fortunately, this value, v, is a fixed
constant of nature that is connected to the Fermi constant (GF ) by the equation:

v = (
√

2GF )−
1
2 ≈ 246GeV. (1.4.11)

Finally, by considering the action of the Higgs potential on the doublet of scalar fields,
V (Φ), we find a term for the Higgs mass of:

16These are massless as there is no restorative force applied to them in this potential.
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mH = 2
√

2λv. (1.4.12)

we therefore find that the only remaining free parameter in the Higgs sector is mH , or
λ, the Higgs self-coupling. A measurement of this free parameter by the ATLAS and
CMS experiments in June 2012 found its value to be mH = 125.10 ± 0.14 GeV [9, 10].
This searched for a mass resonance in the H → γγ channel.17 This observation marked a
milestone in the field of particle physics; no additional particles are required to make the
SM self-consistent. We will go on to discuss in the next Chapter however, some tensions
between the SM and experimental observation, and the motivation for possible extensions
to account for them.

1.4.1 Fermionic masses

Fermions acquire their bare (non-interacting) mass from the Higgs field also.18 This mass
is proportional to the rate of interaction with the Higgs field (the Higgs coupling strength).
Couplings are described by Yukawa interactions, and are introduced into the SM Lagrangian
in the form;

gf ψ̄LφψR, (1.4.13)

where gf governs the strength of the Yukawa coupling between the fermion and the Higgs
field. As such, the mass of these particles comes from their interaction with the Higgs field,
and is governed by the strength of their Yukawa couplings. This can be illustrated as in
Figure 1.2. In this diagram, Higgs particles are shown to terminate (ending with an “X”).
This is to represent these particles being absorbed into the BEC. This process therefore
allows for the oscillation between the right and left chiral fermions, resulting in a bare mass
term, which is governed by the strength of their Yukawa couplings. Precise measurement
of both the mass of the Higgs boson, and the Yukawa coupling terms, have been one of the
crowning achievements of experimental tests of the Standard Model in the past decade.

17This channel, although only produced with a relatively low branching fraction, provides a very clean
signature with a very uniform background, which helps to emphasise the mass resonance.

18However this accounts for only a small portion of their observed mass
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Figure 1.2: Schematic of the mechanism producing fermion masses, where fL (fR) are
the left (right) handed fermion multiplets, and H is the Higgs boson.

1.5 Strong Interaction

The strong interaction is described by QCD. As previously mentioned, QCD conserves a
“colour” charge in all interactions of quarks and gluons. There are 8 types of gluons, which
possess a mixture of the colours. This requires us to describe the fermion wave functions
using a three-component vector of the Dirac spinors:

Ψf =

Ψr

Ψg

Ψb

 . (1.5.1)

We shall also introduce new vector potentials, Aµ,v which represent the gluon fields. The
generators of this gauge group are the Gell-Mann matrices λa (for a = 1, ..., 8), which have
the relation [λa, λb] = 2ifabcλc, where fabc are the completely anti-symmetric structure
constants of SU(3).

Following a similar procedure to the derivation of the QED Lagrangian outlined in
Section 1.3, we can construct a QCD Lagrangian that is based upon a non-abelian SU(3)
Yang-Mills theory [40], of the form19:

19Here we introduce the “ /X” notation, which indicates that variableX is a co-variant vector: /X def
= γµXµ.
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L = −1

4
F aµvF

µv
a +

∑
f

Ψ̄f
i (i /Dij −mfδij)Ψ

f
j . (1.5.2)

where δij is the Kronecker delta function.20 The QCD Lagrangian is then summed over the
quark flavours (f) and the colour charges (a). Additionally, the field strength tensor and
co-variant derivative are defined to be:

F aµv = ∂µA
a
v − ∂vAaµ − gSfabcAbµAcv,

Dµij = ∂µδij + igSλ
a
ijA

µ
a . (1.5.3)

It is this latter term in the expression for the field strength tensor which enables the self
interaction of gluons. Here, the gauge coupling terms (gs) determines the strong coupling
constant, αS = 4πg2

S , and is related to the momentum transfer of a process, Q2, as:

g2
S(Q2) =

4π

β0ln
(

Q2

Λ2
QCD

) , (1.5.4)

with the QCD, or hadronization scale, ΛQCD. we find from Equation 1.5, that as the
coupling term, gS tends to 0, the momentum transfer tends to infinity, and similarly, in
the low energy regime, where Q2 tends to the hadronization scale (Q2 → ΛQCD), the
strong coupling tends to infinity. This is known as the asymptotic limit, and allows for the
asymptotic freedom of quarks, whereby they behave as quasi-free particles in the high energy
limit, but are confined at low energies. This relation between the coupling strength and the
momentum transfer is shown in Figure 1.3, where the coupling constant, αS(Q2) is measured
as a function of the energy scale Q, through a combination of precision measurements at
HERA. This combination reports a combined value of αS(M2

Z) = 0.1198 ± 0.0032 when
Q2 is set to the Z mass scale, however a wider combination reported by the Particle Data
Group (PDG) reports the world average of this value to be αS(M2

Z) = 0.1179±0.0010 [41].

20δij = 1 if i = j and δij = 0 if i 6= j, which equates to the identity matrix.
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Figure 1.3: [41, 42] A summary of precision measurements of αS as a function of the
energy scale, Q. Measurements are derived from NLO fits to inclusive jet cross sections in
neutral current Deep Inelastic Scattering (DIS) at high Q2.

The confinement of the colour charge is a consequence of the asymptotic freedom of the
strong interaction. As colour charged particles are separated, the potential energy in their
colour interaction increases until it becomes energetically favorable for a quark–antiquark
pair to form instead of extending the colour flux between the initial state particles. This
means that colour charged particles are confined to exist within composite, colour neutral
states. Because of this, individual quarks and gluons cannot be observed directly using
particle detectors, since they hadronize21 before interacting with our detectors. As a result
of this, the strong force only has a direct effect inside hadrons at distances of the order;
O ∼ 10−17 m. Therefore, the strong nuclear force that is observed to bind hadrons together

21The exception to this is the top quark, which is heavy enough to decay via the weak process before it
has sufficient time to hadronize.

20



CHAPTER 1. THE STANDARD MODEL

is a residual effect, mediated by intermediate mesons, which act as the force carriers, the
intensity of which diminishes with distance in the form of Yukawa potential [43].

1.6 Proton-proton collisions

Thus far the interactions of point-like free particles has been discussed and the key principles
behind calculating the cross sections of different processes have been outlined. This model
is highly informative, and provides a robust framework for describing the interactions of
particles, however, it is insufficient for producing a meaningful description of the processes
that occur during pp collisions and the objects that may be observed within our detectors.
This is because protons are not point-like particles, but rather they are composite states.
The proton has two “up” quarks and a “down” quark (uud). It is these three “valence”
quarks that determine the quantum numbers of the proton, giving it a positive charge, and
a half-integer spin. However, these only account for approximately 1% of the rest mass of the
proton. The mass of the proton is instead dominated by the Quantum Chromodynamic
Binding Energy (QCBE) of the strong interaction that holds the proton together. This
constant flux of QCD interactions within the proton induces a “sea” of virtual quark anti-
quark pairs, forming a complex and dynamic internal structure of the proton.

The cross-sections that we can derive for the interactions of point-like particles must
therefore be modified to account for this rich internal structure of the protons from which
the interacting partons originate. A method was postulated by Drell and Yan [44] for
the weighting of specific sub-process cross sections to account for this internal structure.22

This method breaks down, however, when accounting for perturbative corrections from
real and virtual gluon emission, introducing large logarithmic terms arising from gluons
produced collinear to the initial state quarks. These terms can be thought of as the “far-out”
effects, that contribute potentially infinite low momentum corrections, that would cause our
cross-section calculation to become non-renormalizable. It was found however, that these
terms could be absorbed into the definition of the parton distribution function (PDF). A
factorization theorem [45] was developed that shows this to be a general feature of hard
scattering processes. The finite orders of perturbative corrections must however, still be
applied. These effects can be thought of as the “near-by” effects of perturbative processes
with larger effects on the momentum transfer of the process. As such, a factorisation
scale, µF is introduced to provide a “cut-off ” that separates these long- and short-distance
processes.

As has been shown, when producing accurate predictions of the cross-sections of pro-
cesses occurring in pp collisions, there must first be a model that accounts for this internal
structure. In order to probe this, we can measure the Deep Inelastic Scattering (DIS)
of high energy leptons in nucleons, which is discussed in Section 1.6.1. Subsequently, in

22The Drell-Yan process is discussed in detail in Section 2.7
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Section 1.6.2, there is a discussion of how these initial states are evolved to reflect the
observable final state recorded in our detectors.

1.6.1 Structure of the proton

The DIS of a lepton ` off a nucleon N is mediated via the exchange of a virtual gauge boson,
γ∗, the wavelength of which is determined by the momenta transferred in the scattering
(Q). At high enough momenta, the wavelength becomes small enough to resolve the internal
structure of the nucleon. In DIS, the momentum exchanged is sufficient to break apart the
nucleon into a hadronic final state, X, absorbing some of the energy of the incident lepton
into the creation of final state particles. By measuring the energy loss of the scattered
lepton, and the invariant mass of the system X, it is possible to determine the Bjørken
variable, x, which is the fraction of momenta of nucleon, N , that is carried by each parton
involved in the scattering. From these measurements, it is possible to derive the parton
distribution function (PDF), fi(x) for each parton (i). The values of these PDFs cannot
be evaluated from first principles, but can be measured experimentally by performing a fit
to a large number of cross section data points, typically at some low value of Q2 = Q2

0.
This fit can then be evolved through increasing Q2 using the Dokshitzer-Gribov-Lipatov-
Altarelli-Parisi (DGLAP) [46–48] equations,23 to produce predictions at increasing orders
of perturbation. This is shown in Figure 1.4, calculated at the next-to-next-to-leading-order
(NNLO) for two different Q2 scales. These fits are derived from a range of data sets,
collected by the Tevatron, HERA and LHC colliders, combined into a global fit.

Figure 1.4: [49] PDFs of the proton, evaluated at NNLO for a momenta transfer of 10
GeV2 (left) and 104 GeV2 (right). Each line shows the contributions of the different quarks
and gluons.

23These are splitting functions that describe the probability of a parton splitting over different energy
scales.
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1.6.2 Hadronization

The final states considered in tree-level cross-section calculations do not directly correspond
to the final state objects observed by the ATLAS detector. This discrepancy occurs when
the outgoing particles possess colour (quarks and gluons), which cannot exist in isolation
due to the confinement of the colour charge. As such, these particles are un-stable, and so,
to produce a full description of these processes, we must continue along the evolution of
these particles through the process of hadronization, until they form more stable hadronic
states that can be observed directly. This process of hadronization pertains to the non-
perturbative regime of QCD, and describes the formation of colourless hadronic particles
such as mesons. A phenomenological framework for describing this process is the Lund
string model [50] which describes “strings” of self-interacting gluon field lines connecting
color charged partons. As the separation of the colour charged partons increases, so does
the potential energy of the string. Beyond a certain threshold, it will become energetically
favorable for these strings to fragment into cascades of highly collimated hadrons termed
“jets”. There is additionally a QCD cluster model [51] which is often used.
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Chapter 2

Beyond The Standard Model

The Standard Model of particle physics is certainly one of the greatest achievements of
modern science. It is one of the most precise and rigorously tested theories, that offers
extraordinary predictive capabilities. However, the SM is not a complete theory, and as we
shall discuss in Section 2.1, it has many shortcomings. What the SM offers, however, is a
robust mathematical and phenomenological framework upon which we can expand, in order
to address these shortcomings. By modifying the SM, we are able to construct extensions
that allow us to explain physical phenomena beyond its reach, in such a way that does not
detract from its many successes.

In Section 2.2, we shall introduce one theoretical framework, which goes BSM and
is the primary focus of this Thesis. This framework proposes a new class of particles,
“leptoquarks” (LQ) which behave as the bound state of a lepton and a quark. LQs provide
a natural extension to the SM and have a rich phenomenological background, dating back
nearly 50 years to the unification of quarks and leptons in the SM [52]. LQs arise natu-
rally in many extensions to the SM such as models with quark lepton compositeness [53],
grand unified SU(5) models [54, 55], the SU(4) based Pati-Salam model [56], and R-parity
violating (RPV) supersymmetry (SUSY) models [57]. There is an abundance of recent and
in-depth reviews available, which cover the many varied facets of LQ theory [58–61]. This
Chapter aims to first provide the reader with a broad overview of the subject, as presented
in Section 2.2, and then present the detailed foundations of the theory that are significant
to the primary focus of this Thesis “Search for pairs of scalar leptoquarks decaying into
quarks and electrons or muons in

√
s = 13 TeV pp collisions with the ATLAS detector” as

discussed in Chapter 6. Specifics relating to the phenomenological model, the W. Buch-
müller, R. Rückl and D. Wyler (BRW) model, are then presented in Section 2.6 with a
discussion of current experimental constraints being presented in Section 2.8.
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2.1 Reasons to look Beyond the SM

In its current formulation, the SM only provides a description of three of the four funda-
mental forces in nature. It is quite possible that the SM is only a low-energy approximation
of some more intrinsic theory [62–64]. As we have discussed previously, the formulation of
the SM requires the unification of the weak nuclear force with quantum electrodynamics to
form the Electroweak interaction, as described by the SU(2)L⊗U(1) gauge groups. Many
models also predict the unification of the electroweak and strong interactions in a “Grand
Unified Theory” (GUT) [65]. Although the mass scale of such a unified theory is expected
to be far beyond the scope of modern particle colliders (λGUT O ∼ 1016 GeV [66]), there re-
main many indirect search channels which could probe this through effects such as proton
decay. Some theories also unify a particulate description of gravity to the unified elec-
troweak and strong interactions under a “Theory of Everything” (TOE) [67], which could
perhaps provide a fuller understanding of the behaviour of our Universe.

2.1.1 Constrained Model

Within the SM, there are at least 25 physical parameters that must be experimentally
determined, and which constrain the behavior of the SM to reflect the Universe that we see.
There are many possible representations of these 25 degrees of freedom within the model.
One such representation uses the mass of both the fermionic constituents of the SM, and
of the Higgs boson, as well as the three mixing angles (θ12, θ23 and θ13), and CP violating
phase (δ13) of the Cabibbo-Kobayashi-Maskawa (CKM) matrix, the gauge couplings of
the U(1), SU(2) and SU(3) gauge symmetries and the Higgs vacuum expectation value.
Additionally, the inclusion of massive neutrinos introduces three additional mass terms,
and the three mixing angles and CP-violating phase of the Pontecorvo-Maki-Nakagawa-
Sakata (PMNS) matrix. In many extensions of the SM, additional parameters may also be
required to characterize new properties, such as the CP symmetry violation in the strong
interaction.

Although there is no inherent problem with a model that contains of so many un-
determined values, it does introduce a degree of instability into our description of the
Universe. Even a small variation of any of the aforementioned values could result in a
completely un-recognisable Universe with distinctly different physical laws. Such a finely
tuned set of parameters can be explained with the anthropic principle; “I think, therefore I
am” (Descartes, 1644 [68]) or that; as we live in a Universe which is able to produce scientific
observers capable of such measurements, it requires that the values of these parameters
are such as to enable the existence of such observers. However, many theoretical models
that go beyond the SM attempt to provide a more theoretically robust solution to the
exact formulation of these parameters [62–64], to provide a more holistic description of our
Universe.
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2.1.2 The Hierarchy Problem

From this initial set of experimentally measured parameters, the SM enables the prediction
of many additional values. This introduces additional tensions within the SM, when the
measured value of a physical parameter greatly differs from its predicted value, requiring
large corrections to the theory such as to reconcile it with experiment. It is these instances of
such vast disparities in the theory, without theoretically understood origins, that are termed
hierarchy problems, of which there are two pre-eminent examples within the SM. One is
the large difference between the electroweak (O ∼ GeV) and Planck (O ∼ 1018 GeV) scales,
which underpins the drastically different strengths of the weak and gravitational forces. The
other relates to the Higgs mass which, when considering the possible radiative corrections,
would be expected to diverge quadratically up to the cut-off scale of new physics, but we
instead find to be of the same order as the electroweak scale. To understand the origin of
this hierarchy problem, we must first understand the construction of the measured Higgs
mass. It can be thought of as being composed of two terms; the bare mass (m0), which can
be thought of as the non-interacting mass of an isolated Higgs boson, and the additional
mass contribution, which arises from its field interactions (δm), whereby the measured
value is the sum, mH = m0 + δm. This additional contribution which arises from the field
interactions can be determined from the contribution of an infinite set of virtual one-loop
diagrams. These divergences could be expected to produce a measured Higgs mass that is
at the scale of the Plank mass (mPlank O ∼ 1018 GeV), at which our theory breaks down.
In order to cancel out this divergence, there must be a degree of fine tuning, such as to
derive a value of m0, which precisely cancels these divergencies, allowing for a value of
m0 + δm = 125 GeV. It is this high degree of fine tuning that could motivate the existence
of TeV-scale physics, which may cancel some of the divergent corrections.

2.1.3 Origins of the Neutrino Masses

As has been discussed in Section 1.4, Dirac particles are thought to acquire their mass
through interaction with the Higgs boson. However, this mechanism is not accessible in
the neutrino sector without the existence of right-handed neutrinos, which have not been
observed. As such, neutrinos are treated as massless Weyl spinors within the SM. How-
ever, direct observations of flavour mixing between the different generations of neutrinos
from the Super-Kamiokande, Sudbury Neutrino Observatory (SNO) and KamLAND exper-
iments [26–28], presents clear evidence that neutrinos do in fact possess intrinsic mass. This
therefore, is conclusive evidence that the SM, in its current formulation, is not a complete
description of our Universe.

These observations have motivated many BSM theories, often proposing the existence
of right-handed neutrinos, which may hint at a left-right symmetric theory [69]. Another
popular theory is that neutrinos may be Majorana fermions. These are fermions which form
their own anti-particle. Such theories propose a “seesaw” mechanism [70–72] through which
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the vanishingly small masses observed in neutrinos are explained by the large, possibly
GUT scale, masses of their right-handed Majorana anti-particles.

One such test to determine the Dirac or Majorana nature of neutrinos is to study
neutrino-less double beta decay, a process that is forbidden within the SM, and which, if
found, would directly confirm lepton-number violation and the Majorana nature of neutri-
nos [25, 73].

2.1.4 Anomalous Magnetic Moment of the muon (g-2)µ

A long-standing discrepancy stands in the measurement of the muons’ magnetic moment,
µ. This is a vector along the spin (s) axis;

µ = g
Qe

2mµ
s (2.1.1)

where the factor, g, consists of the Dirac value of 2, and the factor aµ = 1
2(g − 2)µ, which

arises from radiative corrections. Measurements of this value, aµ, poses an interesting
channel in which to probe beyond the SM, as it can be measured to an extremely high
precision, with the final measurement from the Brookhaven National Laboratory (BNL)
experiment E821 having a precision of 0.54 ppm [74]. Candidates from many BSM theories
propose potential solutions to this anomalous measurement via virtual loop effects. This
discrepancy is measured at the 3.7 σ level [75] to be;

aµ ≡
1

2
(g − 2)µ =

Theory : 116 591 810(43)× 10−11 [76˘95]

Experiment : 116 592 089(63)× 10−11 [74]
(2.1.2)

∴ ∆aµ = aexpµ − aSMµ = 279(76)× 10−11 (2.1.3)

While a less significant discrepancy of about 2.5 σ is also observed for the electron;

∆ae = aexpe − aSMe = −88(36)× 10−14 [96] (2.1.4)

As such, the electrons anomalous magnetic moment is found to agree with prediction
at a precision at the parts per trillion level. This measurement supports the measurement
of ∆aµ, as the effects of new physics will affect the anomalous magnetic moment of these
leptons in proportion to (ml/mBSM )2, meaning that aµ is a much more useful probe of
new physics.

While 3.7 σ is a significant discrepancy, it has not yet reached the 5 σ level that is
set as the gold standard for a discovery. However, this may change in the near future, as
it is expected that the experimental uncertainty will soon be greatly reduced via the new
E-989 experiment that is currently in operation at Fermilab [97, 98], and a future J-PARC
experiment [99, 100], which is expected to significantly reduce theoretical uncertainty to a
level in line with experimental goals.
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2.1.5 Dark Matter

Measurements of gravitational lensing [101], the rotation of galaxies [102–104] and the
collisions of galaxy clusters [105] all provide strong empirical evidence for a non-luminous
(dark) form of matter (DM). Based on Global fits of the Lambda Cold Dark Matter1

Model (ΛCDM) [106] to the Cosmic Microwave Background2 (CMB), it is found that the
baryonic matter described by the SM approximately accounts for less than 5% of the total
composition of the Universe [107–110]. This study of the CMB finds that dark matter
accounts for roughly a further 27%, and the remaining 68% is made up of “dark energy”.3

Weakly Interacting Massive Particles (WIMPs) arise as strong candidates for a DM particle.
These are massive particles that only interact via the weak nuclear force. WIMPs are a
strong contender in BSM searches for dark matter, as the thermal production of WIMPs
with weak scale cross-section will naturally lead to the observed DM relic abundance. Under
this definition, neutrinos represent a form of hot DM, however, through simulation it can
be shown that neutrinos are not sufficient to account for the DM density of galaxies [112] or
the predicted energy density of DM in the Universe. Instead, it is thought that some new
particle that is not predicted by the SM will constitute this WIMP DM. Such particles are
predicted by many BSM theories, and searches for them are ongoing in various experiments
where they can either be detected directly through their interaction with a scintillating
detector substance [113, 114], or indirectly through evidence of DM interactions in galactic
cores [115–117]. Finally, DM may also be produced in high-energy particle interactions and
subsequently identified through various search channels such as the enhancement of high-
precision electroweak observables, or in the missed transverse energy (ET ) reconstruction
in an event or even in the on shell resonance of DM mediating SM processes. Such searches
are actively pursued at three of the experiments running at the LHC [118–120].

2.1.6 Charge Parity Violation

The conventionally accepted model for the formation of our Universe is that there was
a superdense initial state, which expanded into the Universe that we see today. In this
hot, dense model of the early Universe, both matter and anti-matter were expected to be
equally mixed and produced in abundance. In such a model, however, the matter and
anti-matter constituents of the early Universe would be expected to interact and almost

1Cold dark matter refers to dark matter that was non-relativistic when decoupling from ordinary mat-
ter. This decoupling is thought to have occurred when the expanding Universe cooled to a “freeze-out”
temperature. Additionally, dark matter can be “warm” (relativistic upon decoupling, but has since become
non-relativistic as the Universe has expanded) or “hot” (particles that are light enough to remain relativistic
today).

2This is a universally present background of low energy radiation, that is a relic from the formation of
the early Universe.

3Dark energy is a proposed explanation for the expansion of the Universe. This theory proposes that a
very small ( 7×10−30 g/cm3) but homogeneous energy distribution pervades the Universe, which has often
been associated to the cosmological constant Λ [111] that is accounted for in the ΛCDM .
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fully annihilate. The amount of matter and anti-matter expected to remain in such a
Universe can be calculated from the proton-antiproton annihilation cross section, where
it can be shown that antinucleons “freeze out” 4 of thermal equilibrium with the Universe,
when its expansion overtakes the annihilation rate, at a temperature of ∼ 20 MeV. This
would predict a baryonic density of just Ωbaryon = 4 × 10−11. However, as discussed in
Section 2.1.5, studies of the CMB indicate that baryonic matter makes up around 4% of
the closure density5 of the Universe, or Ωbaryon = 4×10−2 [121]. There is clearly, therefore,
a vast divergence between the baryonic density predicted in a simplistic big-bang model,
to that which we observe today. It was shown by Sakharov in 1966 [122], that these two
pictures can be reconciled if we apply three conditions to baryogenesis, that if an interaction
is: baryon number violating, C and CP-symmetry violating and out of thermal equilibrium,
then matter and antimatter can be produced at different rates. These conditions can
be understood implicitly, as a dominance of baryons over anti-baryons implies a positive
(non-zero) baryon number, inferring that baryon number is violated. Additionally, the
violation of both C and CP symmetries ensures that there are some sets of processes in
which particles are treated differently from their anti-particles. Finally the third condition
ensures that matter does not not achieve thermal equilibrium to antimatter, decreasing the
frequency of pair-annihilation. These conditions provide a useful metric for understanding
this asymmetry that we observe.

2.2 Phenomenology of Leptoquarks

LQ theory proposes a new class of colour-triplet bosons that can be either scalar or vector-
like in nature. Carrying both non-zero baryon and lepton quantum numbers (B 6= 0, L 6=
0), LQs are able to couple simultaneously to both quarks and leptons. As such, rather than
individually considering the conservation of either lepton or baryon number, these quantum
numbers are combined into the definition of a new conserved value, the fermion number;
F = 3B + L [123]. The strength of this coupling is dependent on the branching ratio, β,
into different charged and un-charged leptons, as well as on a single Yukawa coupling, λ.
The coupling to the charged lepton is given by

√
βλ and the coupling to the neutrino by

√
1− βλ. Since they couple either up-type (Q = ±2/3) or down-type (Q = ±1/3) quarks

to either charged (Q = ±1) or neutral (Q = 0) leptons, there arise four possible charge
assignments for LQs, of either Q = ±5/3, ±4/3, ±2/3, or ±1/3. In addition to this, it is
possible for LQs to be either left- or right-handed, or even for them to posses a mixture of
chiralities in their couplings. As a result of this, some LQ multiplets may enable couplings
to left- and right-handed fermions simultaneously, while others may enable couplings to

4Meaning that their production mechanisms are no longer kinematically accessible from the ambient
energy density of the Universe.

5Ω is defined as the ratio of the matter density, ρ0, to the critical density ρcrit (Ω = ρ0
ρcrit

) where Ω > 1
would indicate a closed Universe that will collapse, and Ω < 1 would indicate an open and monotonically
expanding Universe.
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either two left-handed or two right-handed fermions.

When constructing possible LQ extensions to the SM Lagrangian, we begin with the
kinetic and mass terms for scalar LQs. These are constructed as seen in Equation 2.2.1.

LΦ
kinetic = (DµΦ)†(DµΦ)−m2

LQΦ†Φ (2.2.1)

where D is the appropriate co-variant derivative, and Φ is the relevant LQ multiplet, as
defined in Table 2.1. Here, superscript † stands for conjugation. In this formulation of the
Lagrangian, we have assumed that all the components of a given LQ multiplet (Φ) have the
same mass when transforming non-trivially under SU(2), an assumption that is motivated
by electroweak precision measurements (as demonstrated in Section 4.2 of Ref. [59]).

Since the number of representations of quark and lepton fields in the SM is finite and
small, it is possible to identify all valid LQ multiplets. This is shown (for those multiplets
that do not mediate proton decay) in Table 2.1, which follows the notation outlined by
W. Buchmüller, R. Rückl and D. Wyler [124] (an alternative notation, the Aachen [125]
notation, is also often used within the literature). In total, Table 2.1 identifies 6 scalar and
6 vector LQ multiplets that are allowed in a global SU(3)⊗SU(2)⊗U(1) gauge symmetry.
This table also presents the chirality of the couplings, as well as the gauge representations,
the electromagnetic charge and the fermion number of each possible scalar and vector LQ
multiplet. Importantly, the fermion number, F , is well defined for each multiplet, and
characterises the type of interactions that it may mediate. For example, multiplets of
|F | = 2 will couple to `q, and multiplets of |F | = 0 will couple to ¯̀q or `q̄ [126]. For
an in-depth review of the interactions of each multiplet with the known matter particles,
including a list of all couplings to the photon, Z boson, W boson, gluon and Higgs fields,
please refer to Ref. [59]. If we include the right-handed neutrinos to our formulation of
the SM, the number of possible LQ states increases above those from a purely left-chiral
SM. For completeness, these are also included in Table 2.1. Of these, it is the S1 and U1

multiplets whose leptonic couplings are limited to the right-chiral neutrinos (which are not
components of the SM field content).

Under SU(3)C gauge symmetry, all quarks transform as triplets and all leptons trans-
form as singlets. As such, to ensure invariance under the SU(3) group transformations,
LQs must transform as 3-dimensional representations of SU(3) to enable the contractions
of the quark, lepton and LQ operators. One consequence of this property is that it is pos-
sible to construct a theory in which couplings to a quark-quark pair are possible, but there
are no such couplings to a lepton–lepton pair (as leptons transform as singlets of SU(3)).
Since both quarks and leptons are either singlets or doublets of SU(2), the dimensional-
ity assignment of LQs under the SU(2) gauge symmetry is less trivial, as quark-lepton
contractions can be of triplet, doublet, and singlet nature under the SU(2) gauge sym-
metry. This dimensionality can therefore be used to identify the different LQ multiplets,
denoted in the subscript of the multiplets symbol. Additionally, we distinguish multi-
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leptoquark Spin F = 3B + L Quantum Numbers Qem = T3 + YW Couples to

S1 0 -2 (3̄, 1, 13 ) 1
3 LL,RR

S̃1 0 -2 (3̄, 1, 43 ) 4
3 RR

S1 0 -2 (3̄, 1,− 2
3 ) − 2

3 RR

S3 0 -2 (3̄, 3, 13 ) ( 4
3 ,

1
3 ,−

2
3 ) LL

R2 0 0 (3, 2, 76 ) ( 5
3 ,

2
3 ) RL,LR

R̃2 0 0 (3, 2, 16 ) (2
3 ,−

1
3 ) RL,LR

U1 1 0 (3, 1, 23 ) 2
3 LL,RR

Ũ1 1 0 (3, 1, 53 ) 5
3 RR

U1 1 0 (3, 1,− 1
3 ) − 1

3 RR

U3 1 0 (3, 3, 23 ) ( 5
3 ,

2
3 ,−

1
3 ) LL

V2 1 -2 (3, 2, 56 ) ( 4
3 ,

1
3 ) RL,LR

Ṽ2 1 -2 (3, 2,− 1
6 ) ( 1

3 ,−
2
3 ) RL,LR

Table 2.1: The full set of scalar and vector-like leptoquarks with SU(3)⊗ SU(2)⊗ U(1)
invariant couplings to quark-lepton pairs (this omits di-quark couplings due to constraints
on proton decay). The names of each multiplet are based on the notation outlined in
Ref. [124]. Shown are the fermion number, calculated as F = 3B+L, and the hypercharge,
YW , which is normalized so that Qem = T3 +YW , where Qem is the electric charge operator
and T3 is the diagonal generator of SU(2). Also shown are the chiralities of the quark and
lepton fields that each leptoquark couples to. The first letter of each pair indicates the
chirality of the quark field and the second letter indicates the lepton field. The over-line
indicates that the right-handed lepton field is a right-handed neutrino.
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plets with the same charge under SU(2) but differing U(1) (hypercharge), by affixing a
tilde or a bar above the LQ symbol. An example of these rules is the R̃2 and R2 scalar
multiplets. Here, the subscript “2” denotes their SU(2) charge, and the tilde indicates
a change in U(1) hypercharge. The LQ hypercharge is an additive quantity that can be
determined by its contractions with the quark and lepton multiplets (QL ≡ (3, 2, 1/6)

and LL ≡ (1, 2,−1/2) respectively). As an example, a LQ that transforms as a triplet of
both SU(3) and SU(2) would therefore yield a hypercharge of −1/2 + 1/6 = −1/3, i.e.,
(1, 1, 0) ∈ (1, 2,−1/2)⊗ (3, 2, 1/6)⊗ (3, 3, 1/3).

2.3 Theoretical Motivation

The hallmark of a good theory is its ability to make precise predictions which can be
experimentally verified. By this measure, the Standard Model performs exceedingly well as
a theory of particle interactions, correctly predicting quantities such as the electromagnetic
fine-structure constant, α [127] to a precision at the parts per trillion level [96]. As such, we
are in an era of precision physics in which discoveries can be made in small deviations from
theory. However, as discussed in Section 2.1.4, even in the aforementioned measurement,
there exists a significant discrepancy with respect to the standard model at 12th decimal
place. This discrepancy as well as an even more significant discrepancy in the anomalous
magnetic moment of the muon, have been proposed to be hints of LQ physics [128–130]. One
other area in which high-precision tests of the SM have repeatedly presented discrepancy,
is that of the rare decays of B mesons. B meson decays occur in the SM via various
mechanisms. An example of some such diagrams with intermediate charged vector bosons
is provided in the diagrams on the left of Figure 2.1. The rates of these B meson decays
are well understood in the SM, however, these SM predictions are in disagreement with
the rates observed at various experiments. The diagrams on the right of Figure 2.1 present
BSM mechanisms that result in the same final states. This would provide an enhancement
of the observed decay rates, that could explain the anomalous measurements.

These processes have been repeatedly observed by several completely independent ex-
periments including LHCb [132–140], BaBar [141–143] and Belle [144, 145], and tensions
with the SM predictions still remain. Included in this list are tests of several rare decay
channels of the B meson, such as the B+ → K+`+`− [146] and B

∗0 → K
∗0`+`− [133]

channels. These are studied via their ratio to the different flavour of lepton, as stated in
Equation 2.3.1.

RK(∗) =
B(B → K(∗)µ+µ−)

B(B → K(∗)e+e−)
(2.3.1)

Another result is reported in the channel B0 → D(∗)+τ−v̄ [141–145, 147], which can be
expressed in the ratio in Equation 2.3.2.
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Figure 2.1: Diagram of B → D(∗)v` decay (top) and B → K(∗)`` decay (bottom), with
the SM decay channels (left) and the proposed LQ involved channels shown (right). Further
discussions of LQ solutions to the RK(∗) and RD(∗) anomalies can be found in Ref. [131]

RD(∗) =
B(B → D(∗)τ−v̄)

B(B → D(∗)`−v̄)
, (` = e/µ) (2.3.2)

LHCb reports measurements for these values as follows6;

RK = 0.84+0.044
−0.041 for 1.1 < q2 < 6 GeV2 (2.3.3)

RK∗0 =

0.660+0.110
−0.070(stat)± 0.024(syst) for 0.045 < q2 < 1.1 GeV2

0.685+0.113
−0.069(stat)± 0.047(syst) for 1.1 < q2 < 6.0 GeV2

(2.3.4)

RD∗ = 0.310± 0.016(stat)± 0.022(syst) (2.3.5)

These findings are in tension with the predictions of the SM, which expects these values
of RD∗ and RK(∗) to be 0.252 ± 0.003 [149] and 1.00 ± 0.01 [150–153] respectively. Such
measurements are highly unexpected in a SM only model, with LHCb reporting statistically
significant deviations from the SM at the 2.2, 3.1 and 2.6 σ levels for the measurements
of RD∗, RK and RK∗0 respectively [133, 146, 147]. To explain these measurements, hypo-
thetical extensions to the SM are proposed, often introducing new mass terms to the SM

6Although it should be noted that a similar measurement of RD∗ by ATLAS, which tested lepton
flavour non-universality in the ratio of decays to τ and µ (documented in Ref. [148]), found the ratio to be
in agreement with the SM.
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Lagrangian. LQs are one such candidate particle that satisfactorily describes the anomalous
measurements reported. As seen in Figure 2.1, the anomaly reported by LHCb [132] can
be adequately described by the introduction of a new boson mediating the lepton-quark
transition. This would have to enable the transition between mixed lepton and quark
generations, and mixed LQ decay modes. This requirement has lead to the adaptation
of traditional, fixed generation, LQ models to relax this requirement, and allow for these
cross-generational LQ decay modes. Specifically, it has been shown that these observations
can be resolved by introducing either one scalar (S3) or vector (U3) LQ multiplet [154], or
two scalar multiplets (R2 + U1) together [155].

In addition to the B anomalies, LQs can be used to explain the origins of the neutrino
masses [156–159], as well as the origins of CP violation, explaining the matter/anti-matter
asymmetry observed in the Universe [160–162]. There is, therefore, significant experimental
and empirical evidence to motivate searches for leptoquark production at the LHC.

2.4 Leptoquark Production mechanisms at the LHC

Leptoquarks can be both singly and pair-produced in pp collisions with cross-sections that
are proportional to their mass and the strong coupling constant, αS . Some examples of on-
shell scalar LQ single production are presented in Figure 2.2. For LO single LQ production,
the cross-sections also have a dependence on a model dependent coupling parameter (λ).
For LQs on the TeV scale, these couplings are constrained to be below the electromagnetic
coupling (λem ≈ 0.3) [163, 164], meaning that limits on single LQ production are to be
presented as combined limits on the LQ mass and coupling parameter.

Figure 2.2: Leading order single scalar leptoquark production mechanisms available at
the LHC.

Because LQs possess colour charge, they can also exhibit large pair production cross-
sections at the LHC. These mechanisms serve as the focus of the search documented in
this Thesis. These production modes include gluon-gluon and quark-quark mechanisms,
and are dominated by gluon-gluon fusion processes as shown in Figure 2.3. These leading
contributions from gluon fusion imply that low energy constraints on fermionic couplings do
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not significantly effect pair production cross-sections. This independence from any coupling
parameter means that for pair production, the cross-section limits may be presented as a
function of the LQ mass only.

Figure 2.3: Leading order scalar leptoquark pair production mechanisms available at
the LHC, of which gluon-gluon and quark-quark initiated are dominant. Also shown is
a t-channel lepton exchange mechanism in which there is some model dependence on the
strength of the Yukawa coupling term λ. This model dependence is minimal for values of
λ < 1 however.

Additionally, vector leptoquark models predict large single and pair produced LQ cross
sections, that are parameterised by two additional model-dependent parameters, κG and
λG that can have significant impact on both pair- and single-production mechanisms. In
this way, vector LQ models become heavily model dependent, and can typically produce
much larger cross-sections than scalar models [165]. As such, scalar LQ bounds can be
interpreted as conservative limits on vector interpretations also.

2.5 Leptoquark Decay modes

Within the BRW model, LQs may couple to lepton-quark pairs with decay widths propor-
tional to the mass of the leptoquark and the Yukawa coupling term, λ. For values of λ
< 1, and LQ masses at the TeV scale, these decay widths are found to be small in com-
parison to our experimental resolutions. The branching fraction of these decays to quarks
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and leptons, β, is a free parameter of the model, with the assumption that the branching
ratios to charged and neutral leptons sum to unity (BR(LQ→ `q) + BR(LQ→ vq) = 1).
Their arises, therefore, three distinct final states that may be produced in the decay of
pair-produced LQs; qvqv, q`q` and qvq`. The parameter β determines the branching ratios
of the different decay modes.

In the case of decays to the heavy flavours of quarks, however, β is not exactly equivalent
to the branching ratio, as these decays also exhibit strong dependence on the LQ mass.
This is due to the large masses of the top and bottom quarks, meaning that the phase space
for decays to these final states is constrained. For small LQ masses, this can result in large
differences between β and the branching ratio, as shown in Figure 2.4. The effect is found
to be small however, with β → BR as mLQ → 1 TeV. The equations used to describe this
relationship for the model used in this search are based on those outlined in Refs. [59, 166]:

Γ(LQu → tv) =
(M2

LQ −M2
t )23λ2(1− β)

48πM3
LQ

(2.5.1)

Γ(LQu → b`) =
(M2

LQ−M
2
`−M

2
b )

√
M4
LQ+M4

b+M4
`−2(M2

LQM
2
b+M2

LQM
2
` +M2

bM
2
` )×3λ2β

48πM3
LQ

(2.5.2)

Figure 2.4: [166] Plot of BR to charged leptons for β = 0.5 for LQu3 → bτ/tν & LQd3 →
tτ/bν.
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2.6 The Minimal Buchmüller-Rückl-Wyler Model

A minimal implementation of the general, effective Lagrangian for LQ interactions with
lepton-quark pairs as formulated by W. Buchmüller, R. Rückl and D. Wyler [124], has been
implemented into a Universal FeynRules Output (UFO) [167] for use in the NLO MC
simulation of LQ decays by Mandal et al in Ref. [168]. This formulation of the Lagrangian
is shown, for the case of scalar LQ interactions, in Equation 2.6.1.

Ls = (g1Lq̄
c
Liτ2`L + g1Rū

c
ReR) · S1 + g̃1Rd̄

c
ReR · S̃1

+g3Lq̄
c
Liτ2τ`L · S3 + (h2LūR`L + h2Rq̄Liτ2eR) ·R2

+h̃2Ld̄R`L · R̃2

(2.6.1)

Here, the scalar LQ multiplets, S1, S̃1, S3, R2 and R̃2 are those outlined in Table 2.1, while
`L, qL (eR, dR, uR) are the lepton and quark doublets (singlets) as outlined in Section
1.2.7 This formulation of the LQ interaction Lagrangian is designed to have some key traits
in order to conform with the SM, requiring the Lagrangian to be,

• renormalizable;

• invariant under the SU(3)C ⊗ SU(2)L ⊗ U(1)Y SM gauge group;

• have only interactions separately conserving L and B quantum numbers, preserving
proton stability

In addition to these basal constraints on the Lagrangian, additional requirements are
imposed based on experimental observation. For example, it is observed in leptonic pion
decays and (g − 2)µ measurements that the LQs must be chiral [61, 163]. Meaning that
within this implementation, the S1 and R2 multiplets could have left-handed or right-
handed couplings but not both. Additionally, multiplets that require right-handed neutrinos
are also dropped from this formulation, which may be noticed by the omittance of S3

from Equation 2.6.1. These constraints on chirality are in part what establish this as
the minimal W. Buchmüller, R. Rückl and D. Wyler model (mBRW). Additionally, the
original formulation of the mBRW model imposed the requirement that LQs couple to a
single lepton-quark generation. The notion of leptoquarks conforming to decays within
the fermionic generations stems from constraints on Flavour Changing Neutral Currents
(FCNCs), as outlined in Ref. [61]. However, as discussed, recent anomalies in the rare
decays of B mesons has hinted at signs of lepton flavour non-universality, enabling the
propagation of FCNCs. As such these traditional constraints on the decay products being
of the same generation are relaxed in this interpretation of the BRW model, allowing for

7Additionally, τi are the Pauli matrices and gx, hx, g̃x and h̃x are coupling constants. Here, the subscript
denotes both the dimensionality of the coupling LQ’s representation under SU(2)L (1, 2, 3), as well as the
chirality of the coupled lepton (L,R).
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the introduction of cross-generational leptoquark decay modes, a process which has not
previously been explicitly studied. Additionally, in the construction of the Universal

FeynRules (UFO) model in Ref. [168], the 4 possible charge assignments outlined in
Section 2.2 are reduced to a simplified model for scalar LQs with charge, -1/3 and 2/3. The
final state observed at a hadron collider such as the LHC is insensitive to the discrepancies
between the different multiplets outlined in Table 2.1, and as such constraints placed on
LQ decays can be considered as conservative constraints on all multiplets.

2.7 Decay Signature

The analysis documented in this thesis targets the pair production of scalar LQs, each of
which decays to a quark and a charged lepton, in which both charged leptons are of the
same flavour. As such, the event topology considered contains 2 leptons and 2 jets, which
can originate from the fragmentation of either a light, charm or bottom quark. These
mechanisms are the same as those shown in Figure 2.3, but with the exception that the
lepton mediated t- and u-channel mechanisms, which depend on the strength of the Yukawa
coupling term λ can be neglected in this analysis by setting λ < 1. Additionally, single LQ
production terms are also possible, but these are not considered in this analysis.
In this analysis, several different possible flavour compositions of the final state are con-
sidered, specifically, a final state containing q`q`, c`c` or b`b`, where ` represents either
an electron or a muon, b is a beauty quark, c is a charm quark, and q represents the up,
down and strange quarks. As the Z/Drell-Yan (DY)+jets and tt̄ processes are dominant
background processes with similar final states to those considered in this analysis, it is
worth explicitly discussing how these processes can occur in pp collisions.

Z/DY+jets The production and subsequent decay of electroweak mediators, such as
the Z or W bosons are well understood at proton-proton colliders. This process involves
the annihilation of a quark anti-quark pair or a gluon gluon pair originating from incident
protons in the pp collision. This process, first outlined by Sidney D Drell and Tung-Mow
Yan [44], and observed by by J.H. Christenson et al [169] is known as Drell-Yan production.
The subsequent gauge boson can be either a virtual off-shell photon (γ) or Z boson (as
these bosons have the same quantum numbers). These electroweak mediators may then
subsequently decay into a pair of charged leptons. As shown in Figure 2.5, there are
various channels through which this process can occur, in association with multiple high pT
jets. This process will then present a signal-like topology of two leptons and two or more
jets. These processes occur with large cross-sections at the LHC, measured to be 300± 12

pb [170].

tt̄ The large centre of mass energies available at the LHC enable the pair production of
top quarks at large rates. The dominant mode for tt̄ production at the LHC is gg fusiuon.
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Figure 2.5: Depiction of Z+jets production modes in ATLAS.

This is possible when a gluon, produced in the hard scattering of quarks from the incident
pp collision, transforms into a top, anti-top pair, via the strong interaction. It is expected
that each produced top-quark will decay into both a b quark, and a W boson. This process
is therefore written as gg → tt̄ → bb + WW . This becomes signal-like in the event that
each boson decays leptonically, in the process W → `v`. This would therefore produce the
final state of bb + `` + vv, that is simalar to the final state of this analysis. As both top
quarks decay via a b-quark, this process is a dominant background when flavour tagged
jets are required.

Single top There are three dominant mechanisms in which a single top quark is produced
in association with a W boson, as presented in Figure 2.6. These are Wt, t-channel, and
s-channel production.

Figure 2.6: [171] Feynman diagrams for single top quark production, shown at leading
order (LO) in the t-channel, Wt associated production and s-channel mode.

Of these processes, the Wt-mode single top production is signal-like when considered at
NLO, with initial state gluon splitting, in the case where both the top quark and W boson
decay semi-leptonically, as shown in Figure 2.7.
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Figure 2.7: Single top quark production in the Wt-mode, considered at NLO with initial
state gluon splitting, in the case where both the top-quark and W+/− boson decay semi-
leptonically.

2.8 Current Limits

Searches for the pair production of leptoquarks are one of the primary focuses of BSM
searches, and have been repeatedly studied from a range of experiments, and throughout
the operational lifetime of the LHC. This section shall address the most recent (and most
stringent) results from the ATLAS and CMS [172] experiments at the LHC, both of which
have analyses recently published at 13 TeV pp collisions.

CMS has several early Run II analyses recently published, at 35.9 fb−1, which search for
both 1st [173], and 2nd generation LQs [174], both published in 2019. These two results
follow the same methodology, where they require 2 high-pT leptons (pT (µ) > 35) GeV and
pT (e) > 50 (53) GeV for the 1st (2nd) generation search, and 2 high-pT jets (pT (j) > 50 GeV)
in the final state, with no jet-flavour requirements. These set limits on 1st (2nd) generation
LQs at B = 0.5 at 1270 (1285) GeV, and for B = 1 these increase to 1435 (1530) GeV. A
more recent CMS result is also available using the full Run II data set recorded by CMS of
137 fb−1, which searches for the pair production of t̃ and b̃ (the super symmetric top and
bottom quarks) [175]. An interpretation of this analysis is also presented when considering
a LQ model. This search only considers decays to neutrinos. Here, limits are set at 1140 -
1185 GeV based on the flavour of the leading hadronised quark.

ATLAS has also searched for both 1st and 2nd generation LQs in a combined result
using 36.1 fb−1 of ATLAS pp collision data [176]. This search set limits on this decay
mode at 1290 GeV and 1230 GeV for first- and second-generation leptoquarks respectively,
for a branching ratio of B = 0.5, and limits at around 1400 GeV for B = 1. ATLAS
has also performed a comprehensive search for the production of third generation LQs
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through a combination of several results. This work establishes limits for all possible decays
to third generation quarks and leptons (t, b, τ , v) through a series of re-interpretations
using 36.1 fb−1 of ATLAS pp collision data [166]. This search set limits on LQ masses
below 800 GeV for both LQu3 and LQd3 independently of branching ratio, with these limits
extending to 1000 GeV and 1030 GeV (970 GeV and 920 GeV) being excluded for the cases
of B equal to zero and one for LQu3 (LQd3). Additionally, in a similar method to the CMS
search, an ATLAS search for the pair-production of t̃ decaying to neutrinos has been recast
with a LQ interpretation using the full Run II dataset [177]. This search puts limits on this
process at 1240 GeV for a branching ratio of B=0. Finally, as the production cross-section
and decay modes of top squarks are equivalent to those of LQs, an ATLAS search using
36.1 fb−1 of Run 2 data targeting B − L R-parity-violating supersymmetric models, and
top squarks [178], with a final state consisting of `+b-jets, can be directly interpreted as
lower limits on the LQ mass. This search excludes top squarks with masses between 600
and 1500 GeV depending on the branching ratio into charged leptons and b-quarks.

Each of the results aforementioned by both ATLAS and CMS focus on the traditional
model of LQs that decay to SM particles within the different generations observed in the
fermionic sector. However, as has been discussed previously, there are strong motivations
to search for leptoquarks decaying via cross-generational decay modes, as is the subject of
this thesis. As such recent studies following the publication documented herein, have begun
to test such cross-generational mechanisms. These studies were performed in conjunction
with the analysis presented in this thesis to provide an increased coverage of the possible
decay products that may be searched for. One of these is a search for LQs decaying to
either an electron or a muon, and a boosted top quark [179]. This analysis is optimised in
the high mLQ region (mLQ > 1 TeV), in which the produced top quarks are highly boosted,
and are reconstructed as a single large radius jet. A boosted decision tree (BDT) classifier
is trained in the signal region using the XGBoost [180] framework. This search employs
the full Run II data set recorded at ATLAS, of 139 fb−1. and sets mass limits on this model
at around 1480 (1470) GeV in the electron (muon) channel for a branching ratio to charged
leptons of B = 1, and limits at around 1300 GeV for a branching ratio of B = 0.5.

Another ATLAS analysis searches for the 3rd generation of LQs, decaying to the top
quark and the τ lepton, using the full Run II dataset [181]. Here multiple configurations of
the final state leptons are considered, to maximise the acceptance, each of which requires
at least 1 fully hadronically decaying τ . This search places mass limits on this decay mode
at 1430 GeV for a branching ratio of B = 1, and 1220 GeV for B = 0.5. This is roughly a
480 GeV increase in sensitivity on the early Run II ATLAS analysis that searched for this
decay channel using only 36.1 fb−1 [166]. For a branching ratio of B = 0.5, the limit on
this model was placed at 1200 GeV.

Of the searches mentioned, it is Refs. [173, 174, 176] that have the closest final state
signatures to those of this thesis, the results of which can be seen in Figures 2.8 - 2.10. It
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is to these that a comparison of the results of this thesis should be made. From these, it
is shown that this search increases the sensitivity of previous ATLAS and CMS results by
around 300 - 400 GeV for B=1.

Figure 2.8: [173, 174] Observed upper limits for scalar LQ pair-production cross-section
times β2 (left) and the upper limits in the mLQ β plane (right). These limits are obtained
in the ``jj channel (left), and a combined channel (combined with `vjj) (right). The solid
(dashed) black line represents the observed (median expected) exclusion. Exclusions are
shown at a 68% (95%) CL in the green (yellow) band.

Summary This chapter has illustrated some of the reasons why we need to look beyond
the SM to explain our universe, and more specifically, why scalar LQ models, with cross-
generational decay modes might provide an interesting channel of new physics. However,
if such processes do occur in nature, it is clear from the cross section and branching ratio
limits reported in Section 2.8 that we do not yet have either sufficient statistics to make
a meaningful observation of such rare processes, or that our colliders have not yet reached
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Figure 2.9: [176] Observed upper limits for scalar LQ pair-production cross-section nor-
malised to the predicted cross-section (σ/σth) (left) and the upper limits in the mLQ β
plane (right). Limits are shown for 1st (top) and 2nd (bottom) generation LQs, in the high
mass (mLQ > 600 GeV) region. The solid (dashed) black line represents the observed (me-
dian expected) exclusion. Exclusions are shown at a 68% (95%) CL in the green (yellow)
band.
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Figure 2.10: [166] Limits on the branching ratio into charged leptons for scalar third-
generation up-type (left) and down-type (right) leptoquark pair production, produced using
the early Run II dataset of the ATLAS detector, recorded in the years 2015 and 2016.

high enough energies to produce them. Many searches are ongoing, however, and it is
expected that this will remain a valuable branch of BSM phenomenology that will continue
to be actively studied.
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The LHC and ATLAS
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Chapter 3

The LHC and the ATLAS Detector

The data presented in this thesis was recorded by the ATLAS detector [182] during Run II of
the LHC [183, 184]. The ATLAS detector is one of the four main experiments located along
the LHC beam-pipe. The LHC is a hadronic particle accelerator, constructed maintained
and operated by the European Organization for Nuclear Research (CERN). In this chapter,
we will discuss the LHC and CERN accelerator complex in Section 3.1, as well as the key
details of the Run II data set in Section 3.2. Finally, we shall discuss the design of the
ATLAS detector in Section 3.3.

3.1 The LHC

The LHC (currently producing the world’s highest-energy proton-proton collisions) is lo-
cated outside of Geneva, on the Franco-Swiss border. The LHC is the primary beam ring
of the CERN accelerator complex, which is illustrated in Figure 3.1. In tunnels placed
approximately 100 m underground,1 sit two rings of pipeline of 27 km in circumference,
encased in super-conducting magnets. Inside each pipeline is an extremely high-quality
vacuum chamber, with an atmospheric pressure of 10−13 atmospheres. Into each pipeline,
groups of protons,2 supplied by the Super Proton Synchrotron (SPS) accelerator, are in-
jected in clusters (termed “bunches”) in opposite directions, at close to the speed of light.
The trajectory of these two counter-rotating beams is precisely controlled using 1232 super-
conducting dipole magnets, with an additional 392 superconducting quadrupole magnets
used to focus the beam. Each beam is also further accelerated by 8 Radio-Frequency (RF)
cavities per beam-ring to the collision energy of 6.5 TeV. These two beams are then overlaid
so that the proton beams collide in a direct collision at each of the 4 detector experiments
(ATLAS [182], CMS [172], LHCb [186] and ALICE [187]) depicted in Figure 3.1.

1These were initially constructed in the 1980s for the Large Electron Positron (LEP) collider [185].
2The LHC is also used for heavy ion collisions including Pb+Pb, Xe+Xe and p+Pb, at various collision

energies [183].
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Figure 3.1: [188] A schematic of the LHC main ring and delivery system. Hydrogen gas is
stripped of its electrons in an electric field. The free protons are then injected into the linear
accelerator (Linac 2) (in the injection of heavy ions, the Linac 3 accelerator is instead used)
and accelerated to an energy of 50 MeV using a series of Radio-Frequency (RF) cavities.
These are then injected into the Proton Synchrotron Booster (PSB), which accelerates them
to 1.4 GeV, and then the Proton Synchrotron (PS), which accelerates them to 25 GeV. Here
the protons are split into discrete bunches. Finally, the Super Proton Synchrotron (SPS)
accelerates these bunches to an energy of 450 GeV, before they are injected into the two
beam pipes that form the main ring of the LHC.
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3.2 The Run II dataset

Data events used in this analysis correspond to the full Run II dataset of proton-proton
collisions observed at a centre of mass energy of

√
s = 13 TeV, as recorded by the AT-

LAS detector in the years 2015 - 2018. In full, the dataset considered “good for physics”
corresponds to an integrated luminosity of 139 fb−1.

In the years 2015-2018, up to 2556 proton bunches were injected into each of the LHC
beam pipes, with a 25 ns bunch spacing. Due to this extremely small separation of the
proton bunches, it is possible for the ATLAS detector to be sensitive to interactions from
the preceding or following bunch collision due to the limited detector response time. This
effect is known as “out of time” pileup, where pileup, denoted µ, is simply the term for
multiple pp collisions being simultaneously recorded by the ATLAS detector. Similarly,
due to the high density of these proton bunches, there are multiple protons interacting
within each bunch crossing, with an average of 33 pp interactions per bunch crossing. This
effect is known as “in time” pileup. The pileup distributions for these data-sets are shown
in Figure 3.2.
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Figure 3.2: [189] Luminosity-weighted distribution of the average pileup (〈µ〉) per bunch
crossing is shown for the full Run II dataset.
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3.2.1 Luminosity

The luminosity recorded by the ATLAS detector is measured by the upgraded version of
the dedicated online “LUminosity Cherenkov Integrating Detector” (LUCID)-2 [190] for the
primary luminosity measurements. This measurement is dependent on several variables;
the number of bunches (nb), the number of protons per bunch in the interaction (N1,2),
the revolution frequency (frev) and the beam profile at the collision point. The beam
profile is then described by both the normalised emittance of the beam, given by εn and
the amplitude function, β∗, which describes by how much the beam is squeezed3,.4 Also
contributing to the luminosity is a geometric factor that is dependent on the crossing angle
of the two beams5 (θc) and the length of the bunches (σs). The theoretical calculation of
the luminosity is then given in Equation 3.2.1.

L =
nb ×N1 ×N2 × γ × frev

4π × β∗ × εn
× F (θc, β

∗, ε, σs) (3.2.1)

The analysed luminosity is then further reduced by selecting only events recorded during
periods when the relevant detector components were operating normally. These are listed
in the “All Good” Good Run List (GRL). With the end of the Run II operation of the
LHC on the 3rd of December, 2018, ATLAS has recorded 147 fb−1 of pp collision data,
with a data taking efficiency of 95.6% [193],6 which amounts to the largest pp collision
data set recorded to date. The remaining integrated luminosity that is considered good for
physics stands at 139 fb−1. The total integrated luminosity that is delivered, recorded and
considered good for physics is subsequently shown for each month of the Run II data taking
period in Figure 3.3 and is also presented, along with the data quality (DQ) efficiency, peak
instantaneous luminosity, LPeak, pile up (〈µ〉) and peak pile up (〈µPeak〉) in Table 3.1.

Year L [fb−1] LPeak [cm−2s−1] 〈µ〉 〈µPeak〉 εData
2015 4.0 5 ×1033 13 16 88.8%
2016 38.5 13 ×1033 25 41 93.1%
2017 50.2 16 ×1033 38 60 95.7%
2018 63.4 19 ×1033 36 55 97.5%

Table 3.1: [189, 193] The exact break-down of the integrated luminosity L, peak instanta-
neous luminosity, LPeak, average pile up (〈µ〉), peak pile up (〈µPeak〉) and the data taking
efficiency εData for each year of data-taking used in Run II.

3At the collision point, bunches are squeezed into an hour-glass shape, where the highest density occurs
at the crossing point, with the value of β∗ being reduced to as low as 25 cm [191].

4By reducing these two factors, the size of the beam at the collision point can be reduced to as low as
15 µm [191].

5To ensure collisions occur only at the crossing point, the beams are crossed at an angle of at least 120
microradians [192].

6Where the Data Quality (DQ) is defined as the luminosity-weighted fraction of good quality data
recorded during stable beam periods. Only periods during which the recorded data were intended to be
used for physics analysis are considered for the DQ efficiency
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Figure 3.3: [189, 193] Cumulative integrated luminosity delivered to and recorded by
ATLAS between 2015 and 2018 during stable beam pp collision data-taking at

√
s = 13

TeV. This includes machine commissioning periods, special runs for detector calibration,
and LHC fills with a low number of circulating bunches or bunch spacing greater than 25 ns.
It is worth noting that the total integrated luminosity recorded for the standard

√
s = 13

TeV pp collision data set corresponds to 147 fb−1. It is this number that is used in the
denominator when calculating the data quality efficiency of the standard

√
s = 13 TeV pp

collision data set.
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3.3 The ATLAS Detector

ATLAS (A Toroidal LHC ApparatuS) [194] is a general-purpose particle detector, main-
tained and operated by the ATLAS collaboration. ATLAS is designed to record a high
luminosity of collision events, measuring decay signatures over a large solid angle, and wide
pT range. This makes ATLAS useful for a range of SM and BSM applications. ATLAS is
designed to accommodate the high collision rates and extreme radiation levels produced by
the LHC.

ATLAS employs a right-handed coordinate system, who’s origin is located on the nom-
inal interaction point. The z-axis is then defined as being along the beam pipe (note that
this differs from the beam axis due to the slight crossing angle). The x-axis is then defined
to point from the beam-spot to the centre of the LHC ring, while the y-axis points vertically
upwards. The x−y plane is then defined as the transverse plane. A cylindrical coordinate
system (R, φ) can then be used to define this plane, where φ is the azimuthal angle around
the beam pipe and R is a measure of the radial distance from the interaction point. The
polar angle, θ, is then defined as the angle from the positive z-axis.

The polar angle θ is a poorly defined variable however, as it does not maintain invariance
under lorentz transformations along the beam line. As such, a more robust choice would
be the lorentz-invariant variable, rapidity, defined as;

y =
1

2
ln
[
E + pz
E − pz

]
(3.3.1)

where E is the energy of the particle and pz is the z-component of its three-momentum.
However, this variable is dependent on the particle’s momentum, which can be poorly
reconstructed in the high pT region. To avoid this, we can, in the ultra-relativistic limit
where the energy approximates to the momenta, define the pseudorapidity (η);

η = −ln tan
(
θ

2

)
. (3.3.2)

This equates to the rapidity in the ultra-relativistic limit, but depends only on the polar
angle θ, which suffers no such reduction in its resolution. The value of η will vary from 0
when in the transverse plane, to ±∞ when along the beam pipe (±z). The distance ∆R,
as defined in η − φ space is;

∆R =
√

∆η2 + ∆φ2 (3.3.3)

3.3.1 ATLAS Sub-Systems

ATLAS is comprised of several sub-detector systems and a complex system of magnets.
Each sub-detector is placed concentrically around the beam pipe. These are (in order of
radial separation from the beam pipe) the Inner Detector (ID), the Electromagnetic, and
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Hadronic Calorimeters (EMCAL, HCAL), and the Muon Spectrometer (MS). A visualisa-
tion of the layout of ATLAS is shown in Figure 3.4. Through the aforementioned systems,
ATLAS attempts to provide a precise reconstruction of each pp collision event.

Figure 3.4: [195] Schematic of the ATLAS detector, listing its many sub-systems.

Magnet System

Across these detector systems are strong magnetic fields, designed to bend the trajectory
of charged particles as they pass through the various layers of the ATLAS detector. These
strong magnetic fields are produced by a superconducting magnetic system [196], comprised
of three toroidal (one barrel, and 2 end-caps) and one solenoid magnet. The inner-most of
these is the solenoid magnet. Aligned along the beam pipe, the solenoid magnet is a thin,
superconducting coil, delivering a 2 T magnetic field across the ID. The barrel and end-cap
toroids each consist of 8 radially symmetric coils, providing a toroidal magnetic field across
the muon spectrometer (MS), ranging in field strength from a 0.2 to 3.5 T. A schematic of
this system is shown in Figure 3.8.
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Figure 3.5: [196] Schematic of the ATLAS magnet system.

Inner Detector (ID)

The ATLAS Inner Detector (ID) is the innermost shell of the ATLAS detector subsystems
and is constructed concentrically around the interaction point. At the interaction point a
pp collision produces a high density of high energy radiation which disperses throughout
the detector and beyond, meaning that the ID is exposed to the highest density of charged
particle tracks. To provide accurate momentum and vertex reconstruction it is therefore
required to provide a highly granular spatial resolution, provided by the silicon tracking
detectors. These consist of a concentric cylindrical geometry in the barrel region, and
end-cap disks perpendicular to the beam pipe; this layout is presented in Figure 3.6.

Figure 3.6: [197] Schematic of the ATLAS inner detector sub-systems, with a detailed
breakdown of the silicone and TRT detectors in the barrel region also provided (right) [198].

53



CHAPTER 3. THE LHC AND THE ATLAS DETECTOR

This detector provides tracking resolution in the region |η| < 2.5. The highest gran-
ularity of the silicon detectors are the Pixel [199] and the Insertable B-Layer (IBL) [200]
detectors, with a reduced granularity in the Semi-Conductor Tracker (SCT) [201]. These
detectors are located in the barrel region around the vertex, and so are closest to the IP.
Radially outwards from these is the Transition Radiation Tracker (TRT) [202], providing
coverage in the region |η| < 2. This is a straw tube gaseous detector, providing both particle
identification information, and a reduced granularity of spatial and momentum resolution.

The Pixel detector The Pixel detector consists of three barrel layers, and three end
cap disks, with 1744 pixel modules between them. In total, this consists of 47 232 pixels,
resulting in 80.4 million readout channels. Each pixel has a typical size of 50 × 400 µm2,
and thickness of 250 µm. The Pixel detector can provide an intrinsic spatial resolution of
10 µm in the R− φ plain, and 115 µm in the z (R) direction in the barrel (end-cap).

The Insertable B-Layer (IBL) The IBL was inserted during the Long Shutdown 1
(LS1).7 The IBL is comprised of 14 carbon fibre staves, each containing 32 sensor modules
with 26 880 pixels in each module, resulting in 12 million readout channels. Each pixel in
the IBL has a cell size of 50× 250 µm2, providing a spatial resolution of 8 µm in the R−φ
plain, and 40 µm in the z direction. The IBL upgrade improves the reconstruction of tracks
and vertices, and leads to improved b-jet identification, and recovers any lost sensitivity in
the Pixel detector due to radiation damage.

The Semi-Conductor Tracker (SCT) The SCT lies between the Pixel detector and
the TRT. This consists of four layers of silicon strips in the barrel region, and nine disks
in each end-cap region. In total the SCT consists of 4088 modules, each of which measures
6.36× 6.4 cm2, and has a pitch of 80 µm. Each sensor is only capable of providing position
measurements in one direction, and as such, each module is formed of pairs of sensors,
mounted back-to-back with an angular separation of 40 mrad. The SCT can provide an
intrinsic spatial resolution of 17 µm in the R−φ plain, and 580 µm along the z (R) direction
in the barrel (end-cap) region.

The Transition Radiation Tracker (TRT) The TRT is a gaseous detector that mea-
sures the ionisation of Xenon (Xe) or Argon (Ar) present in thin cathode tube drift chambers
(straws). Thin anode wires present in the centre of each straw measures the drift current.
These straws are parallel to the z-axis in the barrel region, and perpendicular to it in the
end-cap. The TRT consists of 50 000 straw tubes in the barrel region, and 250 000 in each
end-cap, each with a diameter of 4 mm. The TRT provides an intrinsic spatial resolution of

7Between operations of the LHC, the detector is shutdown, providing the opportunity to service and
upgrade the detector. LS1 lasted 2 years, from 2013 - 2015, and was followed by the Run II operation of
the ATLAS detector. In this time, the IBL layer was inserted, and has been in operation for the entirety
of 13 TeV pp data taking.
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130µm in the R−φ plane, but provides no spatial measurement along the axis of the tube
- in the z (R) direction in the barrel (end-cap) region. The ionisation of the gas present
will occur when transition radiation is emitted. Transition radiation occurs when a charged
particle crosses a boundary between two media of different refractive indices. The energy
of such radiation is proportional to the Lorentz factor γ, which for a fixed momentum will
be greater for lighter particles. As such, the TRT provides a useful discriminant in the
isolation of the lightest charged particle; the electron.

Calorimetry Systems

ATLAS employs a series of sampling calorimeters, which collectively provide coverage in
the region |η| < 4.9, as presented in Figure 3.7. The region 1.375 ≤ |η| ≤ 1.52 is normally
excluded as this is occupied by non-active materials required to cool and instrument the
inner detector. The calorimetry systems can be sub-divided into the electromagnetic and
hadronic calorimetry systems (EMCAL and HCAL), which between them, are designed to
stop the passage of all particles, and in doing so to take a full measurement of their energies
and positions. The exceptions to this are neutrinos and muons.

Electromagnetic showers induced in the EMCAL lose energy via bremsstrahlung and
electron-positron pair production processes. This process is characterized by the radiation
length, X0, defined as either the distance at which the energy of particles has reached 1/e
(the mean free path)8 for electrons, or 7/9 times the mean free path, for photons. Meanwhile
hadronic showers, induced in the HCAL, typically lose energy via inelastic collisions with
the dense material. These are measured in terms of their interaction length, λ, which is
related to the inelastic interaction cross section of the material. It is important for the
depth of each calorimetry system to greatly exceed λ and X0 respectively, to ensure that
the partonic showers are contained within the calorimetry system. λ is typically far larger
than X0 in high Z materials, meaning that the hadronic calorimeters must be much larger.

The resolution of these calorimeters is determined as a function of the total energy of
the relevant partonic shower, in the form;

σE
E

=
N

E
⊕ S√

E
⊕ C, (3.3.4)

where N is the noise of the measurement, S is a stochastic uncertainty and C is a con-
stant, which reflects the non-uniformity of the detector, and ⊕ denotes the summation in
quadrature.

8e here being the base of the natural logarithm: e ≈ 2.71828

55



CHAPTER 3. THE LHC AND THE ATLAS DETECTOR

Figure 3.7: [203] Schematic of the ATLAS calorimetry systems, with components using
LAr as the active medium shown in gold, and components using tile scintillators being
shown in silver. The EMEC, EM barrel and copper plated FCal detectors make up the
EMCAL, while the tile HEC and tungsten plated FCAL detectors make up the HCAL.
Note that the EMCAL exclusively uses LAr as the active medium, while the HCAL uses a
combination of LAr and tile scintillators.

In the electromagnetic barrel, electromagnetic end-caps, hadronic end-caps and forward
calorimeters, ATLAS employs liquid argon (LAr) sampling calorimeters [204], which use
LAr as the active medium and lead, copper or tungsten,9 as the absorber material. Here,
the absorber material induces an EM shower, which subsequently ionizes the liquid argon.
Placed just before the innermost layer of these calorimeters is an active layer of liquid
argon, to act as presamplers which can provide an estimation of energy loss “upstream”
of the calorimeters (e.g. in the ID and solenoid magnet). Test-beam measurements have
found the fractional energy resolution of the EMCAL to be;

σE
E

=
10.1%√

E
⊕ 0.2%, and

σE
E

=
12.1%√

E
⊕ 0.4% (3.3.5)

in the barrel [205] and end-cap [206] regions respectively.

In the outermost shell of the calorimetry system, in the barrel region, ATLAS employs
the tile calorimeter system [207]. In this region, radiation density is lower, and reducing
the width of the detector is a priority, which motivates the choice of this system. These
calorimeters use scintillating plastic tiles as the active medium alternating with steel ab-
sorber. Here, ionizing radiation that passes through these tiles will induce ultra violet (UV)
scintillation, where the amount of light produced is proportional to the energy deposited.
Each tile module is then connected to wavelength-shifting fibers which guide the scintilla-

9The EMCAL primarily uses lead absorbers, but uses copper plates in the primary layer of the FCal,
while tungsten plates are used in the latter two modules for hadronic measurements.
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tion to photo multiplier tubes (PMTs), where a signal is recorded. The fractional energy
resolution of the tile calorimetry system has been found to be;

σE
E

=
52.0%√

E
⊕ 3.0% (3.3.6)

while the fractional resolution of the hadronic end-cap and forward calorimetry systems are
measured to be;

σE
E

=
70.6%√

E
⊕ 5.8%, and

σE
E

=
94.2%%√

E
⊕ 7.5%, (3.3.7)

respectively.

Muon Spectrometer (MS)

The outermost layer of the ATLAS detector is the muon spectrometer (MS) system [208].
This consists of three successive layers termed “stations” in both the barrel and end-cap
regions. The MS system employs a range of detector technologies; monitored drift tubes
(MDTs) and cathode strip chambers (CSCs) are used to provide precision tracking,10 while
resistive plate chambers (RPCs) and thin gap chambers (TGCs) are chosen for triggering
due to their fast response times. It is expected that all other interacting particles will have
been fully adsorbed by the preceding calorimetry systems, and as such, any interacting
particle observed in the MS is expected to be a muon.11

There are 1150 MDTs in the MS, which provide tracking information with a spatial
resolution of 35 µm in the z-direction for each MDT. The CSCs provide precision tracking
measurements in the end-caps, where the rates are expected to be larger. These provide a
spatial resolution of 40 µm in R and 5 mm in φ. Momentum is then reconstructed from
the curvature of muonic tracks due to the magnetic field. Curved tracks are detected as a
circle segment, with a sagitta of the segment that is inversely proportional to the pT of the
muon. As such, the momentum reconstruction of the muons develops as a function of the
pT , with the fractional resolution,

σpT
pT

= 3%. (3.3.8)

at around 100 GeV. At pT = 1 TeV, this increases to 10%.
Due to the size of these detectors, understanding their relative alignment is crucial for

the accurate reconstruction of a muon’s momentum. An initial calibration of the precision

10Where CSCs are used on the innermost end-cap wheel, as they have a higher rate capability and better
time resolution.

11The reason muons are not adsorbed by the EMCAL is due to their large mass (muons are 200x heavier
that electrons). Electrons interact with the EMCAL due to Bremsstrahlung (breaking) radiation, which
depends on the 4th power of the boost factor, γ. For equal energies, the boost factor of the muon will be
about 200 times smaller than that of the electron (tauons would also not interact via Bremsstrahlung, but
as they are unstable, they will almost always decay prior to the calorimeter).
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chambers was first evaluated using a sample of cosmic ray tracks with toroid magnets
turned off. However the muon chambers may then move by a few mm when the magnet is
switched on. As such, 5,800 precision-mounted optical alignment sensors are employed to
monitor the alignments of the MDTs. Additionally, pp collisions have been run with the
toroid magnet switched off to validate the alignment system.

Figure 3.8: [209] Schematic of the ATLAS muon spectrometer

Trigger and Data Acquisition (TDAQ)

The low bunch spacing achieved by the LHC means that ATLAS records a new bunch
crossing every 25 ns, leading to around 40 million bunch crossings per second. With an
average Run II pileup of 〈µ〉 = 33, this means over 1 billion pp collisions are recorded by the
ATLAS detector per second. With each data event requiring around 1.5 megabytes to store,
the bandwidth and storage capacity available to the ATLAS experiment is significantly too
small to keep all events. As such, the ATLAS Trigger and Data Acquisition (TDAQ) [210]
system comprises a multi-level event triggering system designed to preserve only high-
quality data that is of interest, where each successive layer of the trigger system results in
a further reduction to the volume of data recorded. The first trigger is the hardware based
Level-1 (L1) [211] trigger that reduces the incoming event rate by a factor of 400 [212].
This hardware based trigger uses custom electronics purpose built into the detector itself.
These include the L1Calo trigger, the L1Muon trigger and the L1 topological (L1Topo)
trigger [213] as well as trigger signals from several detector subsystems such as the Minimum
Bias Trigger Scintillators (MBTS) [214] the LUCID Cherenkov counter [190] and the zero-
degree calorimeter (ZDC) [215]. From these inputs, a trigger decision is formed by the
Central Trigger Processor (CTP) [216] with a latency of just 2.5µs. This decision uses a
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reduced granularity of the ATLAS detector information to make a trigger decision based
on the presence of events containing high-pT objects, or large amounts of EmissT .

Following a triggering decision from the L1 triggers, detector read-out (initially stored
in on-detector pipeline memories) is passed to the data acquisition (DAQ) system. This
is then responsible for the read-out of the detector, recording raw data to storage and
providing information to successive triggers. The Regions of Interest (ROI) that reflects
the decision of the L1 trigger object, will then be passed on both to a software based trigger
system and to the DAQ system. The L1 ROIs are combined with additional data from the
detector, such as tracks and calo clusters, allowing for a higher level trigger decision, that is
processed in the software-based Higher Level Trigger (HLT) [217]. Here, a trigger decision
is achieved using the L1 ROIs, as well as a full reconstruction of final state objects applying
ATLAS reconstruction. This system is designed to make a trigger decision within a few
hundred milliseconds. In the HLT, ATLAS reconstruction tools are applied, performing
a full reconstruction of the event. Events can then be classified into physics streams, the
main streams, developed and maintained by the combined performance (CP) groups, these
being E/gamma, Muons, Tau and Jet/Etmiss. Fully processed events are then stored on
CERN data storage at a maximum rate of 1 kHz, with each event having a data-size of
around 1.5 MB. Events not passing the HLT criteria are then removed from the read-out
system (ROS). A visualisation of this decision flow is presented in Figure 3.9.

Figure 3.9: [218] ATLAS TDAQ System in Run 2.
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Chapter 4

Monte Carlo Generators and
Simulated Data

High energy physics (HEP) experiments attempt to make highly precise comparisons of
experimental data against theoretical predictions. To do so, a highly complex simulation
of both the known SM processes as well as the novel BSM model that is being tested, is
required. This simulation of particle interactions and their evolution through the ATLAS
detector is a complex, multi-faceted challenge.

This Chapter shall present the steps involved in simulating high energy proton-proton
collisions. Section’s 4.1 and 4.2 first outline the general work-flow of MC event simulation.
Section 4.3 then provides a discussion of some of the state-of-the-art MC event generators.
Finally, Section 4.4 provides a detailed discussion of the nominal SM MC samples used in
ATLAS, and Section 4.5 documents a study performed in testing new methods to simulate
the top-pair production process which also constitutes a significant background for the
search presented in this Thesis.

4.1 Event Simulation

Predictions can be made of the final state products created in hard scattering interactions
by implementing perturbations into a theoretical model of the unbound interactions of
incident partons. From this, we can determine vectoral representations of the interacting
partons by calculating the Matrix Element (ME) of the scattering process at a given order of
perturbation. The decay products then undergo complex phase-transitions that bring them
into the non perturbative regime. This hadronization of the final state constituents and
any subsequent decays into long-lived particles that may go on to interact with the ATLAS
detector is described by dedicated Parton Showering (PS) algorithms. On the resulting
objects, we must then implement a simulation of the ATLAS detector, accounting for its
geometry and its interaction with the final state objects. It is then, from the information
re-constructed after detector interactions have been simulated, that we have meaningful
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Figure 4.1: Diagrammatic representation of the sequence of steps involved in the sim-
ulation of MC events and recording of ATLAS data, to the equivalent states, as used in
physics analysis.

event information which can be used in direct comparison to ATLAS data. This sequence
of steps undergone in the simulation of events is illustrated in Figure 4.1.

The final state objects observed by the ATLAS detector do not always directly cor-
respond to the decay products of the hard interaction. These partons will first undergo
the process of hadronization as discussed in Section 1.6.2. This describes the formation of
a particle shower, in which many, highly collimated collections of hadrons are produced,
leading to clusters of energy deposits, collectively described as jets.

In a single pp collision occurring in the ATLAS detector, constituent partons from
each of the incident protons interact. These interactions are often dominated by soft, low
pT interactions, but occasionally hard scatter collisions occur. It is important in ATLAS
simulation to consider the soft terms produced in a pp collision to accurately assess the
impact on physics backgrounds and detector performance. In most cases, the interaction of
a single parton from each proton mediates a significant portion of the momentum transfer of
the pp collision. However, multiple parton interactions (MPI) can occur, in which multiple,
separate, 2-body interactions take place between constituent partons of the two incident
protons. In such collisions, the sub-dominant interaction is often orders of magnitude lower
in pT than the leading interaction, however such processes still constitute an observable
signature in the ATLAS detector. These additional processes occurring in the pp interaction
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are denoted as part of the Underlying Event (UE). This is an umbrella term for all of the
particles produced in a hard scattering event. This includes contributions from processes
such as the beam-beam remnants (BBR), and the particles arising from MPIs. The emission
of such surplus radiation can lead to complex detector signatures, with many processes
originating from the same pp interaction. A depiction of the extent of the complexity of the
UE is shown in Figure 4.2, where, as depicted in red, two gluons interact to form a tt̄ pair
and a Higgs boson, with many additional final state partons produced through initial state
radiation (ISR), final-state radiation (FSR) and soft beam remnant processes as shown by
the purple and blue elements of the schematic.

4.2 The Event Generation Workflow

4.2.1 Matrix Element (ME) Calculations

As illustrated in Figure 4.1, the process involved in simulating pp collision events begins
with a theoretical determination of the cross-section for each process being considered.
This cross-section is proportional to the square of the hard scattering matrix element (ME)
of the specific process. A matrix element can be thought of as the summation of all
Feynman diagrams contributing to the decay process. The accuracy of this calculation is
often improved by considering the effects of increasing orders of perturbation added to the
LO diagram. These consider the contribution of additional corrections to the tree-level
diagram that constitute distinct processes that must also be considered in the calculation
of the ME. As each additional process inherently introduces additional vertices and often
massive particles, these processes are heavily suppressed, leaving the LO calculation to often
serve as a good initial approximation. The calculation of such higher order corrections can
now be efficiently computed using modern MC event generator software. However, as the
order of perturbation is increased, there is an increasing number of higher-order effects such
as divergences between real and virtual corrections, as well as soft and collinear effects that
may lead to singularities in the ME calculation. These must all be corrected for by the
generator, which is often non-trivial. The problem is compounded by an increasing number
of final state constituents, as this vastly increases the number of contributing diagrams.

4.2.2 Parton Showering Algorithms (PS)

The calculation of MEs provides a prediction of the differential cross-section of the under-
lying hard scattering event for a given physical process at a fixed order of perturbation.
As such, this is limited to a description of the, often un-stable and short-lived, leading
final state partons. The hadronic final states observed at ATLAS arise from the calori-
metric absorption of the energy of incident colour-neutral hadrons. The formation of these
hadrons brings us beyond the perturbative regime of QCD (pQCD), and as such the tech-
niques used to determine tree-level MEs are no longer valid when describing the formation
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Figure 4.2: [219] Diagram of the total event composition of the UE for a MPI pp collision.
Here shown as considered by the Sherpa event generator, when simulating the gg → tt̄h
process. The partonic composition of the incident protons is represented by the blue lines.
Those terminating in blue ovals represent the beam remnants. The hard interaction is
represented by the large red circle, and is subsequently followed by the decay of both
top quarks and the Higgs boson (small red circles). The remaining red lines represent
the additional hard QCD radiation, as simulated by the PS algorithm. Also shown is
a secondary interaction, represented in the purple oval. The final state particles then
hadronize, as shown by the light green circles, with hadrons shown as dark green circles.
Photon radiation can also occur at any stage, and is shown in yellow.
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of these states.
To be able to simulate such final states, we must instead adopt a separate approach.

This begins by developing PS algorithms. These attempt to describe the evolution of final
state objects, and account for the multitude of soft and collinear emissions, reconciling
these elements into the formation of clusters of colour-neutral objects that may be directly
observed. This is achieved by determining the probability amplitudes of sequentially and
recursively splitting the initial- and final-state partons from one to two body states. The
calculation of these probabilities can be performed using the DGLAP equations. The
probabilities determined using this method provides an approximation of the real QCD
Bremsstrahlung [220]1 emissions at each order in perturbation theory, and are accurate to
leading logarithmic order. They work by considering a parton, produced at a scale t′ and
then determining the scale t < t′ at which it should branch into two daughter partons.
There are several choices of scale, and this choice helps distinguish the many available PS
algorithms available, however all are proportional to the invariant mass of the branching.
In order to limit the probability of branching to ≤ 1 final state parton, it is necessary
to modify the DGLAP equations, by introducing the probability of a parton not splitting
within a set “evolution” scale, ∆(t, t′), which is given by the Sudakov form factor [221].

In this way, we have evolved the high pT particles from their initial states down to
the non-perturbative regime, onto which we can apply a universal hadronization model
independent of the hard scattering process. We denote this pT scale as the hadronization
scale, which then defines the lower bound on the implementation of the PS technique. It
is here that the transition into the colour-neutral hadronic final states that are observed in
the detector will occur. These hadronization models state that partons with virtualities2

that are of the same order as this scale are considered to enter the non-perturbative regime,
and must be described using hadronization models.

4.2.3 ME+PS (Matching and Merging)

The combination of matrix elements, calculated to a fixed order of perturbation, to the
approximation of pQCD using the probabilistically determined parton showers, is a com-
bination of two fundamentally distinct approaches to evaluating pQCD. There exist two
main approaches to the combination of ME and PS, termed “matching” and “merging”.
The key difference is that matching methods simulate the entire phase space using the PS,
but correct for the hardest emission using the ME. Meanwhile merging methods separate
the hard and soft production, employing the predictions of the ME for emissions above a
certain scale, and the PS below it.

The primary issue in the combination of higher order ME calculations to Shower Monte

1Bremsstrahlung is a Germanic term that roughly translates as “braking radiation”. As the name
suggests, it is the radiation emitted by a charged particle, decelerating as it interacts with matter.

2Taken as the square of there virtual mass, q2, a measure used to describe how off shell the virtual
particles are.
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Carlo (SMC) simulations is in the appropriate treatment of the soft and collinear emis-
sions. These can be reproduced in both the calculation of the hard ME as well as in the
higher-order corrections provided by the SMC. This can lead to a double counting of NLO
events, where events which are generated at LO+PS can also be recreated in NLO calcu-
lations. As such, the partons of the hard ME must be correctly combined with the PS by
matching the hard and soft emissions. One approach to solve this issue of double counting,
employed by the MC@NLO program [222], is to subtract the approximated cross section which
is implemented in the SMC, from the exact NLO cross section. This subtraction scheme is
highly SMC dependent, and can lead to the introduction of negative weights. Therefore an
alternative method is developed, termed the Powheg (Positive Weight Hardest Emission
Generator)-method [223]. This is a multiplicative method, which determines NLO MEs
that can be interfaced with any SMC. As the name suggests, this uses positive weights.

An additional method termed the “CKKW” algorithm [224, 225] that is used largely
by the Sherpa [219] event generator works by separating the phase space of the NLO
parton emission into either the hard contribution of jet production, or a softer regime of
intra-jet evolution. The separation of these regimes is based on a k⊥-type jet measure [226,
227]. In this way, the MEs for the different parton multiplicities describe the production
of a corresponding number of jets, whereas the parton shower is constrained such that it
does not produce any additional jets. Finally, a similar approach termed the “CKKW-L”
method [228–230] has been developed which uses a dipole shower, as opposed to the more
traditional parton cascade, to describe QCD radiation beyond fixed order. More details
on this can be found in Appendix A. In this way we can merge the NLO precision of the
matrix elements to the Leading Log approximation (LL) of the SMC.

4.2.4 Detector Simulation

Once the hard ME has been generated and effectively combined with the PS, the MC
generated events will provide accurate theoretical predictions of the topology, kinematics
and production rates of the targeted process shortly after the pp collision. Following the
ordering described in Figure 4.1, we see that this information must now be passed into a
sophisticated simulation of the ATLAS detector [231]. This is implemented in the Geant4

(GEometry ANd Tracking) [232, 233] software, which describes the interactions of particles
with the detector. This simulation reproduces the entire process of event detection in
ATLAS, by reproducing the interactions of the final state particles with the volume of the
detector. This is performed using a detailed description of the geometry and composition of
the ATLAS detector, which imposes these constraints on the simulation. The output of this
replicates the digitization of energy depositions into voltages and currents, and can then
be directly compared to the raw data recorded by the detector. These digitized detector
responses are then outputted into a Raw Data Object (RDO). The RDO is then reconstructed
into its particle configuration using the same reconstruction algorithms that are used when
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processing observed ATLAS data.

This precise simulation of all detector responses is extremely computationally expensive,
as shown in Figure 4.3. As such, a parametric version of the calorimeter response simulation,
FastCaloSim, has been developed [234, 235]. This uses a simplified geometry of the
ATLAS calorimeters and a parametric model of the complex particle-material interactions
and showers that is based on the Geant4 simulation of single particles in a fine grid of
particle energies and directions. This simulation is then interfaced with a full simulation of
the ID and muon system in Geant4, and termed “ATLFASTII”. This parameterisation of
the calorimeter simulation can reduce the computational load by 1 - 2 orders of magnitude,
and yet still provides a highly precise replication of detector interactions.

Figure 4.3: [236] Comparison between Geant4, ALTFAST-II and ALTFAST-IIF (this
is a method to further reduce the computational load by combining the FastCaloSim
with Fast Tracking Simulation) CPU performance of event processing time for a sample of
semi-leptonic tt̄ scattering events.

4.3 MC Generators

There exists a plethora of dedicated Monte Carlo event generators capable of simulating SM
and BSM processes under the conditions produced at the LHC. Of note are four General
Purpose MC generators (GPMC); Powheg-Box, Sherpa, Pythia and Herwig. Of
these, the Pythia and Herwig generators have applications as both GPMC and SMC
generators, that can provide sophisticated PS functionality to other ME generators. Also
described is the MadGraph5_aMC@NLO generator, which is used in the simulation of
various background and signal processes for the analysis documented in Part III.
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4.3.1 Sherpa

Sherpa (Simulation for High Energy Reactions of PArticles) [219, 237–240] is able to
quickly interface a range of NLO-accurate matrix elements for up to 2 partons, and LO-
accurate matrix elements for up to 4 partons through interfacing with the Comix [237]
and OpenLoops [238, 241, 242] libraries or to generate ME’s via its matrix-element gen-
erator, Amegic++ (A Matrix Element Generator in C++) [243]. Sherpa consistently
combines the ME to the PS following the schema of Catani, Krauss, Kuhn and Webber
(CKKW) [224, 225], as is discussed in Section 4.2.3. The default shower generator for
Sherpa is Apacic++ [244, 245], which evolves the PS with decreasing parton virtual-
ity, and ordering of the opening angles in subsequent branchings by default.3 Full spin
correlations are accounted for in the decay of primary hadrons. The hadronization model
used when constructing the parton shower in Sherpa is the AHADIC cluster model [246].
Sherpa evaluates MPI’s such that PS produced in sub-leading interactions evolve inde-
pendently.

4.3.2 Pythia

Pythia [247, 248] simulates hadronic events, interfacing to around 300 hard-coded 2 →
1, 2, 3 scattering processes at LO. Event generation is performed with full spin correlations
accounted for in the primary hadronic decays. Pythia simulates the UE as a MPI, account-
ing for both the impact parameter between protons, and energy sharing between multiple
partons in the beam remnants. The hadronization of particles in the PS is determined fol-
lowing the Lund string model [50, 249]. Pythia is capable of simulating both initial- and
final-state parton showers. Pythia evolves these in order of a decreasing parton virtuality
scale, Q2, which provides a time ordering of the cascade. In addition, each splitting can be
ordered in terms of the mass (m2) or transverse momenta, k⊥. Pythia 6.428 [248] is often
used in conjunction with other generators to provide the PS.

4.3.3 Herwig

Herwig (Hadron Emission Reactions With Interfering Gluons) interfaces to a number
of 2 → n ME’s of spin correlated SM and BSM hard scattering processes, as well as
having the functionality to generate ME’s using FeynRules outputs [167, 250]. The most
recent iteration of Herwig (Herwig7) enables the use of either MC@NLO- or Powheg-like
combination of the ME and PS. Herwig uses a QCD cluster model [51] of hadronization.
The evaluation of the UE can be interfaced specially to a dedicated software package for
the simulation of multiple parton interactions, JIMMY [251, 252].

3Although k⊥ ordering is also available via the CSS Sherpa parton showering [239].

67



CHAPTER 4. MONTE CARLO GENERATORS AND SIMULATED DATA

Process Generator PDF set PS and UE tune Cross-section
fragmentation/hadronisation order

Top pair (tt̄) Powheg-Box v2 [256] NNPDF 3.0 [260] Pythia 8 A14 NNLO+NNLL [247]

Single-top
{

t-channel Powheg-Box v1 NNPDF 3.0 Pythia 8 A14 NNLO+NNLL [261]
s- and Wt-channel Powheg-Box v2 NNPDF 3.0 Pythia 8 A14 NNLO+NNLL [262, 263]

W+jets, Z/Drell–Yan+jets Sherpa 2.2.1 [219, 237–240] NNPDF 3.0 Sherpa Default NNLO [264]
Diboson Sherpa 2.2.1 – 2.2.2 NNPDF 3.0 Sherpa Default NLO [219]

Table 4.1: List of generators used for the different background processes. Information
is given about the underlying-event (UE) tunes, the PDF sets and the perturbative QCD
highest-order accuracy (NLO, NNLO, and NNLL) used for the normalisation of the different
samples.

4.3.4 MadGraph5_aMC@NLO and Powheg-Box

The MC@NLO [253, 254] and Powheg (POsitive Weight Hardest Emission Generator) [223,
255] programs are systems designed to handle the incorporation of NLO QCD matrix
elements consistently into a parton shower Monte Carlo program. This improves the pre-
diction of production rates, and the description of the hard parton emission. A description
of the two methods is provided in Section 4.2.3. The Powheg-Box [256, 257] method
constructs the Powheg implementation of a NLO process, given the hard ME’s (which
can be provided from an external ME provider), and interfaces to a shower MC program.
Finally, the MadGraph5_aMC@NLO [258] generator is an on-the-fly (OTF) ME gener-
ator, which uses MadGraph to generate hard MEs, and implements the MC@NLO method
of PS matching at NLO.

4.4 Standard Model MC Samples

In the analysis detailed in Part III, MC simulated events are used to evaluate the properties
of both signals and backgrounds. A summary of the event generators used in the simulation
of SM background processes for this analysis are summarised in Table 4.1. Shown are the
accuracy of theoretical cross-sections, the underlying-event parameter tunes, and the PDF
sets used in the simulation of these samples. For the simulation of the properties of the b-
and c-hadron decays in all samples (except those generated using Sherpa [219, 237–240]),
the EvtGen v1.2.0 [259] program was used.

A more detailed discussion of each sample follows:

• For the production of V+jets samples (V = Z,W ), events were simulated using the
Sherpa 2.2.1 generator. Here, the number of expected events in this sample is
then rescaled using cross-sections calculated at NNLO [264]. To compensate for the
diminishing cross-sections of such processes in the high pT region, it is useful to split
the production of these samples into separate “slices”, using a cut at the generation
level, on the variable max(HT , pVT ) (where p

V
T is defined as the transverse momentum

of the true lepton pair from the decay of the V boson, and HT is the transverse
momenta of the sum of all jets and leptons in the event). The sliced samples are then
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further filtered into further sub-samples based on the presence of a heavy flavour
bottom or charmed hadron in the final state. For the Z→ ττ samples that have
the highest cross section, an additional event filter is applied to sub-divide these
samples based on the leptonic or hadronic decays of the τ leptons. The Z sample
includes contributions from off-shell Z production, allowing for final states with a
large invariant mass of the dilepton system. The Z+jets events are categorised into
three processes Z+bX, Z+cX and Z+light. These are defined respectively as events
with one or more reconstructed jets that contain a true b hadron (within a cone of
radius 0.4), a c hadron or neither.

• Generation of the tt̄ and single-top samples was performed using the Powheg-Box

v2 generator, using the NNPDF 3.0 PDF interfaced to Pythia 8 [265] to provide
the PS. The PS used the Perugia2012 [266] tune with CTEQ6L1 [267] PDF for the
underlying event descriptions. The mass of the top quark is set tomt = 172.5 GeV. In
accordance with the di-leptonic final state of the considered model, only the di-lepton
tt̄ samples are considered. The cross section of tt̄ is known to NNLO in QCD in-
cluding the re-summation of next-to-next-to-leading logarithmic (NNLL) soft gluon
terms. The reference value used in ATLAS is calculated using Top++ 2.0 [247].
The parameter Hdamp [268], used to regulate the high-pT radiation (above the scale
defined by the Hdamp parameter) in Powheg, is set to mt for good data/MC agree-
ment in the high pT region [269]. Each process of single-top (t-channel, s-channel
and Wt-channel) is generated separately. The cross section of single-top is calculated
with the prescriptions in Ref. [261, 262].

• For the generation of the fully (semi) leptonic diboson processes (WW ,WZ and ZZ),
the Sherpa 2.2.2 (Sherpa 2.2.1) generator was used. These events were generated
using the NNPDF 3.0 PDF set and by merging NLO and LO calculations as described
in Ref. [270]. The diboson processes are normalised directly to the Sherpa prediction.

• Finally, minimum bias events generated with Pythia 8 are overlaid to model the
effects of the pileup for all simulated events. MC samples with different numbers of
pile-up interactions are re-weighted to match the conditions observed in each dataset
between 2015 and 2018.

4.5 Additional Studies on tt̄ Modelling with Herwig7

In addition to the aforementioned MC samples, work was performed in studying the mod-
elling of the tt̄ process with Herwig7 [271–273], with the aim of validating it for a future
bulk MC sample production for ATLAS analysis. Herwig7 was used to test the produc-
tion of merged, multi-leg tt̄ samples at the next-to-leading order accuracy, using it’s new
Matchbox [274] package, which enables the combination of LO and NLO ME’s to the
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PS in a fully integrated framework. The full documentation of this task is presented in
Ref. [275].

Merged multi-leg MC samples at NLO accuracy have become baseline samples for many
important processes in ATLAS. Problems arise, however, when one tries to combine these
calculations, made at a fixed order of perturbation, to the approximation of pQCD used
by the PS algorithms, as these represent two fundamentally distinct approaches to the
evaluation of pQCD. As discussed in Section 4.2.3, there are two techniques developed to
achieve the consistent combination of the ME and PS, termed “matching” and “merging”.
Essentially, matching techniques use the PS to evaluate the entire phase space, but correct
for the hardest emission using the ME. The other technique, merging, is the subject of
this study. Here, a Merging Scale (MS) is defined (κ⊥MS), above which, exact matrix
elements for the hard process are generated. A re-weighting is then applied to predict the
PS correctly. The PS is then added below the κ⊥MS scale.

There is a limited set of MC generators that are able to perform this merging of the
multi-leg matrix elements to the hard cross-section. Currently, multi-jet merging has been
made available via an implementation of the CKKW-L scheme, as well as the unitarised
matrix element + parton shower merging (UMEPS) [276] techniques. This has also been
comprehensively extended by UNLOPS [228] merging (which provides multi-jet merging
at NLO) and FxFx merging [277]. Most recently, this functionality has also been made
available within Herwig7 via the Matchbox feature using a multi-jet merging algorithm
detailed in Ref. [278], which is based on an improved, unitarised merging prescription set
out in Ref. [279].

In order to perform the full calculation of cross-sections, Matchbox requires plugins to
provide the tree level and one-loop amplitudes required for each process. For the purposes
of the studies described herein, these plugins are used to provide both tree-level amplitudes
(achieved using the MadGraph provider) and tree-loop interferences, by choosing one of
the supported one-loop amplitude providers. Herwig7 currently supports interfaces to
the GoSam [280], MadGraph, NJet [281], OpenLoops and VBFNLO [282] one-loop
providers. This study focuses on the usage of the MadGraph and OpenLoops amplitude
providers.

Currently, only Catani-Seymour dipole showering [239] is supported within the Match-

box framework. As a result of this, it is only possible to interface with a MC@NLO (subtrac-
tive) matching method. The design of this method emulates the design of a subtraction
based NLO QCD cross-section calculation.

As stated in Section 4.2.3, merging methods separate the hard and soft production
processes; employing the predictions of the ME for emissions above a certain scale, and
the PS below it, where the scale separating these two regions of phase space is a controlled
parameter in the merging procedure applied. The combination of the higher order ME
calculations with the SMC must then be handled correctly to avoid the potential double
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counting of soft and collinear emissions. Subtractive methods such as the MC@NLO procedure
require the simulation of events that are negatively weighted to counteract this double
counting. This method can be computationally expensive however, as it reduces the effective
number of simulated events, requiring the simulation of many more events to compensate
for those that are negatively weighted.

In the calculation of the hard ME, two forms of divergent processes must be prevented
from distorting the cross-sectional calculation to either “0” or “∞”. These can be either;
ultraviolet (UV) divergencies that arise from large momentum of the loop corrections, or
infrared (IR) divergencies, which arise from either particles reaching zero momenta,4 or
processes in which massless particles radiate other massless particles.

UV divergencies can be controlled by varying the strong coupling constant αS as a
function of the “renormalisation” scale (µR). Similarly, the IR divergencies arising from
the radiation of massless particles from other massless particles can be controlled by varying
the parton distribution and fragmentation functions as a function of a “factorisation” scale
(µF ). These parameters, µR and µF are therefore spurious parameters that are introduced
to avoid potential divergencies from arising when restricting the ME calculations to a finite
order or perturbation. It is expected these divergencies should begin to cancel at higher
orders of perturbation but the effect is still expected to be non-negligible even at the next-
to-next-to-leading order. Different choices arise for how to assign the scales µR and µF ,
such as fixing them to a physically meaningful value that is relevant to the process being
simulated. A discussion of the choice of µR and µF in this study is presented in Section 4.5.1.

This study examines the production of merged multi-leg tt̄ Monte Carlo samples at
NLO accuracy, generated using Herwig 7.1.3, where the merging of the multi-leg ma-
trix elements to the hard cross-section is performed using the Matchbox framework of
Herwig7.

The key aims of this study are:

• Write base fragments and job options for NLO-merged tt̄ in Herwig7.

• Investigate the speed of event generation and the fraction of negative weights.

• Explore and validate samples against ATLAS data using Rivet.

To do this, MC event samples are generated, as is documented in the Appendix A.3.
These samples are then analysed using three different Rivet (Robust Independent Valida-
tion of Experiment and Theory) [285] routines, which are documented in the Appendix A.1.
Rivet is an open source repository intended for the preservation and distribution of devel-
oped analyses. Rivet facilitates the comparison of measurements and theoretical calcula-
tions, within a defined fiducial region. Rivet can therefore be used for rapid “on-the-fly”

4However this type of correction is predicted to cancel by the Kinoshita-Lee-Nauenberg (KLN) the-
orem [283, 284], which states that IR divergencies coming from loop integrals will be canceled by IR
divergences coming from phase space integrals.
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comparisons of novel MC simulations to ATLAS data through a developed ATLAS analysis.
Because of this, Rivet has many applications in tuning and developing MC generators, and
in testing novel theoretical models. In this study, Rivet routines have been used to make
comparisons to data and to access details of the performance of the Herwig generator.
The nominal samples considered are documented in Appendix A.2, and are also the same
as some of the samples documented in Section 4.4.

4.5.1 Dedicated Studies

NLO Jet Multiplicity and total cross-section

For ATLAS standards, it is required that nominal tt̄ samples replicate the underlying pro-
cess to a high level of precision. However, to produce samples at higher orders of perturba-
tion above the Born process requires an exponentially increasing amount of computations.
To be competitive with already available samples used within ATLAS, it is required to
simulate events to NLO accuracy, and to be able to merge at least 2 additional jets to the
ME. This must be achievable with minimal consumption of ATLAS computing resources,
and as such it is essential to keep the number of negatively weighted events to a minimum.

Table 4.2 reports the cross-section of the produced samples. These values are taken from
the MC_XS Rivet routine, and are calculated with an average error of the order of 1%.
The study compares the different multiplicities of NLO merged jets, and tested production
with two different combinations of matrix element provider (MadGraph or OpenLoops).
The generation of these samples uses the “TopPairMass” for setting the re-normalisation
(µR) and factorisation (µF ) scales. This sets these scales based on the momentum of the
top and anti-top quarks, pt (pt̄), as outlined in Equation 4.5.1.

µ2
R = µ2

F = (pt + pt̄)
2 (4.5.1)

An alternative scale option is also provided in Herwig, the “TopPairMT”. This sets
the re-normalisation and factorisation scales based on the transverse mass of the top and
anti-top quarks, mT,t (mT,t̄), as outlined in Equation 4.5.2.

µ2
R = µ2

F = (m2
T,t +m2

T,t̄) (4.5.2)

The cross-sections predicted by Herwig 7 are significantly lower than the theoretical
value. Increasing the order of perturbation (above the Born process) improves the Herwig

7 prediction. This is as expected. However, as shown in Table 4.2, the predicted value for
the “NLO 2, 2 merged Jets” setup is still 33% lower than the theoretical value.

The configurations in Table 4.2 all have used the TopPairMass scale. Changing the scale
to the TopPairMT scale, the cross section was found for the configuration “NLO 2, 2 merged
Jets” to be σ = 822 pb. This is for an inclusive sample, obtained using MadGraph as the
one loop amplitude provider. These values can be compared to those from Table 4.2, of
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Setup All-Inclusive (OpenLoops) All Inclusive (MadGraph)
NLO 0, 0 merged Jets σ [pb] 391 385
NLO 0, 1 merged Jets σ [pb] 374 386
NLO 0, 2 merged Jets σ [pb] 379 369
NLO 1, 0 merged Jets N / A N / A
NLO 1, 1 merged Jets σ [pb] 605 627
NLO 1, 2 merged Jets σ [pb] 630 622
NLO 2, 0 merged Jets N / A N / A
NLO 2, 1 merged Jets N / A N / A
NLO 2, 2 merged Jets σ [pb] 620 607

Table 4.2: Documentation of the cross-sections of the tt̄ cross-section for different mul-
tiplicities of NLO merged jets, and different combinations of leptonic filter and matrix
element provider. The cells listed as N / A (Not Applicable) are those configurations
which are not possible to produce in Matchbox (discussion of this is provided in Ref. [275]).
These samples are generated using the TopPairMass, which sets the renormalisation and
factorisation scales as defined in Equation 4.5.1. Each sample is produced with 50k events.

σ = 607 pb. From this it can be seen that using the TopPairMT scale drastically improves
the prediction of the cross-section. The time of event generation, however, is about 20%

longer.

Sample statistics and negative weights

Table 4.3 documents the speed of generation, and fraction of negative weights produced,
for two of the setups; NLO 0, 0 merged Jets and NLO 2, 2 merged Jets. These are All
Inclusive samples, produced with MadGraph as the chosen ME provider and are produced
with 50k events. For the latter setup, a comparison is also shown between the TopPairMT

and TopPairMass scales.

Setup σ [pb] Nevents fracNegative fracPositive TTotal [min]
NLO 0, 0 merged Jets 385 5× 104 23% 77% 117.25

NLO 2, 2 merged Jets TopPairMass 607 5× 104 39% 61% 870.71
TopPairMT 822 5× 104 40% 60% 1060.64

Table 4.3: Documentation of the speed of generation, and fraction of negative weights
produced.

Although increasing the order of perturbation improves the prediction of the cross-
section as seen in Table 4.2, it also significantly increases the fraction of negative weights.
As such, for the desired accuracy of “NLO 2, 2 merged Jets”, the fraction of negative weights
is prohibitively large (39%). In the generation of samples, the user supplies Herwig with
a requested number of events (NReq). Herwig will then simulate this number of events,
with various weightings. The simulation of negatively weighted events therefore reduces
the total number of events that can be positively weighted, and also acts as a counter term
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to the positively weighted events. Therefore, the combination of these two effects greatly
reduces the effective number of events simulated (NEff ). This can significantly increase the
number of events that must be requested to produce a sample with an equivalent luminosity
close to or above the size of the data. Equation 4.5.3 [286], can be used to determine the
factor (x) by which one must increase NReq by, in order to account for the fraction, f , of
negative weights.

1/x = (1− 2f)2 (4.5.3)

Therefore, for a fraction of negative weights, f = 39%, one will only obtain a sample
that has 5% of the statistics that it was requested to have. Therefore, to make a fair
comparison to a nominal sample of, for example, NEff = 250k events, one will have to
request NReq = 5 million events.

This fraction of negative weights is (partly) why it is so important to use the dileptonic
filtered samples, as these allow us to quickly increase the statistics. As documented in
Ref. [275], the tt̄ process has a branching ratio of β = 0.108 [23] to dileptonic, b-quark
events5 (the selection criteria of the “ATLAS_2017_I1495243” Rivet routine). Therefore,
by producing only these events, there is a gain in statistics for dileptonic tt̄ events by a
factor of 10.

The full list of sample configurations that are produced with large statistics (and a
summary of the number of events that are requested and expected) is provided in Table 4.4.
The comparison of these samples to ATLAS data will then be provided in Section 4.5.2.
These are all using the configuration of “NLO 2, 2 merged Jets” and use MadGraph as
the external ME provider.

All Inclusive (TopPairMass) All Inclusive (TopPairMT) Dileptonic (TopPairMass) Dileptonic (TopPairMT)
NReq 10 Million 10 Million 5 Million 5 Million
NEff 500 K 500 K 250 K 250 K

Table 4.4: Summary of the requested number of events for each final configuration, and
the effective number of events after considering the fraction of negative weights, as taken
from Table 4.3.

4.5.2 Comparisons to data

This section documents the Rivet outputs for the high-statistics run, and for the effect of
changing the renormalisation and factorisation scales. This will be shown for both events
generated with the dileptonic filter, and inclusive events generated with no filter. Compar-
isons are made to both ATLAS data obtained from the Rivet routine, and to nominal MC
samples of the tt̄ process denoted Powheg + Herwig7 or Powheg + Pythia8. The ME
of these nominal samples is generated at NLO using the PowhegBox v2 generator, and

5This gives the branching fraction of both W bosons decaying leptonically.
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then interfaced to either the Herwig7 or Pythia8 SMC generators. A full documentation
of these samples is provided in Appendix A.2

Single lepton Rivet routine Distributions taken from the “single lepton” Rivet rou-
tine (as described in Appendix A.1.1) for a sample of 10 million events generated without
filters applied are shown. This routine was developed using 3.2 fb−1 of 13 TeV pp collisions
as recorded by ATLAS. Measurements are then provided of the differential cross-sections
of top-quark pair production as a function of the top-quark transverse momentum and ra-
pidity, as well as the tt̄ transverse momentum, rapidity and invariant mass. The analysis
requires events with exactly one electron or muon and at least two b-tagged jets in the final
state. The differential cross-sections of the top-quark pair production as a function of the
pT of the tt̄ system is shown in Figure 4.4. This is shown for both samples produced with
the TopPairMass scale and for samples produced with the TopPairMT scale.

Figure 4.4: Predictions of the differential cross-sections of the top-quark pair production
is shown as a function of the pT of the tt̄ system. These are shown for events generated with
the TopPairMass scale (left) and the TopPairMT scale (right). In these plots, “Herwig7
All Inclusive” represents the MadGraph+Herwig samples produce as part of this study.
Predictions are shown against 3.2 fb−1 of 13 TeV pp collision data, recorded by the ATLAS
detector, and unfolded to particle level from the analysis described in Appendix A.1.1
(shown in black), as well as the two nominal tt̄ samples described in Section A.2. The
factor ‘X’ listed in the legend is a normalisation factor. The statistical uncertainties of the
prediction are indicated by the error bars.

Dilepton Rivet routine Predictions of the differential cross-sections of the top-quark
pair production are shown as a function of the rapidity, |y| of the leading fragmented top
quark for dileptonic samples in Figure 4.5 for both scale choices of the renormalisation
and factorisation parameters. Predictions are shown against 3.2 fb−1 of ATLAS pp data
unfolded to particle level from the analysis described in Appendix A.1.1 (shown in black), as
well as the two nominal tt̄ samples described in Appendix A.2. The statistical uncertainties
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of the prediction are indicated by the error bars. This is shown using plots taken from the
“dilepton” Rivet routine (as described in Appendix A.1.2) for a sample of 5 million events
generated with the dileptonic filter. This routine selects oppositely charged e/µ events and
two b-tagged jets to be in the final state.

Distributions of the number of additional jets after the lowest pT cut of pT > 25 GeV
are shown. These are reported for samples produced with the TopPairMass scale and the
TopPairMT scale in Figure 4.6.

Figure 4.5: Predictions of the differential cross-sections of the top-quark pair production
are shown as a function of the rapidity (|y|) of the leading fragmented top quark. These
are shown for events generated with the TopPairMass scale (left) and the TopPairMT scale
(right). In these plots, “Herwig7 All Inclusive” represents the MadGraph+Herwig
samples produce as part of this study. Predictions are shown against 3.2 fb−1 of 13 TeV
pp collision data, recorded by the ATLAS detector, and unfolded to particle level from
the analysis described in Appendix A.1.1 (shown in black), as well as the two nominal tt̄
samples described in Section A.2. The factor ‘X’ listed in the legend is a normalisation
factor. The statistical uncertainties of the prediction are indicated by the error bars.

4.5.3 Findings

The production of merged, multi-leg tt̄ Monte Carlo samples at the next-to-leading order
accuracy, using the Matchbox framework of Herwig 7 has been tested and validated. It is
found from these distributions that throughout most of the phase space, the tt̄ process is
satisfactorily modelled, replicating the data for the distributions considered (within uncer-
tainties), although in the high pT regions, this is not so. It is expected that the data/MC
agreement of the Herwig 7 Matchbox samples could be improved by with more tuning,
as has been performed in the nominal samples. It is also worth noting the large difference
when using the different choices in scale setting, which may suggest that either one or
both of the scales is not suitable for describing this process at the order of perturbation
considered. Unfortunately, the performance of the Herwig 7 generated samples performs
slightly worse than the nominal throughout the distribution of the ptt̄T , and performs worse
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Figure 4.6: The pT of the additional leading jet is shown for events generated with the
TopPairMass scale (left) and the TopPairMT scale (right). In these plots, “Herwig7 All
Inclusive” represents the MadGraph+Herwig samples produce as part of this study.
Predictions are shown against 3.2 fb−1 of 13 TeV pp collision data, recorded by the ATLAS
detector, and unfolded to particle level from the analysis described in Appendix A.1.2
(shown in black), as well as the two nominal tt̄ samples described in Section A.2. The
factor ‘X’ listed in the legend is a normalisation factor. The statistical uncertainties of the
prediction is indicated by the error bars.

than the nominal in the region of high pT of the leading jet. The primary motivation of
this study was to determine the usefulness of the Matchbox Framework of Herwig 7 for
the production of future bulk MC samples for ATLAS analysis. It is concluded, in part
because of the large fraction of negative weights simulated by Herwig 7, that this is not
viable for larger statistic samples.
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Chapter 5

Reconstructed Objects and
Statistical Methods

In this Chapter we provide a detailed discussion of the reconstruction of final state objects,
to be used in a search for pair-produced leptoquarks. As discussed in Part II, the AT-
LAS detector provides a vast quantity of detector output relating to the energy deposits
of charged particles interacting with the various sub-detector components. In order to per-
form a high-level analysis of this raw data, it must be processed to reconstruct observable
variables that relate to the final state constituents of the fundamental process occurring at
the IP. To do so, highly robust reconstruction algorithms are developed and maintained by
various sub-groups within the ATLAS Collaboration. In Section 5.1 is a discussion of how
individual tracks and vertices are reconstructed within the ATLAS detector. Section 5.2
then proceeds to explain how higher-level variables can be built from this information, and
discusses the baseline selection placed on objects used in the reconstruction of leptoquarks.

Finally, in Section 5.3 is a discussion of the statistical methods used in establishing limits
or observations from the data, and in assigning levels of confidence to these statements. This
section provides a general overview of the frequentist techniques used, while the specifics of
how these techniques are implemented in the search for leptoquarks can be found in Section
7.1 of Chapter 7.

5.1 Tracks and Vertices

ATLAS reconstructs the tracks of charged particles passing through both the Inner Detector
and the Muon Spectrometer independently. From well reconstructed tracks we can then
determine a reliable measurement of their trajectory. This information then tells us about
both the origin, and the initial momentum of the charged particle (based on a measurement
of its curvature through a strong magnetic field). From this information we can then proceed
to reconstruct the vertex and the energy at which the particle was produced.

The reconstruction of individual tracks and vertices within the ATLAS detector to a
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high degree of certainty, with a low contribution of fake or mis-reconstructed tracks is a
difficult task. These challenges are compounded by the high pile-up conditions present
for the duration of Run II. This extreme environment means that the ATLAS detector is
subject to an extremely high track density, as can be seen in Figure 5.1. It is worth noting
that at present, this challenge is particularly relevant as we approach the high-lumi LHC.
To suitably meet the demands posed by this upgrade in luminosity, efforts are being made
to further improve our track and vertex performance in ever higher pileup conditions, see
Ref. [287]. Additionally, for a detailed and comprehensive review of tracking in ATLAS,
please refer to Ref. [288].

Figure 5.1: [289, 290] Event display taken from the first stable beam proton-proton
collision run of 2018, recorded on April 17, as part of the 139 fb−1 √s = 13 TeV pp collision
dataset. Here the high track multiplicity can be seen, originating from both the hard scatter
and min-bias collisions.

5.1.1 Tracks

In the ID, the interaction of charged particles with the silicon strips in the Pixel or SCT
results in a measured voltage output from the interacting cell termed a “hit”. Using a
three-dimensional mapping of the spatial location of each hit, we can then reconstruct the
trajectory of charged particles in three-dimensions as they pass through the many layers of
these detectors, where we call the sequence of hits deposited by a charged particle its track.
To determine individual tracks, we provide the positions of measurements of individual hits
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in our detector to a series of algorithms to reconstruct1 individual tracks to a high degree
of certainty.

ATLAS employs an “inside-out” tracking algorithm [291] to determine baseline recon-
structed tracks. The reconstruction of these tracks is instigated by a seed, as reconstructed
by the SiSPSeededTrackFinder [291]. A track seed is accepted when successive hits
are recorded in at least 3 layers within either the pixel or silicone tracking detectors, given
that they meet the fit requirements. Proceeding radially away from the IP, hits are sequen-
tially added to the track if they are found along its fitted trajectory, as determined using
a combinatorial Kalmann filter [292], with the successive hits being used to update the fit.
This procedure continues sequentially until a completed track candidate passes beyond the
SCT. If they conform with the existing fit, measurements in the TRT are then added to
the track. Finally, a global fit is applied to all ID hits after the track ambiguities have been
resolved.

Following the selection of these baseline tracks, ATLAS then employs an “outside-in”
tracking method [291], designed to catch tracks previously missed. The main types of tracks
that the “inside-out” method is likely to miss are those originating from secondary decays or
photon conversions. As suggested in the name, the “outside-in” method begins by forming
seed candidates from hits recorded in the TRT (the outermost component of the ID), using
only those that are not already included in the extended baseline tracks. Again, using a
Kalmann filter, the method proceeds radially inwards towards the IP.

5.1.2 Vertices

A vertex is the spatial position of a particle interaction, including both the production and
decay of particles. Both primary and secondary vertices are used in the reconstruction of
physics objects in this analysis. A primary vertex relates to the exact spatial position of the
hard-scatter within the ATLAS detector, of which there is only 1 in an event. A secondary
vertex is the location of the subsequent decay or interaction of a particle that was produced
in a previous vertex. There can be many secondary vertices in a single event. One such
source of observable secondary vertices that are used in physics analyses are the displaced
secondary vertex produced in the decay of a B hadron. These are relatively stable states,
and so the secondary vertex may occur at a distinguishable distance from the vertex at
which the initial b quark originated.

The reconstruction of primary vertices can be decomposed into two main elements;
vertex identification - in which tracks are associated to vertex candidates, and vertex fitting
- in which the position of each candidate is reconstructed. Initially, a seed position for each

1It is worth mentioning that ATLAS performs both an online and an offline reconstruction. The
former is used in trigger decisions, and as such is developed for a minimal latency, while the latter, which is
the subject of this section, is the more computationally expensive, and is developed to be used in physics-
analysis.
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vertex is selected based on the beam spot in the transverse plane.2 An iterative fitting
procedure is then performed [191]. This uses an adaptive fit with the seed position as the
starting point, and reconstructed tracks as input measurements. Each track is assigned
a weight according to it’s compatibility to the vertex candidate, with the position and
weightings being recalculated iteratively. The least compatible tracks are given the lowest
weighting, and subsequently the least impact on the fitted vertex position. After the final
iteration, the track weightings are evaluated, and tracks that are displaced from a fitted
vertex position by more than 7 σ are rejected from the reconstruction of that vertex, and
may instead be considered in the reconstruction of other vertices. The procedure repeats
until all vertex candidates within the beam spot region are found. From the vertices
reconstructed within the beam spot, the primary vertex is then identified as the one whose
associated tracks have the maximal Σp2

T .

5.2 Final State Objects

The composition of the final state targeted in the search for pair-produced leptoquarks
consists of charged leptons (either electrons or muons), and jets, which can be flavour
tagged via jet tagging algorithms. The acquisition of these objects from both ATLAS
data and simulation is provided by the Combined Performance (CP) groups, who maintain
tools that can be implemented within an ATLAS analysis in many different configurations,
specific to different use-cases. This section outlines the tools and configurations chosen
for this analysis, and the physical constraints imposed upon the selection due to these
choices. The definition of signal electrons and muons is provided in Sections 5.2.1 and 5.2.2
respectively, and the definition of jets is provided in Section 5.2.3. A detailed discussion of
the truth-tagging techniques, used to optimise the use of our Monte Carlo, is also provided
in Section 5.2.3.

5.2.1 Electron Definition

Electrons are reconstructed from ID tracks, which are matched to clusters of energy deposits
found in the EM Calorimeter. An object can then be identified as an electron after passing
selections on the track quality, the quality and shape of the EM clusters, and the track-
to-cluster matching. Measurements of the transition radiation (TR)3 are also used to help
distinguish electrons from charged hadrons over the energy range 1 < E < 200 GeV [293].

2The x and y positions of the seed are taken as the center of the beam spot, and the z position is taken
as the modal value of the z coordinates of all tracks at their point of closest approach to the center of the
beam spot.

3TR is emitted when a highly relativistic charged particle with a Lorentz factor, γ, of O & 103 crosses
the boundary between two materials of different dielectric constants. Transition radiation (in the form of
soft X-rays) emitted from the radiator are then absorbed in the gas inside the straw tubes of the TRT.
These then serve as detecting elements both for tracking and for particle identification.
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The e/γ Combined Performance working group then provides a set of selection tools
used for differing levels of electron identification in physics analysis, these include the
Loose, Medium, and Tight Working Points (WPs). These WPs select prompt electrons in
the central region of the detector (|η| < 2.47) and then apply a selection using a likelihood-
based (LH) identification. The inputs to this identification include measurements from the
tracking system, the calorimeter system, and variables that combine information from both.
For a full discussion on the parameters used, see Refs. [294, 295]. Using these parameters,
it is possible to apply a Loose, Medium, or Tight selection, where each category includes
the events of all tighter selections. The Loose, Medium, and Tight WPs all require at least
two hits in the pixel detector and seven hits total in the pixel and silicon-strip detectors
combined. For the Medium and Tight operating points, one of these pixel hits must be
in the innermost pixel layer (or in the next-to-innermost layer if the innermost layer is
non-operational). This is done to reduce the background from photon conversions.

A summary of the requirements for electrons in this analysis is provided in Table 5.1.

Electron selection
Feature Criteria

Pseudorapidity range |η| < 2.47 (and excluding 1.37 < |η| < 1.52)
Transverse momentum pT > 27 GeV

Object quality Not from a bad calorimeter cluster
Remove clusters from regions with bad HV (2016 data only)

Track to vertex association |dBL0 (σ)| < 5
|∆zBL0 sin θ| < 0.5 mm

Identification MediumLH
Isolation FixedCutLooseIso

Table 5.1: Electron selection requirements

Where dBL0 (σ) and |∆zBL0 sin(θ)| are the transverse and longitudinal separation of the pri-
mary vertex of the electron track from the proton-proton interaction point (IP).

As stated in Table 5.1, electron candidates with pT > 27 GeV, and in the region |η| <
2.47 (but excluding the transition region between the barrel and end cap EM calorimeters,
1.37 < |η| < 1.52) are considered. These candidates are then required to pass the selection
of the “Medium” WP, as discussed above, which achieves a reconstruction efficiency of 90%.

In order to increase the rejection of hadronic jets mis-identified as electrons, a Calorimeter-
based isolation requirement is also applied [294], using the WP “isFixedCutLooseIso”.

5.2.2 Muon Definition

Muons are initially reconstructed independently in both the ID and the MS. The Muon
Spectrometer provides tracking resolution through a combination of the Monitored Drift
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Tubes (MDTs) and Cathode Strip Chambers (CSCs).4 In the MS, the construction of a
muon track candidate using the outputs of these two sub detectors begins with a search for
a segment in each muon chamber.5 Segments formed in the MDT are reconstructed via a
straight-line fit to the hits found in each layer, while in the CSC, segments are built using a
combinatorial search in the η, φ plane. The search algorithm rejects cosmics and many other
background sources by requiring a loose compatibility with the collision point. Segments
generated in the middle layers of the detector (where more trigger hits are available) are
then used to seed a track candidate. This seed is then fitted with hits from segments in
different layers using a combinatorial search. At least two matching segments are required
to build a track, except in the barrel end-cap transition region where a single high-quality
segment with η and φ information can be used to build a track. ATLAS is then able to
fully reconstruct muons by combining the information from each sub-detector. From this,
there are four types of reconstructed muons available for use in an ATLAS analysis:

• Combined muons (CB) - reconstructed using hits from independently found tracks in
the ID and MS.

• Segment-Tagged muons (ST) - reconstructed using an ID track extrapolated to the
MS.

• Calorimeter-Tagged muons (CT) - reconstructed using ID track extrapolated to en-
ergy deposit in calorimeter (these are used in the region |ηµ| < 0.1, where the MS is
only partially instrumented).

• Standalone muons (SA) - reconstructed using hits in MS only.

More details on muon reconstruction can be found in Ref. [296].

The Muon Combined Performance Group (MCP) then provides 4 WPs of different selec-
tions on the variables used to isolate signal muons. These are; medium, loose, tight [297],
and high-pT [298]. The first three of these (medium, loose and tight) are inclusive selec-
tions, so that each category includes the events of all tighter selections. The high-pT
selection is a subset of the medium WP, designed to enhance the momentum performance.

To isolate a muon for use in a physics analysis (i.e. to select prompt muons with a
high efficiency, while suppressing background), one must apply identification requirements,
track reconstruction requirements, and trigger requirements, as will be discussed in this
section. The muons used in this analysis are defined as stated in Table 5.2.

4These are implemented in the higher pseudo rapidity ranges of 2 < |η| < 2.7, as they have a finer
granularity, and a higher time resolution, allowing them to cope with the increased track densities.

5Each MDT or CSC chamber is composed of multiple layers or “stations”, with each chamber providing
6 - 8 η measurements along the muon trajectory.
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Muon selection
Requirement Criteria

η Cut < 2.7
pT Cut > 27 GeV

Selection Working Point HighPt - (pT (µ) > 800 GeV)
Medium - (pT (µ) < 800 GeV)

Isolation FixedCutLooseIso
d0 Significance Cut 3
|z0| sin(θ) Cut 0.5 mm

Table 5.2: Muon selection requirements (the tighter selection on dSig0 and |∆z0sin(θ)|
ensures that cosmic muons are discarded).

For this analysis, we require muons to be in the region |η| < 2.7. We then use two WP’s
provided by MCP (these are documented in Ref. [296]) to reconstruct muons in different
regions of pT . This is done to maximise our muon selection efficiency for all pT regions.
The isMedium WP is used to reconstruct muons with a pT < 800 GeV, which is the default
selection for muons in ATLAS. This WP used both CB and SA muons. As such, the η
coverage of this WP is |η| < 2.7. The efficiency of this WP is more than 98% for muons
with pT > 40 GeV. For the high pT region (pT > 800 GeV)6 we use the HighPt WP. This
WP exclusively requires CB muons, and as such, the η coverage of this WP is |η| < 2.5.
This WP optimizes the momentum resolution for tracks with pT > 100 GeV. This is done
by requiring CB muons which pass the Medium selection and have at least three hits in three
different MS sites7 and rejects tracks from specific regions of the MS where the alignment
is sub-optimal. High pT muons are also required to have a q/P significance of less than 7
where q/P , or the “charge-to-momentum ratio”, is a variable introduced to help understand
the curvature of a track, based on the absolute value of its 3-momentum P (P = |~p|) and
electromagnetic charge, q. The q/P significance therefore gives the relative uncertainty of
the q/P measurement, defined as the absolute value of the difference between the ratio of
the charged momentum of the muons measured in the ID and MS divided by the sum in
quadrature of the corresponding uncertainties, as seen in Equation 5.2.1.∣∣∣∣∣ (q/P )ID − (q/P )MS√

σ(q/P )2
ID + (q/P )2

MS

∣∣∣∣∣ (5.2.1)

This means that a tight q/P significance cut will reject the tails of the ∆pT /pT distribution,
which removes any spurious muon momentum measurements.

While this selection reduces the reconstruction efficiency by about 20%, it is seen that it
6The choice of applying this WP above 800 GeV was arrived at and validated in agreement with the

MCP as a way to minimise any loss in efficiency due to the tighter selection, whilst also preventing any
exposure to the reconstruction of spurious muons.

7This is required such as to improve the sagitta measurement.
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also improves the pT resolution of muons above 1.5 TeV by approximately 30%, and avoids
badly measured muons. Our muon definition also includes the “isFixedCutLooseIso”
working point of the track-based muon isolation tool provided by MCP.

5.2.3 Jet Definition

This analysis uses AntiKt [299] with a radius parameter of R = 0.4.8 These are recon-
structed using topological clusters of energy depositions in the calorimeters called topo-
clusters [300]. The reconstruction of a topo-cluster begins with a “seed”, which is identified
as “cells with an energy deposit four times higher than the noise level”. The neighbouring
cells with an energy deposit two times above the threshold are added to the cluster and
finally the adjacent cells with non-zero energy deposit are added. These topo-clusters are
then used by the anti-kT jet-reconstruction algorithm with a radius parameter of R = 0.4.
A visualisation of what this clustering looks like for an R = 1 jet reconstructed with the
anti-kT algorithm is presented in Figure 5.2.

The anti-kT algorithm is an example of an infrared (IR) and collinear safe9 jet clustering
algorithm that uses the sequential recombination of pairs of particles to reconstruct the jet.
This algorithm first focuses on the recombination of the high pT contributions, and considers
the soft terms at the end, leading to a naturally IR safe algorithm with a well defined cone
shape that is not skewed by the soft and collinear branching.

A calibration of the jet energy scale (JES) is evaluated. This is then applied to both
simulation and data. The calibration applied to data is derived using in situ measurements,
using well-measured reference objects, including photons, Z bosons, and calibrated jets.
These account for differences in the jet response between data and MC, arising from the
imperfect description of the detector response and detector material in simulation, as well as
the hard scatter, UE, pile-up, jet formation and detector interaction. A detailed discussion
of the methods used is provided in Ref. [302]. A full definition of jets used in this analysis
is provided in Table 5.3. Jet cleaning is then performed on these via the JetCleaning tool,
which is discussed in more detail in Section 5.2.3. In order to suppress jets arising from
pileup a likelihood-based discriminant is used called the Jet Vertex Tagger (JVT [303]).
This uses information about the primary vertex, the jet pT and the track pT to construct
a likelihood of the jet originating from pileup. The JVT is only applied in the region of
phase space in which it was trained (20 GeV < pT < 120 GeV and |η| < 2.4). This JVT is
then applied in the “Medium” WP, providing a selection efficiency of 92%.

8Where R, the distance parameter of the AntiKt algorithm, regulates how far from the jet axis a cluster
may be, for it to be considered for addition to the jet.

9The requirement that the observable does not change in the case of a collinear splitting or in the case
of the emission of a soft particle
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Figure 5.2: [299] Jet clustering of parton-level events, reconstructed with the anti-kT
algorithm. These inputs are generated with the Herwig 6.5 [301] event generator. The
different colours are used to represent the different jets and their areas. It can be seen that
the anti-kT algorithm reconstructs conical jets that emphasise hard radiation, with only
the softer jets having more complex shapes. This property translates into reliable results
for various quantitative properties of the reconstructed jets, as outlined in Ref. [299].
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Selection requirements
Observable Requirement
Jet cleaning LooseBad

BatMan cleaning No
pT >45 GeV
|η| <2.5
JVT >0.59 for pT <60 GeV , |η|<2.4

Table 5.3: Selection requirements for AntiKt4EMTopoJets

Jet Cleaning

Presented here is a summary of the instructions provided for implementing jet cleaning into
an analysis. The full instructions are documented in Ref. [304]. Jets that are reconstructed
in the ATLAS detector can originate from a hard scatter proton collision or a non-collision
background process. Since both can be reconstructed as real physics objects in the detector,
it is important to have a set of selection criteria that can distinguish between them. In
ATLAS, the development and implementation of these criteria is known as jet cleaning.
Additionally, the presence of an unclean jet in an event can affect many other features of
that event, including but not limited to the Emiss

T calculation and calorimeter behavior.
Thus it is necessary to apply a second level of cleaning, designed to veto events that have
one or more unclean jets. Application of the cleaning criteria to all jets in an event and
using the jet-level information to make a cleaning decision at event-level is called event
cleaning. This analysis follows the 2017 recommendations for jet cleaning as set out in
Ref. [305]. This procedure is applied after the overlap removal (see Section 5.2.4) and pT
selection of pT (j1), pT (j2) > 45 GeV. This analysis uses the Loose working point of the jet
cleaning tool. The jet cleaning tool will reject events that does not pass the Loose cleaning
criteria. The exception to this is events (in the phase space of 20 < pjetT < 60 & |η| < 2.4) in
which an event is only rejected if it contains a jet which does not pass the cleaning criteria
but also passes the Jet Vertex Tagger cut of JVT > 0.59, i.e. the event is only rejected if
the “un-clean” jet is not considered to originate from pile-up.

b-Tagged Jets

The identification of jets originating from the fragmentation of a b quark (b-tagging) is
possible due to the relative stability of B hadrons, which have a lifetime of roughly 1.5 ps.
This longevity means that the decay of a B hadron will produce a secondary vertex that is
significantly displaced from the primary. As such, measurement of the Impact parameter
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(IP)10 of a considered track to the primary vertex is a useful tool in identifying b-jets. A
visualisation of this displaced vertex, and of how the measurement of the IP is constructed,
can be seen in Figure 5.3. Additionally, around 70% of the b-quark’s energy [306] will be
transmitted to the primary hadron in the b-jet. Moreover, the decay topology of a B meson
has characteristic properties, including a much higher decay ratio to c-hadrons than light
quarks (|Vcb| � |Vub|).

Figure 5.3: [307] A schematic showing the decay of a b-quark within a jet, and illustrating
some of the parameters used in its identification, including the displaced secondary vertex.

The b-tagging strategy employed in this analysis uses the higher level b-tagging algo-

10The IP is defined as the signed point of closest approach in longitudinal and transverse plane, where it
is positive if crossing the jet axis in front of primary vertex.
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rithm “MV2” [308]. The MV2 algorithm is a multi-variate b-tagging algorithm, which
uses lower level variables, such as the pT and η of the jet, as well as the information from
a series of lower-level algorithms, including IP2D, IP3D, SV1 [309, 310] and Jet Fit-

ter [311]. These are used to provide information about; the transverse and longitudinal
impact parameter, details of the secondary vertex, and the relation between the primary
and secondary vertices. These inputs are then used in a Boosted Decision Tree (BDT)
algorithm,11 using the ROOT Toolkit for Multivariate Data Analysis (TMVA) [312]. The
performance of this variant of the MV2 tagger can be seen in Table 5.4.

BDT Cut Value b-jet Efficiency [%] c-jet Rejection Light-jet Rejection τ Rejection
0.9349 60 34 1538 184
0.8244 70 12 381 55
0.6459 77 6 134 22
0.1758 85 3.1 33 8.2

Table 5.4: Performance of the MV2c10 b-tagging algorithm at the WPs with 60%, 70%,
77% and 85% selection efficiency, including benchmark numbers for the efficiency and re-
jections rates (the inverse of the efficiencies). These are calculated using tt̄ events, with the
main selection requirement being for jet pT to be greater than 20 GeV.

The algorithm is trained on a hybrid training sample, composed of both tt̄ and Z ′12

events. In total, 8 million events have been used for the training; 5 million tt̄ and 3 million
Z ′. Jets are required to pass the JVT and η requirements discussed in Section 5.2.3.
Jets from these samples are reconstructed using the AntiKt4EMTopoJets Jet collection,
as discussed in Section 5.2.3. The training has been performed with b-jets as signal and a
mixture of 93% light-jet and 7% c-jets as background. In this analysis, the WP of MV2c10

with a 70% selection efficiency is chosen. This WP allows us a good rejection of light jets,
with a large b-jet efficiency. The exact definition of b-jets used in this analysis can be seen
in Table 5.5

b-tagging selection
Jet collection AntiKt
Algorithm MV2c10
Operating point Eff = 70%

Table 5.5: Summary table of b-jet definitions

The performance of b-tagging algorithms is optimized and evaluated using dedicated MC

11A BDT is a type of supervised machine learning architecture, that employs ensemble learning to
improve performance by combining the predictions of many subsidiary decision trees in series, where each
tree attempts to minimise the errors of previous tree.

12Z′ is a BSM particle that has the same physics as the SM Z boson, but is much heavier. This particle
is chosen as it results in b-jets, with a much larger pT than are produced in tt̄ decays.
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samples. These samples are expected to be an imperfect description of all the relevant effects
that impact the performance of b-tagging algorithms in data. As such, the flavour-tagging
algorithms are calibrated by importing an ATLAS internal flavour tagging Calibration
Data Interface (CDI). These calibrations aim to reduce / eliminate the bias of different
simulations by providing data-to-MC scale factors (SFs). These are weights that reflect the
b-tagging efficiency as measured in data compared to MC, and can then be used to correct
the tagging efficiency in MC to that observed in data at the event level. The specific weights
used in this process are stored in the efficiency maps of the b-tagging algorithm. These are
determined by evaluating the performance of the algorithm using various nominal samples
(e.g. POWHEG tt̄, Sherpa W+jets, and Sherpa Z+jets samples) after a basic set of
event level selections.

C-Tagged Jets

Charm Tagging. The discrimination of jets originating from the fragmentation of a
charm quark is a much more challenging task than identifying the fragmentation of a b
quark. This is because the decay topology of a charm quark has similar features to that of
the b quark, but is less distinct in all aspects. Its mass is less separated from the lighter
quarks, the lifetime of a charm hadron is ≤ 1 ps [110] (0.5 ps less than that of a B hadron),
and the track multiplicity inside the jet of charmed meson decays is similarly less distinct.
Both flavours of heavy quarks have much harder fragmentations (compared to the light
quarks and massless gluons), with large fragmentation fractions into the weakly decaying
charmed hadrons [313] (D0, D+, D+

s and Λ+
c ). Additionally, the fragmentation of a c-quark

can be distinguished from that of a b-quark based on the topology of it’s subsequent decay,
as reconstructed via the JetFitter algorithm. In this way, similar variables that are used
in b-tagging are also useful in c-tagging, but are liable to yield poorer efficiencies.

Charm tagging is achieved using a combination of the DL1 [314] and MV2c10 discrim-
inants. Both algorithms use a similar combination of lower level variables and algorithms
(IP2D, IP3D, SV1 and JetFitter) as well as the pT and η of the jet. The DL1 tag-
ging algorithm uses these lower level discriminants as an input to a Deep Neural Network
(DNN) [315, 316]13 to produce three outputs, corresponding to the probabilities of a: charm
flavoured jet (pc), b flavoured jet, (pb) or light flavoured jet (plight). Each output is given
a probability between 0 and 1, with the probabilities summing to 1 (pb + pc + plight = 1).
The DNN is then trained on the same hybrid training sample used to train the MV2c10
algorithm, as outlined in Section 5.2.3.

While primarily designed for b-jet identification, the DL1 outputs are used following the
Neyman-Pearson lemma to define a one dimensional discriminant, applicable for c-tagging,
as expressed in Equation 5.2.2

13A DNN is a supervised machine learning architecture that passes input parameters through many layers
of weights and biases to arrive at a predicted value. It then iteratively adjusts these weights and biases to
minimise the error in it’s prediction.
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DL1 = ln
(

pc
fpb + (1− f)× plight)

)
(5.2.2)

where f corresponds to a weight attributed to the probabilities pb and plight.14

Working Point. A working point is a tuned set of an algorithms parameters that has
been validated and recommended for use. The optimised c-tagging working point used in
this analysis (discussed in detail in Ref. [317]) is labeled as CTag_Tight_Veto_MV2c10_FixedCutBEff_70.
This WP was developed for the ongoing VH(cc) analysis [317]. This WP is found to have
a c-jet selection efficiency of 27% a b-jet rejection of 12 and a light-jet rejection of 59.15 A
summary of the requirements applied to charm tagged jets is provided in Table 5.6.

c-tagging selection
Jet collection AntiKt4EMTopo
Jet selection pT > 45 GeV

|η| < 2.5
JV T < 0.59

Algorithm MV2c10 (Veto)
DL1 (CTag)

Operating point FixedCutBEff_70 (Veto)
CTag_Tight_Veto_MV2c10_FixedCutBEff_70 (CTag)

CDI 2017-21-13TeV-MC16-CDI-2019-07-30_v1_CustomMaps(Veto)
2017-21-13TeV-MC16-CDI-July10_2019(CTag)

Table 5.6: Summary table of c-jet definitions

The c-tagging WP used in this analysis is designed to veto the presence of b-jets using the
same 70% b-selection efficiency WP of MV2c10, as discussed in Section 5.2.3. Therefore
the DL1 selection is only applied once a jet has failed the b-tagging requirement of the
MV2c10 algorithm. As both the MV2c10 and DL1 algorithms are used in tandem in this
strategy, the derivation of the relevant data-to-MC SFs (as previously discussed) requires
a dedicated flavour tagging calibration.

Application of Charm Tagging in a search for LQ Pair production. In the c-
tagging strategy employed by this analysis, there are three bins containing the different
flavours of jets that can be identified using flavour tagging methods. These label individual
jets as originating from the fragmentation of either a b-quark, c-quark or a light quark.
Three categories are then defined to ensure that all events containing a charm tagged jet
are grouped together, and labelled as c-tag. Subsequently, all remaining events that have a

14This value is correlated to the fraction of c-jets in the training sample
15Rejection factors are quoted as the probability of a tagged event originating from a differently flavoured

jet. i.e. a light jet has a efficiency of being identified as c-tagged of 1/59
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b-tagged jet are then labelled as b-tag and finally, all events with 0 tagged jets are labelled
as “un-tagged”. This is summarised in Table 5.7.

c-tag b-tag un-tagged
cq 3 7 7

cb 3 7 7

cc 3 7 7

bb 7 3 7

bq 7 3 7

qq 7 7 3

Table 5.7: Categorisation of c-, b- and un-tagged jets, based on the targeted flavour of
the leading hadronised quark, labelled as q for up, down and strange quarks, c for charm
quarks and b for bottom quarks.

Truth-Tagged Jets

Due to the very high rejection of light and charm tagged jets, when using the MV2c10
flavour tagger it is possible to improve the statistical precision of our MC by applying a
weight to each event based on the number of jets, tagging efficiencies and scale factors, as
opposed to rejecting events that fail the cut. This procedure in ATLAS is rather unhelpfully
called ‘truth-tagging’.

In this analysis truth-tagging is only used for 2 tagged events for the Z and W MCs,
where there are no true b-jets in the event.

Truth-tagging uses two components of each event; the event weight (ωTT ) and exact
number, m, of tagged jets, out of the total n-jets contained within the event. Therefore, for
a set of n-jets, the possible configurations of tagging the sub-set of m-jets can be denoted

as

(
n

m

)
. For a given tagged configuration, referred to as the ith combination, and denoted

as

(
n

m

)
i

, the total number of remaining configurations is:

(
n

m

)
=

(
n

m

)
−

(
n

m

)
i

=

(
n

m

)
− 1 (5.2.3)

The efficiency and inefficiency products are therefore:

ε

((
n

m

)
i

, x, f

)
=
∏
jεm

εfx(j) (5.2.4)

and

εin

((
n

m

)
i

, x, f

)
=

∏
jεn−m

(1− εfx(j)). (5.2.5)
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Where εfx(j) is the tagging efficiency for jet, j, of flavour, f , at an efficiency working
point, x, and jεm(n − m) refers to the pool of (non-)tagged jets. Therefore, the event
weight for m truth-tagged jets can be expressed as;

ωTT (x) =

∣∣∣∣
n
m


∣∣∣∣∑

i

Pi(x) (5.2.6)

where

Pi(x) = ε

((
n

m

)
i

, x

)
εin

((
n

m

)
i

, x

)
. (5.2.7)

Consequentially, each ith combination of m tagged-jets has the probability Pi(x)/ωTT (x)

of being truth-tagged, meaning a single truth-tagged combination can be randomly selected
based on this probability. Once a single combination is selected and the jets tagged, the
event is then scaled by the factor ωTT . Subsequently, a comparison of this method to the
direct tagging approach16 was made, and the two methods were found to have good closure,
justifying the decision not to apply additional systematic uncertainty on this method.

5.2.4 Overlap removal

Objects are reconstructed and identified separately and independently. As such, it is possi-
ble for multiple types of objects to be reconstructed from the same detector input, leading
to falsely reconstructed final state objects. To reduce the effects of this, an overlap removal
procedure is applied to remove any double counting. The procedure followed for doing
this is the same as that followed by the VH → bb analysis [318], and follows the ATLAS
recommendations prescribed in Ref. [319].

A summary of the procedure goes as follows;

• electron-electron: remove the lower pT electron if two share the same track.

• electron-muon: remove the electron if it shares the same ID track with a muon OR
remove the muon if it is a calo-muon.

• electron-jet 1: remove jets within ∆R = 0.2 of any surviving electron.

• electron-jet 2: remove electrons within ∆R = min(0.4, 0.04+ 10 GeV
pelectronT

) of the surviving
jet.

• muon-jet 1: remove jets within ∆R = 0.2 of any surviving muon if the jet has less
than three associated tracks with pT > 500 MeV or both of the following conditions

16In which no truth tagging weights are applied, and events are rejected if they do not pass the relevant
tagging selection
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are met: the pT ratio of the muon and jet is larger than 0.5 ( p
µ
T

pjetT
> 0.5) and the ratio

of the muon pT to the sum of pT of tracks with pT > 500 MeV associated to the jet
is larger than 0.7.

• muon-jet 2: remove muons within ∆R = min(0.4, 0.04 + 10 GeV
pmuonT

) of the surviving jet.

5.3 Profile Likelihood Method

The axiomatic foundations of the field of modern probability theory were first laid out
by Kolmogorov in 1933 [320]. The expansion into this new field of mathematics provided
a methodology by which we can obtain knowledge of random processes. These are pro-
cesses by which the outcome cannot be predicted with certainty, and for which repeated
identical experiments have a finite chance of providing different results. In particle-physics
applications, the reason for this inconsistency in experimentation can be attributed (simply
speaking) to either true reflections of the fundamental physics, or limitations of the exper-
iment. These can be considered in the field of probability as sources of uncertainty. These
limitations in the experiment can be further divided into either reducible17 or irreducible
sources of uncertainty. The field of probability outlines methods by which we can then
make statements about the characteristics of these random processes, and assign levels of
uncertainty to these statements.

This Section describes the frequentist approach to deriving statistical tests of the com-
patibility of observed data with simulated theoretical models. The use of frequentist statis-
tics in the derivation of confidence intervals of physical parameters in New Physics (NP)
searches at particle physics experiments has been strongly advocated since Feldman and
Cousins’ paper in 1997 [321]. This approach of presenting confidence-interval and exclusion-
interval based interpretations of a frequentist statistical analysis is now popular in many
far ranging analyses of HEP data.

The notation used herein follows that used in the lecture course on probability and
statistics presented at the AEPSHEP2012 physics school [322], which provides a useful
resource for further studies on the subject.

5.3.1 Likelihood

A Probability Distribution Function (PDF) is used to determine the probability of a mea-
surement, “X” of a distribution, x, to be within a range of values. This is done by integrating
the PDF, “P(x)”, over said range;

P(X in the range [x, x+ dx]) = P(x)dx (5.3.1)

17Limitations in the design of the experimental apparatus
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PDFs that can be wholly described by a finite set of parameters (θ), are termed “parametric-
PDFs”. Here, a PDF will give the probability of arriving at measurement “X” given the
values of each θ. The shape of a parametric-PDF can then be determined as a function of
its variables, “xi”, and parameters “θi”, “P(xi; θi)”. The shape of this PDF can be derived
through a sequential estimation of its parameters. Taking a n-dimensional PDF with k

parameters, P(x1, ..., xn; θ1, ..., θk), we can estimate the parameters, θk, with estimators
denoted θ̂k, where we can assign a confidence interval to our estimator, of P(θa < θ̂ <

θb) = α. To determine these estimators, we can turn to the Maximum Likelihood (ML)
theorem, whereby we first must formulate the likelihood as a function of these parameters
(L(θk)), using the PDF, as shown in Equation 5.3.2,18 where the index, “N ” represents the
analytical region considered.

L(θ1, ..., θn;x) =
N∏
i=1

P(x; θ1, ..., θn) (5.3.2)

We then assign estimators (θ̂) of the θ values that maximize this function, and give the
greatest probability of producing the observed data. These estimators are taken to form
Gaussian distributions, with variances σ̂θ that are extracted from the covariance of L around
its maximum.

L(θ̂k;x) = maxθL(θk) (5.3.3)

Exact analytical solutions for equation 5.3.3 are constrained to only a few situations. More
commonly, an evaluation of the likelihood around the parameter space is performed, to
find the estimator θ̂ that minimises −lnL (the “negative log-likelihood”,or NLL). Statistical
errors on these estimates can be calculated using the co-variance matrix where, in general,

− 2∆lnL = −2

[
lnL(θ)− lnL(θ̂)

]
=
∑

(θi − θ̂i)
∑−1

i,j
(θi − θ̂j) (5.3.4)

This co-variance matrix,
∑−1

i,j , maps contours of variance σθ which relate to the confi-
dence intervals around the ML point. Here, the contours around the estimator θ̂, taken in
the region of −2∆lnL < 1 for a single parameter likelihood function would define a 68%
confidence interval around the ML point. Therefore the Maximum Likelihood estimation of
the parameter θ would be quoted as θ̂± σ̂θ. This co-variance, however, only estimates sta-
tistical sources of uncertainty. In experimentation, we must also evaluate other, systematic
sources of uncertainty. To do this, we re-consider the parameterisation of our parametric-
PDFs. Here, we distinguish the parameters of interest (POI) that we search for, denoted
“µ”, from those that hinder our measurement but must also be estimated, the nuisance

18Here, we have made a subtle change; the PDF, P(x; θ) gives the probability observing the data, x, with
the model parameters, θ, where as the Likelihood function L(θ;x) gives the likelihood of the parameters
taking certain values given that we’ve observed the dataset, x
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parameters (NP). These NPs are categorised as either Type I for which the data set can be
used to constrain the parameter, such as the normalisation of a certain background, and
Type II, for which the uncertainty is due to model assumptions or uncontrollable limita-
tions of the data. Notably, Type I NPs can be constrained (reduced) by a larger data set,
whereas Type II are independent of the sample size. By modifying the likelihood function
to reflect the separation of NPs and POIs, Type I NPs can be assessed by introducing a
control sample, “y”, to constrain these NPs, and assigning a specific likelihood to the NPs,
and then profiling this specific parameter for a fixed value of µ.

L(µ, θ) = Lµ(µ, θ)Lθ(θ)L(x, y;µ, θ) = Lµ(x;µ, θ)Lθ(y; θ) (5.3.5)

We then maximise the likelihood with respect to the NP, θ, for a given value of µ. By
sequentially profiling all the NPs in this way, we arrive at a function that depends only on
µ. This procedure is known as the Profile Likelihood Method (PLM).

Profile Likelihood Fit To relate how this likelihood fit is performed in practice, we first
consider a histogram, “N ”, with i bins, which is composed of both a background content,
and an un-known signal content; we can write the expected contents of each bin as

E[ni] = µsi + bi. (5.3.6)

Where µ is a parameter that modifies the strength of the signal, with no signal given by
µ = 0 and the full signal content given by µ = 1. Here, the probability of the signal and
background contents of the ith bin (si and bi respectively) are calculated by integrating
their PDFs. These can subsequently be seen in Equations 5.3.7 and 5.3.8 for signal and
background respectively.

si = stot

∫
i
fs(x; θs)dx, (5.3.7)

bi = btot

∫
i
fb(x; θb)dx, (5.3.8)

Where fs and fb are the signal and background PDFs (paramaterised by θs and θb re-
spectively) and stot and btot are the total mean numbers of signal and background events
predicted by MC for signal and background respectively. The likelihood function can then
be constructed as the product of Poisson probabilities for all bins.

L(µ, θ) =

N∏
j=1

(µsj + bj)
nj

nj !
e−(µsj+bj) (5.3.9)

By modifying the Likelihood function to reflect the separation of NPs and POIs, Type I
NPs can be assessed by introducing a control sample, in the form of a dedicated histogram,
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“M ”, of k bins, which is enriched in the process that is to be controlled. Again, as was
shown in Equation 5.3.6, the expected contents of each bin can be written as,

E[mk] = uk(θ), (5.3.10)

where again, uk is the PDF of the control sample, described by parameters θ. This his-
togram is then used to constrain these NPs by assigning a specific likelihood to the NPs,
and then profiling this specific parameter for a fixed value of µ. These NPs then contribute
Poisson probability terms to the Likelihood function, of;

M∏
k=1

umkk
mk!

e−uk (5.3.11)

5.3.2 CLs method

In Section 5.3.1, we discussed methods used in parameterising functions to describe the
PDF of a variable, and the likelihood of different observations of this variable. We will
now go on to discuss the different hypotheses that can be used to explain these observa-
tions, and the statistical tests that can be performed to test said hypotheses. The tool
which is used to assess the agreement of a hypothesis with observations is called a test
statistic, usually denoted “q”, which is used to compare data with the expectation of the
null hypothesis. The outcome of the hypothesis test is presented in terms of a p-value,
which gives the probability of a hypothesis producing an agreement which is worse than
the one reported. p-values are used to indicate the validity of the null hypothesis. They
present the probability of observing a result or one more extreme given the null hypothesis
to be true. If this probability is low, it provides an indication that the null hypothesis is
in fact unlikely, and subsequently motivates an alternative hypothesis. These tests can be
visualised by plotting the PDF of the test statistic, as shown in Figure 5.4. We then find
the p-value of a more extreme measurement than the observation under the null hypothesis.
In this application, we consider one-sided hypothesis tests, whereby we only consider the
probability of a measurement that is greater than the observation. This is calculated by
integrating the PDF of the test statistic for all real values greater than the observed.

Both confidence levels and exclusion / discovery potential are achievable when per-
forming hypothesis tests using the frequentist “CLs method” [323, 324] which derives these
values from the PDFs of the test statistic, as defined in Equation 5.3.12;

q = −2ln(Q), where Q =
L(s+ b)

L(b)
(5.3.12)

or “the ratio of likelihoods for the two hypotheses of interest”. Here, “b” denotes the null
hypothesis, in which the data is described by the known background processes. In the
event that the data allows the null hypothesis to be rejected to a high level of confidence,
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Figure 5.4: Example of the PDF distributions for both the background only (blue line)
and the signal + background (green line) hypotheses, for a considered test statistic. Here,
the integral of the PDF from the observed point (red), to infinity, gives the CLs+b of the
signal + background hypothesis, here filled in yellow and labelled as pµ. Additionally, the
integral from the observed point (red), to minus infinity indicates the 1−CLb value of the
background-only hypothesis, filled in purple and labelled as 1 − pb. These are related to
the probabilities, under the assumption of each hypothesis, of an observation at the point
measured, or one that is more extreme. As such, it is likely in this instance that the signal
hypothesis will be accepted, as the p-value, pµ, is large.
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an alternative hypothesis can be suggested, in which both known backgrounds, and New
Physics is required to explain the data. This is then denoted as the signal+background
(“s + b”) hypothesis. By defining the test statistic as in Equation 5.3.12 we find that,
roughly speaking, positive values of q are consistent with a “background-like” scenario, and
negative values indicate a “signal-plus-background” scenario, while all values close to zero
indicate a poor sensitivity, so that we cannot distinguish clearly between the two scenar-
ios. This method outlines a framework which allows confidence levels to be ascertained by
calculating the p-value for each of these hypothesis, denoted as the CLb and CLs+b confi-
dences, respectively, with an approximate19 confidence in a signal-only hypothesis denoted
as CLs.20 Calculation of the CLs+b performs well when computing the expected fraction of
signal+background experiments with counts ns+b < nobserved, but only for experiments in
which the contribution from the background is nb ≤ nobserved. A simultaneous downward
fluctuation in both signal and background can lead the standard 95% benchmark for con-
fidence intervals to report an exclusion of the signal in such situations. To resolve this, a
modification of the p-values, “CLs”, is introduced, as shown in Equation 5.3.13.

CLs(µ) =
pµ

1− pb
=
CLs+b
CLb

(5.3.13)

Although not technically a p-value (a ratio of probabilities is not a probability), this
serves as a useful definition, as it protects from statistically limited situations in which
data fluctuates downward with respect to the background-only prediction. Such a situation
may exclude any signal model with high confidence, and suggest a greater sensitivity than
is available. Note therefore that the CLs method gives a conservative limit. CLs will
always be greater than CLs+b, resulting in a weaker upper limit. Many ATLAS and CMS
searches for exotic particles now, in keeping with the recommendations from the LHC Higgs
Combination Group [325], use the profiled likelihood ratio as the test statistic, calculated
as;

q̃µ =


−2 ln L(µ,

ˆ̂
θ(µ))

L(0,
ˆ̂
θ(0))

µ̂ < 0

−2 ln L(µ,
ˆ̂
θ(µ))

L(µ̂,θ̂)
0 ≤ µ̂ ≤ µ

0 µ̂ > µ

(5.3.14)

Which tends to a χ2 distribution, with 1 d.o.f. Here, ˆ̂θ are the fitted values of the NPs
at fixed values of the signal strength, and the POI, µ, is taken to be the signal strength

19This can only ever be an approximation of a signal-only hypothesis, for as long as there is background
in the experiment.

20In scenarios in which the PDFs of the s+ b and b hypothesis are well separated, then the CLs ≈CLs+b,
however, in scenarios in which the PDF of the signal and background hypothesis are highly overlapping, the
confidence interval quoted for any physical parameter must be clearly understood as the compatibility of
the observed data with the signal considered, and not the other way around (i.e. the signal-only hypothesis
(“s”) is increasingly misleading, the more that the PDF of the “b” hypothesis contaminates that of the “s”
hypothesis).
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modifier, calculated as the ratio of the observed and expected cross sections (µ = σ/σSM ).
µ̂ and θ̂ are the fitted values when both µ and NPs are all free to vary in the ML fit.
This definition of the q̃µ provides estimates of the compatibility of the data with the µ
hypothesis. For the case of q0, a one sided prescription is used, in which we assign q̃µ = 0

if the value of µ̂ is found to be above the hypothesis. Additionally, for cases in which
µ̂ < 0, we take µ to be 0, to avoid technical issues with negative PDFs. The numerator of
Equation 5.3.14 is the conditional maximum-likelihood estimator of θ, where ˆ̂θ is the value
of θ that maximises L for a given value of µ. The denominator of Equation 5.3.14 is then
the unconditional ML function, where µ̂ and θ̂ are the ML estimators. p-values can then
be calculated for both the null (pb) and alternative (pµ) hypothesis,

pµ =

∫ ∞
q̃obsµ

f(q̃µ|µ, θ̂obsµ ) dq̃µ, (5.3.15)

1− pb =

∫ ∞
qobs0

f(q̃µ|0, θ̂obs0 ) dq̃µ, (5.3.16)

where θ̂obs0 and θ̂obsµ are the nuisance parameters after fitting with data, f(q̃µ|µ, θ̂obsµ ) and
f(q̃µ|0, θ̂obs0 ) are sampling functions.

Calculating both the significance for a specific data set and the expected significance
for a given hypothesis can require computationally expensive Monte Carlo calculations
(colloquially known as Toys). It is shown in Ref. [326], however, that using the results
of Wilks [327] and Wold [328] in the large sample limit approximation we can use an
asymptotic formula to quickly and accurately evaluate p-values, with studies showing good
closure between the asymptotic approximation and the Toys evaluation of these values. To
do this, we must construct an artificial data set denoted the “Asimov data set” , which we
define so that the estimators it evaluates for all parameters are the true parameter values.

As mentioned previously, the frequentist approach, and more specifically, the PLM is
strongly advocated in the search for New Physics. CLs based confidence intervals are
frequently used to establish constraints on physical parameters of exotic BSM candidates,
and the method has been used in the reporting of significant discoveries such as the Higgs
discovery [9]. We will proceed to discuss the implementation of the PLM in this Thesis in
Section 7.1.
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Chapter 6

Search for scalar LQ pair production

This Chapter discusses the “cut-and-count” based approach to reconstructing and selecting
potential candidates for the pair production of leptoquarks from 139 fb−1 of ATLAS data.
The final states considered in this analysis contain charged leptons of the first or second
generation (electrons or muons) and all quarks, excluding the top quark (u, d, s, c, b). For
simplicity, it is assumed that both LQs decay via the same decay mode. This search is
the first to consider LQ models in which the LQ can decay between leptons and quarks of
different generations, e.g. decaying to both a 3rd generation quark (b) and a 1st generation
lepton (e) in the process LQLQ→ bebe. This is also the first time in ATLAS that Lepto-
quarks have been searched for using both dedicated b- and c- flavour-tagging techniques.
The publication documenting this analysis and its findings can be seen in Ref. [1]. This
Chapter presents the implementation of the statistical method, as outlined in Section 5.3
of Chapter 5, where signal like events are excluded from ATLAS data to within a 95%
confidence level.

The structure of this Chapter is as follows; An overview of the analysis is first presented
in Section 6.1. The basic Preselection of candidate events is then outlined in Section 6.2,
with the specific definitions of the analysis regions used in the isolation of different processes
discussed in Section 6.3. Finally, the overall analysis strategy including the background
contributions, modeling challenges and systematics strategy is then presented in Section
6.4.

6.1 Event Reconstruction and Selection

In selecting events to be considered in this analysis, one first applies a “preselection”. This
requires events to have the correct topology, and to contain objects that pass the basic
requirements of the object definitions. These selections largely follow those of Ref. [176].
The preselection also encompasses the trigger selection and data quality checks.

The subsequent stage in event selection is to design requirements on final state objects
in such a way as to maximise signal yield, and the removal of background processes. This
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is done by constructing a Signal Region (SR) that identifies the kinematics of the signal
Monte Carlo that best distinguish it from background processes. Similarly, Control Regions
(CRs) can also be developed to isolate certain backgrounds from other processes, allowing
us to study them in detail, and constrain them in the fit. The construction of these regions
is discussed in Section 6.3.1.

6.2 Preselection

All data events must pass the GRL selection in order to reject periods of unstable beam or
detector conditions. In order to reject events with jets reconstructed from calorimeter noise
or beam halo background, events are vetoed based on a few discriminating variables of the
calorimeter clusters such as LAr signal shape or total energy of cells that have negative
energy.

Additionally, events are required to contain at least one primary vertex. Lastly, based
on the final state signature, we can apply a basic event selection that defines the signal
process. It is evident that we will require at least 2 jets (njet ≥ 2), and exactly 2 oppositely
charged, same flavour (OSSF) leptons (n` = 2), that are required to be above the lepton
trigger threshold. Due to the large mass constraints placed on the LQ candidates, as dis-
cussed in Section 2.8, it can also be inferred that the pT of the leading and sub-leading
lepton (pT (`1,2)) and the leading and sub-leading jet (pT (jet1,2)) will be large. Finally,
an additional cut is implemented on the mass of the dilepton system (m`` > 130 GeV) to
avoid the mass peak of Z boson decays.

As such the following initial selection is applied:

• n` = 2

• njet ≥ 2

• pT (`1,2) ≥ 27 GeV

• pT (jet1,2) ≥ 45 GeV

a further cut is applied on the transverse momentum of the two lepton system of pT (``) ≥ 75

GeV. This cut removes a large fraction of the Z+jets background while keeping the majority
of the signal. Additionally, backgrounds from W and top processes can be suppressed by
rejecting events with large Emiss

T . The resolution of the reconstructed Emiss
T increases with

pT , so applying a fixed cut can produce a smaller signal efficiency at large mLQ. As such,
we choose to apply a selection on the significance of the Emiss

T in the event, defined as
Emiss
T /

√
HT , which we require to be less than 3.5 GeV1/2. In the reconstruction of this

variable, we use an event based calculation of the Emiss
T , defined as the imbalance in the
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total transverse momentum of all leptons and jets. This calculation also accounts for a
track-based soft term [329] that provides the contribution from particles from the collision
(tracks that are associated to the primary vertex), which are not already included in the
Emiss
T calculation. HT is defined as the scalar sum of the pT of all lepton candidates and

selected jets in the event. This variable effectively produces a looser cut on Emiss
T as mLQ

increases.

It is evident that this method of determining the Emiss
T /

√
HT is dependent on a good

reconstruction of the ET of all final state objects. This is problematic in the muon channel,
however, where the ET is reconstructed from the curvature of the muon track. As such, at
higher pT , where the curvature of muons is reduced, the ET reconstruction performs poorly.
In the high mass region this translates to a worse performance of the Emiss

T /
√
HT cut in

the muon channel with respect to the electron channel (where the Emiss
T reconstruction is

provided by the EM calorimeter). This can be seen in Figure 6.1. It is evident, therefore,
that this reflects a limitation in the event selection for the muon channel of this analysis,
and has a material impact on the performance of the limits derived in this channel. It
is recommended that future iterations of this analysis avoid this selection, and find an
alternative way to control their W and top background contributions for so long as there
is no improvement in the reconstruction of the momentum of high pT muons.
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Figure 6.1: Emiss
T /

√
HT distribution in the 0 b-tag Signal Region, showing the LQ → se

and LQ→ sµ signals for both a low mass (mLQ = 400 GeV) and high mass (mLQ = 1500
GeV) signal. In these plots, the Emiss

T /
√
HT < 3.5 GeV1/2 requirement has been relaxed

for illustrative purposes, and the overflow bin is populated with events outside the x-axis
range. From these plots, it can be seen that the Emiss

T /
√
HT is well described in both

channels at low mLQ, but performs considerably worse in the muon channel at high mLQ,
due to the poor momentum reconstruction of muons at high pT .

104



CHAPTER 6. SEARCH FOR SCALAR LQ PAIR PRODUCTION

6.2.1 Trigger Selection and Data Cleaning

Events considered in this analysis are triggered by at least one of the un-prescaled single
lepton triggers (SLT) (electron or muon). It is required that one of the selected leptons
must have fired the trigger. For the electron channel, events are required to have at least
one electron with pT > 24 GeV, which satisfy the ‘medium’ identification criteria and ‘loose’
isolation requirements (in later data-taking periods the pT threshold is raised to 26 GeV
and identification changed to ‘tight’), or at least one electron with pT > 60 GeV that
applies the ‘medium’ identification criteria but makes no requirements on the isolation, or
at least one electron with pT > 120–140 GeV (depending on the data-taking period) that
satisfies the ‘loose’ identification criteria. In summary, the lowest pT un-prescaled single
electron triggers in each data collection period is used. These are summarised in Table 6
of Ref. [330].

For the muon channel, events are required to have a muon with pT > 20–26 GeV
(depending on the data-taking period) and satisfy a ‘loose’ isolation criteria or at least one
muon with pT > 50 GeV without other requirements. The list of the lowest un-prescaled
single muon triggers used in each data collection period are presented in Table 7 of Ref. [330].

6.3 Event Selection

A ranking is applied to the jets used in the reconstruction of leptoquarks. This is done to
ensure that in events with one or two tags, the leptoquark that is reconstructed is comprised
of the tagged jet(s) used in its identification. For the LQ → be and LQ → bµ channels
a tagged jet means it is b-tagged. For the LQ → ce and LQ → cµ channels a tagged
jet means it is either b- or c-tagged, where jets are first tested to be b-tagged, and then
c-tagged. The selection of jets to be used for the leptoquark reconstruction is as follows:
for events with 0 tagged jets, the leading and sub-leading jet are used in the leptoquark
reconstruction. For events with one tagged jet, the tagged jet is taken to be the leading
jet, and the leading non-tagged jet is taken to be the sub-leading jet. For events with two
tagged jets, the leading and sub-leading b-tagged jets are considered for physics analysis.

6.3.1 Region Definition

Events can be categorised based on the multiplicity of tagged jets observed in the event.
Different strategies are implemented when categorising the tag multiplicity in the event.
The different strategies are designed to provide optimal sensitivity for the quark flavour
composition of the LQ decay being targeted. Firstly, a b-tagging strategy is applied when
targeting LQ decays involving a b-quark or a light-quark, using the b-tagging algorithm
and definitions outlined in Section 5.2.3. Here, for decays involving a b-quark, events are
sub divided into 0-, 1- and 2-tag categories, while decays involving a light-quark group
these categories, along with the > 2-tag category. We label this as the “pretag” category.
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Secondly, a c-tagging strategy is applied when targeting LQ decays involving a c-quark.
This strategy uses the c-tagging algorithm as outlined in Section 5.2.3, and categorises
events to be either c-tagged, b-tagged or untagged.

Signal processes in this analysis are required to decay to a final state consisting of two
lepton-jet pairs, where the leptons are of the opposite charge and are required to be of the
same flavour (OSSF). As such, leptoquarks used in this analysis are reconstructed by finding
the two lepton-jet pairs with the minimal mass difference. These two lepton-jet pairs are
then ordered in mass, and taken to be the high and low mass LQs. We then calculate the
asymmetry of the mass of these two lepton-jet pairs, as shown in Equation 6.3.1.

Masym
`j =

m0
`j −m1

`j

m0
`j +m1

`j

. (6.3.1)

Wherem1
`j (m

0
`j) are the low (high) mass lepton - jet pair. This is based on the approach

used in Ref. [178]. This variable is then used to define the signal region (SR), and two control
regions. Additionally, the average mass of the two reconstructed lepton-jet pairs is selected
as the discriminating variable on which to measure the observed and expected production
cross sections.

mAv
LQ =

mmax
`j +mmin

`j

2
(6.3.2)

The SR is defined as |Masym
`j | < 0.2, the sideband (SB) is defined as 0.2 < Masym

`j < 0.4

and the extended SB is defined as |Masym
`j | > 0.4. Figure 6.2 demonstrates these three

regions graphically.
These regions outlined in Figure 6.2 then play an important role in isolating signal

processes and in validating our data / MC description (prior to the un-blinding of the
analysis). We find that the distribution of the Masym

`j variable is well described for all
values, by MC events, as shown in Figures 6.3 & 6.4, where we show all three regions
(SR, SB & extended SB) with a 1 TeV LQ → b` signal in the muon and electron channel
respectively.

A control region with a high purity of tt̄ background (top CR) is defined by mimicking
the SR selection, but modifying the lepton selection to require exactly 1 electron and 1
muon of opposite charge, changing the requirement from OSSF leptons to instead require
Opposite Sign, Opposite Flavour (OSOF) leptons. This selection is used to normalise
the top background and estimate the systematic uncertainty on the modelling of the top
background (as discussed in Section 6.4.3).

Additionally, a Z control region (Z CR) is selected by placing a requirement on the
invariant mass of the two leptons to be between 70 GeV and 110 GeV. As with the SR,
SB and extended SB, these leptons are required to be OSSF. This selection is used to
estimate the systematic uncertainty on the modelling of the Z background (as discussed in
Section 6.4.3).
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Figure 6.2: Definition of SR, SB and extended SB regions based on mass asymmetry, as
defined in Equation 6.3.1, where m0

`j (m1
`j) are the low (high) mass lepton - jet pair.

Z CR Extended SB SB SR Top CR
n` = 2
njet ≥ 2

pT (`1,2) > 27 GeV
pT (jet1,2) > 45 GeV
pT (``) > 75 GeV

Emiss
T /

√
HT < 3.5 GeV1/2

70 < mll < 110 GeV m`` > 130 GeV
OSSF OSOF

N/A |mAsym
`j | > 0.4 0.2 < mAsym

`j < 0.4 |mAsym
`j | < 0.2

Table 6.1: Summary of the preselection and region-specific selections applied.
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Figure 6.3: The asymmetry of the leading and sub-leading reconstructed LQ mass is
shown in the muon channel. This combines the signal, sideband and extended sideband
regions. The full discussion of these regions is provided in Section 6.3.1. This distribution
is shown in the 0, 1 and 2 b-tagged channels, and with a 1 TeV LQ → bµ signal. Also
shown is the ratio of data against the MC prediction of the full SM background, with the
statistical uncertainty on the simulated backgrounds, shown in hatched.
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Figure 6.4: The asymmetry of the leading and sub-leading reconstructed LQ mass is
shown in the electron channel. This combines the signal, sideband and extended sideband
regions. The full discussion of these regions is provided in Section 6.3.1. This distribution
is shown in the 0, 1 and 2 b-tagged channels, and with a 1 TeV LQ → be signal. Also
shown is the ratio of data against the MC prediction of the full SM background, with the
statistical uncertainty on the full SM measurement shown in hatched.

109



CHAPTER 6. SEARCH FOR SCALAR LQ PAIR PRODUCTION

The effect of this sequence of cuts on the event yields in the Electron channel is presented
in Table 6.2 and Table 6.3 presents the muon channel.
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selection LQ→ qe LQ→ ce LQ→ be
N (weighted) N (unweighted) N (weighted) N (unweighted) N (weighted) N (unweighted)

initial — 30000 — 30000 — 50000
event cleaning — 29862 — 29875 — 49810

p`T > 7 GeV, |η`| < 2.47 (2.7) e (µ), N` = 2 — 6262 — 6224 — 15491
pjT > 20 GeV, |ηj | < 4.5, Nj ≥ 2 — 6230 — 6203 — 15324

medium electrons — 6093 — 6045 — 15025
remove true top decays — 6093 — 6045 — 10514

trigger — 6092 — 6045 — 10514
p`T > 27 GeV 28.872 6067 29.626 6023 30.600 10495

opposite sign, same flavour leptons 26.521 5592 27.316 5561 28.385 9765
pjT > 45 GeV, |ηj | < 2.5 26.215 5538 27.065 5519 28.059 9674

p``T > 75 GeV 26.025 5500 26.800 5473 27.893 9601
m`` > 130 GeV 25.971 5489 26.659 5452 27.821 9580

EMiss
T /

√
HT < 3.5 GeV1/2 25.325 5377 24.299 4939 22.350 7666

masym < 0.2 (= pretag) 21.857 4548 19.400 3923 18.372 6300
0-tag / untagged 20.761 4336 13.812 2629 5.751 1802
1-tag / b-tag 0.963 184 2.409 529 8.745 2973
2-tag / c-tag 0.129 27 3.180 765 3.641 1414

Table 6.2: Cutflow table for all electron channels considering signal samples with LQ mass of 1 TeV. The initial statistics of the samples
is 50000 events. The q` samples are generated assuming q = s. All samples are generated assuming β=0.5 hence they include LQ decays
into neutrinos and, in the b` case, events with LQ → tν are present. Only events with both LQs decaying into electrons or muons are
retained and an explicit requirement, indicated by the cut “remove true top decays”, is applied on the samples used for the b` channels.
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selection LQ→ qµ LQ→ cµ LQ→ bµ
N (weighted) N (unweighted) N (weighted) N (unweighted) N (weighted) N (unweighted)

initial — 30000 — 30000 — 50000
event cleaning — 29862 — 29832 — 49776

p`T > 7 GeV, |η`| < 2.47 (2.7) e (µ), N` = 2 — 6440 — 6319 — 15679
pjT > 20 GeV, |ηj | < 4.5, Nj ≥ 2 — 6424 — 6294 — 15508

medium / high-pT muons — 5356 — 5240 — 13358
remove true top decays — 5356 — 5240 — 9152

trigger — 5162 — 5053 — 8798
p`T > 27 GeV 23.520 5133 23.784 5025 24.747 8770

opposite sign, same flavour leptons 23.473 5118 23.655 4997 24.702 8753
pjT > 45 GeV, |ηj | < 2.5 23.302 5083 23.430 4958 24.487 8674

p``T > 75 GeV 23.162 5054 23.309 4931 24.309 8602
m`` > 130 GeV 22.932 5015 23.065 4888 24.128 8547

EMiss
T /

√
HT < 3.5 GeV1/2 17.583 3904 16.531 3564 15.180 5388

masym < 0.2 (= pretag) 15.183 3290 13.364 2821 12.568 4437
0-tag / untagged 14.362 3131 9.778 1966 3.843 1243
1-tag / b-tag 0.745 139 1.589 375 6.096 2154
2-tag / c-tag 0.062 18 1.998 480 2.446 964

Table 6.3: Cutflow table for all muon channels considering signal samples with LQ mass of 1 TeV. The initial statistics of the samples
is 50000 events. The q` samples are generated assuming q = s. All samples are generated assuming β=0.5 hence they include LQ decays
into neutrinos and, in the b` case, events with LQ → tν are present. Only events with both LQs decaying into electrons or muons are
retained and an explicit requirement, indicated by the cut “remove true top decays”, is applied on the samples used for the b` channels.
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6.4 Analysis Strategy

This section discusses the strategy employed in properly describing the considered signal
and background processes with a detailed modelling of the associated uncertainties, as well
as the targeting of signal processes to procure a high signal selection efficiency.

6.4.1 Backgrounds and Uncertainties

The dominant background contributions in this analysis vary based on the tag multiplicity,
with DY+jets as leading, and top as sub-leading in the 0-tag regions, and the reverse being
true for all tagged regions. Other backgrounds (dibosons,W and single top) provide a small
but non-negligible contribution also. Fake background where both leptons are misidentified
as jets or non-prompt leptons is neglected. To support this decision, an estimate of the
fake contribution is presented in Section 6.4.2, where it is found to be small in all regions.
Any residual fake background is absorbed into the Z+jets or tt̄ normalisation factors and
included in the data-driven modelling systematics discussed in Section 6.4.3.

As discussed in Section 2.7, the dominant background processes relevant to this final
state signature are the tt̄ and Z/DY+jets processes. It is worth noting that the MC
generation of the Z+jets processes is divided into different samples, based on the flavour
of the leading hadronised quark. The dominant production modes are Z + lX, Z + cX
and Z + bX in that order (where l reflects the light quarks). Tables 6.4, 6.5 and 6.6
quantify the data and background contribution for each background processes in every
tagging category for the pretag, c-tag and b-tag strategies respectively in both the electron
and muon channels.

LQ→ qe LQ→ qµ
tt̄ 1790 ± 220 1910 ± 240
Single top 390 ± 110 430 ± 120
DY+light-jets 2820 ± 180 3040 ± 180
DY+c-jets 521 ± 93 528 ± 90
DY+b-jets 233 ± 44 252 ± 46
W+jets 126 ± 32 8.5 ± 2.2
Diboson 31.8 ± 9.6 12.4 ± 3.7
Fitted SM background events 5910 ± 67 6185 ± 77
Observed events 5881 6169
Signal (mLQ = 1 ) 591 ± 45 503 ± 27
Signal (mLQ = 1.5 ) 22.1 ± 1.7 15.4 ± 1.0

Table 6.4: Observed and expected numbers of events in pretag SRs for LQ→ q`, where SM
predictions are the result of fits performed using 139 fb−1 of data. The uncertainties quoted
for the fitted SM background include both the statistical and systematic components. Yields
for two LQ scenarios are also shown for comparison.
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LQ→ ce LQ→ cµ
untagged b-tag c-tag untagged b-tag c-tag

tt̄ 291 ± 18 964 ± 51 227 ± 14 293 ± 16 1049 ± 50 237 ± 14
Single top 35 ± 11 129 ± 39 28.7 ± 9.0 37 ± 10 166 ± 46 38 ± 11
DY+light-jets 2872 ± 74 32.3 ± 8.6 101 ± 11 3120 ± 71 29.0 ± 9.4 123 ± 13
DY+c-jets 367 ± 49 80 ± 12 135 ± 17 340 ± 46 67 ± 10 155 ± 20
DY+b-jets 39.4 ± 5.7 166 ± 24 31.5 ± 4.8 40.4 ± 5.7 165 ± 23 35.1 ± 5.2
W+jets 101 ± 26 10.2 ± 2.7 7.5 ± 2.0 6.3 ± 1.6 1.39 ± 0.36 0.81 ± 0.21
Diboson 23.5 ± 7.2 2.58 ± 0.79 3.6 ± 1.1 9.0 ± 2.7 1.21 ± 0.37 1.45 ± 0.44
Fitted SM events 3728 ± 53 1384 ± 26 534 ± 17 3846 ± 55 1478 ± 26 591 ± 18
Observed events 3714 1366 535 3824 1484 591
Signal (mLQ = 1 ) 312 ± 26 71 ± 12 129 ± 13 265 ± 17 58.0 ± 9.1 111.5 ± 9.5
Signal (mLQ = 1.5 ) 13.7 ± 1.2 2.33 ± 0.38 3.10 ± 0.30 9.72 ± 0.69 1.49 ± 0.28 1.99 ± 0.20

Table 6.5: Observed and expected numbers of events in untagged, c- and b-tag SRs for
LQ → c`, where SM predictions are the result of fits performed using 139 fb−1 of data.
The uncertainties quoted for the fitted SM background include both the statistical and
systematic components. Yields for two LQ scenarios are also shown for comparison.

LQ→ be LQ→ bµ
0-tag 1-tag 2-tag 0-tag 1-tag 2-tag

tt̄ 469 ± 22 919 ± 33 255 ± 11 487 ± 22 1001 ± 35 295 ± 12
Single top 51 ± 11 109 ± 24 48 ± 10 48 ± 10 122 ± 25 49 ± 10
DY+light-jets 3035 ± 95 29.2 ± 8.0 0.105 ± 0.057 3318 ± 93 36 ± 11 0.099 ± 0.059
DY+c-jets 479 ± 77 92 ± 15 1.68 ± 0.34 464 ± 75 75 ± 13 1.61 ± 0.33
DY+b-jets 54.2 ± 7.7 165 ± 23 25.9 ± 3.6 52.5 ± 7.6 151 ± 22 21.1 ± 3.0
W+jets 113 ± 29 9.4 ± 2.4 1.02 ± 0.27 7.5 ± 1.9 0.97 ± 0.25 0.110 ± 0.028
Diboson 27.8 ± 8.5 2.63 ± 0.81 0.33 ± 0.10 10.8 ± 3.2 1.21 ± 0.37 0.141 ± 0.043
Fitted SM events 4229 ± 57 1326 ± 25 332.4 ± 9.0 4389 ± 59 1387 ± 25 367.1 ± 9.3
Observed events 4214 1314 316 4367 1408 340
Signal (mLQ = 1 ) 102 ± 13 237 ± 19 149 ± 13 87 ± 11 200 ± 12 124.1 ± 8.7
Signal (mLQ = 1.5 ) 5.69 ± 0.90 8.72 ± 0.76 3.57 ± 0.33 3.89 ± 0.61 6.11 ± 0.50 2.38 ± 0.20

Table 6.6: Observed and expected numbers of events in 0-, 1- and 2-tag SRs for LQ→ b`,
where SM predictions are the result of fits performed using 139 fb−1 of data. The uncer-
tainties quoted for the fitted SM background include both the statistical and systematic
components. Yields for two LQ scenarios are also shown for comparison.
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(a) Fits are shown using a power law (red) and
exponential (black).
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(b) Closure test of the power law fit, to the MC
distribution

Figure 6.5: Fits and closure test of the tt̄ MC distribution in the signal region. The fits
and test is performed in the region mAv

LQ > 500 GeV

Functional form for tt̄ extrapolation

The MC prediction of most processes is generally less well described in the high pT tails
(and correlated variables such as mAv

LQ). This is because the cross-section is low in these
regions, meaning that it is expensive to generate sufficient MC statistics. To compensate
for this, we perform an extrapolation of the mAv

LQ distribution for the tt̄ process into the
high mAv

LQ tails. This is done by fitting a functional form to the tt̄ process in the low
mass region of the mAv

LQ distribution, and then using this functional form to evaluate the
predicted number of events present in the high mass tails.

Different functional forms were tested in the description of the mAv
LQ distribution of the

tt̄ process, with the best fit to MC in all regions being found for the following function

f tt̄(mAv
LQ) = a(mAv

LQ)b.

An exponential function, also depending on mAv
LQ, is used to assess the uncertainty on the

fit. Distributions for SR selections are shown in Figure 6.5a.

To ensure good closure between this function and MC, we perform a check, where bins
in the original histogram (which uses a 5 GeV binning) that have mAv

LQ > 500 GeV are
replaced with 5 × f tt̄(mAv

LQ). The MC is compared with the histogram formed from the
function in Figure 6.5b. From this test, good agreement is observed. For the search limits
only bins with mAv

LQ > 800 GeV are replaced with the functional histogram and the MC is
used for the remaining bins.
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6.4.2 Fake Estimation

The distinguishing characteristic of an electron signature in the ATLAS detector is that of
a track in the ID which aligns with an energy deposit in the electromagnetic calorimeter.
This signature can, however, be created from numerous other processes occurring in the
ATLAS detector. These additional processes are therefore considered “fake” electrons, and
are considered to be a reducible background process.

One such source of “fake” electrons that is difficult to accurately model in Monte Carlo
arises from the W+Jet(s) background (where a W boson is produced in association with a
jet). In this process, the “Fake” arises from the mis-identification of a jet as a lepton. This
process is signal-like when the W decays leptonically (W → `v`). This background can
therefore be greatly reduced by the Emiss

T /
√
HT < 3.5 GeV1/2 requirement. Furthermore,

in ATLAS, the jet suppression is at the level of 10−5 [331], so only jets in the tails of
the detector response are misidentified as leptons. However, due to the large production
cross-section of jets at the LHC, it is possible that the background is non-negligible. Such
events, in which a “fake” or non-prompt electron signature is produced, can be studied by
looking at the di-electron events with the same electron charge (same sign). A thorough
discussion of Fake electron signals at the ATLAS detector is presented in Ref. [332].

Additional sources of same sign electron events can arise from the mis-identification of
the electron charge. Primary sources of this mis-identification of the electron charge can
be the matching of an incorrect track to the electron candidate, or a mis-measurement of
the curvature of the primary electron track. The charge of the electron is reconstructed by
measuring the curvature of the electron track in the strong magnetic fields in the ID. The
curvature of a track as the inverse of its radius can be calculated using Equation 6.4.1.

C =
1

R
= Bz

q

pT
(6.4.1)

where Bz is the magnetic field strength in the direction of the beam axis and the charge of
the electron, q,∈ −1, 1. From Equation 6.4.1, it can be seen that C is inversely proportional
to the pT of the electron. Therefore, at large values of pT , the curvature of the track can
become small. Any scattering processes within the detector leading to an alteration of the
track of the electron could lead to a false measurement of the signage of the curvature, and
as such, a mis-identification of the charge of the electron. The measurement and suppression
of charge mis-identification is fully discussed in Ref. [333].

The contribution of same sign events is studied in the Signal, Sideband and Extended
Sideband regions. The exact same selections are applied as those described in Table 6.1,
with the exception that the OSSF selection is reversed, to require same sign, same flavour
(SSSF) leptons. These regions are then combined to maximise the statistics. Additionally,
events are required to have mAv

LQ > 400 GeV. This selection is imposed such that the fake
estimate is not driven by low pT contribution, ensuring that the estimate is relevant in the
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high mLQ region in which we set our limits. The same sign mLQ distribution is shown
in Figure 6.6, in which it can be seen that the prediction from MC is in good agreement
with the data. The majority of fakes in the MC come from the W+jets sample. The other
backgrounds arise due to the charge of one electron being reconstructed wrongly (charge
flip), as previously mentioned.

No evidence is shown for a non-negligible contribution from multi-jet events (where
both electrons are fake). Additionally, the this contribution was checked and found to be
negligible for muons in other, similar analyses [318]. As such, this process is not considered,
however the error on the fakes from the W+jets is adjusted to include a possible contri-
bution. The total data from Figure 6.6 is Ndata = 213 compared with a total expectation
of NTot = 203 of which the number from the W+jets MC is NW = 81. The fractional
statistical error on the fakes is

√
(Ndata)/NW = 0.19.

Figure 6.6: Distributions of mAv
LQ in the 0 tag same sign signal region for the electron

channel in the combined extended SB, SB and SR.

The contribution from Z+jets, tt̄ and di-boson processes is not precisely known, as the
probability of charge flip may not be accurately simulated. This is studied in the same sign
Z CR, shown in Figure 6.7. The fake rate is very small due to the large Z contribution, with
the agreement being within 10%. This is therefore applied as a systematic uncertainty on
the determination of the fakes, i.e. the systematic fake contribution is 0.1(NTot−NZ)/NZ =

0.16.
The combination of these two errors in quadrature therefore provides the total error on

the fake contribution assigned to the W+jets MC as
√

0.162 + 0.192 = 25%.

6.4.3 Systematic uncertainties on the Background Modelling

A data driven approach is used to determine the uncertainty on the MC prediction of the
Z/DY+jets and tt̄ background processes. A data driven approach was chosen as it provides
a real and direct insight into the mis-modelling of these processes specific to our analysis
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Figure 6.7: Distributions of mAv
LQ in the 0 tag same sign Z CR for the electron channel.

regions, in a way that encompasses all sources of experimental and theoretical discrepancies.
This method therefore is used in place of some of the experimental uncertainties. This is
because the discrepancy between data and the MC estimate is due, at least in part, to
these sources, such as the uncertainty on the jet energy resolution, or the lepton specific
systematics (energy scale, identification and reconstruction etc). These uncertainties are
therefore not evaluated for the Z/DY+jets and tt̄ processes to avoid the double counting
of such errors. The Flavour Tagging (FTAG) uncertainties, however, could still change
the normalisation between the different regions of tag multiplicity. These effects are not
accounted for in this study, and as such FTAG uncertainties are separately evaluated for
the Z/DY+jets and tt̄ processes. The procedure for evaluating these uncertainties is the
same as is discussed in Section 6.4.5

The SB, Extended SB and Z CR regions were used to derive the uncertainty on the
Z/DY+jets process. Of these, the regions dominated by the Z/DY+jets process were
studied, and the region presenting the largest discrepancy between data and MC was then
used to derive the uncertainty on this process. In this way, the error evaluated should
reflect the most conservative estimate.

Figure 6.8 shows the mass distribution of the higher mass LQ candidate mmax
`j

1 in the
0, 1 and 2-tag Z CRs. In these plots the Z+jets components have been scaled by a factor
of 1.1 for illustrative purposes.

From these distributions, it is evident that the Z/DY+jets process is not well described
in MC, and this is shown to be an effect that increases with mmax

`j . Therefore, based on the
discrepancy observed in these distributions, two logarithmic error functions were derived
empirically, of;

σ = ±0.2 log(mLQ/800 GeV) (6.4.2)

1The variable, mmax
`j was chosen, as it maximises the statistics in the higher mass region, in which the

uncertainty is expected to be of greatest importance.
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Figure 6.8: Distributions of mmax
LQ in the 0 tag, 1 tag and 2 tag Z control regions. The

ratio shown is Data / MC. The electron and muon channels are combined in these plots.
The Z+jets MC has been scaled by 1.1 for illustrative purposes. The total uncertainty
(blue hatched) shown is formed of the two components σ = ±0.2 log(mLQ/800 GeV) (red
hatched) and σ = ±0.4 log(mLQ/200 GeV).
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and
σ = ±0.4 log(mLQ/200 GeV). (6.4.3)

The combination of these errors in quadrature is shown to cover the total disagreement
between data and MC, as shown by the blue uncertainty band in Figure 6.8. The decision
to split the uncertainty into two components was taken such as to provide an additional
degree of freedom in the form of an additional nuisance parameter in the profile likelihood
fit. This decision also provides an additional pivot point in the formulation of the total
uncertainty, such that the combined error function does not reach ‘0’ at any point of the
distribution.

The other regions dominated by the Z/DY+jets process are the 0-tag extended SB
and SB regions, as shown in Figure 6.9. It is found from these distributions that, as the
uncertainty derived in the 0-tag Z CR is maximal, this error is then sufficient to describe
any uncertainty on this process in all other regions also. The trend, shown in these plots,
of an improving data / MC agreement continues towards the SR.
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Figure 6.9: Distributions of mmax
LQ in the 0 tag extended SB and 0 tag SB regions. The

ratio shown is Data / MC. The electron and muon channels are combined in these plots.
The Z+jets MC has been scaled by 1.1 for illustrative purposes. The total uncertainty
(blue hatched) shown is formed of the two components σ = ±0.2 log(mLQ/800 GeV) (red
hatched) and σ = ±0.4 log(mLQ/200 GeV).

The modelling uncertainty derived herein on the Z/DY+jets process is taken to be
uncorrelated between the different Z processes simulated, of Z+light, Z+ cX and Z+ bX.

The modelling uncertainty on top-quark modelling is derived in a similar way. Here,
we find that the 1 and 2 tag Top CRs have the largest top contribution of all regions. As
seen in Figure 6.10, the agreement between data and MC is much better for this process
than that of the Z/DY+jets. As such, an alternative error is proposed, of;

σ = ±0.5 log(mLQ/200 GeV), (6.4.4)

which covers any discrepancy between data and MC. The normalisation of the tt̄ process
is then floated as a free parameter in the profile likelihood fit. In the 0-tag Top CR, an
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additional 30% error is assigned which covers the difference between data and Monte Carlo
in this region, as shown in Figure 6.10.
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Figure 6.10: Distributions of mmax
LQ in the 1 and 2-tag Top CRs (top) and 0-tag

Top CR (bottom). The ratio shown is Data / MC. The uncertainty shown is σ =
±0.5 log(mLQ/200 GeV). In the 0 tag plot, the additional 30% uncertainty is also shown.

Single top theory uncertainty

Single top-quark production in association with a W boson is common in ATLAS with
large cross-sections at 13 TeV, as shown in Table 6.7 [171].
Single top decay processes constitute a sub-dominant background in all regions of the anal-
ysis. In the 1 and 2-tag SRs and Top CRs, the contribution is at most O ∼ 10%, and is
negligible in the 0-tag region. In the 1- and 2-tag SB regions, however, theWt contribution
is significantly larger, and constitutes ∼ 40% of the total background. This background
is evaluated using MC, and a global uncertainty is applied to single top production. This
uncertainty arises as the combination of various sources of theoretical uncertainties in the
simulation of theWt-mode of the single top processes, summed in quadrature. The decom-
position of this uncertainty includes;

• uncertainties on the NLO cross-section (6%);

• shape variations due to changes on the renormalisation and factorization scales. The
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impact of the latter is a few percent and is reported in Table 6.8. The full study in
which these uncertainties were assessed can be found in the supporting documenta-
tion [339].

• different generator: a newly produced set of Sherpa 2.2.7 samples with correctW -line
shape has been compared at truth-level to estimate differences in shape.2 Differences
in the range 400 - 2000 GeV are between 8% and 30%, the latter being found for light
jets in the SR.

• interference model: an uncertainty due to the treatment of the interference between
tt̄ and Wt channels can be evaluated either considering the difference between dia-
gram removal (DR) and diagram subtraction (DS) scheme [340]3 or considering the
difference between nominal Wt+tt̄ and WWbb LO samples. The latter approach has
been used in the R parity violating stop search, which is focused on the same event
topology as considered in this analysis. This paper reports an uncertainty as large as
20% [178].

Therefore, a global uncertainty of 35% is applied to the normalisation of the Wt-mode
production of the single top process. This is chosen as a conservative estimate of the
uncertainty, taking the sum, in quadrature, of the upper estimates of each constituent
source of uncertainty listed above.

Single top unc for variations of µR
region % Up % Down

Electron Channel
SR 4.17 1.81
Z CR 1.73 -9.6
SB -2.41 -12.51

SB Extended 2.26 1.31
Muon Channel

SR 9.6 -4.59
Z CR 3.03 -0.8
SB 1.89 -8.88

SB Extended 7.77 -5.57

Table 6.8: Evaluation of the uncertainty in the single top process due to variations in the
factorization scale µR. The full study in which these uncertainties were assessed can be
found in the supporting documentation [339].

2A bug has been recently identified on the nominal Powheg samples, with the W -line shape of the
directly produced W boson being on shell only (narrow). The impact of this effect is analysis-dependent
and it is taken here as part of the generator uncertainty.

3DR involves removing the LO tt̄ modes from theWt process at the amplitude level, and DS involves re-
moving them at the cross-section level. The difference between these two approaches reflects the interference
between the two production modes.
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Summary of Modelling Uncertainties

In this section, we have discussed sources of systematic uncertainty due to fake leptons
(to which we assigned a global 25% uncertainty on the W+jets normalization), modelling
uncertainties in the Z/DY+jets and Top processes, to which we assigned the error functions
presented in Equations 6.4.2 - 6.4.4, and an uncertainty on the extrapolation of the tt̄ process
to the high mAv

LQ region, as well as theoretical uncertainties in the description of the single
top process, to which we assign a normalization uncertainty of 35%.

In addition to the errors discussed, the Z + cX and Z + bX processes are each assigned
a 10% normalisation uncertainty. This represents the largest difference between data and
MC, after an overall scale is applied, which is observed in the Z control region for any
number of b tags. For the smaller backgrounds a normalisation error of 30% is used for
the total of the di-boson expectation. The full set of errors discussed in this section, are
summarised in Table 6.9.

6.4.4 Signal studies

The signal Monte Carlo for the pair production of scalar LQs used in this analysis was
generated using Madgraph5aMC@NLO version 2.6.0 [341] and showered using Pythia

8.230 [342] with the A14N30NLO UE tune [343]. The ME calculation was performed at
tree level and combined with the PS using the CKKW-L prescription, with the matching
scale set to 1

4 of the mLQ. For the Parton Distribution Function (PDF), the NNPDF2.3
LO set [344] was used. These samples were generated with their Yukawa coupling’s set
to λ = 0.3 and with a branching ratio of 0.5 to charged leptons. A subsequent re-scaling
was performed to provide the statistics equivalent to the model assumption used in this
analysis, which is a branching ratio of 1. This re-scaling is discussed in Section 6.4.4.
The samples analysed are then normalised to the cross-sections calculated for direct top-
squark pair production. These are produced via the same channels as LQ pair production,
and both are massive, coloured, scalar particles. The calculations for top-squark pair
production are made at approximate NNLO in QCD with resummation of next-to-next-
to-leading-logarithm soft gluon terms (NNLO+NNLL) [345], as this is the “best” available
cross-section calculation for this process. Variations of key parameters used in this calcula-
tion are used to evaluate the uncertainty. Parameters considered include the factorization
and renormalisation scales, αS , and PDF variations. A discussion of the top-squark pair
production is provided in Section 6.4.4.

NNLO+NNLL t̃ pair production cross-section

LQ pair production is topologically identical to the pair production of the super symmetric
top quark (t̃), as can be seen in Figure 6.11. As such, the theoretical calculation of the
pair-produced t̃ production calculated at NNLO + NNLL in Ref. [345] can be used in
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the comparison to the observed and expected cross-sections determined in this analysis,
and in the re-scaling of signal yields. The t̃ pair-production cross-sections calculated in
this paper were calculated using the 68% C.L. ranges of the CTEQ6.6 (following PDF4LHC

recommendations). This includes the evaluation of the uncertainty in the scale of αS with
MSTW2008 PDF sets and variations of µR and µF . A nominal cross-section is then obtained
using the midpoint of the envelope and the uncertainty is taken to be half the full width
of the envelope. The determined uncertainties range from 6.65% for a mass of 300 GeV, to
24.38% for a mass of 2 TeV. The full list of cross-section calculations and the uncertainties
are listed in Table 6.10, and these are the values then used in the comparison to the limits.

Figure 6.11: Figure showing the pair production of the up type LQs (left) and the pair
production of the supersymmetric top quark (right).

Theoretical uncertainties on the Signal MC

Table 6.10 presents the cross-sections calculated to NNLO+NNLL, with an evaluation of
the uncertainties on the cross-section due to effects from the variations of factorization and
renormalisation scales µR, µF , of αS , and PDF variations. In addition to these sources of
uncertainty in the theoretical calculation of LQ cross-sections, uncertainties are evaluated
to take into account the impact on the acceptance due to variations in the scales and shower
parameters of the MC samples. These sources of uncertainty were evaluated by generating
specific MC samples of 20,000 events with the “up” and “down” values of each considered
parameter. For the scale factors, the values of µR and µF were varied by a factor of 2 (1/2)
for the up (down) variation. For the shower (FSR) variations, samples were generated with
a version of the A14 tune which uses the Var3c [343] set of variations.4 These dedicated
samples are then compared to the nominal MC samples. The values for the up and down
shift on the signal due to each source of uncertainty is then documented in Table 6.11
for representative LQ mass samples. An overall uncertainty of 3% is assigned for signals

4These represent variations to the set of tuned generator parameters that are defined in the A14 tune.
Importantly, this includes variations on the value of αS . The full parameter set can be found in Ref. [343].
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with mLQ < 1 TeV and 5% for those with mLQ > 1 TeV. Figures 6.12 and 6.13 show the
invariant mass and transverse momentum of candidate LQs for a representative mass value.

Figure 6.12: Mass and pT of the leading LQ candidate from MC, as reconstructed in the
Signal Region for a LQ signal of a 1.5 TeV LQ decaying as LQ → se(µ) left (right). This
is shown for the nominal sample used, as well as for samples generated with the value of
the renormalisation µR and factorisation µF scales varied to 0.5 (Down) and 2 (Up).

Figure 6.13: Mass and pT of the leading LQ candidate from MC, as reconstructed in the
Signal Region for a LQ signal of a 1.5 TeV LQ decaying as LQ → se(µ) left (right). This
is shown for the nominal sample used, as well as for samples generated with the Up and
Down of the Var3c variants of the A14 tune
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β, BR Discrepancy

The Signal MC samples used in this analysis are produced with a setting of β = 0.5, a
re-weighting procedure is applied to the events, to be able to study the whole range of
possible β values, which follows the procedure outlined in Ref. [166]:

w(qvqv) =
y2

x2
(6.4.5)

w(q`q`) =
(1− y2)

(1− x2)
(6.4.6)

w(q`qv) =
2y(1− y2)

2x(1− x2)
(6.4.7)

where x = BR(LQ→ qv) and y is the target branching ratio (in this case, 1).
For decays to the heavy flavour quarks, the branching ratio must first be calculated for

the signal LQ mass following the procedure outlined in Section 2.5. The sample compo-
sitions are then checked at TRUTH level for LQ masses of 400 GeV, 1 TeV and 1.5 TeV to
estimate gamma. The exact weightings calculated can be seen in Table 6.12.

6.4.5 Experimental Systematics

Experimental uncertainties on the signal yields are incurred when selecting the objects used
in the reconstruction of our LQ candidates. The dominant sources of uncertainty vary in
the different LQ signal channels. In the reconstruction of the light signals (LQ → q`),
uncertainties due to the lepton identification and jet energy scale and resolution are domi-
nant. In the reconstruction of the other considered processes (LQ→ b(c)`), flavour tagging
(FTAG) efficiencies and mis-tagging rates are more prevalent. A thorough discussion of
how these uncertainties are evaluated follows.

Electron Systematics The energy of electrons measured in MC is weighted to replicate
the energy scale measured in data. This is achieved using weights provided by the e/γ
working group (WG) [346]. A smearing is also applied to the energies measured in MC
to replicate the limited resolution available in data. The e/γ WG also provide the ±1σ

variations of these weights, to be applied as the up and down systematic uncertainties.
The efficiencies associated to the triggering, reconstruction, isolation and identification of
electrons are measured in data using a tag-and-probe selection.5 These measurements are
then compared to simulation, and corresponding weights are determined for each efficiency,
such as to correct each simulated event to data. Again, these weights are supplied by the

5In this method, Z → ee and J/Ψ→ ee decays are used to evaluate efficiencies. This is done by defining
a “tag” electron with strict selection criteria, and then measuring the efficiencies of the different criteria
using the secondary “probe” electron.

126



CHAPTER 6. SEARCH FOR SCALAR LQ PAIR PRODUCTION

e/γ WG. In this way, a separate uncertainty is provided for each of the efficiencies, as well
as the reconstruction, identification, trigger and isolation scale factors. Uncertainties on the
aforementioned scale factors are at a level of less than 6% [296, 347]. Details of the methods
used in the evaluation of these weights and uncertainties can be found in Ref. [348].

Muon Systematics Similarly, calibrations and uncertainties are evaluated for the muon
momentum scale, resolution, and each efficiency scale factor. These measurements are
provided by the Muon Combined Performance (MCP) group [349], and are obtained by
evaluating the invariant mass distributions of Z → µµ and J/Ψ → µµ decays in MC to
those observed in data [350]. Uncertainties on the identification efficiency, trigger efficiency,
isolation efficiency, energy scale and resolution account for as much as 10% [296, 347] of
the total MC estimate.

Jet Systematics Uncertainties pertaining to the Jet energy scale and resolution are
evaluated based on their respective measurements in data [351, 352]. This has 23 scale and
8 resolution uncertainties, with the total uncertainty accounting for up to 2% of the signal
yield. An additional uncertainty on the efficiency of the JVT is also considered.

Flavour Tagging Systematics Scale factors are evaluated for the efficiency of both b
and c tagging, as well as the probability of mis-tagging such as to calibrate simulation to
data, as mentioned in Section 5.2.3. Uncertainties on these flavour tagging (FTAG) scale
factors are then evaluated by varying the pT - and flavour-dependent scale factors applied
to each jet in the simulation within a range that reflects the systematic uncertainty in the
measured tagging efficiency and mis-tag rates in data [353]. FTAG uncertainties on the
efficiencies and mis-tagging rates dominate in all regions requiring at least one flavour-
tagged jet. Uncertainties on b- and c-tagging are found to be up to 16% for c` channels
and 19% for the b` channels.

Pileup reweighting The uncertainty in the re-weighting of samples to match the mod-
elled pile-up profile is typically less than 1% [354].

Luminosity The luminosity measurement has a total uncertainty for the combined 2015–2018
dataset of 1.7% [189], obtained using the LUCID-2 detector [355].

6.4.6 Summary of Systematics

In this section, we have evaluated each background process contributing to the considered
analysis channels, and discussed the methodology for evaluating any uncertainty on said
processes. This is done as a mix of data-driven approaches, conventional methods as pre-
scribed by the Combined Performance groups within ATLAS and some detailed modelling
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of theoretical uncertainties in the parameters used in the Monte Carlo models. These un-
certainties are then considered as additional “nuisance” parameters in the evaluation of the
parameter of interest, µ, from the profile-likelihood fit.

NPs are parameters that introduce additional degrees of freedom in the fit. These NPs
are evaluated in all regions considered in the fit, and the total scale of each NP can be
modified by the fit to improve the data / MC agreement and to reduce the impact of the
systematics. Using the Profile Likelihood method, we construct estimations of all NPs that
are profiled out of our fit. These values form a Gaussian distribution around the measured
nominal value, with a quoted uncertainty of ±1σ. This nominal value is nominally either 1
for a normalisation of a background, or 0 for a systematic uncertainty. These NPs are then
modified by the fit to optimize agreement with the data. The modification of a NP can
be in the form of a constraint of this uncertainty, or a pull of the scaling value away from
0 (1). This modification is performed when the measurement of a NP in a specific region
either requires a scaling factor different from the nominal, or provides a constraint on the
uncertainty quoted. These NPs then provide a freedom in the fit to ease such tensions
that otherwise might prevent the fit from converging. These NPs can be ranked by the
order of how much they are pulled away from there nominal value, as is shown in Figures
6.14 - 6.16, here showing the ranked effect on the µ value at a mass of mLQ = 1 TeV. To
help in understanding this plot, a mapping of the Systematic name, and the corresponding
variation is provided in Table 6.13.
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Channel σtheory [pb] σobserved [pb]
tb̄, t̄b (s-channel) (results at 8 TeV) 5.61± 0.22 (NLO+NNLL) 4.8± 0.8(stat.)+1.6

−1.3(syst.)
tW−, t̄W+ (Wt-mode) 71.7± 3.8 (NLO+NNLL) 94± 10(stat.)+28

−23(syst.)
tq (t-channel) 136.0+5.4

−4.6 (NLO) 156± 5(stat.)± 24(syst.)
t̄q 81.0+4.1

−3.6 (NLO) 91± 4(stat.)± 14(syst.)

Table 6.7: Theoretical predictions [263, 334, 335] and ATLAS measurements [336–338] for
the inclusive cross-sections of t-channel, s-channel andWt-mode single top production. The
uncertainties on the theoretical predictions include variations of the µR and µF , and PDF
functions. The uncertainties on the measurements are driven by statistical and experimental
systematic uncertainties.

Systematic Errors
Process Normalisation Uncertainty Floated Normalisation

Z/DY+jets
Modelling Unc Equations 6.4.2 & 6.4.3 yes
Z + (c)bX 10% no

Top 0-tag 30% no
other Equation 6.4.4 yes

single top 35% no
Fakes 25% no

Diboson 30% no

Table 6.9: Overview of systematic uncertainties derived in Section 6.4, and how they are
treated in the Profile Likelihood Fit.
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LQMass [GeV] σLO σNNLO+NNLL Error
400 1.88×10+00 2.15×10+00 6.99%
500 4.97×10−01 6.09×10−01 7.53%
600 1.64×10−01 2.05×10−01 8.12%
700 7.30×10−02 7.83×10−02 8.80%
800 2.93×10−02 3.26×10−02 9.53%
850 1.52×10−02 2.16×10−02 9.93%
900 1.20×10−02 1.45×10−02 10.33%
950 8.12×10−03 9.91×10−03 10.76%
1000 5.08×10−03 6.83×10−03 11.20%
1050 3.99×10−03 4.76×10−03 11.65%
1100 2.61×10−03 3.35×10−03 12.12%
1150 1.75×10−03 2.38×10−03 12.62%
1200 1.33×10−03 1.70×10−03 13.13%
1250 9.19×10−04 1.22×10−03 13.66%
1300 6.93×10−04 8.87×10−04 14.21%
1350 4.92×10−04 6.46×10−04 14.78%
1400 3.54×10−04 4.73×10−04 15.37%
1450 2.65×10−04 3.48×10−04 15.99%
1500 1.62×10−04 2.57×10−04 16.63%
1550 1.55×10−04 1.91×10−04 17.28%
1600 1.11×10−04 1.42×10−04 17.96%
1700 6.13×10−05 7.96×10−05 19.40%
1800 3.32×10−05 4.51×10−05 20.94%
1900 1.76×10−05 2.58×10−05 22.60%

Table 6.10: The Signal cross-section is shown for each mass hypothesis generated. Shown
is the cross-section taken from the 2nd generation down type LQ signal, generated at
Leading Order, with a branching fraction to charged leptons of β = 0.5. The cross-sections
of the other LQ signals considered in this paper are the same to within a few percent.
Also shown is the theory cross-section calculated at next-to-next-to-leading-order + next-
to-next-to-leading-log (NNLO+NNLL) (with respective errors). The cross-sections shown
here are a subset of the full cross-section calculation documented in [345].
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Var3c
Mass Channel Up Down

2 TeV

sese 0.008 0.002
sµsµ -0.009 -0.021
cece 0.019 0.108
cµcµ -0.014 -0.031
bebe -0.013 -0.035
bµbµ -0.079 -0.048

1.5 TeV

sese 0.003 -0.028
sµsµ -0.011 -0.019
cece -0.094 -0.02
cµcµ -0.003 0.009
bebe -0.003 -0.076
bµbµ -0.011 -0.026

1 TeV

sese -0.031 -0.034
sµsµ -0.013 -0.028
cece -0.098 0.021
cµcµ -0.041 -0.005
bebe -0.053 -0.021
bµbµ -0.01 0.03

0.4 TeV

sese 0.037 0.009
sµsµ 0.012 0.01
cece -0.065 -0.078
cµcµ -0.072 0.026

µR & µF

Mass Channel Up Down

2 TeV

sese -0.015 -0.039
sµsµ -0.003 0.003
cece 0.039 -0.037
cµcµ -0.056 -0.003
bebe 0.067 0.027
bµbµ -0.052 -0.054

1.5 TeV

sese 0.025 -0.013
sµsµ -0.024 -0.022
cece -0.072 -0.089
cµcµ 0.041 0.018
bebe -0.034 0.008
bµbµ -0.046 0.02

1 TeV

sese 0.012 0.012
sµsµ -0.013 0.003
cece -0.046 -0.015
cµcµ 0.018 0.008
bebe -0.052 0.036
bµbµ -0.04 -0.011

0.4 TeV

sese -0.012 -0.019
sµsµ 0.021 -0.014
cece -0.08 0.001
cµcµ -0.008 0.055

Table 6.11: Theory uncertainty on the Signal for variations of µR and Var3c. Measure-
ments are taken in the Signal Region, as defined in Table 6.1
.

Mass [GeV] Nlep Number of Events Analytical BR Sample
t+ v b+ e t+ v b+ e

400 2 Lepton 3602 0.399239 0.600761 0.398999 0.600167
1000 2 Lepton 2666 0.484999 0.515001 0.480625 0.516333
1500 2 Lepton 2529 0.493387 0.506613 0.5004 0.502892

Table 6.12: Summary of the branching ratio re-weightings calculated for three mass
hypotheses.

SigAcc MExtrap MLQ* FT* norm*
The signal
acceptance
uncertainty

The uncertainty on the
extrapolation of the tt̄
background, as docu-
mented in Section 6.4.1

The modeling uncer-
tainty on the different
backgrounds, as docu-
mented in Section 6.4.3

Flavour
tagging
uncertain-
ties

Background
scale nor-
malisa-
tions

Table 6.13: Summary of the naming convention used to describe the systematic variations
in the pull and ranking plots. In this table, “*” refers to GNU globbing or a “wildcard”.
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Figure 6.14: Effects of nuisance parameters on the signal strength ordered by effect on
the measured µ value for the sµsµ channel with mLQ = 1000 GeV.
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Figure 6.15: Effects of nuisance parameters on the signal strength ordered by effect on
the measured µ value for the bebe channel with mLQ = 1000 GeV.
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Figure 6.16: Effects of nuisance parameters on the signal strength ordered by effect on
the measured µ value for the cece channel with mLQ = 1000 GeV.
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Chapter 7

Results and Conclusions

In this Chapter, we shall present the statistical analysis of the data and Monte Carlo
events selected in the search for leptoquark pair production. We shall then see the results
of this analysis in Section 7.2, as well as the combination of these results with recent
findings from other LQ searches in ATLAS, documented in Section 7.2.1. The subsequent
conclusions are presented in Section 7.4. Additionally, we present the preservation of this
analysis framework in Section 7.3, where we discuss the RECAST framework, and the public
availability of the results via HEPData. This is done so that future analysts and theorists
can easily use our results and re-interpret our work to new phenomenological models.

7.1 Fit Strategy

The main result of this analysis comes from the evaluation of the profile-likelihood fit, the
details of which are discussed in Section 5.3 of Chapter 5, and follows the recommendations
prescribed in the ATLAS statistics forum in Ref. [356]. Here, the signal distribution of the
average mass of the two reconstructed LQ candidates is fitted to data. This is done to
establish exclusion limits on the cross-section and mass of various LQ signal candidates.
The variable mAv

LQ is chosen, as it provides a better resolution of the mass peak than
either of the separate reconstructed masses. As discussed in Section 6.4.6 the various
sources of uncertainty in this measurement are treated as nuisance parameters in the fit
whose values are unknown. As such, the values of these NPs are profiled out of the fit by
estimating their values using the Maximum Likelihood theorem. For all fits, the Z+jets
and tt̄ normalisations are treated as free parameters. All other backgrounds (di-bosons, W
and single top) are fixed to the MC expectation.

As discussed, separate analysis strategies have been developed in order to maximise
the sensitivity of this search to each of the considered LQ decay modes. Separate fits are
then performed for each of the LQ decay hypotheses, with the inclusion of different regions
tailored to the strategy used in analysing each of the target LQ signals. For decays to the
light quarks (LQ → q`), the selection is agnostic to the multiplicity of tagged jets in the
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event. In the fit of these decays, the pretag SR, SB and top CR are all used. For fits
to decays to bottom quarks (LQ → b`), events are selected based on the multiplicity of
b-tagged jets. In this fit, the SR and SB in 0-, 1- and 2-tag categories are used together
with the top CR in 1- and 2-tag region. For fits to decays to charm quarks (LQ→ c`), the
selection targets events based on the multiplicity of both c- and b-tagged jets in the event.
To fit these signals, the SR and SB in the untagged, c-tagged and b-tagged categories are
used together with the top CR in the c-tagged and b-tagged categories.

As no statistically significant excess of data events were found in this search, upper
exclusion limits were determined on the production cross-section as a function of the LQ
mass for each considered signal hypothesis. This was accomplished by calculating frequen-
tist CLs values, following the methodology outlined in Section 5.3.2. The parameter of
interest used in deriving these limits is the signal strength parameter “µ”, which is de-
fined as the ratio of measured number of signal events to the number of expected signal
events from the leptoquark model. As mentioned in this section, following the results of
Wilks [327] and Wold [328], it is shown that an asymptotic approximation can be used to
reduce the complexity of these calculations. This approximation holds true in the large
sample limit, taken to be for samples of O ∼ 10 events. However, bins in some SRs in
this analysis approach this limit and, as such, it is important to verify the results found
against the more computationally expensive Monte Carlo calculations, colloquially known
as “Toys”. This is presented in Section 7.1, and only small deviations from the asymptotic
approximation are found in the higher mass region. Hence, the results presented in this
analysis are determined using the asymptotic approximation.

Limits at 95% confidence level on the value of the signal strength µ are then computed
by scanning values of the µ hypothesis, computing the CLs exclusions and identifying the
µup for which this value equals 0.05.

7.1.1 Limit comparison

According to Wilks’ theorem [357], the distribution of f(q̃µsig |µsig|θ) approximates to a χ2

distribution with one degree of freedom in the high statistics region. This high statistics
assumption holds well until around O 10 events. With sufficient statistics, the asymptotic
method is used to approximate the p-value of the hypothesis test for each test statistic.
However, in the high mLQ bins of the distributions shown in Section 7.2, it is evident
that the statistics are smaller so the validity of this approximation must be tested. As
such, a comparison was made of the asymptotic approximation in this region, against the
approach of performing pseudo experiments for each value of µsig (referred to as toys).
This comparison was performed using the statistical framework package; “HistFitter”,
as documented in Ref. [358]. In this approach, work-spaces produced in the calculation
of the asymptotic limit were applied in the HistFitter framework, with no modification.
Signals of mLQ = 1 and 1.8 TeV were then tested, for the decay process LQ → se. These
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tests are documented in Tables 7.1 and 7.2 with 5,000 and 10,000 pseudo experiments1

used respectively.2

Limit Asymptotic Limit Toys Limit
Observed 0.05359 0.05426 ± 0.00044
Expected 0.03333 0.03315
+1 σ 0.04638 0.04733
-1 σ 0.02401 0.02355
+2 σ 0.06218 0.06488
-2 σ 0.01789 0.01669

Table 7.1: Comparison of 95% CL limits as calculated using the asymptotic method of
approximating the p-values, against the HistFitter approach using pseudo experiments
for each value of µsig. This is shown for a LQ at mLQ = 1 TeV, decaying as LQ→ se. 5,000
pseudo experiments were performed for the calculation of the p-values using HistFitter.

Limit Asymptotic Limit Toys Limit
Observed 1.111 1.289 ± 0.034
Expected 1.222 1.431
+1 σ 1.701 2.253
-1 σ 0.881 1.010
+2 σ 2.280 40.000
-2 σ 0.656 0.844

Table 7.2: Comparison of 95% CL limits as calculated using the asymptotic method of
approximating the p-values, against the HistFitter approach using pseudo experiments
for each value of µsig. This is shown for a LQ at mLQ = 1.8 TeV, decaying as LQ →
se. 10,000 pseudo experiments were performed for the calculation of the p-values using
HistFitter.

It was found that at an mLQ of 1 TeV, the limit is found to be in agreement with the
asymptotic approximation. Figure 7.1 shows the distribution of the p-values calculated
for a scan of µsig values for the 1 TeV LQ → se signal. For mLQ = 1.8 TeV, as seen
in Figure 7.2, we find that the limit agrees with the asymptotic approximation to within
1 σ, and so to minimise computational expenditure, it was decided to proceed with the
asymptotic method. It is also found that the +2 σ limit at 1.8 TeV does not work with the
present statistics.

1Pseudo-experiments are a “brute force” method of determining the distribution of our test statistic (qµ).
In this method, we generate pseudo data to populate the bins of our POI. We then normalize the resulting
histogram, and use it as an approximation of the test statistic distribution. From this, we can calculate
the observed value of our pseudo data. By repeating this process for a very large number of iterations, we
may arrive at a reliable approximation of the distribution of qµ.

2Fewer experiments were used at 1 TeV due to the increased computational load.
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Figure 7.1: p-values calculated using 5,000 pseudo experiments, shown for a LQ atmLQ =
1 TeV, decaying as LQ→ se.

Figure 7.2: p-values calculated using 10,000 pseudo experiments, shown for a LQ at
mLQ = 1.8 TeV, decaying as LQ→ se.
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7.2 Results

Profile likelihood fits are therefore performed following the statistical analysis documented
in Section 7.1. Data / MC compatibility can be tested by performing a background-only fit,
in which the signal strength, µ is fixed to 0. The post-fit plots are shown, for various analysis
regions, in Figures 7.3 - 7.7 These plots, also show a signal LQ process with mLQ = 1 TeV,
at µ = 1. Good agreement between data and the total SM prediction is observed in all
SRs. No evidence is indicated for a leptoquark resonant within the mass range that the
analysis is sensitive to.

Fits performed with no constraint on the signal strength are used to derive the expected
cross-section limits on the signal, as discussed in Section 7.1. These results are shown in
Figure 7.8. Here, limits are shown as a function of the LQ mass. Additionally, the fit
can also be expressed as limits on the branching ratio to charged leptons, calculated as√

(σobs/σtheory), where σobs is the observed leptoquark pair production cross-section limit
with β = 1 and σtheory is the theory cross-section. These results are shown for each
considered LQ decay, in Figure 7.9. This calculation is made using the assumption that
there is zero acceptance to LQ decays involving neutrinos in the present analysis.

It can be seen that in the high mass region, limits in the electron channel consistently
outperform those in the muon channel. This is due to the better electron resolution at high
pT which, as discussed in Section 6.2, leads to a worse performance of the Emiss

T /
√
HT cut

in the muon channel. Additionally, decays involving b quarks have lower cross-section limits
over most of the mass range due to the smaller backgrounds in the 1 and 2 tag categories.
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Figure 7.3: Post-fit distributions ofmAv
`j in the signal regions pretag for the qe (left) and qµ

(right) channels. The expected signals, shown for mLQ = 1 TeV and B(LQ→ qe/qµ) = 1,
are shown for illustrative purposes. The category “Other” refers to di-boson and W+jet
production. The category “Top-quark” includes both tt̄ and single-top processes. Data and
predictions outside the depicted mass range are not used in the fit and are not shown.
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Figure 7.4: Post-fit distributions of mAv
`j in the signal regions untagged (left), c-tag (mid-

dle), b-tag (right). The expected signals, shown for mLQ = 1 TeV and B(LQ → ce) = 1,
are shown for illustrative purposes. The category “Other” refers to di-boson and W+jet
production. Data and predictions outside the depicted mass range are not used in the fit
and are not shown.
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Figure 7.5: Post-fit distributions of mAv
`j in the signal regions untagged (left), c-tag (mid-

dle), b-tag (right). The expected signals, shown for mLQ = 1 TeV and B(LQ → cµ) = 1,
are shown for illustrative purposes. The category “Other” refers to di-boson and W+jet
production. Data and predictions outside the depicted mass range are not used in the fit
and are not shown.
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Figure 7.6: Post-fit distributions of mAv
`j in the signal regions 0-tag (left), 1-tag (middle),

2-tag (right). The expected signals, shown for mLQ = 1 TeV and B(LQ → be) = 1,
are shown for illustrative purposes. The category “Other” refers to diboson and W+jet
production. Data and predictions outside the depicted mass range are not used in the fit
and not shown.
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Figure 7.7: Post-fit distributions of mAv
`j in the signal regions 0-tag (left), 1-tag (middle),

2-tag (right). The expected signals, shown for mLQ = 1 TeV and B(LQ → bµ) = 1,
are shown for illustrative purposes. The category “Other” refers to di-boson and W+jet
production. Data and predictions outside the depicted mass range are not used in the fit
and are not shown.
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Figure 7.8: The observed and expected limit on the leptoquark pair production cross-
section at 95% C.L for a branching fraction to charged leptons of 1, shown as a function
of mLQ for the different leptoquark channels. Also included on the plots is the expected
theoretical cross-section.
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Figure 7.9: The observed and expected limit on the leptoquark branching ratio, B, at
95% C.L, shown as a function of mLQ for the different leptoquark channels.
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7.2.1 Combination

Work is ongoing to perform a combination of this result with other LQ searches performed
using the full Run II dataset of the ATLAS detector, some of which have been described
in Section 2.8. Currently this combination work is still in its early stages, but an overlay
of the published and un-published limits on the branching fraction to charged leptons has
been produced, as shown in Figure 7.11. This Figure presents both cross-generational and
3rd generation LQ searches, for all b-tagged channels. Of these limits, the 3rd generation
limits may be directly compared to the early Run II limits, performed using 36.1 fb−1 of
data recorded by the ATLAS detector in 2015-16, as shown in Figure 7.11. From this
comparison, it can be seen that the updated limits, using the full Run II data set, extend
the constraints on the mass of the LQ by around 250 GeV.
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Figure 7.10: [359] Limits on the branching ratio into charged leptons for scalar LQ
models decaying to b- or t-quarks plus leptons. Limits are shown for both cross-generational
(right) and 3rd generation LQ models for both down-type (top) and up-type LQs (bottom).
Here, stop-0 and sbottom-0 are the result of reinterpretations of supersymmetry searches.
Additionally, the limits labelled bτbν and bτtν are from a supersymmetry search for the
pair production of supersymmetric top squarks. The rest are dedicated analyses, indicated
by the final state of the leptoquark decays.
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Figure 7.11: [166] Limits on the branching ratio into charged leptons for scalar third-
generation up-type (left) and down-type (right) leptoquark pair production, produced using
the early Run II dataset of the ATLAS detector, recorded in the years 2015 and 2016.
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7.3 Analysis Preservation

In order to extend the scope of an ATLAS analysis, it is useful for it to be presented
in such a way that alternative models may be tested. This can be achieved by re-using
estimates of the backgrounds, systematic uncertainties and observations in the data, as
taken from the original search, to quickly and easily determine limits on alternative signal
hypotheses. As such, it is important that the analytical framework is retained as a re-usable
and openly available resource to interested parties. To this end, there has been a recent
drive in the ATLAS community to develop the “RECAST” (Request Efficiency Computation
for Alternative Signal Theories) [360] framework, based on software images preserved in
Docker [361, 362]. These are containerised processes, which provide the full root file-
system, which provides all the software dependencies required to execute a given task. It
is then the job of the analyser to encapsulate the workflow of their analysis. This is done
using the “workflow description language” yadage [363]. These workflows are then stored
remotely via GitLab. The repository for the RECAST efforts of this analysis can be found
at the link https://gitlab.cern.ch/recast-atlas/exotics/ana-exot-2019-013.

In addition to the analysis preservation provided by Docker, the specific results of this
analysis, with the stated signal model, are also stored and made openly available via the
HEPData web-page hosted by Durham University. This contains the data presented in
the publication in an accessible way, such that it can be accessed and re-used by theorists.
This process has also become standard ATLAS policy for recent publications in the interest
of increasing the usability and shelf-life of an analysis. The HEPData records for the
analysis discussed in this Thesis can be found at the link https://www.hepdata.net/

record/95211.

7.4 Conclusions

In this Thesis, I have presented the search for a new-physics signature of lepton-jet res-
onances using the full Run II dataset recorded by the ATLAS detector, corresponding to
an integrated luminosity of 139 fb−1 of

√
s = 13 TeV pp collisions at the LHC. This

search considers pair-production of scalar leptoquarks following a modification of the the-
oretical prescriptions of the W. Buchmüller, R. Rückl and D. Wyler model documented in
Ref. [168]. Candidate events are required to contain exactly two electrons or muons and
two or more jets, with a flavour tagging selection imposed on the jets, intended to identify
jets arising from the fragmentation of b-quarks (b-jets) and, for the first time, of c-quarks
(c-jets). Separate constraints are determined on both the LQ mass and the LQ mass as a
function of the branching ratio.

Leptoquarks were searched for in the mass range 400 ≤ mLQ ≤ 2000 GeV. No sta-
tistically significant excess of events was observed beyond the considered SM background
processes. As such, Leptoquarks with masses below 1.8 TeV and 1.7 TeV are excluded in
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the electron and muon channels respectively for a branching ratio into a charged lepton and
a quark of B = 100%, with minimal dependency on the quark flavour. In addition, LQs
with masses of up to around 800 GeV can be excluded for branching ratios into charged
leptons as low as 0.1, assuming that there is zero acceptance for LQ decays involving neu-
trinos or top quarks, and that only one charged lepton plus quark decay mode at one time
is possible. Additionally, the reinterpretation of this study with new BSM models is made
available via the RECAST framework, using Docker.

This analysis was statistics limited in the high mLQ tails, and as such, it is expected
that in the high-lumi LHC, these results may be improved upon. In addition, it is hoped
that upgrades to the MS [364] may provide improved reconstruction of muon pT in Run
III, enabling an improved sensitivity in the muon channel.

These findings improve upon previous studies for scalar LQ production by around 300-
400 GeV of LQ mass and establish for the first time limits on cross-generational LQ decays
using dedicated c- and b-jet identification algorithms. These results come in the context
of a wider group of LQ studies in ATLAS that search for scalar LQ pair production to a
range of final states. A combination of these results is underway.
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Appendix A

Implementation of merged multi-leg
tt̄ samples at NLO accuracy using the
Matchbox framework in Herwig 7

A.1 Rivet Analysis

In this study, we compare event samples generated using Herwig 7.1.3 in the Athena
framework, against 13 TeV pp collisions recorded by the ATLAS detector. The comparisons
are made using Rivet 2.6.1 [365] with the routines discussed in Sections A.1.1 and A.1.2.
Rivet is a HEP MC Tool hosted by HepForge [366] for the validation of Monte Carlo
event generators.

The “MC_XS” routine is also used to record the total cross-section, number of generated
events and the ratio of events with positive and negative weights for MC samples. As it is a
truth level evaluation of the event information, it is suitable for any process or experimental
setup.

A.1.1 Single lepton Rivet routine

The “Single lepton” Rivet routine was produced to analyse Monte Carlo samples with
the selection of the “Measurements of top-quark pair differential cross-sections in the lep-
ton+jets channel in pp collisions at

√
s = 13 TeV using the ATLAS detector” analysis [367].

This routine was developed using 3.2 fb−1 of 13 TeV pp collisions as recorded by ATLAS.
Measurements are then provided of the differential cross-sections of top-quark pair produc-
tion as a function of the top-quark transverse momentum and rapidity, as well as the tt̄
transverse momentum, rapidity and invariant mass.The analysis requires events with ex-
actly one electron or muon and at least two b-tagged jets in the final state. Jets used in
this analysis are identified using the anti-kt algorithm with a radius parameter of R = 0.4.
This algorithm uses topological clusters of energy depositions in the calorimeters called
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topo-clusters. Jets are accepted within the range pT > 25 GeV and |η| < 2.5. Jets orig-
inating from pile-up are suppressed using a multivariate jet-vertex-tagger (JVT). It then
defines b-jets using a multivariate discriminant, which uses track impact parameters, track
invariant mass, track multiplicity and secondary vertex information to identify b-jets with
a 77% efficiency. Two separate selections are then applied which each focus on different
top-quark momentum regions, that form the resolved and boosted topologies of the tt̄ final
state.

From this routine, predictions of the differential cross-sections of the top-quark pair
production will be shown. These will be plotted as a function of the mass of the tt̄ system,
as well as the rapidity, |y| and pT of both the leading hadronized top quark, and the tt̄
system.

A.1.2 Dilepton Rivet routine

The “Dilepton” Rivet routine was produced to analyse Monte Carlo samples with the
selection of the “Measurement of jet activity produced in top-quark events with an electron,
a muon and two b-tagged jets in the final state in pp collisions at

√
s = 13 TeV with the

ATLAS detector” analysis [368]. This analysis measures the jet activity in top-quark pair
events produced using 3.2 fb−1 of 13 TeV pp collisions as recorded by ATLAS. This routine
selects oppositely charged e/µ events and two b-tagged jets to be in the final state. Jets
and b-tagged jets are identified in the same way as described in Section A.1.1. From
this, the normalised differential cross-sections of top-quark pair production are presented
as functions of additional-jet multiplicity, transverse momentum, pT and the gap fraction
as a function of the pT threshold for additional jets.

Two types of gap fraction are used; the first is measured as a ratio between the number
of events n(Q0) with no additional jet with pT > Q0, and the total number of selected
events (Ntt̄), as expressed in Equation A.1.1.

fGap(Q0) =
n(Q0)

Ntt̄
(A.1.1)

The second gap fraction as expressed in Equation A.1.2 calculates the fraction of events
in which the scalar pT sum of all additional jets (within the defined veto region) does not
exceed a given threshold (Qsum), where the subset of events that meet this criteria are
labeled n(Qsum).

fGap(Qsum) =
n(Qsum)

Ntt̄
(A.1.2)

From this routine, predictions of the number of additional jets after a pT cut of pT >
25 GeV will be shown, as well as the pT of the leading (sub-leading) b-jet, and the pT of
the additional leading jet. The gap fractions calculated in Equations A.1.1 and A.1.2 will
also be shown, in the rapidity vetoes of 0.8 < |y| < 1.5 and 1.5 < |y| < 2.1.
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A.2 ATLAS Nominal Samples

ATLAS hosts a range of validated, high statistic tt̄ samples, available for use in ATLAS
analysis. We report briefly on the setup of nominal MC generator samples generated with
PowhegBox [223, 255, 256, 369] v2 generator, and interfaced to Pythia 8 [342] and
Herwig 7 for the PS. These samples will be used to compare with the ATLAS data and
the Herwig 7 generated samples.

The nominal Powheg + Pythia 8 sample (DSID 410472) was generated using the
PowhegBox v2 generator which provides matrix elements at next-to-leading order (NLO)
in the strong coupling constant αS with the NNPDF3.0NLO [260] parton distribution func-
tion (PDF) and the hdamp parameter1 set to 1.5 time the mass of the top quark (mtop) [268].
The functional form of the renormalisation (µR) and factorisation (µF ) scale is set to the
default scale

√
m2

top + p2
T. The events are interfaced with Pythia8.230 for the parton

shower and hadronization, using the A14 set of tuned parameters [343] and the NNPDF23LO
PDF set. The decays of bottom and charm hadrons are simulated using the EvtGen v1.6.0
program [370].

The NLO tt̄ inclusive production cross-section is corrected to the theory prediction at
NNLO in QCD including the resummation of next-to-next-to-leading logarithmic (NNLL)
soft-gluon terms calculated using Top++2.0 [247, 371–376]. For proton–proton collisions
at a centre-of-mass energy of

√
s = 13 TeV, this cross-section corresponds to σ(tt̄)NNLO+NNLL =

832± 51 pb using a top-quark mass of mtop = 172.5 GeV.
The nominal Powheg + Herwig 7 sample (DSID 410558) uses the same un-showered

events generated with PowhegBox as discussed previously. The Les Houches Events [377]
(LHE) are then interfaced with Herwig 7.04 [271, 272], using the H7UE set of tuned
parameters [272] and the MMHT2014LO PDF set [49].

A.3 Job Options

The Job Option (JO) is used to steer the Herwig 7 generator by passing commands
using the “generator.add_commands” function. This is used to build a run card which
passes arguments to the Herwig 7 program. Section A.3.1 describes how the underlying
process is set, and how the additional jets are merged to the ME. Section A.3.2 describes
the different renormalisation and factorisation scales that can be selected in Herwig 7.
Section A.3.3 then describes how different leptonic filters can be applied, allowing us to
“cheaply” generate events with a higher effective luminosity. Herwig 7 is then steered in
three different modes; build, integrate and run. The matrix elements are constructed
and sub-processes generated in the build stage. This creates a set of loop integration jobs,

1The hdamp parameter controls the transverse momentum pT of the first additional emission beyond the
leading-order Feynman diagram in the parton shower and therefore regulates the high-pT emission against
which the tt̄ system recoils.
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where the amplitudes are compiled, and the sub-processes are integrated over, which is
performed by the integrate stage. The interactions are then combined into a .tar file,
which can be exported to a computing cluster to perform the computationally intensive
process of generating and showering the events in the run stage.

A.3.1 Process Selection

The tt̄ events are generated by selecting a process decaying to t and t̄, plus the desired
multiplicity of additional merged jets with the line;

1 do MergingFactory:Process p p -> t tbar [ j j ]

where we see that here we have selected 2 additional jets to be merged to the hard ME.
The order of perturbation (above the born process) that the hard ME will be calculated

to is then selected by the line;

1 set MergingFactory:NLOProcesses 2

where we see that we have requested the process to be calculated to the NLO. There is one
caveat however, in the selection of the order of perturbation, and the process selection. The
settings described above choose a pp → tt̄ process with 2 additional jets, to be calculated
at the NLO. This corresponds to calculating the process:

tt̄ at NLO + 1 jet at NLO + 2 jets at LO (A.3.1)

if the order of NLOProcesses was set to 3, then this would correspond to

tt̄ at NNLO + 1 jet at NNLO + 2 jets at NLO + 0 jets at LO. (A.3.2)

Therefore, the order of NLOProcesses cannot be set to be larger than the number of addi-
tional jets chosen to be merged to the hard ME.

It is then necessary to determine a scale at which the merging of the additional jets to
the ME will be performed. This is set using the lines;

1 set Merger:MergingScale 20.* GeV
2 set Merger:MergingScaleSmearing 0.1

This is the scale at which the parton shower is separated from the matrix element. The
Herwig 7 authors recommend this to be between 10 and 30 GeV for the LHC. As such, a
merging scale of 20 GeV is used in the following.

The PDF set used is the MMHT2014nlo68cl [258] PDF set (which is optimized for use
in multi-jet matching and merging), and the FiveFlavourNoBMassScheme is chosen.

A.3.2 Scale Settings

Herwig 7 offers two dedicated options for setting the re-normalisation and factorisation
scales that are tuned to the tt̄ process. These include the ’TopPairMass’ scale and the
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’TopPairMT scale’ which can be set with the following lines:

1 set Factory:ScaleChoice Scales/TopPairMassScale
2 set Factory:ScaleChoice Scales/TopPairMTScale

The TopPairMass scale is a scale based on the invariant mass of the tt̄ system. This
will set the renormalisation scale and the factorisation scale to:

µ2
R = µ2

F = (pt + pt̄)
2 (A.3.3)

where pt (pt̄) is the momentum of the top (anti-top) quark.
The TopPairMT scale will set these scales to be:

µ2
R = µ2

F = (m2
T,t +m2

T,t̄) (A.3.4)

where mT,t (mT,t̄) is the transverse mass of the top (anti-top) quark.
In this document, both scales are tested for comparison.

A.3.3 Leptonic Filters

We apply a custom designed lepton filter such that we can run larger effective luminosity
samples. This is useful for comparisons to the Dilepton Rivet routine.

This filter is implemented as follows:

1 ## ################################################
2 ##Di-Lepton Filter
3 ## ################################################
4 do /Herwig/Particles/t:SelectDecayModes /Herwig/Particles/t/t->nu_e ,e+,b; /

Herwig/Particles/t/t->nu_mu ,mu+,b;
5 do /Herwig/Particles/tbar:SelectDecayModes /Herwig/Particles/tbar/tbar ->

nu_ebar ,e-,bbar; /Herwig/Particles/tbar/tbar ->nu_mubar ,mu-,bbar;

We then have to rescale the cross-section to account for the change in Branching Ratio
(β):

1 ## ################################################
2 ##Re-weight x-section for the change in BR
3 ##taken from : https :// twiki.cern.ch/twiki/bin/view/AtlasProtected/

Herwig7ForAtlas
4 ## ################################################
5 create Herwig :: BranchingRatioReweighter /Herwig/Generators/BRReweighter
6 insert /Herwig/Generators/EventGenerator:EventHandler:

PostHadronizationHandlers 0 /Herwig/Generators/BRReweighter

It is then possible to print out the exact decay modes of each process:

1 ## ################################################
2 ##Print decay modes
3 ## ################################################
4 do /Herwig/Particles/t:PrintDecayModes
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5 do /Herwig/Particles/tbar:PrintDecayModes

From this, it is found that the branching ratio for the t and t̄ decays (after selecting the
decay modes of the Dileptonic filter) are:

• t→ (nl/l̄) + b = 0.108059

• t̄→ (nl̄/l) + b̄ = 0.108059
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