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1 Introduction 

I believe that summarizing in a simple and sober way the impressiveness 
of catalysis in modern chemistry can be considered a chimera by the 
most. On October 1948, Ralph Edward Oesper, an American chemist 
and historian of chemistry, condensed in a couple of pages the life of 
Alwin Mittasch, a German chemist, particularly known for his first 
systematic research on the catalysts development for the synthesis of 
ammonia via the Haber-Bosch process [1]. In this brief essay, we can 
find a statement that, in some way, tries to give merit to what has been 
previously said: 

 

“Chemistry without catalysis would be a sword 
without a handle, a light without brilliance, 

a bell without sound.” 

Paul Alwin Mittasch 
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These words are meant to introduce in an understandable and accessible 
way the importance of catalysis in both every day and non-daily 
chemistry. However, just before we support what has been said, it is 
worth answering the following not obvious question: what is catalysis? 

The expression was first coined in 1836 by the Swedish scientist Jöns 
Jacob Berzelius, particularly famous for the discovery of various 
elements of the periodic table such as cerium, silicon, thorium and 
selenium: we will see that this last chalcogen, incidentally, will be of 
paramount importance for the final three chapters of this thesis. 

Returning back to the main question: catalysis is the acceleration (or 
even the slowing down) of chemical reactions by substances, called 
catalysts, that are not consumed during the whole process: the catalyst 
can transform and undergo important structural alterations but, in the 
end, it can always be recovered in its original state. More specifically, 
catalysts are substances that, added in small amounts to a chemical 
reaction, modify the reaction kinetics, providing an alternative 
mechanism of reaction with a reduced activation energy. They are not 
expended during the reaction itself and therefore they do not appear in 
the global reaction equations: this means that they do not cause any 
variation in the value of the equilibrium constant. 

Although catalysts are not consumed by the reaction itself, they are not 
unbreakable: they can be inhibited, deactivated or destroyed by 
undesirable secondary processes. 

Despite their generally high cost, catalysts are widely used in industry 
because they not only allow a considerable speed up of the process but 
in some cases are essential to ensure its purity (an example is the 
Ziegler-Natta catalysts for the synthesis of stereoregular polypropylene). 
In addition, in the following chapters, we will see how certain processes 
may not occur unless properly catalyzed. 

Speaking of the influence on the global market, there is no need to 
emphasize that catalysts are a big deal: in 2018 their revenue (including 
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the polymer industry) is estimated to be around 5.5 billion euros. This 
evaluation clearly does not take into account the added value of the 
final product, which is far superior to the value given by the used 
catalyst, also considering the amount ratio between them. 

Catalysis can be extremely diverse and, for this reason, it’s impossible 
to present a complete list, however, a brief overview of the most widely 
used and famous catalysts will be given hereafter. Without any doubt, 
in organic catalysis and especially for the numerous reactions involving 
water, including hydrolysis, acid (or basic) catalysis is crucial for the 
success of many reactions. In inorganic catalysis, instead, we find 
multifunctional solids such as zeolites, alumina, oxides, graphite, 
nanoparticles and nanodots. Transition metals are often used to catalyze 
redox reactions such as oxidations or hydrogenations, for instance. 
Noteworthy examples are nickel, as in nickel Raney for hydrogenation, 
and vanadium oxide (V) for the oxidation of sulfur dioxide to sulfur 
trioxide in the sulfuric acid production. Many catalytic processes, 
particularly those used in organic synthesis, require complexes of the 
so-called “late transition metals” such as palladium, platinum, gold, 
ruthenium, cobalt, rhodium or iridium. Elements in metallic form can 
also be excellent catalysts. 
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Figure 1.1. Nowadays, the rational designing of more efficient catalysts means 
to significantly increase the reaction rate, wasting less catalyst and reducing 
the production costs of the finished product. 

 

In Chapter 3 of this thesis, we will focus on the latter 3 metals (Group 
9) taking into account an archetypal reaction aimed at the synthesis of 
differently substituted benzene rings, pyridine and its derivatives, and 
in general polycyclic compounds, which are extremely important in the 
industrial field for their use as precursors of more complex compounds 
in the pharmaceutical field. Particular attention will be devoted to the 
role of the catalyst in order to evaluate its activity and then look into 
ways to improve its performance in order to increase the reaction rate: 
this approach is better known as rational catalyst design. 

The aforementioned reaction is better defined as a [2+2+2] 
cycloaddition (or cyclotrimerization) where annular molecules are 
synthesized starting from their constituent fragments. In the simple case 
of benzene or pyridine, the reactants are acetylene and acetonitrile as 
shown in Figure 1.2. 
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Figure 1.2. [2+2+2] acetylene cycloaddition to benzene can be easily used also 
to form pyridine derivatives using differently substituted nitriles. 

One question arises spontaneously: why must this process be catalyzed? 
The answer is rather simple considering the Figure 1.2: the reaction is 
extremely unfavorable from an entropic point of view. In fact, also for 
other types of processes (e.g. Chichibabin synthesis), high yields are 
only reported through the use of alumina and/or aluminosilicates, such 
as zeolites and carrying out the process at high temperature. The 
synthesis of pyridine catalyzed by transition metal complexes from 
alkynes and nitriles was first described by Reppe [2] back in 1940s with 
Ni(II) based catalysts and 1,3,5,7-cyclooctatetraene (COT) as the main 
ligand. Some pioneering studies have followed in 1973 by Wakatsuki 
and Yamazaki [3], by Vollhardt et al. [4,5] and by Bönnemann et al. 
[6,7] in the 80s. Since the beginning, a particular class of compounds 
exhibited good catalytic activity toward alkynes [2+2+2] 
cycloadditions: the half-sandwich metal complexes. Particularly, Co(I) 
and Rh(I) complexes were the most performing and, therefore, the most 
studied ones (Figure 1.1). 

A peculiar structural feature of these catalysts is the coordination of the 
metal to an aromatic moiety, typically a cyclopentadienyl anion, and 
they offer the possibility of easily changing the bonding mode by the 
metal slipping over this aromatic moiety (Figure 1.3). When modifying 
the ancillary ligands, or proceeding along the catalytic cycle, hapticity 
changes can be observed, varying from 𝜂𝜂5, when the five metal-carbon 
distances are identical, to 𝜂𝜂3 + 𝜂𝜂2, in presence of allylic distortion, to 
𝜂𝜂3, in case of allylic coordination, to 𝜂𝜂1, when a sigma metal-carbon 
bond forms. 
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Figure 1.3. Hapticity variation for a cyclopentadienyl-based metal complex. 
The metal center is not fixed but can more or less smoothly slip above the 
aromatic moiety. 

This extremely evident and easy to notice characteristic is anything but 
straightforward to understand. This feature reflects both steric and 
electronic effects and, as we will see in Chapters 3 and 4, it contains all 
the information we need to define the reactivity of these systems by 
knowing their geometry (or the geometry of the structures involved in 
the whole catalytic cycle). 

In Chapters 3 and 4, we will present the slippage span model, 
derived with the aim of establishing a relationship between the slippage 
variation during the catalytic cycle, quantified in a novel and rigorous 
way, and the performance of the catalyst in terms of turnover frequency 
(TOF), computed with the energy span model (explained in Chapter 
2). By defining a scale of reactivity, directly related to a geometrical 
descriptor, it’s relatively easy to draw new molecules designed to 
improve the catalytic activity, proceeding, in this way, to a rational 
design of novel catalytic moieties. 

So far, I have presented some relevant and general aspects of catalysis 
in chemistry, but I deliberately have not mentioned any detail of one of 
the most essential aspects. A so crucial characteristic that, most likely, 
if it were not present in nature, there would not be any form of life as 
we know it. As you may have already guessed, I am referring to the 
catalysis of enzymes: the principles do not change from what I have 
above described, but things are getting much more complicated. A lot 
more complicated. A living organism is a complex chemical system in 
which organic matter is synthesized, reproduced, transformed, and 
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decomposed in a continuous and intense succession of reactions and 
chemical processes through which all biological functions are performed. 
Changing the speed of these biochemical processes is essential for the 
life of the organism, and, commonly, this task is handled by a 
humongous molecule with an incredible high selectivity that can be 
activated, inhibited, or modulated only under specific circumstances: 
the enzyme. 

The life of an organism is a fragile balance of equilibria, where most of 
them are managed at enzymatic level. To give an example, each of us, 
even at this very moment, is fighting against cellular oxidation, better 
defined as 'oxidative stress'. This natural process is in fact the primary 
cause of aging due to the harmful action of exogenous and endogenous 
factors (exposure to sunlight, pollution, and the normal functioning of 
our body's metabolism). Oxidative stress is triggered when an excess of 
free radicals and highly reactive molecules accumulates in an organism 
preventing cells from defending and protecting themselves.  

Several pathologies and diseases can arise from this unbalanced 
concentration of very reactive species, most of which are ROS (Reactive 
Oxygen Species) and RNS (Reactive Nitrogen Species), which are the 
direct cause of the oxidative stress. Commonly, the two ubiquitous 
chemical species that are involved in these processes are peroxides and 
peroxynitrites [8]. Among the proteins able to regulate the peroxide tone 
in the cell, glutathione peroxidase (GPx) is an efficient system to reduce 
possible harmful substrates like H2O2 and hydroperoxides [9–11]. Its 
enzymatic mechanism can be described as three steps: first, one of the 
key residues in the catalytic pocket, the selenocysteine (Sec), is oxidized 
from its selenol form (E-Se-H) to selenenic acid (E-Se-OH) with the 
simultaneous reduction of the peroxide (Figure 1.4). The second step is 
the formation of selenenylsulfide intermediate (E-Se-SG) consuming one 
equivalent of glutathione (GSH). The recovery of the initial reduced 
selenol form is obtained by reaction with a second equivalent of GSH 
and the formation of GSSG. The fascinating part concerns the 
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comparison of this selenoenzyme to Cys-GPx, its sulfur-based mutant, 
which has a much lower enzymatic activity [12,13]. Unfortunately, a 
clear and unanimous explanation of the deprecated performance with 
the change of the chalcogen is not yet available. 

 

Figure 1.4. The three steps of the GPx mechanism for the reduction of a generic 
alkyl hydroperoxide ROOH to an alcohol ROH. 

Obtaining some insights on the first step of the enzymatic mechanism 
of Cys-GPx and Sec-GPx (oxidative step) is the central part of Chapter 
6. In Chapter 7, we have also tried to generalize, to some extent, what 
we have learnt from GPx to three other enzymatic families, which can 
reduce peroxides but are not necessarily involved in the control of the 
oxidative stress. 

The selective antioxidant action can also be provided by small organic 
molecules acting as antioxidants or more specifically, as radical 
scavengers. Some examples are flavonoids and in particular, 
anthocyanins (pigments of many flowers and fruits) or specific molecules 
such as melatonin, serotonin, ascorbic acid (vitamin A), carotenoids 
(vitamin C), curcumin and many others of artificial origin including 
drugs like zolpidem and fluoxetine. The advantage of such small 
molecules is their easier characterization and therefore their subsequent 



 33 

development in order to modify their properties, increase their 
effectiveness or reduce their side effects. Even the smoothest industrial 
synthesis is something not to be overlooked. The majority of the 
supplements and drugs are small molecules with a molecular weight 
inferior to 900 Dalton (the average value is between 100 Da and 500 
Da). The accurate assessment of the antioxidant activity is a 
considerable challenge both from the theoretical and experimental point 
of view. This challenge mainly resides in the fact that the physiological 
and lipidic environment, typical of an organism, are complex matrices. 
Moreover, the high number of potentially quenching mechanisms to 
deactivate a radical, and the presence of structurally different ROSs 
further complicates the whole. 

In Chapter 5 of this thesis, we will evaluate in silico the 
antioxidant activity of phenothiazine and its selenium and tellurium 
derivatives (Figure 1.5 A) trying to exploit what nature teaches us with 
GPx and, in particular, the advantages that selenium (and by 
extrapolation, tellurium) have against the most common and light 
chalcogens such as sulfur. 

 

Figure 1.5. A) Powerful antioxidant scaffolds: phenothiazine (X=S). 
phenoselenazine (X=Se) and phenotellurazine (X=Te). B) Several enzymes 



34  

(GPx, OxyR, Prx, etc.) and small antioxidant molecules fight against the 
continuing oxidative stress condition in order to protect the living cells. 

All the different topics described in this thesis have in common catalysis 
and the presence of redox reactions, and the aim of the whole work was 
to extract from important and thoroughly investigated cases as general 
as possible outcomes, which may be valuable, in the future, for those 
who will come. 

I really hope you find it as intriguing as it was for me. 
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2 Theory and methods 

In this thesis, very different systems will be modelled. From the smallest 
molecular systems (such as inorganic catalysts) to the largest ones 
(enzymes), the density functional theory (DFT) will be used as the 
primary working approach. The studied cases, because of their different 
size and nature, will be handled at different levels of theory which will 
be explained in the following chapters. 

2.1 Density Functional Theory 
During the first half of the XX century, the inadequacy of classical 
theories to describe increasingly microscopic systems became 
unpleasantly apparent. It was precisely in these years, especially from 
1930 onwards, that the dawn of a new era was marked, where classical 
mechanics, based on continuous physics, was gradually seen as a 
macroscopic approximation of quantum one. Among the most 
important pioneers of this new branch, we can find Max Planck, Albert 
Einstein, Niels Bohr, Louis de Broglie, Max Born, Werner Heisenberg, 
Wolfgang Pauli, Erwin Schrödinger and, more lately, Richard Feynman. 
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A name not mentioned in the previous list but undoubtedly worthy of 
a separate remark is Paul Dirac: despite his rather peculiar 
temperament, he was able to reconcile the dictates of quantum 
mechanics with general relativity, and he is considered one of the 
greatest physicists of the last century. He is universally recognized as 
the father of relativistic quantum mechanics. On April 1929 he wrote: 
[14] 

 

“The underlying physical laws necessary for the 
mathematical theory of a large part of physics and 
the whole of chemistry are thus completely known, 

and the difficulty is only that the exact application of 
these laws leads to equations much too complicated 
to be soluble. It therefore becomes desirable that 

approximate practical methods of applying quantum 
mechanics should be developed, which can lead to an 
explanation of the main features of complex atomic 

systems without too much computation.” 

 

This concept, which remains still extremely relevant today, is based on 
the fact that although we could in principle describe a massive molecular 
system, the final problem is not necessarily easy to solve. In the 
particular case of the DFT, it was necessary to wait until the 1960s in 
order to have a more versatile alternative rather than solving an 
approximate form of the Schrödinger equation with a more direct 
approach, such as Hartree-Fock or post Hartree-Fock.  

Density Functional Theory (DFT) methods are based on the 
first and the second Hohenberg-Kohn principles [15] dated back to 1964. 
The first one proves the direct and unique relationship between the total 
energy (formally presented as external potential 𝑣𝑣(𝑟𝑟)⃗ in literature) and 
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a given electron density 𝜌𝜌𝑣𝑣(𝑟𝑟)⃗. This can be simply described as the 
following one-to-one mapping (Eq. 2.1): 

 𝑣𝑣(𝑟𝑟)⃗ ↔ 𝜓𝜓𝑣𝑣
𝑔𝑔𝑔𝑔 ↔ 𝜌𝜌𝑣𝑣(𝑟𝑟)⃗ 2.1 

The second theorem (Eq. 2.2) affirms the possibility of minimizing the 
total energy using the variational formalism: the functional that returns 
the ground state of the system strictly generates the lowest energy if 
and only if the electronic density in input has been derived from the 
real ground state. 

 𝐸𝐸𝑣𝑣
𝑔𝑔𝑔𝑔 ≤ 𝐸𝐸𝑣𝑣[𝜌𝜌(𝑟𝑟)⃗] ≡ �𝜓𝜓[𝜌𝜌(𝑟𝑟)⃗]�𝐻̂𝐻 + 𝑉𝑉 ̂ �𝜓𝜓[𝜌𝜌(𝑟𝑟)⃗]� 2.2 

The implications of these theorems are very powerful from a theoretical 
point of view, but no practical tools were available to define any 
property of the fundamental state, even for a simple system. Only one 
year later, in 1965, the practical implementation of the two theorems 
was described in what is called Kohn-Sham's equation (KS) [16], which 
is a useful reformulation of Schrödinger's many bodies formalism as we 
can see from Eq. 2.3. 

 �− ℏ
2𝑚𝑚

∇2 + 𝑣𝑣(𝑟𝑟)⃗�𝜑𝜑𝑖𝑖(𝑟𝑟)⃗ = 𝜀𝜀𝑖𝑖𝜑𝜑𝑖𝑖(𝑟𝑟)⃗ 2.3 

Solving this eigenvalue equation, using a KS wave function defined as a 
single Slater determinant, provides the energy 𝜀𝜀𝑖𝑖 of all Kohn-Sham 
orbitals 𝜑𝜑𝑖𝑖 which are directly connected to the electron density through 
Eq. 2.4. 
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 𝜌𝜌(𝑟𝑟)⃗ = �|𝜑𝜑𝑖𝑖(𝑟𝑟)⃗|2
𝑁𝑁

𝑖𝑖
 2.4 

In principle, compared to wave function-based techniques, DFT is 
formally an exact approach, without any sort of approximation, where 
the correlation energy is naturally taken into account. Unfortunately, 
on the other hand, the exact form of the exchange-correlation (XC) 
functional, used to create the conceptual bridge between the total 
energy and the electron density, is unknown (except for trivial cases, 
such as the free electrons Fermi gas [17–19]). A widely used approach 
is the local-density approximation (LDA), in which the functional is 
only dependent on the density at the coordinate values where the 
functional is evaluated. More modern ways of approaching the exact 
formulation of the XC functional, such as generalized gradient 
approximations (GGA), have been developed later on. These are still 
local, but they also take into account the density gradient. The 
evolution of XC functionalities has not stopped and continues today, 
trying to get closer and closer to the highest step of the famous DFT 
Jacob’s ladder. 

Nowadays, the availability of supercomputers has made possible 
the study of molecular systems, some of which are rather 
complex/extended, through the use of increasingly advanced techniques 
but, in spite of that, the use of electron density in DFT techniques 
dramatically simplifies the description of the system compared to other 
wave function-based methods such as Møller-Plesset (MPx) 
perturbation theory, multi-configurational SCF approaches (MCSCF) 
or coupled clusters (CC). Besides, DFT has better scaling behavior with 
a negligible accuracy loss. 
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2.2 Activation strain model (ASM) 
Characterizing the nature of a chemical bond by analyzing how the 
energy barrier for its formation arises is a primary key to deeply 
understand any reaction deeply. To this purpose, the activation strain 
model (ASM), also known as distortion/interaction model [20], is a 
fragment-based approach to easily understand chemical reactions and 
the associated barriers [21–24]. This approach, already used in the 70s 
by Morokuma [25] and Ziegler [26], relies on the idea that the two 
separate reactants, which approach from an infinite distance, begin to 
interact and deform. In this model, the total energy ∆𝐸𝐸 is decomposed 
into the sum of strain energy ∆𝐸𝐸𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 and the interaction one ∆𝐸𝐸𝑖𝑖𝑖𝑖𝑖𝑖 
(Eq. 2.5): 

 ∆𝐸𝐸 = ∆𝐸𝐸𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 + ∆𝐸𝐸𝑖𝑖𝑖𝑖𝑖𝑖 2.5 

Usually, the total strain ∆𝐸𝐸𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 is a positive value and can also be 
divided into contributions stemming from each of the reactants. The 
remaining negative contribution derives from electronic interactions and 
can be itself split as well through the energy decomposition analysis 
(EDA) [24] explained in the next section (Eq. 2.7). ASA and EDA are 
generally applied to the three leading structure involved into an 
elementary step: starting reactants, transition state (TS) and the final 
product but a further extension along the reaction coordinate (𝜁𝜁) is also 
feasible. Commonly, after locating and optimizing the first-order saddle 
point structure, the non-equilibrium points are retrieved from the 
minimum energy path (MEP) in both directions using the intrinsic 
reaction coordinate (IRC) approach. The use of nudged elastic band 
(NEB) is also possible: this has the advantage that the TS is not 
necessary, but only reagents and products are required as initial input. 
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Figure 2.1. ASA applied to a general elementary reaction. 

 

Another important extension to ASM has been proposed by Fernandez 
et al. [27] with the aim of taking into account unimolecular reactions. 
This situation is encountered in the present study (Chapter 3). In this 
case, the activation barrier is given as the change, upon going from 
educt to TS, in strain within the two fragments plus the change, upon 
going from educt to TS, in the interaction between these two fragments 
(Eq. 2.6): 

 ∆𝐸𝐸 = ∆∆𝐸𝐸𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠
‡ + ∆∆𝐸𝐸𝑖𝑖𝑖𝑖𝑖𝑖

‡  2.6 

2.3 Energy decomposition analysis (EDA) 
∆𝐸𝐸𝑖𝑖𝑖𝑖𝑖𝑖 can be further analyzed in the framework of the Kohn-Sham 
molecular orbital (MO) model using a quantitative decomposition of the 
bond into electrostatic interaction (∆𝑉𝑉𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒), Pauli repulsion (∆𝐸𝐸𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃), 
called also exchange repulsion or overlap repulsion, (attractive) orbital 
interactions (∆𝐸𝐸𝑜𝑜𝑜𝑜) and dispersion contributions (∆𝐸𝐸𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑) (if dispersion 
is included in the functional). 
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∆𝐸𝐸𝑖𝑖𝑖𝑖𝑖𝑖 = ∆𝑉𝑉𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 + ∆𝐸𝐸𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃���������

∆𝐸𝐸𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠

+ ∆𝐸𝐸𝑜𝑜𝑜𝑜 + ∆𝐸𝐸𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 2.7 

Each term has a physical-chemically meaningful explanation. To apply 
ASM, the system is ideally divided into two fragments, typically two 
reactants. These fragments approach and overlap, but they are not 
allowed to interact with each other: by doing so, only a purely 
electrostatic interaction, i.e. an attractive potential ∆𝑉𝑉𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 (with a 
quasi-classically Coulombic form), is calculated. It is designed to 
quantitatively estimate the electrostatic bonding contributions which 
are neglected in a purely orbital-interaction based analysis. Then, the 
wavefunctions are allowed to overlap, but this implies an anti-
symmetrization step that increases the total energy: this destabilizing 
term, called ∆𝐸𝐸𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 derives directly from the Pauli exclusion principle, 
where repulsion effects between the filled orbitals are considered. 
Electrostatic and Pauli contributions are often summed together to 
define an overall steric ∆𝐸𝐸𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 term. Lastly, contributions related to 
attractive interactions from empty orbitals of a fragment and the filled 
(or partially filled) ones of the other fragment, are embedded into a 
stabilizing orbital interaction term ∆𝐸𝐸𝑜𝑜𝑜𝑜. The calculation is performed 
when fragments orbitals are allowed to relax with a natural electrons 
redistribution to achieve the final state in the entire complex. Charge 
transfer and mixing effects, when the two reactants approach to form 
the complex, are included into this latter term. Generally, classical DFT 
functionals neglect any form of long range non covalent interaction but, 
nowadays, dispersion forces can be taken into account with several 
corrections: actually, one of the most used is the correction D3(BJ) by 
Grimme [28] (for the van der Waals-like term) and Becke-Johnson [29] 
(for the damping function). Unless otherwise stated, the term ∆𝐸𝐸𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 
has been excluded in this work because of negligible dispersion effects 
in our systems. 
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2.4 Turnover Frequency (TOF) calculations 
The turnover frequency (TOF) is a valuable parameter to better 
understand and characterize the analyzed catalytic cycle. In the 
beginning, it was conceived to describe enzymatic kinetics and biological 
promotor/inhibitor species, but the TOF concept can be extended to 
any cyclic reactions. The canonical definition of TOF is: 

 TOF =
𝑁𝑁
𝑡𝑡

 2.8 

where 𝑡𝑡 is the total time required to perform 𝑁𝑁  cycles or to create 𝑁𝑁  
molecules of product. A modern approach aiming at translating 
thermodynamic data into kinetics is the definition of the energy span 
[30], as the difference between the energy of the highest energy 
transition state and the energy of the lowest intermediate, to establish 
a relation between the classical Arrhenius equation and the Boltzmann 
distribution. Unluckily, this formulation gives exact results only when 
the energy of the starting reactants lies at the same energy level of the 
final products, i.e. ∆𝐺𝐺𝑟𝑟

° = 0. Kozuch and Shaik proposed a more general 
model for calculating the TOF, based on Christiansen’s idea [31]: they 
defined the turnover frequencies directly in terms of kinetic constants 
summations. By implementing the Eyring transition state theory (TST) 
with the Eyring-Polanyi equation: 

 𝑘𝑘 = 𝑘𝑘𝑏𝑏𝑇𝑇
ℎ

𝑒𝑒
−∆𝐺𝐺‡

𝑅𝑅𝑅𝑅  2.9 

where 𝑘𝑘𝑏𝑏 is Boltzmann's constant, 𝑇𝑇  the temperature, ℎ Planck's 
constant and 𝑅𝑅 is the universal gas constant, they succeeded in deriving 
the expression 2.10 [32]: 
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 TOF = 𝑘𝑘𝑏𝑏𝑇𝑇
ℎ

𝑒𝑒
−∆𝐺𝐺𝑟𝑟

𝑅𝑅𝑅𝑅 − 1
∑ 𝑒𝑒(𝑇𝑇𝑖𝑖−𝐼𝐼𝑗𝑗−𝛿𝛿𝛿𝛿𝑖𝑖,𝑗𝑗)/𝑅𝑅𝑅𝑅𝑁𝑁

𝑖𝑖,𝑗𝑗=1

=  Δ
𝑀𝑀

 2.10 

where 

 𝛿𝛿𝛿𝛿𝑖𝑖,𝑗𝑗 = �∆𝐺𝐺𝑟𝑟    𝑖𝑖𝑖𝑖    𝑖𝑖 > 𝑗𝑗 
0        𝑖𝑖𝑖𝑖    𝑖𝑖 ≤ 𝑗𝑗  

2.11 

𝑇𝑇𝑖𝑖 and 𝐼𝐼𝑗𝑗 indicate the Gibbs free energies of the ith transition state and 
jth intermediate, respectively. Eq. 2.10 has a strong analogy with Ohm’s 
first law: TOF is a reactants/products flux (in analogy with current 
intensity), Δ is analogous to the electric potential difference, and 𝑀𝑀  
can be interpreted as a resistance due to reactants flux. Importantly, in 
this model, the energy differences between all intermediates and all 
transition states are considered. In fact, the denominator is a summation 
of 𝑁𝑁2 exponential terms for each index permutation. The numerator 
overcomes the limitation above mentioned, since, ∆𝐺𝐺𝑟𝑟 is the difference 
between the free energies of the products and of the reactants. In the 
overall, all the elementary steps of the catalytic cycle are included in 
the definition of the TOF, and so the rate-determining step (RD step) 
concept fades into the rate-determining states (RD states) concept, 
which represents a flexible and accurate way to analyze the efficiency 
of a cyclic process. This model relies on three assumptions: 

I. Eyring TST is used.  

II. Bodenstein's approximation, better known as steady state 
regime, must be valid. 

III. All stationary points undergo fast thermal equilibration with 
their surroundings. 

In many catalytic cycles, Eq. 2.10 can be simplified by: 
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I. neglecting the “-1” term in the numerator: it is merely 
introduced to avoid thermodynamic inconsistencies for 
endergonic (TOF<0) or close-to-equilibrium reactions 
(TOF=0). This term becomes unimportant in exergonic cycles. 

II. limiting the denominator to a single exponential term: only the 
term that involves the two TOF determining states is dominant 
and must be retained in the expansion; all the rest becomes 
negligible. 

On this basis, Eq. 2.10 can be rewritten as: 

 
TOF ≈ 𝑘𝑘𝑏𝑏𝑇𝑇

ℎ
𝑒𝑒(𝐼𝐼𝑇𝑇𝑇𝑇𝑇𝑇−𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇−𝛿𝛿𝛿𝛿𝑇𝑇𝑇𝑇𝑇𝑇,𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇)/𝑅𝑅𝑅𝑅

= 𝑘𝑘𝑏𝑏𝑇𝑇
ℎ

𝑒𝑒−𝛿𝛿𝛿𝛿/𝑅𝑅𝑅𝑅  
2.12 

where 𝐼𝐼𝑇𝑇𝑇𝑇𝑇𝑇 and 𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇 are the Gibbs free energies of the TOF 
determining intermediate (TDI) and TOF determining transition state 
(TDTS), respectively. 𝛿𝛿𝛿𝛿 is called energy span. 

The identification of the TDI and the TDTS in a catalytic cycle 
is based on an elegant technique which determines the variations of 
TOF in direct relation with the energy variation of one 
TS/intermediate. In analogy with the definition of degree of rate 
control, Kozuch and Shaik derived Eq. 2.13 [32]: 

 𝑋𝑋𝑅𝑅𝑅𝑅,𝑖𝑖 = 𝑘𝑘𝑖𝑖
𝑟𝑟

� 𝜕𝜕𝜕𝜕
𝜕𝜕𝑘𝑘𝑖𝑖

�
𝑘𝑘𝑖𝑖≠𝑗𝑗,𝐾𝐾

→ 𝑋𝑋𝑇𝑇𝑇𝑇𝑇𝑇,𝑖𝑖 = �
1

𝑇𝑇𝑇𝑇𝑇𝑇
𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕
𝜕𝜕𝐸𝐸𝑖𝑖

� 2.13 

where 𝑟𝑟 is the overall reaction rate and 𝑘𝑘𝑖𝑖 is the constant rate for the 
ith step. The identities of Eq. 2.13 are:  
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 𝑋𝑋𝑇𝑇𝑇𝑇𝑇𝑇,𝑇𝑇𝑖𝑖
=

∑ 𝑒𝑒(𝑇𝑇𝑖𝑖−𝐼𝐼𝑗𝑗−𝛿𝛿𝛿𝛿𝑖𝑖,𝑗𝑗)/𝑅𝑅𝑅𝑅𝑁𝑁
𝑗𝑗=1

∑ 𝑒𝑒(𝑇𝑇𝑖𝑖−𝐼𝐼𝑗𝑗−𝛿𝛿𝛿𝛿𝑖𝑖,𝑗𝑗)/𝑅𝑅𝑅𝑅𝑁𝑁
𝑖𝑖,𝑗𝑗=1

 2.14 

 𝑋𝑋𝑇𝑇𝑇𝑇𝑇𝑇,𝐼𝐼𝑗𝑗
=

∑ 𝑒𝑒(𝑇𝑇𝑖𝑖−𝐼𝐼𝑗𝑗−𝛿𝛿𝛿𝛿𝑖𝑖,𝑗𝑗)/𝑅𝑅𝑅𝑅𝑁𝑁
𝑖𝑖=1

∑ 𝑒𝑒(𝑇𝑇𝑖𝑖−𝐼𝐼𝑗𝑗−𝛿𝛿𝛿𝛿𝑖𝑖,𝑗𝑗)/𝑅𝑅𝑅𝑅𝑁𝑁
𝑖𝑖,𝑗𝑗=1

 2.15 

The bigger the degree of TOF control (𝑋𝑋𝑇𝑇𝑇𝑇𝑇𝑇 ), the highest the impact 
of the energy variation of the considered state for TOF. With this 
mathematical strategy, both TDI and TDTS are quickly identified for 
a particular catalytic cycle. 

It is important to stress that RD step theory fails to predict a 
few delicate but essential aspects that rule the efficiency of a catalyst. 
An example is the presence in the cycle of some very low energy species: 
the resulting effect is the quenching of the catalyst (trapped in a 
potential well) with a dramatic drop in terms of activity. RD step 
approach does not describe these situations adequately because it is 
focussed on the so common “highest limiting barrier” or “lowest kinetic 
rate step” concepts. 

In principle, all the energies in Eq. 2.9-2.15 must be Gibbs free 
energies. Since our purpose is comparing different catalysts with an 
identical mechanism, the TOF ratio is a meaningful value. In fact, it 
benefits from a significant error compensation and electronic energies 
can be used, since entropic contributions are likely very similar in 
analogous mechanisms [33]. 

2.5 QM-ORSA Protocol 
The antioxidant capability of a molecule is somewhat difficult to defined 
in a formal and rigorous way. However, in many cases it is essential to 
compare and classify different molecules or drugs in order to 
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subsequently locate the main components from which the antioxidant 
effect originates. This is one possible approach to better understand how 
antioxidant molecules works and thus develop, via a rational design, 
molecules with improved antioxidant capabilities. In chapter 5, we have 
the necessity to evaluate precisely this characteristic, both qualitatively 
and quantitatively, of some selected molecules. 

Galano and coworkers developed the QM-ORSA protocol to 
make up for this lack and evaluate the quenching capabilities of 
molecules toward different reactive oxygen species (ROS) [34]. 
Nowadays, the method is a reference for this field and it has been 
successfully used many times in literature also finding a good approval 
from an experimental point of view. 

The method consists firstly in an evaluation of the barrier for a given 
reaction with a canonical TS minimization on a first-order saddle point, 
and, in the case of an electron transfer (ET), the Gibbs free energy of 
activation is calculated invoking the Marcus theory [35,36] through the 
relation in Eq. 2.16: 

 ∆𝐺𝐺𝐸𝐸𝐸𝐸
‡ = 𝜆𝜆

4
�1 + Δ𝐺𝐺𝐸𝐸𝐸𝐸

0

𝜆𝜆
�

2

 2.16 

Where the nuclear reorganization energy 𝜆𝜆 is approximated as: 

 𝜆𝜆 ≈ Δ𝐸𝐸𝐸𝐸𝐸𝐸 − Δ𝐺𝐺𝐸𝐸𝐸𝐸
0  2.17 

The Eq. 2.17 has been used several times by Nelsen and coworkers 
[37,38] for many reactions and it’s a simple way to nicely estimate 𝜆𝜆. 
Δ𝐸𝐸𝐸𝐸𝐸𝐸  is the (nonadiabatic) difference in energy between reactants and 
vertical products. Before the conversion of activation energies in 
reaction rates, two thermal corrections must be applied: the first one is 
the conversion from the gas phase (1 atm, 298.15K) to the condensed 
standard state (1 M, 298.15K) via Eq. 2.18: 
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 Δ𝐺𝐺1𝑀𝑀 = Δ𝐺𝐺1𝑎𝑎𝑎𝑎𝑎𝑎 − 𝑅𝑅𝑅𝑅  𝑙𝑙𝑙𝑙(𝑉𝑉𝑀𝑀) 2.18 

This results in lowering all the Δ𝐺𝐺 of 1.89 kcal mol-1 for a bimolecular 
reaction, at 298.15K. The second important correction is used to take 
into account the solvent cage effects. The latter is intended to better 
estimate the reduced entropy loss for a transition state formation due 
to the solvation effects. The free volume correction for the condensed 
phase by Benson [39] has been used: 

 Δ𝐺𝐺𝑠𝑠𝑠𝑠𝑠𝑠 ≅ Δ𝐺𝐺𝑔𝑔𝑔𝑔𝑔𝑔 − 𝑅𝑅𝑅𝑅�𝑙𝑙𝑙𝑙�𝑛𝑛102(𝑛𝑛−1)� − (𝑛𝑛 − 1)� 2.19 

The conversion lowers all the Δ𝐺𝐺 of 2.55 kcal mol-1 for a bimolecular 
reaction, at 298.15K. Ignoring these two corrections can lead to a strong 
underestimation of the final kinetic rate constants, up to 1800 times. 
Finally, the rate constants (𝑘𝑘) have been calculated within the 
Transition State Theory (TST) model with the Eyring-Polanyi equation 
[40,41]: 

 𝑘𝑘 = 𝑘𝑘𝐵𝐵𝑇𝑇
ℎ

𝑒𝑒−∆𝐺𝐺‡
𝑅𝑅𝑅𝑅  2.20 

However, this is not the final rate constant because many reactions are 
so fast that the process is limited by diffusion and the sole thermal rate 
constant is no longer a good prediction of the real reaction rate. To 
solve this issue, the Smoluchowski equation for steady-state solutions 
[42] (Eq. 2.21) in combination with the Stokes-Einstein [43,44] equation 
(Eq. 2.22) has been used to calculate the diffusion rate constant: 

 𝑘𝑘𝐷𝐷 = 4𝜋𝜋𝑅𝑅𝐴𝐴𝐴𝐴𝐷𝐷𝐴𝐴𝐴𝐴𝑁𝑁𝐴𝐴 2.21 

𝑅𝑅𝐴𝐴𝐴𝐴 is the reaction distance: commonly, the distance between the donor 
and the acceptor moieties is used. However, this is tricky for particular 
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reactions such as an electron transfer in which there is no nuclei 
displacements. In the latter case, the sum of the two interacting 
fragment radii (vdW or from molar volume) is a good approximation of 
𝑅𝑅𝐴𝐴𝐴𝐴. 𝐷𝐷𝐴𝐴𝐴𝐴 is the mutual diffusion coefficient of the ROS (A) and the 
scavenger (B). It is simply given by the product of the single 𝐷𝐷𝐴𝐴 and 
𝐷𝐷𝐵𝐵 [45]. 

 𝐷𝐷𝐴𝐴 𝑜𝑜𝑜𝑜 𝐵𝐵 =
𝑘𝑘𝐵𝐵𝑇𝑇

6𝜋𝜋𝜋𝜋𝑎𝑎𝐴𝐴 𝑜𝑜𝑜𝑜 𝐵𝐵
 2.22 

𝜂𝜂 is the viscosity of water (8.91∙10-4 Pa s) or pentyl ethanoate (8.62∙10-

4 Pa s). The former solvent is used to emulate physiological conditions, 
the latter instead mimics a lipid environment. 𝑎𝑎𝐴𝐴 and 𝑎𝑎𝐵𝐵 is the Stokes 
radius of A and B, respectively. 

Accordingly to the Collins-Kimball theory [46], both the thermal (𝑘𝑘) 
and diffusion (𝑘𝑘𝐷𝐷) rate constants are coupled together to form the total 
rate coefficient: 

 𝑘𝑘𝑎𝑎𝑎𝑎𝑎𝑎 = 𝑘𝑘𝐷𝐷𝑘𝑘
𝑘𝑘𝐷𝐷 + 𝑘𝑘

 2.23 

The overall rate coefficient is clearly the sum of 𝑘𝑘𝑎𝑎𝑎𝑎𝑎𝑎 for every possible 
mechanism i that could occurs, taking into account any possible reaction 
path degeneracy 𝜎𝜎: 

 𝑘𝑘𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜 = � 𝜎𝜎𝑖𝑖𝑘𝑘𝑖𝑖
𝑎𝑎𝑎𝑎𝑎𝑎

𝑁𝑁

𝑖𝑖
 2.24 

Branching ratios (Γ) have been calculated as well, and they represent 
the contribution of a single mechanism to the overall antioxidant 
activity: 
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 Γ𝑖𝑖 =
100 𝑘𝑘𝑖𝑖

𝑎𝑎𝑎𝑎𝑎𝑎

𝑘𝑘𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜  2.25 
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3 [2+2+2] Alkyne 
Cyclotrimerizations: 
The Key-Intermediates 

Adapted from 

M. Dalla Tiezza, F. M. Bickelhaupt, L. Orian 

ChemPhysChem 2018, 19, 1766–1773 

3.1 Introduction 
Metallacycles are derivatives of carbocyclic compounds in which a metal 
atom replaces a carbon center. They are important reactive 
intermediates in catalytic processes. For example, they form in olefin 
metathesis reactions [47], and in alkyne cyclotrimerizations [48–51], or 
they are unwanted products resulting from ortho-metalation reactions 
[52]. 
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Metallacycles can be easily classified on the basis of the ring size; four, 
five and six membered rings are the most common species, although 
heptacycles can also be encountered. Various metals are involved in 
their formation, among which, but not exclusively, Zr, Mn, Mo, Cr, Pt, 
Pd, Fe, Ru, Os, Re, Co, Rh, and Ir. Metallacyclopentadienes have the 
general formula LnM(CH)4 (L = ligand, M = metal) and are mostly 
formed through alkyne coupling at low valent metal centers, i.e., Ni(I) 
and Co(I) [53]. This reaction (oxidative coupling) is the first step in the 
process of [2+2+2] alkyne cycloaddition (Figure 3.2), for which a class 
of well-known catalysts are the fragments CpM (M=Co, Rh, Ir; 
Cp=C5H5ˉ) [54–56]. These catalysts, in which the ligand is the six-
electron aromatic cyclopentadienyl anion, have intriguing electronic and 
structural properties. In fact, the coordination of the metal to the ring 
is not perfectly symmetric (η5), but can be described as a distorted 
arrangement in which the five metal-carbon distances are not equal: two 
distances are shorter (M-C1 and M-C3) and two distances are longer 
(M-C1a and M-C3a), as shown in Figure 3.1 A. Typically, one carbon 
atom (C2) is found between those at a closer distance, which may be 
located below the ring plane, so that a folding angle 𝛾𝛾 = 180 − 𝜙𝜙 is 
observed (Figure 3.1 B). This tipped structure, described as η3+η2, is 
representative of the phenomenon known as metal slippage [57]. Further 
distortion can lead to an allylic coordination (η3) and in extremis to the 
formation of a σ bond between the metal and one C atom (η1). To 
quantify the amount of slippage, a parameter was introduced by Basolo 
and co-workers [58], defined in Eq. 3.1: 

 ∆ (Å) =
(𝑀𝑀 − 𝐶𝐶1𝑎𝑎 + 𝑀𝑀 − 𝐶𝐶3𝑎𝑎) − (𝑀𝑀 − 𝐶𝐶1 + 𝑀𝑀 − 𝐶𝐶3)

2  3.1 

where M-C1a and M-C3a are the longest distances between M and two 
adjacent C atoms of the Cp ring and M-C1 and M-C3 are the distances 
between M and the C atoms adjacent to C1a and C3a, respectively. 
Even without defining rigorous ranges of values to classify the metal 
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hapticity, the amount of slippage can be efficiently quantified on the 
basis of ∆ values, which go from 0 (η5) to ~0.3 (η3) till values larger 
than 0.6 (η1).  

 

Figure 3.1. CpM (M=Co, Rh, Ir; Cp=C5H5ˉ) fragment: numbering scheme (A) 
and definition of the folding angle (𝛾𝛾 = 180 − 𝜙𝜙). 

The extent of metal slippage can be tuned by replacing the Cp moiety 
with larger aromatic ligands such as indenyl or such as indacenyl anions 
[59–62]. 

CpCo catalyzed [2+2+2] co-cycloadditions to produce pyridines 
from alkynes and nitriles are reported in the pioneering experimental 
studies by Wakatsuki and Yamazaki [63] and by Bönnemann [64,65]. 
For many years, Co-based catalysts stayed on the top in terms of 
efficiency [3,63–67]. An extension to group 9 elements, in particular to 
Rh, was initially proposed by Booth et al. [68] and Ingrosso et al. [69] 
They used numerous different Rh(I) half-sandwich complexes to 
investigate how to trim and optimize selectivity and the overall 
cyclotrimerization yield. 

Metal slippage and its relation with molecular properties and 
reactivity have been extensively studied theoretically in half-sandwich 
Rh(I) derivatives [33,56,70]. The catalytic use of CpM fragments in 
acetylene [2+2+2] cyclotrimerization to benzene and alkyne/nitrile 
[2+2+2] cycloaddition to pyridine has been investigated also in silico 
for different metals: Co [71,72], Rh [56,73], Ir [74,75] and Ru [55]. These 
computational mechanistic studies have revealed that the oxidative 
coupling of two acetylene molecules coordinated to a group 9 metal 
(M=Co, Rh, Ir) to form the metallacyclopentadiene (Figure 3.2) has the 
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highest activation energy of the whole cycle; in the case of several Rh-
based catalysts, this elementary step, was found TOF (Turn-Over 
Frequency) determining. Thus, a thorough analysis of the structural 
and electronic properties of CpM1, CpM2 and TS(CpM1,CpM2), which 
denote the bis-acetylene precursors, the metallacyclopentadiene and the 
transition state in between, respectively, is desirable in order to gain 
deeper insight and more general principles for a rational design of these 
catalysts (Figure 3.2). In particular, no rigorous explanation has been 
found yet for the more favorable energetics reported for CpCo fragment 
[54,71] than CpRh and CpIr fragments in [2+2+2] alkyne 
cyclotrimerizations. 

 

Figure 3.2. Oxidative coupling: formation of a metallacyclopentadiene (CpM2) 
from a bis acetylene precursor (CpM1). The tilt angle 𝛼𝛼 is shown in CpM2 
(M=Co, Rh, Ir). 

In the following chapter, the formation of the 
metallacyclopentadiene was thoroughly explored via the intramolecular 
oxidative coupling of the bis-acetylene precursor containing the group-
9 metal (CpM1) for three different cases: cobalt, rhodium and iridium. 
Apart from the energy profiles, the reasons for the diversified catalytic 
efficiency are traced to the structural and electronic properties featured 
by the different metals. 

3.2 Methods 
All density functional theory (DFT) [15,16,76] calculations were 
performed with the Amsterdam Density Functional (ADF) program 
[77–79].  Scalar relativistic effects were accounted for using the zeroth-



 55 

order regular approximation (ZORA) [80]. The BLYP [81,82] density 
functional was used, in combination with the TZ2P basis set for all 
elements. The TZ2P basis set is a large uncontracted set of Slater-type 
orbitals (STOs). It is of triple-ζ quality and has been augmented with 
two sets of polarization functions on each atom: 2p and 3d in the case 
of H, 3d and 4f in the case of C and N, 4p and 4f in the case of Co, 5p 
and 4f in the case of Rh, 6p and 5f in the case of Ir. The frozen-core 
approximation was employed: up to 1s for C and N, up to 2p for Co, 
up to 3d for Rh and up to 4d for Ir. This level of theory is denoted in 
the text: ZORA-BLYP/TZ2P. 

Equilibrium and transition-state geometries were optimized under Cs 
symmetry constraint using analytical gradient techniques. All structures 
were verified by frequency calculations: for minima, all normal modes 
have real frequencies, whereas transition states have one normal mode 
with an imaginary frequency. The character of the normal mode 
associated with the imaginary frequency was analyzed to ensure that 
the correct transition state was found. 

3.3 Results and discussion 
Metallacycles are frequently postulated as intermediates in catalytic 
cycles. The investigation started with a search in the Cambridge 
database (CSD) [83] of compounds with the CpM(CH)4 (M=Co, Rh, Ir) 
moiety. Eight crystallographic structures containing the unit 
CpCo(CH)4, six structures containing the unit CpRh(CH)4 and seven 
structures containing the unit CpIr(CH)4 are present. In all, except one 
Ir compound, there is an additional ligand bonded. In fact, CpM2 
structures are coordinatively unsaturated 16-electron species, and the 
presence of an extra ligand ensures that the 18-electron rule is satisfied. 
On the other hand, this vacancy is fundamental in the catalytic [2+2+2] 
cyclotrimerization because it favors the coordination of the third 
acetylene or another unsaturated molecule used to build the cyclic 
product. 
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Among these crystallographic structures of 
metallacyclopentadienes, particular attention should be given to those 
structures closer to our model systems, i.e. Cp*M(CH)4PPh3 
(Cp*=1,2,3,4,5-pentamethylcyclopentadienyl anion) that are labeled 
BODJUZ [84] and CPBYCO [85] for Co, GOKGIW [86] and PBUDRI10 
[87] for Rh, and GOKGOC [86], GOKGUI [86] and MPBYIR10 [87] for 
Ir. Significant interatomic distances and angles are shown in Addendum 
(Table S 3.1). An increase of Δ values from Co to Ir may be noticed, in 
agreement with our calculated relaxed geometries that show an 
analogous trend. 

Overall, a nice agreement between the calculated and 
experimental structures has come to light when comparing metal-carbon 
and carbon-carbon interatomic distances. A peculiar structural feature 
of these metallacycles is the tilted orientation of the cycle with respect 
to the Cp plane (Figure 3.2). This tilting, has been demonstrated by for 
CpRh(CH)4 [56] and it is explained on the basis of Woodward-Hoffman 
rules which predict two equivalent tilted structures with tilt angle 𝛼𝛼 
and -𝛼𝛼, respectively, connected by a TS in which the five-membered 
metallacycle is oriented in an orthogonal fashion with respect to the Cp 
plane. The tilting is enhanced in the crystallographic structures likely 
due to the presence of the extra ligand. 

A benchmark study was done on the CpM2 complexes to 
evaluate the relative stability of the singlet and triplet states. Geometry 
optimizations were carried out for the singlet (1CpM2) as well as for the 
triplet ground state (3CpM2) of CpCo2, CpRh2, and CpIr2  at different 
levels of theory (Table 3.1). The relative stability of the singlet and 
triplet state in these compounds is a long-standing debate. Earlier 
studies [71,74,75,88–91] all agree that CpCo2 and CpIr2 are more stable 
in the triplet state. Conversely, the closed shell configuration is found 
more stable for the rhodacycle system [56,92,93]. In Table 3.1, the 
energy difference between singlet and triplet state is consistent at all 
levels of theory for CpCo2 and CpRh2. In the case of CpIr2, the singlet-
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triplet states are relatively close in energy. In this case, the correct order 
of the states is obtained only when BLYP is used, while other GGA and 
hybrid functionals show a stabilization, albeit weak, of the singlet state. 
This supports our choice of ZORA-BLYP/TZ2P, which was previously 
documented for Rh(I) complexes by several other works [33,56,62,70,73]. 

Table 3.1 Energy of the CpM(CH)4 metallacycles triplet relative to the singlet 
state computed with various XC functionalsa. 

 

At this level of theory, the Co and Ir metallacycles are more stable in 
the triplet state by 8.97 and 0.72 kcal mol-1, respectively. On the other 
hand, the rhodacyclopentadiene is more stable in its singlet state with 
the triplet state being 2.57 kcal mol-1 higher in energy. This implies that 
in the former cases the catalytic cycle of the [2+2+2] acetylene 
cyclotrimerization requires a change to the triplet potential energy 
surface (PES) and at a later stage of the catalytic mechanism a return 
to the singlet PES, as previously reported by Dahy et al. [71,74]. 
Conversely, CpRh catalyzed [2+2+2] acetylene cycloaddition takes 
place exclusively on the singlet PES. 

After computing the TS structures of the three oxidative 
couplings, the IRC (intrinsic reaction coordinate) profiles were 
calculated; they are shown in Figure 3.3. The IRC has been projected 
onto a reaction coordinate that is defined (Eq. 3.2) as the difference 

 

a In all computations the TZ2P basis set was used. 

XC Functional 
ΔE (kcal mol-1) 

CpCo2 CpRh2 CpIr2 
BLYP -8.97 2.57 -0.72 
OLYP -8.12 4.28 0.63 
OPBE -5.37 4.84 0.69 
B3LYP -16.53 4.15 1.00 
S12g -4.50 4.59 1.00 
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between the average of the two Cβ–M distances and the length of the 
bond between the β carbons (C1β-C2β), which are shown in Figure 3.2: 

 𝑅𝑅𝑅𝑅 =
(𝐶𝐶1𝛽𝛽– 𝑀𝑀) + (𝐶𝐶2𝛽𝛽– 𝑀𝑀)

2
 − (𝐶𝐶1𝛽𝛽– 𝐶𝐶2𝛽𝛽) 3.2 

This allows a good description of the reaction on both sides of the 
transition state: the first term is the critical geometry parameter for the 
structural transformations on the right side of the reaction, which is 
from the TS to the metallacycle. The second term, i.e. the distance C1β-
C2β, properly describes the left side of the reaction, i.e. from the bis-
acetylene precursor to the TS, while it remains almost unchanged on 
the right side, i.e. from TS to the metallacycle, because the C1β-C2β 
bond has been formed already. 

 

Figure 3.3. ASA along the IRC of the oxidative coupling catalyzed by CpCo, 
CpRh and CpIr fragments; level of theory ZORA-BLYP/TZ2P. 

 



 

 

Table 3.2. Energy values (kcal mol-1) of CpM1b, CpM2 and TS(CpM1- CpM2) (M=Co, Rh, Ir)c. 

 ΔE ΔΔEstrain ΔΔEint ΔΔEPauli ΔΔVelstat ΔΔEoi 
CpCo1 - 101.46 -101.46 284.17 -170.18 -215.45 
TS(CpCo1,CpCo2) 10.42 74.13 -63.71 290.44 -164.97 -189.18 

CpCo2 -14.90 52.78 -67.68 219.20 -124.98 
-161.90 

 
CpRh1 - 103.02 -103.02 336.18 -205.04 -234.16 
TS(CpRh1,CpRh2) 12.44 73.80 -61.36 357.25 -207.34 -211.27 

CpRh2 -18.26 56.16 -74.42 251.81 -153.69 
-172.54 

 
CpIr1 - 106.33 -106.33 462.16 -275.57 -292.92 
TS(CpIr1,CpIr2) 10.84 78.12 -67.28 493.92 -286.70 -274.50 
CpIr2 -22.65 55.69 -78.34 349.42 -219.74 -208.02 

 

 

b For CpM1, ΔE=0, while ΔΔEstrain and ΔΔEint (and the ΔΔE contributions resulting from EDA) are simply the ΔEstrain and 
ΔEint relative to separate reactants, i.e. the CpM fragment and two acetylene molecules. 
c Computed at ZORA-BLYP/TZ2P. 
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At a glance, it is evident that the energetics are in favor of the CpCo 
fragment, while CpRh is the less efficient catalyst, having the highest 
barrier. Since this oxidative coupling has the highest barrier in the whole 
cycle, this prompted us to investigate in detail those factors that affect 
its formation and its height. Activation strain analysis was then 
performed referring to the fragments CpM (catalyst) and two acetylene 
molecules ([2(C2H2)], substrate). The ground state of the CpM fragment 
is a triplet for all group 9 metals; so, the excitation energy (∆Eexc) 
required to prepare each acetylene molecule in a suitable electronic 
configuration must be taken into account. To this purpose, the imposed 
Cs symmetry was useful. Since the formation of CpM(CH)4 from the bis-
acetylene precursor CpM(C2H2)2 is a unimolecular reaction, the analysis 
can be done considering ∆E as the change, upon going from educt to 
TS, in strain within the two fragments plus the change, upon going from 
educt to TS, in the interaction between these two fragments, which are 
indicated as ∆∆Estrain  and ∆∆Eint, respectively (Figure 3.3 and Table 3.2). 
In addition, in this specific case, ASA and EDA were carried out, as 
explained in the computational methodology, by choosing CpM and 
[2(C2H2)] fragments in triplet configuration. Note that this requires that 
spin-polarization is taken into account in the computation of ∆Eint, more 
especially, in ∆Eoi, in order to obtain accurate an energy decomposition 
analysis (EDA) that correctly accounts for the differences when 
changing the metal center [24,94]. 

In order to apply this concept, we have analyzed the bonding 
between CpM and the two coordinated acetylene molecules focusing on 
the frontier molecular orbitals. The CpM fragment has a ground state 
with one electron in a 4d-derived orbital of A’’ symmetry (HOMO-1) 
and one electron in a 4d-derived orbital of A’ symmetry (HOMO) 
(Figure 3.4 A). 
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Figure 3.4. Frontier MOs of the two main fragments CpM (A) and [2(C2H2)] 
in CpM1 (B) and in CpM2 (C), respectively; the tilted geometry of CpM2 can 
be explained by taking into account the most favorable overlap between CpM 
and C4H4 orbitals 

The ground state of CpM corresponds to its valence state in the overall 
complex. Conversely, in the bis-acetylene fragment (Figure 3.4 B) of 
CpM1, an electron from the HOMO (A’’ symmetry) has to be excited 
to the LUMO (A’ symmetry) to turn into the appropriate valence state 
for bonding with CpM and form CpM1. Finally, the MOs of the 
[2(C2H2)] fragment in its excited valence configuration are also shown 
for CpM2 (Figure 3.4 C); in this case, the fragment is better labeled as 
C4H4.  

In Figure 3.3, the strain and interaction contributions are plotted along 
the reaction coordinate for the three oxidative couplings. The differences 
in ∆∆Estrain among the complexes are mainly due to the [2(C2H2)] 
fragment (Figure 3.5), as expected; CpM deformations eventually gain 
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importance when the strain contributions of the [2(C2H2)] fragment are 
similar (Rh and Ir cases). 

 

Figure 3.5. Contributions from each fragment to ∆∆Estrain; ∆∆Estrain of the bis-
acetylene fragment is further decomposed in a pure deformation contribution 
∆∆Edef and in the electronic valence excitation contribution ∆∆Eexc of the 
deformed reactants (upper right corner inlay). 

The structure of the CpIr fragment is slightly more distorted with 
respect to its relaxed geometry than the structure of the CpRh and 
CpCo. Overall, very similar total strain values have been found for Rh 
and Ir catalysts. The curve of the strain of the [2(C2H2)] fragment of 
the cobalt complex is much lower than those of the other metal catalysts 
along almost the whole path: this contributes importantly to lower the 
barrier in the presence of cobalt. The strain of the [2(C2H2)] fragment 
comprises a pure deformation contribution and the electronic excitation 
contribution of the deformed reactants at each point along the reaction 
coordinate. The interplay between these contributions explains why it 
is much lower in the case of cobalt (Figure 3.5). In fact, the two 
acetylenes come closer with respect to each other when they have to 
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coordinate to the smallest metal. As a consequence, they have more 
mutual repulsion and this causes the initially bigger value of ∆∆Edef of 
the 3[(2C2H2)] fragment (see small inlay in Figure 2). But of course, this 
also makes the gap between π–π and π*+π* smaller and therefore the 
∆∆Eexc term becomes relatively more favorable, an effect that apparently 
dominates the overall ∆∆Estrain. 

Summarizing, the trend for the overall strain contribution is 
CpCo < CpRh < CpIr, that is the strain contribution becomes less 
stabilizing when going from Co to Rh and Ir. An inverse trend is found 
for interaction (at least in the left part of the curve, i.e. from the bis-
acetylene precursor to the transition state): CpCo < CpRh < CpIr (in 
absolute value). This means that the interaction contribution becomes 
less stabilizing when going from Ir to Rh and Co. Thus, the energy 
profile depends on the balance between strain and interaction. Notably, 
both strain and interaction decrease when going from CpM1 to 
TS(CpM1,CpM2). In fact, the reference relaxed fragment for the 
[2(C2H2)] moiety is formed by two acetylene molecules in singlet state. 
When imposing to this last fragment the suitable electron configuration 
to form CpM1 (Figure 3.4 B), the electronic contribution to the strain 
dominates the pure deformation one, which progressively increases with 
the reaction progress (Figure 3.5). 

In Figure 3.6, the results of EDA are shown, i.e. the interaction 
computed along the reaction coordinate is decomposed into the Pauli 
repulsion (∆𝐸𝐸𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃) orbital interaction (∆𝐸𝐸𝑜𝑜𝑜𝑜), and electrostatic 
(∆𝑉𝑉𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒) contributions. 
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Figure 3.6. EDA along the reaction coordinate for the three studied reactions. 

∆𝐸𝐸𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 remains almost constant along the reaction and the largest 
difference among the metals is observed in this contribution. In fact, it 
increases along the group, from Co to Rh and Ir, due to the d and s 
completely filled orbitals (from Co to Rh) and to additional fully 
populated 4f orbitals (from Rh to Ir). Being this contribution positive, 
it means that the heaviest metals are disfavored by high Pauli repulsion. 
The stabilizing electrostatic and orbital interaction terms increase in 
absolute value from Co to Rh and Ir. The importance of the former 
gains weight in this order because, to achieve large electrostatic 
interactions, an extended metal center with a high polarizability is 
required. In the case of cobalt, it remains significantly smaller (in 
absolute value) than the orbital interaction term during the whole 
reaction. In the case of rhodium, the two curves cross after the transition 
state and overlap for a part, until they separate again, ∆∆𝑉𝑉𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 
remaining always above ∆∆𝐸𝐸𝑜𝑜𝑜𝑜. Finally, in the case of iridium, the two 
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curves cross before the transition state and the electrostatic interaction 
becomes more stabilizing than the orbital interaction contribution. 
Overlaps between partially filled orbitals influence the attractive 
interactions; less extended systems, such as CpCo, have smaller overlap 
between fragments’ orbitals. Conversely, in very expanded systems, like 
CpIr, stabilizing effects arise due to larger overlap. 

We have analyzed and compared the three correlation diagrams 
of CpM1 formed by the fragments 3[C4H4] and 3CpM to gain insight into 
the difference among the metals. The focus of our attention is on the 
frontier region for clarity. The singly occupied frontier molecular orbital 
(MOs) of the 3CpM and 3[2(C2H2)] fragments are strongly metal d based, 
while those on the 3[2(C2H2)] fragment are combinations of bonding and 
anti-bonding π MOs of acetylene. Those spanning A’ symmetry combine 
into HOMO-2 (Co) and HOMO-1 (Rh and Ir). Those spanning A’’ 
symmetry combine into HOMO-7 (Co) and HOMO-8 (Rh and Ir). 
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Figure 3.7. Simplified 3CpM-3[2(C2H2)] frontier orbital interaction diagram for 
M = Co(red), Rh(blue), and Ir(yellow). 

These MOs are fundamental for the bonding between the two 
fragments. The associated orbital interaction gains strength when going 
from Co to Rh and Ir, since the singly occupied metal d-based orbitals 
go down in energy along that series which causes the electrons from the 
destabilized 3[2(C2H2)] fragment to drop deeper in energy when they go 
into the bonding overall MO (Figure 3.7). Summarizing, the 
stabilization of the SOMOs (and therefore of the CpM1 MOs) along 
group 9 clarifies the increasing bond strength between the 3[2(C2H2)] 
fragment and the metal center. As a consequence, the bond strength 
between the metal and the aromatic Cp ring decreases when going from 
Co to Rh and Ir, or, alternatively, the strengthening of the 3CpM-
3[2(C2H2)] bond when going from Co to Rh and Ir explains the higher 
strain in Rh and Ir systems and indirectly the increase of the slippage 
with increasing metal size. 
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Figure 3.8. Variation of Basolo’s slippage parameter along the reaction 
coordinate. 

Aiming at relating the metal slippage, which is a structural parameter, 
as discussed in the Introduction, to the catalyst reactivity, we have 
plotted the metal slippage value along the reaction coordinate (Figure 
3.8). The starting point on the left, i.e. the CpM1 structures, have ∆ 
values in the expected order (CpCo1 < CpRh1 < CpIr1). Nevertheless, 
very early, the curve of Ir takes position below the curve of Rh, 
indicating that during the oxidative coupling, the slippage of the former 
metal is less pronounced than that of the latter one. This trend (Co < 
Ir < Rh) reflects the order of the position and of the height of the 
reaction barriers, suggesting a relation between the structure (slippage 
parameter) and the reactivity. 

3.4 Conclusions 
The oxidative coupling leading from a bis-acetylene CpM compound to 
a metallacyclopentadiene complex for group-9 metal half-sandwich 
catalysts goes with a barrier that increases along CpCo ≤ CpIr < CpRh. 
Gratifyingly, the previously presented QM simulations are in excellent 
agreement with the well-known experimental observation that Co 
catalysts perform better for this class of reactions. 

The activation strain analyses along the reaction coordinate give 
insight into the physical factors behind this trend: the better 
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performance of Co-based catalysts is due to the ‘rigidity’ of the CpCo 
fragment. This finding might seem counterintuitive since, typically, 
hapticity variations suggest higher reactivity. Conversely, in this 
specific case, the smallest metal of the group hardly slips and conserves 
its high hapticity during the whole reaction. We have explained this 
phenomenon by quantifying the strength of the electron-pair bonding 
between the set of SOMOs on the 3[2(C2H2)] fragment and those on the 
the metal center of the CpM fragment: this bond becomes stronger as 
the polarity in the electron-pair bonds increases when going from CpCo 
to CpRh and CpIr. Thus, along this series, the electrons stemming from 
the [2(C2H2)] fragment experience more stabilization when entering into 
the SOMO + SOMO bond orbitals due to the lowering in energy of the 
metal d-derived CpM SOMOs. The more loosely metal-bonded [2(C2H2)] 
fragment, which evolves to [C4H4] in the cobaltacyclopentadiene, shows 
a fast decrease of the strain contribution which results in a lower barrier 
for CpCo than for CpRh and CpIr catalysts. In addition, this 
remarkable decrease in strain in the case of cobalt has been traced to 
the small size of this metal as compared to rhodium and iridium. No 
significant difference between CpRh and CpIr is found and, as far as 
this specific mechanistic step is concerned, no clear preference emerges. 

Another important conclusion can be drawn regarding the metal 
slippage reflecting the metal-Cp bonding strength, which contrary to 
the bond strength between the 3[2(C2H2)] and the 3CpM fragments, is 
expected to decrease when going from Co to Rh and Ir. The stronger 
the metal-Cp bond is, the smaller the slippage parameter value. This 
holds true along the reaction path for cobalt, which remains less slipped 
than rhodium and iridium; the difference between these last metals is 
less significant. This qualitatively represents the ‘rigidity’ of the cobalt 
system, identified as an important structural element for its catalytic 
performance. 
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3.5 Addendum 
 



 

 

Table S 3.1. Relevant interatomic distances (Å), Basolo slippage parameter Δ (Å) and angles (°) of selected crystallographic 
structures and computed geometries of CpM1 (1M), TS(CpM1,CpM2) (TS(1M,2M)), CpM2 (2M) (M= Co, Rh, Ir). 

 CSD ID Δ (Å) M-C (Å) 𝛂𝛂 (°) 𝛄𝛄 (°) M-Cα (Å) M-Cβ (Å) Cβ-Cβ’ (Å) 

Co 

BODJUZ 0.02 1.708 56.5 0.5 2.026 2.869 1.520 
CPBYCO 0.01 1.734 49.1 1.0 2.024 2.881 1.443 
1Co 0.03 1.771 - 0.6 2.013 2.019 2.812 
TS(1Co,2Co) 0.08 1.796 - 0.0 1.938 2.032 1.961 
2Co 0.11 1.759 5.8 0.9 1.890 2.520 1.487 
32Co 0.04 1.857 16.0 0.3 1.907 2.762 1.448 

Rh 

GOKGIW 0.03 1.940 49.8 0.5 2.099 3.000 1.513 
PBUDRI10 0.02 1.940 49.7 0.9 2.102 2.951 1.445 
1Rh 0.06 1.984 - 1.4 2.140 2.146 2.903 
TS(1Rh,2Rh) 0.10 2.006 - 0.4 2.055 2.175 1.989 
2Rh 0.13 1.956 30.8 2.2 2.059 2.907 1.480 
32Rh 0.05 2.051 22.3 0.2 1.989 2.893 1.423 

Ir 

GOKGOC 0.03 1.922 49.6 0.8 2.130 3.026 1.344 
GOKGUI 0.05 1.928 49.9 0.9 2.120 3.037 1.521 
MPBYIR10 0.06 1.924 49.2 2.4 2.118 2.986 1.318 
1Ir 0.08 1.963 - 1.0 2.135 2.149 2.850 
TS(1Ir,2Ir) 0.09 1.991 - 0.1 2.048 2.182 1.994 
2Ir 0.06 1.905 16.5 3.1 2.075 2.911 1.496 
32Ir 0.07 2.028 14.9 1.0 1.986 2.897 1.423 



 

71 

4 The Slippage Span Model 

Adapted from 

M. Dalla Tiezza, F. M. Bickelhaupt, L. Orian 

ChemistryOpen 2019, 8, 143–154. 

4.1 Introduction 
As we have seen in the previous chapter, metal-catalyzed [2+2+2] 
cycloadditions are important reactions for the synthesis of cyclic and 
polycyclic compounds such as benzene, pyridine and their derivatives, 
starting from unsaturated molecules like alkynes, alkenes and nitriles 
[48]. Half-metallocene fragments, in which the metal is coordinated to 
an aromatic moiety and the electronic saturation is ensured by ancillary 
ligands (CO, phosphines, etc…), are largely employed. An important 
advantage of these catalysts is the facility of displacement of the metal 
from the centroid of the coordinated aromatic ring, called slippage, 
which can change along the catalytic cycle in some cases also 
dramatically. Slippage has important effects on the structure and energy 
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of the intermediates and transition states, thus affecting the reactivity. 
The most studied organometallic half-sandwich compounds for the 
alkynes [2+2+2] cycloadditions are those containing the ubiquitous 
cyclopentadienyl anion (Cp, Figure 4.1 A) and the indenyl anion (Ind, 
Figure 4.1 B). Recently, the diheteroaromatic rings 1,2-azaborolyl (Ab, 
Figure 4.1 C) and 3a,7a-azaborindenyl (Abi, Figure 4.1 D) have also 
been tested in silico in Rh(I) half-sandwich catalysts [95–106]. The idea 
was to design catalysts for alkynes [2+2+2] cycloadditions with an 
enhanced metal slippage, promoted by the low symmetry of these 
anions, which are isoelectronic to the parent hydrocarbon Cp and Ind, 
respectively. 

 

Figure 4.1. Aromatic ligands of the half-sandwich catalysts: A: 
cyclopentadienyl anion (Cp, C5H5ˉ); B: indenyl anion (Ind, C9H7ˉ); C: 1,2-
azaborolyl anion (Ab, C6H12BNˉ); D: 3a,7a-azaborindenyl anion (Abi, 
C7H7BNˉ). 

Cyclotrimerizations are strongly exergonic processes highly 
disfavored by entropic factors and so their activation energy is typically 
quite high (60-80 kcal/mol) [54]. The first evidence about a Ni(II)-
catalyzed cyclotrimerization, based on the 1,3,5,7-cyclooctatetraene 
(COT) ligand, was reported by Reppe et al. [2]. Pyridine synthesis from 
alkynes and nitriles, driven by CpCo as catalyst, was highlighted in the 
pioneering studies of Wakatsuki and Yamazaki in 1973 [3,63], followed 
by the work by Vollhardt et al. [66,67] and by Bönnemann et al. [64,65] 
in the 80s. For many years, cobalt-based catalysts stayed on the top, in 
terms of efficiency. The first Rh(I) catalyst ever reported and used in 
alkynes cycloadditions was the neutral rhodacyclopentadiene/arsine 
complex in 1968 [107]. Afterward, Booth et al. [68] and Ingrosso et al. 
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[69,108] described a variety of Rh(I) half-sandwich complexes, which 
have been synthesized and tested to understand how to trim and 
optimize the overall cyclotrimerization yield. In agreement with 
Wakatsuki’s and Yamazaki’s observations for Co catalysts, [Rh(η5-
C5H5)Ln] (L=C2H4, CO, PR3; L2=1,5-cyclooctadiene (COD)) figured out 
to be very promising; Ln refers to a bunch of common ligands used in 
inorganic catalysis, such as C2H4, carbonyl (CO), tertiary phosphines 
(PR3) or a bulky group like 1,5-cyclooctadiene (COD). These [2+2+2] 
cycloadditions take place at the temperature of reflux of toluene, but 
further efforts were made to test different environmental conditions with 
the aim of tuning the overall rate. Importantly, recent studies also 
report analogous reactions in aqueous solution [109,110]. Unfortunately, 
in all these experimental studies, a rigorous mechanistic investigation 
was never performed, and only few hypotheses were proposed. For 
example, Ingrosso and co-workers discussed the coordination of a nitrile 
to the metallacycle intermediate in terms of two possibilities: either end-
on, that is via formation of a σ bond, or side-on, that is via an 
interaction metal-CN π system. The lack of mechanistic details about 
[2+2+2] cycloadditions catalyzed by Rh(I) compounds is also 
emphasized in the rather recent book ‘Transition-Metal-Mediated 
Aromatic Ring Construction’ by Ken Tanaka [48] who writes: 

 

“…Although mechanistic aspects of these reactions 
attract interest, only a few studies have been 
reported in specific catalysts and substrates…”  

 

The mechanistic investigation by Albright and co-workers [54] on CpCo 
catalyzed acetylene cyclotrimerization to benzene is undoubtedly 
pioneering. They analyzed the potential energy surface of the whole 
catalytic cycle mainly with Hartree-Fock (HF) method and thus missed 
some intermediates because of lack of electron correlation, although all 
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the relevant species were thoroughly discussed. A few years later, 
Calhorda and Kirchner and co-workers described CpRuCl acetylene 
[2+2+2] cycloaddition to benzene using DFT methods [55]. In 2007, the 
same reaction, catalyzed by CpRh as well as by IndRh fragments, was 
analyzed [56]. Orian and coworker discussed different paths for the 
synthesis of benzene and also tackled the CpRh catalyzed synthesis of 
2-methylpyridine from acetylene and acetonitrile. In 2008, the same 
authors explained the end-on/side-on linkage isomerism of a generic 
nitrile coordinated to a rhodacycle, which is an elementary step first 
postulated by Ingrosso [69] in the CpRh catalyzed synthesis of 2-
methylpyridine [73]. Another exciting investigation of reaction paths 
was performed by Koga et al. [71] on Co-based half-sandwich catalysts, 
taking into account the stability of the triplet electronic state of the 
cobaltacycle formed during the first step, i.e. the oxidative coupling. 

The CpIr catalyst has also been studied in silico, although the 
interest in iridium has remained quite limited compared to other metals, 
such as Co, Rh [74,75] and Ru [55]. The advantage of CpCo, with 
respect to the heavier CpRh in the initial oxidative coupling to form 
the metallacyclopentadiene, has been rationalized in the previous 
chapter and ascribed to the smaller slippage variation of the lighter 
metal along the reaction path [111]. 

One puzzling aspect emerging in the above mentioned DFT 
mechanistic study of 2007 [56], in which CpRh and IndRh are compared, 
is the lack of indenyl effect, consisting in an ‘enhanced kinetic 
performance’ of the latter fragment which, due to the presence of the 
benzene ring fused with the Cp moiety, allows easier metal slippage. 
This unexpected computational result, lead to the hypothesis of a 
different mechanism [33] inspired by the experimental work by Booth 
et al. [68], in which the real catalysts are L-CpRh and L-IndRh (L=CO). 

In this chapter, the slippage span model will be presented in 
order to establish a relationship between the structure, the energetics 
and the activity of CpRh, IndRh, AbRh and AbiRh employed in 
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[2+2+2] acetylene cycloadditions to benzene and [2+2+2] 
acetylene/acetonitrile cocycloadditions to 2-methylpyridine, likely 
transferable to analogous catalytic fragments. The novelty is addressing 
the whole catalytic cycle rather than focusing on key elementary steps, 
such as the initial oxidative coupling. To this purpose, the energy 
profiles of few more catalytic cycles have been evaluated, while others 
were taken from literature. In addition, in selected cases, comparison 
with CpCo and CpIr catalysis is made to assess the role of the metal 
center. 

4.2 Methods 
All DFT calculations were performed with the Amsterdam Density 
Functional (ADF) program [77–79]. In order to keep consistency with 
the literature, no changes to the level of theory have been made. The 
details can be found in Section 3.2. 

4.3 Results and discussion 
The main target is to relate the chemical reactivity of the studied half-
sandwich catalysts to their relevant changes in geometry during the 
cyclotrimerization process. First, we investigate in silico the PESs of 
acetylene [2+2+2] cycloadditions to benzene and acetylene/acetonitrile 
cocycloadditions to 2-methylpyridine catalyzed by half-sandwich group 
9 metal (Co, Rh, Ir) fragments. Using the energy span model, TOF 
values of catalytic cycles are computed and trends are discussed in a 
later stage. In particular, observing that lower TOF values are 
associated to low-symmetry and/or more largely slipped catalysts, a 
novel slippage parameter, LISP, which accounts for non-symmetric 
metal displacements from the centroid of the coordinated aromatic ring 
has been defined. It emerges that the larger the slippage span, ΔLISP, 
defined as the difference between the maximum and minimum hapticity 
value measured in a cycle, the lower the TOF. This is the essence of the 
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slippage span model, intended as a tool for designing efficient metal half-
sandwich catalysts for alkyne [2+2+2] cycloadditions. 

4.3.1 Group 9 metal catalyzed acetylene [2+2+2] 
cycloaddition to benzene: reaction mechanism and PES 

The simplest metal catalyzed [2+2+2] cycloaddition converts three 
molecules of acetylene into benzene. Over the years, several mechanisms 
have been proposed and analyzed (Figure 4.2). It is consolidated that 
the path starts from a catalyst precursor [ZMLn] (Z: Cp, Ind, Ab, Abi; 
M: Co, Rh, Ir; L: C2H4, CO, PR3; L2: COD) in which the ancillary 
ligands L are replaced by two acetylene molecules in a photo or 
thermochemical process [56]. By oxidative coupling of the two 
acetylenes, the very stable 16-electron ZM2 intermediate forms. From 
the reaction environment, an acetylene easily coordinates the metal 
center in 𝜂𝜂2 fashion in order to restore a stable 18 electron configuration 
(ZM3). The synchronous formation of two CC bonds leads to the 
formation of an unusual bent six membered ring in ZM4 (Figure 4.2 I): 
this arrangement allows benzene to remain coordinated to the metal 
satisfying the 18 electron rule. Then, cleavage occurs by stepwise 
addition of two acetylene molecules to regenerate ZM1. An interesting 
variation proposed by Schore [112] predicts the formation of a 
metallacycloheptatriene (ZMh) upon insertion of the third acetylene in 
one of the two metal carbon bond of the five membered ring of ZM2; 
then, benzene formation occurs by reductive elimination (Figure 4.2 II). 
This last step requires a high activation energy and thus this path is 
ruled out from the mechanism, as explained in detail in Ref [56]. 

An alternative path was proposed by Booth and co-workers [68], 
which relies on the hypothesis that, at the beginning, acetylene replaces 
only one of the two ligands L of the catalyst precursor. This leads to a 
significantly different mechanism [33], characterized by peculiar 
intermediates (Figure 4.3) like the rhodabicyclo[3.2.0]heptatriene and 
the rhodaheptatetraene, which are structurally similar to intermediates 
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found in the catalytic mechanism of CpRuCl [55]. Starting from ZM2, 
an alternative mechanism in triplet state might take place: in fact, Dahy 
et al. showed the larger stability of the triplet state cobaltacycle 
compared to the singlet one, i.e. 16.6 kcal mol-1 [88]. Then, the catalytic 
cycle continues on the triplet surface till the second crossing point, 
which corresponds to the intermediate ZM4, although on Dahy’s 
mechanism the preceding coordination of acetylene implies two different 
intermediates. 

 

Figure 4.2. Mechanism of acetylene [2+2+2] cycloaddition to benzene catalyzed 
by a half-sandwich metal fragment CpM (M=Co, Rh, Ir) and ZRh; (L= C2H4, 
CO, PH3). 
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ZM4 is more stable in triplet state, but this electronic change implies 
also a variation of the benzene coordination from eta4 to eta6. The last 
corssing point leading again to the singlet surface is not reported in [48], 
but should correspond to the coordination of the two acetylene 
molecules to displace benzene. 

The potential energy surfaces (PESs) for benzene synthesis 
(Figure 4.2 I)  catalyzed by CpCo and CpIr were calculated at ZORA-
BLYP/TZ2P, i.e. the same level of theory of the previous chapter and 
of those taken from literature, as in the case of CpRh, IndRh [33], AbRh 
and AbiRh [70]. Only singlet states were considered. However, some 
authors [71] report a possible alternative mixed multiplicity reaction 
path for CpCo catalysis where the initial singlet state bis-acetylene 
complex gives rise to a triplet cobaltacycle and only at a later stage, the 
process moves back again to the singlet PES. 

 

Figure 4.3. Mechanism of acetylene [2+2+2] cycloaddition to benzene catalyzed 
by a half-sandwich Rh(I) fragment in the hypothesis that an ancillary ligand 
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(L=CO) remains bonded to the metal throughout the whole catalytic cycle 
[33]. 

At a glance, the CpCo catalyzed cycle shows the flattest PES, while the 
AbRh and AbiRh catalyzed ones show the largest energy span (Figure 
4.4). This already gives a qualitative idea of the catalysts’ performance: 
Co-based catalysts (in this case CpCo) are better suited for 
cyclotrimerizations than analogous Rh or Ir-based complexes, in 
agreement with experimental findings. The loss of performance in 
presence of more asymmetric aromatic ligands like Ab and Abi, as 
reported in 2013 [70], is also evident. 

 

Figure 4.4. Energy profile of acetylene [2+2+2] cycloaddition to benzene (level 
of theory: ZORA-BLYP/TZ2P). The mechanism is shown in Figure 4.2 I. 

4.3.2 Group 9 metal catalyzed acetylene/acetonitrile [2+2+2] 
cycloaddition to 2-methyl pyridine: reaction mechanism 
and PES  

The mechanism leading to 2-methylpyridine was studied as well. Early 
experimental studies [64,69] report catalyzed cyclotrimerizations with 
pyridine or pyridine derivatives as products when acetylene pressure is 
partially replaced by acetonitrile or molecules with a CN functional 
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group. The mechanistic details differ from those of benzene synthesis 
because the forming π-system is not symmetric (due to the presence of 
N) and thus more intermediates are found. The reaction path of CpRh 
catalyzed [2+2+2] cocycloaddition to 2-methylpyridine [56], used 
afterwards as model mechanism, is characterized by 9 intermediates and 
6 transition states (Figure 4.5). 

 

Figure 4.5. A) Mechanism of acetylene/acetonitrile [2+2+2] cycloaddition to 
2-methylpyridine catalyzed by a half-sandwich metal fragment CpM (M=Co, 
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Rh) and ZRh. † Only up to ZMhCN, then the cycle proceeds as shown in Figure 
4.5 B. B) Final part of the mechanism of acetylene/acetonitrile [2+2+2] 
cycloaddition to 2-methylpyridine catalyzed by AbRh fragment starting from 
the heptacyclic intermediate AbRhhCN. 

The initial part of the cycle is identical to that of acetylene 
[2+2+2] cycloaddition to benzene, since the initial coordination of two 
acetylenes is thermodynamically more favored than the coordination of 
an acetylene and a nitrile [93]. The highest energy point of the whole 
cycle, TS(ZM1,ZM2), is reached when the five-membered metallacycle 
ZM2 forms. The nitrile coordination takes place in two steps: initially, 
the terminal nitrogen bonds to the metal center in σ fashion and without 
any appreciable energy barrier, forming an end-on complex (ZM3eo,CN); 
then, upon rotation of the nitrile fragment, the overlap between the 
metal d orbitals and the CN π system increases and ZM3so,CN forms. 
This linkage isomerism leading to a side-on coordination of CH3CN 
requires activation energy and was systematically studied in silico in 
2008 [73]. Starting from the activated side-on structure and passing 
through TS(ZM3so,CN,ZMbCN), the bicyclic complex ZMbCN forms. Then, 
the hinge metal-carbon bond is weakened along the reaction coordinate 
and the heptacyclic structure ZMhCN forms; despite coordinatively 
unsaturated, this is a very stable intermediate due to the high 
exothermic step. Then, a reductive elimination leads to the formation 
of ZM4CN in which the new born 2-methylpyridine is coordinated to the 
metal in 𝜂𝜂4 fashion using four carbon atoms. A fast isomerization to a 
new 𝜂𝜂4 structure ZM4’CN occurs. The new CCNC-bonded structure, 
located after the transition state TS(ZM4CN,ZM4’CN), is more stable 
compared to the initial CCCC-bonded one. The addition of an acetylene 
molecule helps to lower the planar pyridine derivative hapticity from 𝜂𝜂4 
to 𝜂𝜂2 in the last structure ZM5CN. The complete removal of the product 
to the reaction environment is promoted by the addition of second 
acetylene and the initial catalyst is regenerated. 

 



82  

 

Figure 4.6. A) Energy profile of metal catalyzed acetylene/acetonitrile [2+2+2] 
cycloaddition to 2-methylpyridine (level of theory: ZORA-BLYP/TZ2P). The 
dashed black line was drawn using data taken from ref. [71] computed at a 
different level of theory, i.e. B3LYP/6-31G(d,p). The mechanism is shown in 
Figure 4.5 A. B) Energy profile of the AbRh catalyzed acetylene/acetonitrile 
[2+2+2] cocycloaddition to 2-methylpyridine. The alternative reaction path 
begins from AbRhhCN and is shown in Figure 4.5 B. 

For comparison, we have included in Figure 4.5 A the CpCo catalyzed 
cycle computed at a different level of theory (black dashed line), that is 
B3LYP combined with 6-31G(d,p) basis set for all elements [71]. 
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All intermediates and transition states sketched in Figure 4.5 have been 
successfully located on the PES with one exception in AbRh catalysis. 
In fact, for AbRh catalyst, the same mechanistic path of Figure 4.5 is 
followed, but only till the formation of the heptacyclic intermediate 
AbRhhCN. The subsequent transition state does not lead to the 
formation of a complex with an 𝜂𝜂4 coordinated 2-methylpyridine, but 
directly to the formation of a product with an 𝜂𝜂2 coordinated 2-
methylpyridine (AbRh4aCN), bonded with a nitrogen and a carbon atom 
to the metal center (Figure 4.5 B). The last step is barrierless and ends 
with the formation of a σ bond between the metal and the N atom of 
2-methylpyridine upon coordination of an acetylene (AbRh5aCN). From 
this intermediate, the cycle switches back again to AbRh1, after 2-
methylpyridine cleavage is promoted by the addition of a second 
acetylene molecule. For this reason, the PES of the AbRh cycle is not 
included in Figure 4.6 A, but is shown separately in Figure 4.6 Bd. 

 

 

 

d All the calculations were carried out in the gas phase. To take into account 
solvation, we used the COnductor-like Screening MOdel (COSMO) [113]. The 
chosen solvents are toluene, a very common aprotic medium, and acetonitrile 
that is one of the reactants for the synthesis of 2-methylpyridine. Single-point 
energy correction with COSMO have been computed using the geometries 
optimized in the gas phase. This was possible after checking that our molecular 
structures are almost unaffected when embedded in solvent [61]. In both 
solvents, the result is an overall stabilization of the entire PES, as can be seen 
in Figure S 4.1, Figure S 4.2 and Figure S 4.3. Acetonitrile leads to the largest 
change in energies (a larger stabilization) whereas toluene shows a milder 
stabilization of stationary points, in line with the dielectric constants of the 
two solvents. The energy shift is almost constant for every intermediate and 
transition state. Thus, we can conclude that the solvent effects on the energy 
profiles may be disregarded for the analyzed processes. The main reason for 
this is the absence of strongly polarized and charged species. 
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4.3.3 TOF calculations 

Generally, in organometallic catalysis, the most used parameter to 
measure how many moles of substrate are required to reach catalyst’s 
saturation is the turnover number (TON). However, it is usually 
convenient to turn this value into a time dependent parameter, i.e. the 
turnover frequency, which is the turnover number per unit of time. After 
generating the PESes, the TOF of the catalytic cycles has been calucated 
as explained in the section 2.4.  

To approach the experimental conditions in the TOF 
calculations, we chose two reference temperatures: the first one is the 
IUPAC standard room temperature (25° C) and the second one is the 
reflux temperature of toluene: 110.6° C, sometimes used as solvent in 
cyclotrimerization reactions [69]. 

Firstly, the acetylene [2+2+2] cycloaddition to benzene mediated by 
different catalysts will be discussed. In all cases, the TDI is the bis-
acetylene intermediate, and the TDTS is the subsequent transition state 
leading to the five-membered ring metallacycle. The crucial step of the 
whole cycle is indeed the oxidative coupling since the degree of TOF 
control is almost one for all the analyzed catalysts. For this reason, a 
dedicated analysis of these species was recently performed [111]. CpCo 
has the highest efficiency (Table 4.1), in agreement with the 
experimental findings. CpIr is somewhat less performant, followed by 
CpRh. The less extended aromatic ligand (Cp anion) seems to be a 
better choice compared to polycyclic moieties, like Ind anion. The 
asymmetric diheteroaromatic fragments (AbRh and AbiRh) are in 
general the worst catalysts, and their chemical activities are more or 
less comparable. 
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Table 4.1. Calculated TOF values and TOF ratiosefor the catalytic cycle of 
Figure 4.2 (acetylene [2+2+2] cycloaddition to benzene). 

Catalyst 
TOF298.15K 

(s-1) 
Ratio298.15K 

TOF383.65K 

(s-1) 
Ratio383.65K 

CpCo 1.3∙105 144928 8.6∙106 12464 
CpIr 6.9∙104 100000 5.1∙106 7391 
CpRh 4.4∙103 6377 6.2∙105 899 
IndRh 5.4∙101 78 2.0∙104 29 
AbiRh 3.1∙100 4 2.2∙103 3 
AbRh 6.9∙10-1 1 6.9∙102 1 

 

Notably, no indenyl effect [114] is found, that is, no enhancement of 
reactivity is achieved using IndRh rather than CpRh, as predicted in 
2007 [56]. In contrast, a mild indenyl effect is present with the 
diheteroaromatic catalysts considering AbRh and AbiRh, structurally 
analogous to CpRh and IndRh, respectively. The lack of indenyl effect 
was recently explained in the hypothesis that an ancillary CO ligand 
remains bonded to Rh throughout the whole catalytic cycle [33]. The 
TOF values were calculated for these cycles too (Table 4.2) and the 
Ind-based catalysts results ten order of magnitude more efficient than 
the Cp-based one. 

Table 4.2. Calculated TOF values and TOF ratios for the catalytic cycle of 
Figure 4.3 (acetylene [2+2+2] cycloaddition to benzene). 

Catalyst 
TOF298.15K 

(s-1) 
Ratio298.15K 

TOF383.65K 

(s-1) 
Ratio383.65K 

CO-IndRh 7.1∙10-9 5.5∙1010 4.3∙10-4 2.3∙108 
CO-CpRh 1.3∙10-19 1 1.9∙10-12 1 

 

 

e The TOF ratio is computed taking, as reference, the TOF of the worst 
catalyst. 
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The TOFs of acetylene/acetonitrile [2+2+2] cocyclotrimerizations to 2-
methylpyridine were computed as well (Table 4.3). A change of the 
metal implies a significant variation in efficiency, as previously shown 
in Table 4.1 for acetylene cyclotrimerizations. Also, the trend is 
retained: CpCo works better than Rh-based catalysts. In this case, on 
the basis of the degree of TOF control, the TDI is the end-on adduct 
(ZM3eo,CN), and the TDTS is the transition state between the species 
with side-on coordination of the acetonitrile and the bicyclic 
intermediate, TS(ZM3so,CN, ZMbCN). This applies to all tested catalysts 
except CpCo. The energetics of the first CpCo catalyzed cycle was 
computed by Dahy et al. [71] with the B3LYP hybrid functional. They 
found that the TDI is the product of the reductive elimination of the 
heptacycle, when the first tetrahapto-bonded pyridine molecule is 
formed (CpCo4CN). The TDTS lies between the two 
intermediatesvcharacterized by  𝜂𝜂4 coordinated 2-methylpyridines, i.e., 
TS(CpCo4CN, CpCo4’CN). The CpCo catalyzed cycle computed in the 
present work using ZORA-BLYP/TZ2P, identifies the TDTS mainly in 
correspondence of the end-on/side-on interconversion (80%), and the 
remaining part on the previously reported TS(ZM3so,CN, ZMbCN) (20%). 
The TDI corresponds to the intermediate with the end-on bonded 
acetonitrile (ZM3eo,CN). 

This latter case is an instructive example of a situation in which 
the results from the energy span approximation (Eq. 2.12) may be 
misinterpreted. Thus, here, it is not possible to univocally identify the 
TDTS and this prevents a straighforward definition of a correct energy 
span to be used in Eq. 2.12. To avoid errors in TOF calculations, we 
used in all cases the complete equation (Eq. 2.10) without any 
approximation. The perfomance improvement can be readily seen also 
from the energy profiles (Figure 4.6 A) where, compared to the other 
cycles, the CpCo one is much flatter. This follows a pretty common rule 
of thumb used in catalysis: if a reaction involves small energy variations, 
it usually means that the cycle is characterized by very high reaction 
rates. 
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In 2-methylpyridine formation, a slight indenyl effect is present: 
IndRh is ten times more efficient than the CpRh. The AbiRh 
performance is mostly comparable to CpRh one (at both temperatures). 
AbRh TOF values cannot be compared since the reaction mechanism 
shows some significant differences in the final stages. 

Table 4.3. Calculated TOF values for acetylene/acetonitrile 
cocyclotrimerization to 2-methylpyridine. 

Catalyst 
TOF298.15K 

(s-1) 
Ratio298.15K 

TOF383.65K 

(s-1) 
Ratio383.65K 

CpCoB3LYP 5.8∙101 1450 2.0∙104 282 
CpCo 6.4∙100 160 3.4∙103 48 
IndRh 4.0∙10-1 10 4.2∙102 6 
AbiRh 8.2∙10-2 2 1.2∙102 2 
CpRh 4.0∙10-2 1 7.1∙101 1 
AbRh 1.2∙10-3 - 4.7∙100 - 

4.3.4 Slippage: a novel metal decentralization marker 

The studied catalysts, in which the aromatic hydrocarbon ligand is the 
six electrons Cp anion or the ten electrons Ind ligand, have intriguing 
electronic and structural properties. In fact, as we saw in the previous 
chapter, the coordination of the metal to the ring is not perfectly 
symmetric (𝜂𝜂5), but can be described as a distorted arrangement in 
which the five metal-carbon distances are not equal: two distances are 
shorter (M– C1 and M– C3) and two distances are longer (M– C1a and 
M– C3a), as shown in Figure 4.7. Typically, one carbon atom (C2) is 
found between those at a closer distance, which may be located below 
the ring plane, so that a folding angle can be observed. This tipped 
structure, described as 𝜂𝜂3 + 𝜂𝜂2, is related to the phenomenon known as 
metal slippage. Further distortion can lead to an allylic coordination 
(𝜂𝜂3) and, in extremis, to the formation of a σ bond between the metal 
and one C atom (𝜂𝜂1). To quantify the amount of slippage, a parameter 
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was introduced by Fred Basolo [58] and previously defined in the Eq. 
3.1. 

 

Figure 4.7. Novel definition of the metal slippage for a five-member ring. 

Unfortunately, this slippage parameter is partially blind for “out-of-
plane” metal displacements. The plane in question (Figure 4.7, blue 
dashed line) is orthogonal to the pseudo-plane containing the five 
memebered ring atoms. When a lateral movement of the metal center 
takes place, with a consequent irregular variation of the distance pairs 
M– C1a, M– C3a and M– C1, M– C3, the ∆  parameter defined in Eq. 
3.1 gives unreliable results. 

A redefinition of slippage has been developed by us mainly for 
two reasons: light up every dark corner when we loose CS symmetry and 
build a label independent parameter to monitor any metal displacement 
along the reaction coordinate. First, we have defined a ring centroid, 
equal to the center of mass when the five atoms are equal (Cp and Ind), 
and the middle points of all five bonds between adjacent ring atoms. 
These points are depicted in grey in Figure 4.7. The label independent 
slippage parameter (LISP) has been calculated as the sum of the five 
average minimum distances from a normal vector that passes through 
the centroid and the metal center (red line, Figure 4.7): 
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where M is the distance between the metal atom and the ring centroid, 
𝜃𝜃𝑖𝑖 is the angle between the middle point of two carbon atoms, the ring 
centroid and the metal and 𝑁𝑁 is the number of atoms of the ring. This 
general definition can be extended in straightforward manner to five 
memebered rings containing heteroatoms. As expected, the trend is not 
too different from the ∆  values (that preserves an optimal behavior in 
CS symmetry for Cp and Ind anions) except when the metal atom drifts 
out of plane. The average distance has been chosen to take into account 
the distortion of the ring from a perfect polygon and to completely untie 
the label dependent formalism, intrinsic in the definition of ∆. 

4.3.5 Slippage Span Model 

The slippage parameter has been computed using the LISP definition 
for all the intermediates and transition states of the different catalytic 
cycles. For benzene formation (mechanism of Figure 4.2 I), the LISP 
values are shown in Figure 4.8.  

CpM catalysts show a very small variation of LISP along the 
cycle, especially CpCo; conversely, in the presence of the Ind, Ab and 
Abi ligands higher hapticity variations are computed. To quantify this 
trend, we introduced a parameter called slippage span (ΔLISP), defined 
as the difference between the maximum and the minimum value of LISP 
of the whole cycle. ΔLISP values, for the cases shown in Figure 4.8, are 
listed in Table 4.4. 



90  

 

Figure 4.8. LISP values for acetylene [2+2+2] cyclotrimerization to benzene 
catalyzed by CpM (M=Co, Rh, Ir) and ZRh (Z=Ind, Ab, Abi). The mechanism 
is shown in Figure 4.2 I and the PESs are shown in Figure 4.4. 

Table 4.4. Slippage span values (ΔLISP) and TOF ratios at ambient and 
toluene reflux temperature for metal-catalyzed acetylene [2+2+2] cycloaddition 
to benzene. 

Catalyst ΔLISP(Å) TOF Ratio298.15K TOF Ratio383.65K 
CpCo 0.10 144928 12464 
CpIr 0.14 100000 7391 
CpRh 0.19 6377 899 
IndRh 0.21 78 29 
AbiRh 0.36 4 3 
AbRh 0.42 1 1 

 

In Table 4.4, the catalysts are ordered according to decreasing 
performance. A relationship between geometric and kinetic/energy 
parameters (TOF ratios) emerges: a lower slippage span corresponds to 
an increased catalytic activity for a given catalyst. A small slippage 
span is in general associated to low absolute LISP values, but the 
connection between these terms is not straightforward. CpCo is the 
most rigid fragment: the metal remains almost perfectly centered with 
respect to the Cp anion during the whole catalytic cycle and only weak 
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slippage occurs. The metal Cp bonding strength explains the trend of 
CpIr and CpRh [111]. As expected, IndRh, whose intermediates and 
transition states are more slipped and overall shows higher flexibility, 
is less performant than the other catalysts, that is no indenyl effect is 
found. 

In contrast, a mild indenyl effect is found in presence of the two 
diheteroaromatic ligands: AbiRh works better than AbRh; also in these 
cases, the slippage span follows the trend above described. 

The structural information gathered from the ZRh4 
intermediate is interesting: in presence of bulky aromatic ligands, such 
as Indˉ, Abˉ or Abiˉ, the slippage is very pronounced. The tetrahapto 
coordination of benzene is likely the cause. In fact, when the benzene 
molecule switches to an 𝜂𝜂2 coordination in the ZRh5 intermediate, LISP 
values are dramatically lowered. 

The important achievement is that a minimization of the 
slippage span leads to an increased catalytic efficiency in terms of TOF 
values. To confirm the validity of the slippage span model within 
different mechanisms, LISP values have also been calculated for 
acetylene [2+2+2] cycloaddition catalyzed by CO-CpRh and CO-
IndRh, shown in Figure 4.3. Very high absolute LISP values were 
measured on the calculated structures since remarkable changes in 
hapticity take place due to the presence of the CO ligand (Figure 4.9). 
In fact, the metal center is always slipped far away from the ring 
centroid reaching in some cases also the 𝜂𝜂1 coordination. 
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Figure 4.9. LISP values for acetylene [2+2+2] cycloaddition to benzene 
catalyzed by CO-CpRh and CO-IndRh. The mechanism is shown in Figure 4.3 
and the PESs can be found in Ref [33]. 

In Table 4.5, ΔLISP values for these two cycles are listed with the 
corresponding TOF ratios. The difference between ΔLISP values is 0.04 
Å for CO-CpRh and CO-IndRh and is comparable to the value obtained 
in Table 4.4 for CpRh and IndRh, i.e. 0.02 Å. Importantly, the trend is 
maintained: lower ΔLISP are found in correspondence of higher 
catalytic performance based on TOF values. 

Table 4.5. Slippage span values (ΔLISP) and TOF ratios at ambient and 
toluene reflux temperature for CpRh and IndRh in the hypothesis that a CO 
ligand remains bonded throughout the whole catalytic cycle. 

Catalyst ΔLISP(Å) TOF Ratio298.15K TOF Ratio383.65K 
CO-IndRh 1.61 5.5∙1010 2.3∙108 
CO-CpRh 1.65 1 1 

 

The slippage span model was tested also for the acetylene/acetonitrile 
[2+2+2] cocycloaddition to 2-methylpyridine using CpM (M=Co, Rh, 
Ir) and ZRh (Z=Ind, Abi) catalysts. AbRh has been excluded because 
of mechanistic differences. 



 93 

 

Figure 4.10. LISP values for [2+2+2] acetylene/acetonitrile cocycloaddition to 
2-methylpyridine; the mechanism is shown in Figure 4.5 A and the PESs are 
shown in Figure 4.6 A. 

In Figure 4.10, CpCo appears again as the most performant, in 
agreement with the experimental evidence and emerges also from the 
values reported in Table 4.6. Notably, a mild indenyl effect is found in 
this mechanism, while CpRh and AbiRh fragments are those with the 
lowest performance. 

Table 4.6. Slippage span values (ΔLISP) and TOF ratios at ambient and 
toluene reflux temperature for metal-catalyzed acetylene/acetonitrile 
cocyclotrimerization to 2-methylpyridine. 

Catalyst ΔLISP(Å) TOF Ratio298.15K TOF Ratio383.65K 
CpCo 0.12 160 48 
IndRh 0.39 10 6 
AbiRh 0.39 2 2 
CpRh 0.50 1 1 
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4.3.6 Improvement of the Slippage Span Model 

ΔLISP is a simple and efficient way to relate reactivity to a structural 
parameter, but it seems weak in some critical cases, i.e. small ΔLISP 
can correspond to large/small difference in TOF ratios and vice-versa. 
This could be probably overridden by redefining the slippage span with 
a more complete descriptor that takes into account all intermediates 
and transition states rather than considering only the extreme values. 
This pushed to work on an extension of the original descriptor (ΔLISP). 
After different trials, the improved slippage span parameter (ΔLISP*) 
was introduced (Eq. 4.2). It is the sum of three contributions: 

 
ΔLISP∗ �Å� = �|LISP1 − LISPi+1|

N−1

i=1

+ �|LISPi − LISPi+1|
N−1

i=1
+ |LISPN − LISP1| 

4.2 

The first term takes into account how structurally far/close from the 
starting point every intermediate or transition state of the catalytic 
cycle is. The second term contains the slippage difference between an 
arbitrary state and the one immediately following. The last term (third 
block) is simply the slippage variation between the last intermediate 
located on the PES and the recovered catalyst. Every term must be as 
small as possible in order to have a more efficient catalytic system: in 
this way, ΔLISP* preserves the same meaning given for the original 
slippage parameter (ΔLISP). A summary of the results are reported in 
Table 4.7: at a glance, a great improvement can be noticed when 
considering the couple CO-CpRh and CO-IndRh for the benzene 
synthesis and in IndRh and AbiRh for the synthesis of 2-
methylpyridine. In these two cases, the sensitivity issues founded with 
ΔLISP have been nicely solved with ΔLISP*. 
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Table 4.7. TOF ratios, slippage span values (ΔLISP) and improved slippage 
span values (ΔLISP*) for benzene and pyridine synthesis. 

 Catalyst TOF Ratio298.15K ΔLISP (Å) ΔLISP* (Å) 

B
en

ze
ne

 

CpCo 144928 0.10 0.58 
CpIr 100000 0.14 0.66 
CpRh 6377 0.19 0.88 
IndRh 78 0.21 1.02 
AbiRh 4 0.36 2.00 
AbRh 1 0.42 2.81 
CO-IndRh 5.5∙1010 1.61 14.48 
CO-CpRh 1 1.65 16.31 

Py
rid

in
e CpCo 160 0.12 1.34 

IndRh 10 0.39 2.76 
AbiRh 2 0.39 3.04 
CpRh 1 0.50 3.14 

4.4 Conclusions 
Herein, the slippage span model has been developed and it’s itended to 
establish a quantitative relationship between, on one hand, the extent 
of variation in the geometrical slippage along the reaction of the metal 
relative to its aromatic ligand in group-9 metal half-sandwich complexes 
and, on the other hand, their catalytic activity in [2+2+2] alkyne 
cycloadditions. Our computed turn over frequencies (TOF) of the 
catalytic cycles for acetylene cyclotrimerization to benzene show that 
Co catalysts perform better than Rh and Ir ones. This trend originates 
from the first reaction step, oxidative coupling, which involves both, the 
TOF-determining intermediate (TDI) and the TOF-determining 
transition state (TDTS). In this elementary step, the rigid, almost 
perfectly η5 CpCo complex is more efficient than the more slipped η3+η2 
CpRh and CpIr complexes [111]. 

On the other hand, an indenyl effect is found when comparing 
CpRh and IndRh catalysts in the cocyclotrimerization of 
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acetylene/acetontrile to 2-methylpyridine and in acetylene 
cyclotrimerization to benzene only if CO-CpRh and CO-IndRh catalysts 
are used, i.e., in cycles in which the intermediates and transition states 
possess no symmetry. Conversely when comparing CpRh- and IndRh-
catalyzed acetylene cyclotrimerization to benzene, in which almost all 
intermediates and transition states have pseudo-CS symmetry, no 
indenyl effect is predicted; when replacing the hydrocarbon Cp and Ind 
with the diheteroaromatic Ab and Abi, the TOF value of the catalytic 
cycle decreases. 

The results point out that lowering the molecular symmetry, 
through significant hapticity deviations from the ideal η5, reduces the 
catalyst's performance. This suggests the existence of a relationship 
between the reactivity and the metal slippage, which is the essence of 
the proposed slippage span model. We have defined a new slippage 
parameter, the label independent slippage parameter (LISP), which is 
also valid for, and applicable to non-symmetric metal displacements. 
Our computations reveal an inverse proportional relationship between 
the TOF and the ΔLISP, that is, the slippage span or difference between 
maximum and minimum LISP along a catalytic cycle. 

The proposed slippage span model can serve as a guideline for 
the rational design of a performant half-sandwich, group 9 metal 
catalyst for [2+2+2] cycloadditions. 
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4.5 Addendum 

 

Figure S 4.1. Energy profile of acetylene/acetonitrile [2+2+2] cocycloaddition 
catalyzed by CpRh with different solvent: gas phase, toluene and acetonitrile 
(level of theory (COSMO)-ZORA-BLYP/TZ2P). 

 

 

Figure S 4.2. Energy profile of acetylene/acetonitrile [2+2+2] cocycloaddition 
catalyzed by AbRh with different solvent: gas phase, toluene and acetonitrile 
(level of theory (COSMO)-ZORA-BLYP/TZ2P). 
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Figure S 4.3. Energy profile of acetylene/acetonitrile [2+2+2] cocycloaddition 
catalyzed by AbiRh with different solvent: gas phase, toluene and acetonitrile 
(level of theory (COSMO)-ZORA-BLYP/TZ2P).
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5 Radical scavenging 
potential of phenothiazine 
scaffolds 

5.1 Introduction 
Oxidative stress is a pathological condition due to an unbalanced 
concentration of highly oxidant species in the cell, like peroxides and 
harmful radicals, which can react with phospholipids, proteins and 
nucleic acids impairing their function [115–120]. The antioxidant 
defense system cannot efficiently maintain the redox equilibrium inside 
the cell, so that its components are irreversibly damaged. Oxidative 
stress is found in numerous diseases of different gravity, from 
inflammatory processes to diabetes, cardiovascular and autoimmune 
diseases, cancer and neurodegenerative diseases [121–125]. Oxidative 
stress also accompanies several severe mental disorders, like depression, 
schizophrenia, even certain dependencies [126]. This is not surprising 
because the brain is particularly vulnerable to oxidative stress, due to 
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its large oxygen consumption. It is not clear whether oxidative stress is 
a cause or a consequence of the pathological condition, and no treatment 
can be exclusively tailored to fight oxidative stress. Anyway, there is 
clinical evidence that a regular intake of antioxidant dietary 
supplements has beneficial effects on the therapeutic efficacy and 
patient outcome. 

It has been recently reported that some well-known psychotropic 
drugs possess antioxidant activity as radical scavengers. Zolpidem, a 
diffuse hypnotic, is more efficient than melatonin in quenching hydroxyl 
and alkoxyl radicals [127], while fluoxetine, better known with its 
commercial name ‘Prozac’ is the molecule which has revolutionized the 
approach to depression treatment and possesses a discrete antioxidant 
capacity but rather exerts this added function by increasing the levels 
of free serotonin, a strong radical scavenger [128]. Based on these 
examples, the administration of these drugs may have beneficial effects 
adding value to the therapeutic approach. These results, which stem 
firstly by clinical observation, have been rationalized at chemical level 
using in silico approaches. Despite the physiological environment is 
highly complex, molecular studies on the antioxidant capacity of a 
substance are a valuable first approach to in vivo and clinical testing. 
One of the most important advantages of in silico approaches rather 
than in vitro ones is the possibility of screening a large number of 
molecules at a reduced time and price cost. In addition, a detailed 
computational analysis, carried out at an accurate level of theory, allows 
to rationalize the results, thus providing information and guidelines for 
designing more efficient antioxidants.  

In this chapter, we have studied the antioxidant potential of the 
scaffold of a very important class of antipsychotic drugs, i.e. 
phenothiazines (Figure 5.1, PS/PSE/PTE). Actually, different 
derivatives of these heterocyclic compounds find application in different 
medical fields, as antihistaminics (promethazine, Figure 5.1, A), 
sedatives (chlorpromethazine, Figure 5.1, B), anthelminthics. An 
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important derivative is methylene blue (Figure 5.1, C), which was first 
synthesized in 1876 and used by Ehlrich to distinguish bacteria, among 
which the malaria pathogen. Ehrlich proposed to use methylene blue in 
the treatment of malaria and, after testing, it was used for this purpose 
till the Second World War. Recently, it has been proposed again for 
malaria treatment [129] due to its low cost and as attempt to combat 
drug resistance [130]. 

 

 

Figure 5.1. Phenothiazine (PS), phenoselenazine (PSE), phenotellurazine 
(PTE), promethazine (A) Chlorpromethazine (B) and methylene blue (C). The 
reactive sites are shown in red and blue. 

 

The phenothiazine scaffold finds no application, but represents 
the parent compound, whose activity can be regulated by different 
substituents. For example, in the phenothiazine derivatives used as 
antipsychotics, the sedative effects as well as the extrapyramidal side 
effects can be modulated by using different substituents at nitrogen. 
Since we are interested in the antioxidant potential of this class of 
compounds, we have introduced a chemical change, replacing sulfur 
with the heavier selenium and tellurium, generating phenoselenazine 
(PSE) and phenotellurazine (PTE), respectively. In fact, selenium 
organocompounds are well known antioxidants mimicking the 
enzymatic activity of glutathione peroxidases (GPx) and tellurium 
analogs are cautiously being tested for their enhanced capacity of 
reducing hydroperoxides, as also predicted by computational studies. 
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PSE and PTE were designed as ideal ‘tandem’ antioxidants, which can 
act as radical scavengers via different mechanisms, as well as GPx 
mimics, which can efficiently reduce H2O2 and hydroperoxides to water 
and alcohols, respectively, as recently proposed for selenoderivatives of 
fluoxetine [131]. 

5.2 Methods 
All the density functional theory (DFT) [15,16] calculations have been 
carried out with the Gaussian 16 rev. C.01 software [132]. The used 
exchange-correlation (XC) functional is the M06-2X, a hybrid meta-
GGA functional developed by Yan and Truhlar [133]. It contains 54% 
of exact Hartree-Fock (HF) exchange and has been developed to give 
excellent results for main group thermochemistry. This has been used 
in combination with the following basis sets: the 6-311++G(d,p) basis 
set for H, C, N, O and S atoms and the cc-pVTZ for the Se and Te 
[134–137]. A proper effective core potential (ECP) is also necessary for 
the heaviest chalcogen. The former is a Pople split-valence triple-ζ 
GTOs (Gaussian-type orbitals) basis set with two polarization functions 
(1 additional set of d orbitals on heavy atoms and one set of p orbitals 
on hydrogen). The cc-pVTZ instead is a Dunning’s correlation-
consistent triple-ζ basis set. The optimized structures of minima and 
transition state have been computed both in gas-phase and in solvent: 
in this latter case, we have used the solvation model based on density 
(SMD) to emulate the physiological conditions (water) and the lipidic 
environment (pentyl ethanoate) [138]. The obtained molecules have 
been subsequently verified with a vibrational analysis in order to assess 
the correct nature of the points located on the PES: all normal modes 
of the minima have real frequencies, and, in the case of transition states, 
there is one normal mode associated to a single imaginary frequency. 
The above-mentioned level of theory (SMD-M06-2X/6‐311++G(d,p), 
cc-pVTZ(-PP)) is compatible with the QM-ORSA protocol used to 
calculate the overall antioxidant capability of the analyzed molecules 
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and this allows direct comparison to other antioxidant systems 
described in literature if necessary [34]. 

5.3 Results and discussion 
Three different mechanisms of radical scavenging, i.e. Hydrogen Atom 
Transfer (HAT), Radical Adduct Formation (RAF), and Single 
Electron Transfer (SET), have been analyzed assuming that they are 
the possible mechanisms through which ROS quenching occurs. On the 
basis of molecular symmetry, there are 7 non-equivalent active sites on 
the phenothiazine and its derivatives (Figure 5.1): 1 is the only amino 
nitrogen, 4 are aromatic carbon atoms (2, 3, 4, 5) and 2 are junction 
carbon atoms (2a and 5a). The energetics of the three mechanisms will 
be described and analyzed in detail in the next paragraphs. 

5.3.1 Hydrogen Atom Transfer (HAT) 

Hydrogen atom transfer (HAT) is the most relevant mechanism for 
radical quenching. It is shown in Figure 5.2: 

Px-H + R• ⟶ Px• + R-H 

Figure 5.2. HAT mechanism where Px = PS, PSE, PTE and R• = HO•, HOO•, 
CH3OO•. 

There are 5 positions on the phenothiazine scaffold from which H• can 
be generated (sites 1, 2, 3, 4, 5, Figure 5.1). 

The most exergonic reaction involves the most acidic hydrogen, i.e. the 
amino hydrogen. The reaction Gibbs free energies associated to HAT 
from the aromatic sites are comparable (sites 2, 3, 4, 5, Figure 5.1) and 
much less negative when the hydroxyl radical is involved; they become 
positive when peroxyl radicals are considered, denoting that this 
mechanism is disfavored from a thermodynamic point of view (Table 
5.1). Overall, the ΔΔGr between ΔGr associated to site 1 and the 
average ΔGr computed for the four aromatic sites is almost retained 
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when changing radicals, chalcogens and medium and spans from 30 to 
32 kcal mol-1 with the only exception of PTE in water. In this system, 
the reactions are more endergonic when the transfer happens from the 
aromatic positions. This is likely due to its planar conformation, 
differently from the bent one observed in the other cases (Figure 5.3). 
The planar minimum of PTE is computed only in water phase. 

 

Table 5.1. ΔGr for Hydrogen Atom Transfer (HAT) scavenging mechanism. 
All the energies are in kcal mol-1. Level of theory: SMD-M06-2X/6‐
311++G(d,p), cc-pVTZ(-PP). 

  ΔGr - Water ΔGr - Lipid 
ROS Site S Se Te S Se Te 

HO• 

1 -39.9 -39.2 -37.4 -37.6 -36.7 -34.7 
2 -7.4 -7.7 4.0† -5.7 -6.0 -6.4 
3 -8.5 -8.6 12.2† -6.4 -6.6 -6.5 
4 -7.8 -8.0 10.0† -5.7 -5.9 -6.0 
5 -8.1 -8.8 4.1† -6.1 -6.8 -7.8 

        

HOO• 

1 -7.6 -7.0 -5.2 -5.1 -4.1 -2.1 
2 24.8 24.5 36.2† 26.9 26.5 26.2 
3 23.8 23.6 44.4† 26.1 26.0 26.0 
4 24.5 24.2 42.3† 26.8 26.6 26.6 
5 24.1 23.4 36.3† 26.4 25.8 24.7 

        

CH3OO• 

1 -6.3 -5.6 -3.8 -3.4 -2.5 -0.5 
2 26.2 25.8 37.5† 28.5 28.2 27.8 
3 25.1 24.9 45.7† 27.8 27.6 27.7 
4 25.8 25.6 43.6† 28.5 28.3 28.2 
5 25.4 24.8 37.6† 28.1 27.4 26.4 

† The minimum geometry, and thus also the energies, for the aromatic radicals 
in water of PTE is significantly different from the bent structures computed 
for PS and PSE.  
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Figure 5.3. A) Minimum energy structure in water for PS radical (site 2). B) 
Peculiar minimum structure of PTE radical (site 2) in water: the geometry is 
planar. Level of theory: SMD-M06-2X/6‐311++G(d,p), cc-pVTZ(-PP). 

The smallest analyzed radical (HO•) is the most reactive and the only 
one that shows exergonic HAT reactions for all sites of the three studied 
scaffolds (with the sole exception of PTE in water). When considering 
the reactivity toward HOO• and CH3OO• radicals, HAT is always 
highly endergonic and the only possible hydrogen abstraction with 
peroxyl radicals occurs from the amino site (site 1). 

No clear trend emerges when changing the chalcogen but, in general, 
the most efficient system is PS, followed by PSE and PTE. This always 
holds true for HAT from site 1, but the trend is undistinguishable for 
the aromatic sites. 

For all three radicals and all chalcogenides, the HAT mechanism seems 
to be only feasible (from a thermodynamic point of view) from the 
amino site; hence the potential energy surface (PES) has been 
thoroughly analyzed for this site. 

Table 5.2. ΔG‡ for Hydrogen Atom Transfer (HAT) scavenging mechanism. 
All the energies are in kcal mol-1. Level of theory: SMD-M06-2X/6‐
311++G(d,p), cc-pVTZ(-PP). 

  ΔG‡ - Water ΔG‡ - Lipid 
ROS Site S Se Te S Se Te 
HO• 

1 
0.0 0.0 0.0 5.3 6.2 6.1 

HOO• 0.0 0.0 0.0 17.2 16.8 18.0 
CH3OO• 0.0 0.0 0.0 18.7 19.0 19.6 
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The process in the polar environment is completely barrierless regardless 
the radical (Table 5.2); no effect of the chalcogen is found. However, in 
lipid media, the barriers are appreciable: they are rather small for HO• 
but increase significantly for HOO• and CH3OO• (from 17 kcal mol-1 to 
almost 20 kcal mol-1, depending on the chalcogen). 

5.3.2 Radical Adduct Formation (RAF) 

The Radical Adduct Formation (RAF) is another important mechanism 
that leads to the formation of a single adduct as a product (Figure 5.4). 

Px + R• ⟶ PxR• 

Figure 5.4. RAF mechanism where Px = PS, PSE, PTE and R• = HO•, HOO•, 
CH3OO•. 

In the case of the phenothiazine scaffold, this path is rather essential 
because the HAT mechanism is not well suited for the aromatic 
positions since the hydrogen transfer from the benzene rings to a ROS 
disrupts the aromaticity. The RAF mechanism may involve up to 6 sites 
(2a, 2, 3, 4, 5, 5a) on each aromatic ring. Sites 5a and 2 show the most 
exergonic reactions (Table 5.3). On the other hand, the three worst sites 
are 5 and 3. Sites 2a and 4 show intermediate thermodynamic feasibility. 
This trend holds true in all cases (PS, PSE, PTE) and for all the studied 
radicals. Also, in this case, the most reactive radical is HO•: the 
reactions are highly exergonic for all sites and for all the three 
chalcogens. HOO• and CH3OO• show similar reactivity and all the 
involved reactions are thermodynamically disfavored. 

 

 



 107 

Table 5.3. ΔGr for Radical Adduct Formation (RAF) scavenging mechanism. 
All the energies are in kcal mol-1. Level of theory: SMD-M06-2X/6‐
311++G(d,p), cc-pVTZ(-PP). 

  ΔGr - Water ΔGr - Lipid 
ROS Site S Se Te S Se Te 

HO• 

2a -9.8 -9.4 -8.6 -9.0 -8.4 -7.4 
2 -10.2 -10.5 -10.4 -10.2 -10.7 -10.7 
3 -8.3 -8.2 -7.6 -8.2 -8.1 -7.2 
4 -9.9 -10.2 -10.2 -9.7 -9.9 -9.6 
5 -8.1 -8.2 -8.6 -7.8 -8.1 -8.5 
5a -13.3 -13.2 -38.0† -12.6 -12.7 -39.8† 

        

HOO• 

2a 15.5 15.9 16.4 17.9 18.6 19.3 
2 15.4 14.9 14.5 16.5 16.4 15.8 
3 16.6 16.6 17.4 18.4 18.5 19.3 
4 14.6 14.0 14.6 16.3 16.2 16.5 
5 17.5 16.4 16.3 18.8 17.7 18.1 
5a 11.9 11.6 -8.0† 13.8 13.2 -7.2† 

        

CH3OO• 

2a 18.2 18.7 19.6 21.9 22.2 23.3 
2 17.8 17.3 17.1 19.9 19.5 19.5 
3 19.1 19.3 20.0 21.6 22.2 22.8 
4 17.2 16.9 17.3 20.0 19.8 20.1 
5 19.0 19.1 19.4 22.0 21.9 22.2 
5a 15.1 14.4 -6.7† 17.5 16.8 -4.8† 

† The reaction leads to the central ring opening: the original structure of the 
antioxidant is no longer recoverable. 
 

The trend found for ΔGr is recovered for ΔG‡ as well (Table 5.4): the 
lowest barriers are computed for HO•, followed by HOO• and CH3OO•. 
The barriers associated to the different sites roughly follow the 
previously described trend in ΔGr: the smaller barriers are calculated 
for sites 5a and 2a, the highest ones for sites 5 and 3. Like in the HAT 
mechanism, the differences in terms of ΔGr and ΔG‡ between the polar 
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and apolar solvent are not so pronounced because the products of both 
processes are neither charged nor highly polarized. Hence, there is no 
overstabilization of products rather than reagents due to the solvation 
effect. However, a general trend is noticed because in lipid media, the 
barriers tend to be higher and the reactions slightly more endergonic. 

Table 5.4. ΔG‡ for Radical Adduct Formation (RAF) scavenging mechanism. 
All the energies are in kcal mol-1. Level of theory: SMD-M06-2X/6‐
311++G(d,p), cc-pVTZ(-PP). 

  ΔG‡ - Water ΔG‡ - Lipid 
ROS Site S Se Te S Se Te 

HO• 

2a 4.8 4.6 5.1 9.2 9.5 10.0 
2 5.7 5.5 5.4 7.6 7.6 7.6 
3 8.2 7.5 8.3 10.4 10.3 10.5 
4 5.9 5.7 5.5 8.4 8.3 8.5 
5 9.1 8.9 8.8 10.7 10.4 10.2 
5a 4.2 4.5 4.9† 8.5 8.6 9.1† 

        

HOO• 

2a 22.3 22.2 22.7 26.2 26.6 26.8 
2 23.3 22.9 22.6 25.6 25.5 25.4 
3 24.8 24.7 25.2 27.3 27.5 28.1 
4 21.6 21.5 21.3 24.9 24.9 25.0 
5 25.2 24.3 24.5 27.3 26.9 26.7 
5a 21.3 21.2 21.3† 24.7 24.8 24.9† 

        

CH3OO• 

2a 24.8 25.1 25.6 29.9 30.2 30.7 
2 25.1 24.9 24.8 28.7 28.5 28.5 
3 27.1 27.3 27.7 30.8 31.1 31.5 
4 23.9 23.6 23.9 28.1 28.1 28.5 
5 26.6 26.6 27.0 30.1 30.4 30.6 
5a 23.9 24.0 24.5† 28.5 28.7 29.3† 

† The reaction leads to the central ring-opening: the original molecule of 
antioxidant is no longer recoverable. 
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It is worth to notice that in PTE, the attack of the ROS to site 5a is 
not possible: the process involves the opening of the ring and the 
subsequent and irreversible loss of the original antioxidant molecule. 
This happens with all the three screened radicals and in both solvents. 

5.3.3 Single Electron Transfer (SET) 

The Single Electron Transfer (SET) is the only mechanism that doesn’t 
require nuclear displacements and, for this reason, the canonical 
minimization for the transition state localization is impracticable. 
However, Marcus theory is well suited for this purpose. The mechanism 
is reported in Figure 5.5: 

Px + R• ⟶ Px•+ + R‾ 

Figure 5.5. SET mechanism where Px = PS, PSE, PTE and R• = HO•, HOO•, 
CH3OO•. 

In gas phase, this mechanism is highly unlikely due to the large positive 
ΔGr values (in the best-case scenario, i.e. PS + OH•, the reaction is 
neatly endergonic and ΔGr exceeds 120 kcal mol-1). The reason can be 
ascribed to the formation of highly destabilized products, i.e. charged 
radical species. Thus, the overall contribution of SET to scavenging 
activity in gas phase and in lipid media is negligible. However, this is 
not true in a polar environment (Table 5.5): in water the charged 
products are strongly stabilized, and the SET becomes exergonic in the 
case of HO•. As for the previously described mechanisms, this radical is 
the most active one, regardless the involved chalcogen. Conversely, the 
processes involving hydroperoxyl (HOO•) and methylperoxyl radical 
(CH3OO•) are endergonic. 
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Table 5.5. ΔGr for Single Electron Transfer (SET) scavenging mechanism. All 
the energies are in kcal mol-1. Level of theory: SMD-M06-2X/6‐311++G(d,p), 
cc-pVTZ(-PP). 

 ΔGr - Water ΔGr - Lipid 
ROS S Se Te S Se Te 
HO• -10.6 -13.0 -16.7 33.3 31.0 28.9 
HOO• 11.5 9.0 5.3 52.7 50.4 48.3 
CH3OO• 13.3 10.8 7.1 54.0 51.7 49.5 

 

In water, the reaction with HO• is almost barrierless (Table 5.6) and, 
for this reason, SET contributes to the overall antioxidant activity 
regardless the chalcogen present in the scaffold (Table 5.9). Two details 
are remarkable: the first one is related to the observed chalcogen trend 
and the second one deals with the Marcus region for two particular 
cases. SET is the first mechanism with a clear trend in exergonicity and 
in terms of transition states energies: Tellurium-based systems appear 
to be more favored from both thermodynamic and kinetic points of view. 
The presence of the lighter chalcogen, instead, is associated to the less 
efficient SET, similarly to the PSE case. The only exception in the 
barriers trend is found when comparing the cases of PSE and PTE with 
the hydroxyl radical. This can be explained because the reorganization 
energy is in both cases much smaller compared to the absolute value of 
ΔGr and therefore, these two processes occur in the Marcus inverted 
region, where the greater the exergonicity of reaction, the larger the 
barrier. 
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Table 5.6. ΔG‡ for Single Electron Transfer (SET) scavenging mechanism. All 
the energies are in kcal mol-1. Level of theory: SMD-M06-2X/6‐311++G(d,p), 
cc-pVTZ(-PP). 

 ΔG‡ - Water ΔG‡ - Lipid 
ROS S Se Te S Se Te 
HO• 0.0 0.1† 5.7† 46.6 41.3 50.7 
HOO• 12.9 11.2 7.4 63.6 59.5 61.5 
CH3OO• 14.2 12.4 8.5 65.6 61.4 63.6 

† The reaction lies in the Marcus inverted region because the reorganization 
energy λ is smaller than the absolute value of ΔGr. 

5.3.4 Direct oxidation of the chalcogen center 

In the previous paragraphs, we have seen how different ROS can be 
quenched with different mechanisms and by different substrates. From 
this analysis, it emerges that the smaller attacking radical, i.e. hydroxyl 
radical, is the more efficient regardless of the media and the involved 
chalcogen. The poor selectivity of HO• is well known in literature. This 
ROS is an extremely effective one-electron oxidizing agent and the 
involved reactions are commonly limited by its diffusion (k > 109 M-1 s-

1) [139–141]. A very short half-life (10-9 s) [142] and a large and positive 
one-electron reduction potential (2.31V at physiological pH) [143] 
demonstrate its high reactivity and, consequently, the low selectivity 
towards the substrate. In general, alkoxyl radicals RO• tends to retain 
this characteristic but in a much more modest way: they are less active 
compared to HO• but they are more reactive than peroxyl radicals 
ROO•. A conversion of the latter is possible with a direct oxidation of 
the chalcogen center on PS, PSE and PTE according to Figure 5.6: 
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Figure 5.6. Direct oxidation of phenothiazine (X=S, PS), phenoselenazine 
(X=Se, PSE) and phenotellurazine (X=Te, PTE) by a peroxyl radicals ROO•. 

 

From a mere theoretical point of view, this reaction path could in 
principle enhance the overall antioxidant activity of PS, PSE and PTE 
due to the conversion of the ROS from a relatively poorly reactive 
peroxyl radical to an alkoxyl radical. In the particular case of 
hydroperoxyl radical, the product is an extremely reactive hydroxyl 
radical molecule. The nature of newly formed oxidized molecule and, in 
particular, of the sulfoxide, selenoxide and telluroxide bond X=O (X=S, 
Se, Te) is best described by a polarized σ bond rather than a simple 
double bond. For this reason, due to the formation of a positive partial 
charge on X and a negative on O, the molecule does not exhibit a 
classical hypervalency. The strength of the X=O bond is related to the 
involved electrostatic interactions between the two atoms and tend to 
decrease from X=S to X=Te [144]. In our systems, the direct oxidation 
is an exergonic process for almost all cases (Table 5.7) with the only 
exception of PS + HOO• in lipidic media. 

Table 5.7. ΔGr for the direct oxidation of the chalcogen by HOO• and CH3OO• 
radicals. All the energies are in kcal mol-1. Level of theory: SMD-M06-2X/6‐
311++G(d,p), cc-pVTZ(-PP). 

 ΔGr - Water ΔGr - Lipid 
ROS S Se Te S Se Te 
HOO• -5.3 -12.0 -18.4 0.9 -1.6 -5.3 
CH3OO• -12.2 -18.9 -25.3 -5.9 -8.3 -12.1 
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The reaction is thermodynamically favored in physiological environment 
and in the presence of alkylperoxyl radicals. All the previously explored 
mechanisms (HAT, RAF and SET) in which the HOO• and CH3OO• 
radicals are being involved show much more endergonic reactions. 
However, the direct oxidation requires rather prohibitive activation 
energies under standard conditions (Table 5.8). In the best scenario 
(PTE with HOO• in water), ΔG‡ is about 12 kcal mol-1 and considering 
a barrierless process, such as HAT in our systems, the contribution to 
the overall antioxidant activity of a mechanism involving the direct 
oxidation of the chalcogen and subsequent scavenging has to be 
considered extremely limited. 

Table 5.8. ΔG‡ for the direct oxidation of the chalcogen by HOO• and CH3OO• 
radicals. All the energies are in kcal mol-1. Level of theory: SMD-M06-2X/6‐
311++G(d,p), cc-pVTZ(-PP). 

 ΔG‡ - Water ΔG‡ - Lipid 
ROS S Se Te S Se Te 
HOO• 31.5 23.6 11.9 38.2 30.8 21.1 
CH3OO• 34.4 26.9 15.5 42.1 35.4 24.8 

5.3.5 Kinetic constants and antioxidant activity 

According to the QM-ORSA protocol described in the material and 
methods section, the kinetic constants have been calculated for both the 
solvents in order to assess the overall antioxidant capability and to 
make comparison with data reported in literature for other systems. The 
apparent kinetic constants in water were computed and are summarized 
in Table 5.9. For HAT mechanism, only site 1 has been taken into 
account: the kinetic constant of transfers involving aromatic hydrogens 
are orders of magnitude smaller when compared to the one of the amino 
sites. HAT is the primary mechanism for the bigger radicals 
(hydroperoxyl and methyl peroxyl radical) for PS and PSE. The RAF 
mechanism, instead, is the favored mechanism for the hydroxyl radical 
and this could be mainly ascribed to the number of available positions 
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on the aromatic rings (also considering the degenerate pathways due to 
the symmetry) and shallow barriers. Unfortunately, the barriers 
increase significantly with the peroxyl radicals and thus, the 
contribution of RAF to the overall activity is negligible for HOO• and 
CH3OO•. However, the combination of these two radicals and PTE is 
the most efficient case for SET.



 

 

Table 5.9. Kinetic constants for the analyzed mechanisms in water at 298.15K. All the kinetic constants are in M-1 s-1. The 
branching ratio is reported in brackets. 

  kapp - Water 
 ROS PS PSE PTE 

HAT 
HO• 2.61∙109 (3%)† 2.63∙109 (3%)† 2.58∙109 (3%)† 
HOO• 1.96∙109 (100%)† 1.98∙109 (97%)† 1.96∙109 (23%)† 
CH3OO• 1.69∙109 (100%)† 1.69∙109 (99%)† 1.68∙109 (32%)† 

     

RAF 
HO• 6.88∙1010 (86%)† 7.18∙1010 (87%)† 7.01∙1010 (86%)† 
HOO• 2.11∙101 (0%) 2.48∙101 (0%) 2.42∙101 (0%) 
CH3OO• 3.10∙10-1 (0%) 3.70∙10-1 (0%) 2.28∙10-1 (0%) 

     

SET 
HO• 8.53∙109 (11%)† 8.47∙109 (10%)† 8.43∙109 (10%)† 
HOO• 3.61∙106 (0%) 6.98∙107 (3%) 6.75∙109 (77%)† 
CH3OO• 4.15∙105 (0%) 9.69∙106 (1%) 3.50∙109 (68%)† 

     

OVERALL 
HO• 7.99∙1010 † 8.30∙1010 † 8.11∙1010 † 
HOO• 1.96∙109 † 2.05∙109 † 8.72∙109 † 
CH3OO• 1.69∙109 † 1.70∙109 † 5.18∙109 † 

† Diffusion-controlled reaction. 
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The global antioxidant activity is given by the sum of the kapp for all 
considered mechanisms: in physiological conditions, the sum of all 
thermal constants exceeds the value estimated for diffusion and 
therefore, all processes are limited by the latter. Unfortunately, this 
rules out the fine-tuning possibility of the antioxidant capacities by a 
simple modification of the chalcogen and therefore, the scavenging 
capacity is determined by the radical's ability to diffuse in water. 

In a lipidic environment, the situation is less diversified than in the 
water system (Table 5.10): the HAT mechanism is the favored reaction 
pathway only for the larger radicals (HOO• and CH3OO•) and, as seen 
before, the most active radical reacts via RAF. In this case, the 
branching ratios, are highly independent from the chalcogen in the 
antioxidant. The lipid medium is not able to stabilize the charged 
products deriving from SET and, as a consequence, this mechanism is 
energetically unfavorable both from the thermodynamic and kinetic 
points of view. 

 



 

Table 5.10. Kinetic constants for the analyzed mechanisms in pentyl ethanoate at 298.15K. All the kinetic constants are in M-1 s-

1. The branching ratio is reported in brackets. 

  kapp - Lipid 
 Radical S Se Te 

HAT 
HO• 2.88∙109 (7%)† 2.89∙109 (7%)† 2.80∙109 (8%)† 
HOO• 2.62∙103 (100%) 5.71∙103 (100%) 7.26∙102 (100%) 
CH3OO• 2.10∙102 (100%) 1.40∙102 (100%) 5.23∙101 (100%) 

     

RAF 
HO• 3.81∙1010 (93%)† 3.75∙1010 (93%)† 3.14∙1010 (92%)† 
HOO• 7.44∙10-2 (0%) 6.64∙10-2 (0%) 5.77∙10-2 (0%) 
CH3OO• 2.19∙10-4 (0%) 2.15∙10-4 (0%) 1.39∙10-4 (0%) 

     

SET 
HO• 8.11∙10-19 (0%) 6.08∙10-15 (0%) 7.26∙10-22 (0%) 
HOO• 2.51∙10-31 (0%) 2.65∙10-28 (0%) 9.52∙10-30 (0%) 
CH3OO• 9.31∙10-33 (0%) 1.08∙10-29 (0%) 2.83∙10-31 (0%) 

     

OVERALL 
HO• 4.09∙1010 † 4.04∙1010 † 3.42∙1010 † 
HOO• 2.62∙103 5.71∙103 7.26∙102 
CH3OO• 2.10∙102 1.40∙102 5.23∙101 

† Diffusion-controlled reaction. 
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The antioxidant capacity in apolar environment results comparable to 
that computed in water only when considering the hydroxyl radical. 
The selectivity towards peroxyl radicals is strongly reduced. 

In order to better understand the calculated kinetic constants for PS, 
PSE and PTE, a comparison to few well-known antioxidant molecules 
has been made (Table 5.11). In aqueous solution, the activity towards 
the HO• radical shows reaction rates that are approaching the diffusion 
rate limit: this is a common point also found for glutathione, sesamol, 
caffeine, melatonin, DHMBA, Trolox and edaravone. Calculating an 
accurate kinetic constant strongly depends on the approximation used 
to estimate the rate of diffusion in a particular media: the most 
challenging parameter to assess and for which, to the best of our 
knowledge, there is no accurate technique of evaluation, is the reactants 
Stokes radius that defines both the diffusion coefficients. 

 



 

Table 5.11. Calculated and experimental kinetic rate constants for the quenching activity of several antioxidant molecules towards 
different ROSs. All the kinetic constants are in M-1 s-1. 

Substrate ROS Solvent kcalc kexp 
PS HO• Aqueous 7.99∙1010  
PSE HO• Aqueous 8.30∙1010  
PTE HO• Aqueous 8.11∙1010  
Glutathione HO• Aqueous 7.68∙109 [145] 8.72∙109 [146–148] 
Glutathione CH3O• Aqueous 5.89∙108 [145] 9.00∙108 [149] 
Glutathione HOO• Aqueous 2.69∙107 [145]  
Glutathione CH3OO• Aqueous 2.02∙104 [145]  
Sesamol HO• Aqueous 2.37∙1010 [150] 1.10∙1010 [151] 
Sesamol HOO• Aqueous 6.36∙107 [150]  
Caffeine HO• Aqueous 2.15∙109 [152] 5.60∙109 [153–155] 
Melatonin HO• Aqueous 1.85∙1010 [156,157] 3.04∙1010 [158–162] 
DHMBA HOO• Aqueous 1.34∙109 [163]  
Capsaicin ROO• Mixed 6.50∙103 [164] 5.60∙103 [165] 
Tyrosol ROO• Aqueous 4.30∙103 [166] 9.40∙103 [167] 
Trolox HO• Aqueous 2.78∙1010 [165] 8.10∙1010 [168] 
Edaravone HO• Aqueous 1.35∙1010 [169] 1.93∙109 [170,171] 
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Changing ROS (HOO•, ROO•) usually leads to a decrease of the 
antioxidant capabilities; however, this heavily depends on the substrate 
structure. For instance, PS, PSE and PTE show no HAT barrier for the 
amino hydrogen (site 1) and this is the only reason explaining the 
outstanding performance towards less active radicals, i.e. HOO• and 
CH3OO•. In a similar fashion, we can find an analogy with the 3,5-
dihydroxy-4-methoxybenzyl alcohol (DHMBA): one of the hydroxy 
groups exhibits barrierless process via HAT and, as a primary 
consequence, the involved kinetic rate constant for the HOO• 
quenching, easily reaches the diffusion regime. On the other hand, in 
lipid media, where the NH hydrogen abstraction becomes an activated 
process (especially for HOO• and CH3OO•), the overall activity of PS, 
PSE and PTE is close to what we find in capsaicin or tyrosol. Finally, 
another general observation, which is also in agreement with the data 
reported literature for other scavengers, is the poor selectivity of alkoxyl 
radicals, especially HO•, versus the low reactivity of the peroxyl 
radicals. 

5.4 Conclusions 
In this chapter, we have analyzed in silico the scavenging activity of the 
phenothiazine scaffold and its selenium and tellurium derivatives. The 
idea of chemically modifying this system, which is the parent molecular 
structure of a well-known class of psychotropic and antihistaminic 
drugs, introducing selenium aims at improving its antioxidant action 
with beneficial therapeutic consequences. Differently from what 
reported in other cases, i.e. selenofluoxetine vs fluoxetine [131], the 
presence of a different chalcogen does not lead to enhanced activity via 
the three considered mechanisms, i.e. HAT, RAF and SET. In addition, 
an alternative path consisting in the direct oxidation of the chalcogen 
followed by the ROS quenching mechanisms is here discussed but 
excluded, due to the unfavored energetics. While the presence of 
substituents of the rings, which is a characteristic of the real drugs, can 
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modify the electronic structure and directly affect the scavenging 
potential, as well as the replacement of the amino hydrogen with an 
alkyl pendant, we conclude that the phenothiazine scaffold is a rather 
good scavenger for HO•, comparable to well-established antioxidants 
like melatonin and Trolox, but is not effective for peroxyl radicals. 
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6 Thiol oxidation in 
proteins: a model 
molecular study based on 
GPx4 

6.1 Introduction 
In recent years, selenium redox chemistry has stepped into the limelight. 
Besides the fundamental role organoselenides have in organic catalysis 
[172], particularly in oxidations of substrates by H2O2 [173], selenium-
mediated redox reactions are key steps in biological processes related to 
oxidative stress control and signaling [174]. There is general consensus 
that in the redox behavior of selenium, which differs significantly from 
that of sulfur and tellurium [175,176], a plausible justification of the 
presence of this oligoelement in some proteins can be found [177]. 
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Among the 25 human genes encoding selenoproteins discovered so far, 
glutathione peroxidases are a family of important enzymes able to 
reduce H2O2 and hydroperoxides to water or the corresponding alcohols, 
respectively [178–180]. The mechanistic details have been thoroughly 
investigated in the last decade in computer-assisted studies [181–184] 
and experimental results and modeling nicely agree, at least on the first 
step, i.e., the oxidation of the selenocysteine of the active site to 
selenenic acid with concomitant reduction of the peroxide. In fact, not 
only the presence of selenium rather than sulfur leads to a more 
favorable energetics and kinetics [185], explaining the drop of efficiency 
observed in GPx sulfur mutants. In addition, a two-step mechanism has 
been pinpointed, which explains the incredibly fast reactivity of GPx 
[180,186,187], where more simple explanations based on acidity and 
nucleophilicity difference of Sec vs Cys remain too qualitative. The 
selenol proton can be shuttled to a close acceptor, identified in the 
highly conserved Trp residue in all GPx, leading to a high energy 
zwitterionic form, in which the selenolate anion has enhanced 
nucleophilic power compared to the neutral selenol. The process is 
mediated by at least one water molecule and the hydrogen bond 
network in the enzymatic cavity is responsible for the stability of the 
charge separated intermediate. The peroxide bond disruptor occurs by 
nucleophilic attack of the chalcogenolate to one O atom, while the 
proton back-transfer to the other O atom creates the optimal leaving 
group, i.e., a water molecule. This mechanism was very recently assessed 
in four families of (selenol)thiol-based proteins and thus can be 
considered of more general validity for enzymes containing peroxidatic 
cysteines [188]. While the proton dislocation is an activated process with 
barriers ranging approximately from 15 to 30 kcal mol-1, we found that 
the SN2 step occurs easily without appreciable barrier. Prompted by 
curiosity of rationalizing this latter outcome, which might be ascribed 
to an effect of the enzymatic environment, we have built a bioinspired 
molecular model based on the GPx catalytic pocket, for which our 
previous data [182] are available for direct comparison. 
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In this chapter, we present the results of the H2O2 reduction in very 
simple models built from GPx structures and, besides reinforcing the 
advantages of selenium rather than sulfur, rooting nature’s choice in the 
chalcogen chemistry, we indirectly assess the unique role of the 
conserved residues in GPx in promoting and enhancing selenium 
capacity of reducing hydroperoxides. 

6.2 Methods 
Density functional theory (DFT) methods have been used to carry out 
geometry optimizations and transition state searches, as implemented 
in Gaussian 16 rev. C.01 [132] and ADF 2019 suites [77–79]. The 
exchange-correlation (XC) potential employed in this work is the hybrid 
GGA B3LYP functional [189–192] with the D3(BJ) dispersion 
correction developed by Grimme et al. [28,29]. This method has been 
chosen also to be fully consistent with previous calculations carried out 
on a cluster of amino acids representing the GPx4 enzymatic pocket. 
The 6-311G(d,p) basis set [134] has been used to describe all atoms 
except selenium. This is an extended Pople style GTOs (Gaussian-type 
orbitals) basis set, and it is characterized by a split-valence triple-ζ 
quality with one set of polarization functions on each atom (1 additional 
set of d orbitals on heavy atoms and one set of p orbitals on hydrogen). 
The selenium atom, instead, has been described with cc-PVTZ, the very 
popular Dunning’s correlation-consistent triple-ζ basis set [136]. All the 
geometry optimizations have been performed in gas phase and, in order 
to improve the accuracy of the final energy, single points were carried 
out in condensed phase with the 6-311+G(d,p)/cc-PVTZ basis sets. The 
calculations in condensed phase have been performed with the 
Minnesota Solvation Model based on Density (SMD) developed by 
Truhlar and coworkers [138]. Water has been chosen as the main solvent 
in order to mimic the physiological environment. A classical vibrational 
analysis has been carried out for all stationary points. Particularly, in 
order to ensure that the correct transition states have been found, the 
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single normal mode associated to the negative force constant (and 
imaginary frequency) has been verified. For an in-depth analysis on a 
reduced model system we used ADF, along with Activation Strain 
Model (ASM) [20]. 

6.3 Results and discussion 
The first step of the Cys-GPx and Sec-GPx mechanism is a keystone 
passage of the whole enzymatic process, because it is the stage at which 
the reduction of the peroxide occurs, and the enzyme explicates its 
function. It is justified to consider the first step of the catalytic cycle 
separately, since kinetic measurements reveal that the individual steps 
are not influenced by the respective co-substrate [181,186]. As 
illustrated in the introduction, this reduction is actually a two-step 
process, that is a proton transfer, which allows deprotonation of the 
(selenol)thiol, followed by a SN2, leading to the peroxide bond breaking, 
selenenic(sulfenic) acid formation and generation of a water molecule. 
We designed a molecular model that includes the essential fragments 
for the stepwise reduction and maintains the topological features of the 
catalytic pocket of Cys and Sec glutathione peroxidases, as obtained by 
molecular dynamics (MD) simulations of GPx4 [182]. In the enzyme, 
the proton transfer occurs from Sec45 to the indole nitrogen of Trp136 
(residue numbering of human GPx4; Figure 6.1 A and B) and is 
mediated by one molecule of hydrogen peroxide and one molecule of 
water [182–184]. Our model is composed by an indole, mimicking 
Trp136, a water molecule, a H2O2 molecule and ethaneselenol(thiol) (X-
1, Figure 6.1 C). 
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Figure 6.1. A) The human GPx4 enzyme [182,193]; Sec45 and Trp136 are 
explicitly shown in orange and blue, respectively. B) Details of the catalytic 
pocket of the human GPx4. C) Our minimal molecular model of the Cys/Sec-
GPx catalytic pocket (X-1, X = S, Se): ethaneselenol(thiol) and indole 
molecules are arranged in space to retain the exact geometry of the 
corresponding residues in GPx4. 

When the selenol/thiol proton is shuttled to the indole nitrogen, the 
zwitterionic species (X-2CS, X=S, Se) forms. The 
ethaneselenolate(thiolate) of X-2CS is a strong nucleophile due to the 
acquired negative charge. In this condition, a nucleophilic attack may 
easily occur leading to the O-O cleavage of the peroxide substrate and 
the formation of the selenenic(sulfenic) acid, while the back-transfer of 
the proton dislocated on indole to the second O atom favors the cleavage 
of a water molecule; this final state is labeled as X-3 (X = S, Se). The 
whole two-step process is fully consistent with the description of the 
oxidative step of GPx4 and is shown in Figure 6.2. 

 

Figure 6.2. Starting from X-1, the first elementary step is a proton transfer 
(PTF) mediated by the oxygen atoms of the H2O2 and H2O molecules. The 
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product is the zwitterionic form of the initial reactants (X-2CS). From X-2CS, a 
SN2 reaction takes place and the selenenic(sulfenic) acid (together with indole 
and two water molecules) forms (X-3); X=S, Se. 

 

Table 6.1. Energy values referring to proton transfer for the formation of the 
zwitterionic intermediate X-2CS in the two model systems used to mimic Cys-
GPx and Sec-GPx. ΔG is in kcal mol-1 and all values are relative to the initial 
state X-1. Level of theory: SMD-B3LYP-D3(BJ)/6‐311+G(d,p), cc-pVTZ// 
B3LYP-D3(BJ)/6‐311G(d,p), cc-pVTZ. 

 X=S Cys-GPx X=Se Sec-GPx 
 ΔGsolv ΔGsolv

† ΔGsolv ΔGsolv
† 

X-1 0.00 0.00 0.00 0.00 
X-TS(1, 2CS) 57.05 27.10 44.42 21.60 
X-2CS 42.81 18.30 28.90 11.40 

† Taken from Ref. [182]. 
 
 
In this set of calculations, all the atoms have been kept frozen in the 
positions they have in the residues of the GPx pocket and only the H 
atoms were free to move. Both S-2CS and Se-2CS form, and the 
energetics is reported in Table 6.1.The barriers are much higher when 
compared to those reported in the literature for the corresponding 
enzymatic clusters [182], and this is due drastic reduction of the atoms’ 
degrees of freedom compared to the fully unconstrained biological 
system. However, the energy trends are coherent for both transition 
state and product energies. In fact, the activation energy for the 
conversion of Se-1 is smaller, and the corresponding charge separated 
product Se-2CS is approximately 10 kcal mol-1 more stable compared to 
the S-based one. In this case, it was impossible to proceed further and 
analyze the subsequent step (SN2) because the oxygen nuclei were not 
allowed to move by choice.  

Thus, a second set of calculations were carried out on the same model 
(Table 6.1 C) but removing the constraints on the oxygen atoms. 
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Unexpectedly, we were unable to obtain the S-2CS intermediate and all 
attempts lead to the initial neutral structure S-1. Thus, no mechanistic 
path was found for the peroxide reduction in the S-based model system.  

Differently from the previous case, the reaction path leading to the 
zwitterionic intermediate Se-2CS requires a hydrogen rotation in H2O2 
and this leads to the formation of the intermediate Se-2, passing 
through Se-TS(1,2CS) with a very small barrier (0.32 kcal mol-1). This 
step is necessary for the subsequent forward proton transfer (PTF) and 
any attempt to find the transition state connecting to Se-2CS without 
invoking the formation of Se-2 failed. Once the zwitterionic 
intermediate is formed, two possible evolutions can be envisioned: (I) 
the product Se-3 forms via nucleophilic substitution (SN2) due to the 
strong nucleophilicity of the selenolate or (II) a back proton transfer 
(PTB) occurs with a barrier corresponding to the energy difference 
between Se-TS(2, 2CS) and Se-2CS, leading to Se-2. The barriers for 
the back-proton transfer and the nucleophilic substitution are 
comparable in both the model systems. However, from a thermodynamic 
and kinetic point of view, the higher exergonicity of the SN2 and the 
smaller barrier compared to the back proton transfer (PTB) definitively 
favors the formation of the selenenic acid (-1.49 kcal mol-1 of Se-2 vs -
57.89 kcal mol-1 of Se-3).  

We estimated the energetics for the S-based model system using the 
geometry of Se-1 and replacing the Se nucleus with S; then, the 
chalcogen-carbon distance was scaled using the covalent S/Se radii 
ratio. The results are shown in Table 6.2. This strategy helped also to 
elucidate the role of the chalcogen atom in the whole peroxide reduction 
process. 
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Table 6.2. Energetics of forward proton transfer (PTF), back proton transfer 
(PTB) and nucleophilic substitution (SN2). ΔG is in kcal mol-1 and all values 
are relative to the initial state X-1. Level of theory: SMD-B3LYP-D3(BJ)/6‐
311+G(d,p), cc-pVTZ// B3LYP-D3(BJ)/6‐311G(d,p), cc-pVTZ. 

 X=S X=Se X=S† 
 ΔGsolv ΔGsolv ΔGsolv 
X-1 Stable 0.00 0.00 
X-TS(1, 2) - 0.32 1.85 
X-2 - -1.49 0.00 
X-TS(2, 2CS) - 28.33 35.78 
X-2CS Not stable 27.97 33.83 
X-TS(2CS, 3) - 30.80 35.10 
X-3 - -57.89 -49.25 
    
ΔG‡ (PTF) - 29.82 35.78 
ΔG‡ (PTB) - 0.36 1.95 
ΔG‡ (SN2) - 2.83 1.27 

† These data refer to an S-based model system built using the geometry of Se-
1 with sulfur-carbon bond distances scaled using the covalent S/Se radii ratio. 
 
From the data of Table 6.2, the nice agreement with the tendency found 
in GPx models emerges, i.e. the energetics in presence of selenium is 
more favorable, because the barrier associated to the forward proton 
transfer is smaller (29.82 vs 35.78 kcal mol-1) and the zwitterionic X-
2CS is less destabilized with respect to the neutral precursor X-2 (29.46 
vs 33.83 kcal mol-1). Since in both cases the barrier for the back-proton 
transfer and the SN2 are comparable, the mechanisms are controlled by 
the thermodynamics. 

Keeping in mind that the S-based model system (Table 6.2) has a 
fictitious geometry that does not correspond to the real arrangement in 
the catalytic pocket of the Cys-GPx, we have to justify why our small 
bioinspired model is not working in presence of sulfur, since the Cys-
GPx is able to reduce hydroperoxides, although less efficiently than the 
selenoenzyme. In the hypothesis that in the former case the activity is 
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largely promoted by the enzymatic environment, we have added two 
formaldehyde molecules to simulate the carboxylic group of the 
conserved Gln86 and the CO moiety of the peptide bond between the 
conserved Asn137 and Phe138 (also conserved) (Figure 6.3), which, 
after inspection of the Cys-GPx structure, interact with H2O2 as well as 
with Trp136 via hydrogen bonding; these H-bonds are highlighted in 
Figure 6.3. 

 

Figure 6.3. S-1 with the two formaldehyde molecules (indicated by orange 
labels referring to the GPx residues they are mimicking), which are mandatory 
to observe the reduction of H2O2 in our bioinspired model system. 

In this enlarged system, S-2 does not form and the formation of the 
zwitterionic structure is energetically easier compared to the case 
reported in Table 6.2 using the model built from Se-1. In fact, the 
barrier for the proton transfer is lower, i.e. 30.04 vs 35.78 kcal mol-1 and 
S-2CS is significantly less destabilized, i.e. 21.15 vs 33.83 kcal mol-1. 
Importantly, the barrier associated to the back-proton transfer is much 
lower than that of SN2, although the process is certainly driven by 
thermodynamics and S-3 can form. 
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Table 6.3. Energetics of forward proton transfer (PTF), back proton transfer 
(PTB) and nucleophilic substitution (SN2) for the S-based model system with 
the inclusion of two formaldehyde molecules. ΔG is in kcal mol-1 and all values 
are relative to the initial state X-1. Level of theory: SMD-B3LYP-D3(BJ)/6‐
311+G(d,p), cc-pVTZ// B3LYP-D3(BJ)/6‐311G(d,p), cc-pVTZ. 

 X=S Cys-GPx Sec-GPx 
 ΔGsolv ΔGsolv

† ΔGsolv
† 

X-1 0.00 0.00 0.00 
X-TS(1, 2CS) 30.04 27.10 21.60 
X-2CS 21.15 18.30 11.40 
X-TS(2CS, 3) 38.91 - - 
X-3 -50.73 -48.90 -68.40 
    
ΔG‡ (PTF) 30.04 27.10 21.60 
ΔG‡ (PTB) 8.89 8.80 10.20 
ΔG‡ (SN2) 17.76 - - 

† Taken from Ref. [182]. 
 
From the sets of calculations presented so far, we can conclude that 
GPx works efficiently thanks to an efficient hydrogen bonding network 
involving water, the close residues and the hydroperoxide itself. This is 
not peculiar of GPx, but holds true also in other families of enzymes 
with peroxidatic cysteines /selenocysteines, in which the same 
mechanistic path has been very recently assessed ([188], Chapter 7). 
The interatomic distances and the mutual orientation in this hydrogen 
bonding network is fundamental for the reactivity, which is affected by 
even slight modifications. For example, we analyzed the effect of 
removing the substrate, by replacing H2O2 with a water molecule. The 
X-2CS intermediate for the S-based model system was not located on 
the PES, and therefore a proton transfer could not be observed. Again, 
for this system the geometry of Se-1 was used (replacing Se with S 
atom and scaling the C-S distances using the S/Se covalent radii ratio) 
and the data are reported in Table 6.4. The barrier leading to X-2CS is 
approximatively 8 kcal mol-1 higher and the zwitterionic product is less 
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stable by a similar amount of energy when sulfur is present rather than 
selenium. In addition, the barrier leading to Se-2CS is approximatively 
1.3 kcal mol-1 lower (28.57 vs 29.82 kcal mol-1) in this water-water 
bridged system when compared to the peroxide-water bridged system 
(Table 6.2). This is likely to be ascribed to the shorter bridge, which is 
also slightly less efficient in stabilizing the zwitterionic product (28.57 
vs 27.97 kcal mol-1). The latter effect is attributable to an additional 
stabilization due to the two peroxidic hydrogens both pointing towards 
chalcogenolate. It is also possible to deduce that in the peculiar topology 
of the catalytic pocket favors an optimal length exists for the bridge 
linking the donor and the acceptor moieties in order to lower the proton 
transfer barriers. 

 

Table 6.4. Energetics of forward proton transfer (PTF) mediated by two H2O 
molecules. ΔG is in kcal mol-1 and all values are relative to the initial state X-
1. Level of theory: SMD-B3LYP-D3(BJ)/6‐311+G(d,p), cc-pVTZ// B3LYP-
D3(BJ)/6‐311G(d,p), cc-pVTZ. 

 X=S X=S† X=Se 
 ΔGsolv ΔGsolv ΔGsolv 
X-1 Stable 0.00 0.00 
X-TS(1, 2CS) - 36.17 28.57 
X-2CS Not Stable 34.79 27.22 
    
ΔG‡ (PTF) - 36.17 28.57 
ΔG‡ (PTB) - 1.38 1.34 

† These data refer to an S-based model system built using the geometry of Se-
1 with sulfur-carbon bond distances scaled using the covalent S/Se radii ratio. 
 
 
Based on the results illustrated so far, our model systems faithfully 
reproduce the mechanistic and energy trends observed for Cys-GPx and 
Sec-GPx. Particularly, for the less efficient S-based system, the close 
residues seem even more important for the reactivity. Finally, the 
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deprotonation of Cys/Sec, which is a long-debated topic, is regulated 
by a precise hydrogen bonding network, in which the peroxide itself is 
involved and plays a crucial role, especially in S-1. 

In order to better understand and precisely locate the reasons for the 
different role of the two chalcogens, an in-depth analysis has been 
carried out on a minimal model system composed by an acceptor moiety 
(dimethylamine, DMA) and a donor one 
(methanethiol/methaneselenol) bridged by a single water molecule via 
two hydrogen bonds (Table 6.4). The two systems have been fully 
optimized in order to reduce, as much as possible, any strain 
contribution to the energetics. The calculated barriers for the forward 
proton-transfer, shown in Table 6.4, are consistent with the values 
previously discussed for the GPx-like systems and decrease when going 
from sulfur to the heavier chalcogen. The stabilization of the 
zwitterionic products also increases. The Se-based system is the most 
energetically and kinetically favored system for proton transfer. 

 

 

Figure 6.4. Reactants (Xmin-1) and products (Xmin-2CS) for the minimal system. 
The donor moiety CH3XH can be methanethiol (X=S) or methaneselenol 
(X=Se). 
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Table 6.5. Energetics of the proton transfer mediated by a H2O molecule in the 
model system of Figure 6.4. ΔG is in kcal mol-1 and all values are relative to 
the initial state Xmin-1. Level of theory: SMD-B3LYP-D3(BJ)/6‐311+G(d,p), 
cc-pVTZ// B3LYP-D3(BJ)/6‐311G(d,p), cc-pVTZ. 

 X=S X=Se 

 ΔGsolv ΔGsolv 
Xmin-1 0.00 0.00 
Xmin-TS(1, 2CS) 9.15 5.36 
Xmin-2CS 7.73 2.03 
   
ΔG‡ (PTF) 9.15 5.36 
ΔG‡ (PTB) 1.42 3.34 

 

We are able to recognize two relatively strong (in the non-covalent 
panorama) attractive interactions: the H∙∙∙NH and the XH∙∙∙O 
bonds. The nature of these barriers must be definitively investigated in 
the most crucial moiety, i.e. the donor molecule, and, for this reason, 
the ASA/EDA analysis (Table 6.6) has been carried out for the 
heterolytic dissociation of hydrogen from the CH3XH molecule. 

 

Table 6.6. ASA/EDA for the three heterolytic dissociations of H from CH3XH 
(X = S, Se). ΔE is in kcal mol-1. Level of theory: B3LYP-D3(BJ)/TZVP. 

X ΔE ΔEstrain ΔEint ΔVelstat ΔEoi ΔEPauli ΔEdisp 
S -363.94 0.85 -364.79 -157.07 -207.05 0.00 -0.67 
Se -354.29 0.61 -354.90 -149.97 -204.21 0.00 -0.73 

 

The chalcogen-H bond formation is mainly due to a very stabilizing 
interaction contribution in which only the electrostatic part is found to 
vary between the three different chalcogens. Orbital interaction, Pauli 
repulsion, dispersion forces and strain effects revealed to be of very 
limited importance in the X-H bond formation/disruption. ΔVelstat is less 
stabilizing when going down from methanethiol to methaneselenol. This 
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confirms the more polar-covalent nature of the bond for the former. 
Selenols are somewhat stronger acids than the corresponding thiols 
because the Se-H bond is weaker than the S-H bond and because the 
bigger selenium atom better disperses the resulting negative charge as 
compared to sulfur due to its higher polarizability (Figure 6.5). For the 
same reason, tellurols are even stronger acids than selenols. At the same 
time, the hydrogen bonding of TeH and SeH is much weaker than SH 
hydrogen bonding. This property is also experimentally supported 
including oxygen and observing that thiols are more volatile and have 
lower boiling points than the corresponding alcohols. 

 

Figure 6.5. Electrostatic potential surfaces for CH3S‾ (A) and CH3Se‾ (B). 
Level of theory: B3LYP-D3(BJ)/TZVP. The negative charge is more evenly 
distributed in the selenolate showing its higher polarizability when compared 
to the thiolate. 

As a consequence, the XH bond becomes weaker from S to Se and the 
heavier chalcogen is more prone to shuttle the hydrogen to the water 
molecule. Conversely, the stabilization of the deprotonated product 
increases from S to Se and it is due to the higher polarizability of the 
heavier chalcogen. 

6.4 Conclusions 
In this chapter, we have analyzed the two-step mechanism of H2O2 
reduction promoted by the so-called peroxidatic cysteines and 
selenocysteines in proteins using a model molecular system based on 
GPx structure. The motivation was (i) to demonstrate that the 
deprotonation of the catalytic site, which occurs via proton shuttling to 
a close conserved residue, is so efficient in enhancing the nucleophilic 
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character of the chalcogen that the subsequent SN2 attack to the 
peroxide O-O bond is almost barrierless; (ii) to pinpoint the role of the 
catalytic pocket in enhancing the reactivity of Cys and Sec, facilitating 
the proton shuttling that leads to the formation of the chalcogenolates 
via a network of hydrogen bonding; (iii) to assess that the advantageous 
presence of selenium rather than sulfur in the enzymes is first of all 
rooted in the different chemistry of these two chalcogens, particularly 
in acidity and polarizability properties. We can draw these conclusions: 
(i) Cys and Sec can donate their proton to a suitable proximate acceptor 
moiety, converting into strongly nucleophilic anions. In order to have a 
fast peroxide reduction, this is not enough. In fact, the SN2 step is 
facilitated also by the transfer of the same proton to the peroxide, 
promoting the cleavage of the O-O bond and releasing water as leaving 
group. (ii) The close conserved residues in the enzymes play a 
fundamental role: one of them is the proton acceptor, while the others 
provide a suitable frame in which a hydrogen bonding network forms 
along which proton transfer occurs. The inadequacy of this pathway 
leads to inactivity or less efficiency of the system, as revealed by the S-
based model which is not working if not enough residues are included 
or the water-only bridged system, which is likely to lead to less stable 
zwitterionic species when compared to the peroxide-water bridged one. 
(iii) It is well known that selenols are stronger acids than thiols and 
that bonds involving Se are more polarizable than ones involving S. But 
through ASA/EDA we have demonstrated that these purely chemical 
properties influence the onset of the weak interactions, which, as above 
commented, are the key elements for the observed peroxidatic activity. 
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7 The common principle of 
peroxidatic cysteine and 
selenocysteine residues 

Adapted from 

M. Dalla Tiezza, F. M. Bickelhaupt, L. Flohé, 
M. Maiorino, F. Ursini, L. Orian 

Redox Biology 2020, 34, 101540 

7.1 Introduction 
Already centuries ago, when Thénard discovered hydrogen peroxide 
(H2O2) [194], it became obvious that this compound was readily 
decomposed by organic material. Over the years, the observation was 
reported many times [195–197] and finally culminated in the discovery 
of catalase as a widely distributed enzyme that catalyzed the 
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destruction of H2O2 [198]. Starting in the 1920s, the iron and heme 
content of catalase and peroxidases was established by different groups 
(reviewed in [199,200]), and for long, peroxidase activities were 
considered to strictly depend on heme as prosthetic group. Up to the 
mid-1970s this dogma is still reflected in monographs on 
oxidoreductases or reviews on catalase or peroxidases in general 
[201,202], although it should have been abandoned when Mills, in 1957, 
described glutathione peroxidase (GPx) as a non-heme protein [179]. 
GPx (now GPx1) was later verified as the first mammalian 
selenoprotein to be discovered [203–205]. The redox-active residue in its 
reaction center proved to be a selenocysteine [206,207]. These findings 
and the later discovery of the second mammalian selenoprotein [208], 
phospholipid hydroperoxide glutathione peroxidase (PHGPx, now 
GPx4) supported the believe that the magic catalytic power of selenium 
could substitute for heme in the catalytic decomposition of 
hydroperoxides, an assumption that had to be equally refused. 

When Maiorino et al. exchanged the catalytic selenocysteine of GPx4 
against cysteine, the activity of this CysGPx4 enzyme was expectedly 
impaired [185]. However, the bimolecular rate constant for the oxidation 
of the enzyme by phosphocholine hydroperoxide k+1 was decreased by 
less than 3 orders of magnitude and with 5∙104 M-1s-1 was still orders of 
magnitude higher than any rate constant for the oxidation of any low 
molecular weight thiol by a hydroperoxide (Table 7.1). Moreover, 
naturally occurring CysGPxs, e. g. the GPx of D. melanogaster [209], 
displayed rate constants that were almost competitive with those of 
mammalian selenoenzymes (for review see [187]). At the latest after the 
discovery, in the laboratories of Bruce Ames and Earl Stadtman, of the 
second non-heme peroxidase family [210,211], the peroxiredoxins, which 
only exceptionally work by selenium catalysis [212], it became clear that 
also sulfur can efficiently catalyze the reduction of hydroperoxides. 

The first step of these peroxidatic reactions is an oxidation of their 
active site cysteine or selenocysteine to the corresponding sulfenic or 
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selenenic acid, respectively. The latter then react with thiol groups of 
diverse compounds such as glutathione, SH groups of other proteins, 
“resolving cysteine” residues of the peroxidase itself and/or redoxins to 
stepwise regenerate the ground state enzyme [213]. Analogous chemistry 
is now increasingly considered to explain the multiple modifications of 
cysteine residues of regulatory proteins. However, in most of the cases, 
the speed of the first step, i.e. that of the cysteine oxidation, is 
comparatively low ([214,215], see also Table 7.1). In many cases, their 
“reactive cysteines” are therefore not likely oxidized directly by H2O2. 
Instead, the oxidation equivalents are transferred to these proteins, 
typically via hetero-dimerization followed by thiol/disulfide exchange, 
by oxidized thiol peroxidases, which here act as H2O2 sensors [216]. Such 
indirect oxidative thiol modification has been demonstrated for the 
activation of the transcription factor Yap1 by yeast GPx3 in 
Saccharomyces cerevisiae [217], for the reaction of transcription factor 
Pap1 and the signal transducer Sty1 with the peroxiredoxin–type Tpx1 
in Schizosaccharomyces pombi [218], of the activator protein STAT3 
with PrxII in mammalian cells (HEK293T) [219], and the S-
glutathionylation of protein kinase C and others by glutathione S-
transferase P [220]. More recently, Stöcker et al. [221] found the overall 
content of oxidized protein thiols decreased in mammalian cells having 
the 2-Cys-Prxs knocked-out. This surprising finding indicates that the 
support of thiol peroxidases in cysteine oxidation is more common than 
hitherto anticipated. 

The cysteine residues of 2-Cys-peroxiredoxins reacting fast with H2O2 
were the first to be called “peroxidatic cysteine” residues (CP), but this 
term has meanwhile been adopted to all cysteine or selenocysteine 
residues (UP in this case) with unusually high reactivity towards 
hydroperoxides. They do not only exist within the two thiol peroxidase 
families. Other well documented examples are the bacterial 
transcription factors of the OxyR family discovered 1985 by Ames and 
coworkers in Salmonella typhimurium [116]. Also, the active site 
cysteine of GAPDH is often oxidized directly by H2O2 or peroxynitrite. 
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Its activity as glycolytic enzyme is thereby blocked, whereby 
carbohydrate metabolism is directed towards the pentose phosphate 
shunt, and as glutathionylated, nitrosylated or aggregated protein 
GAPDH adopts a broad spectrum of functions [222]. 

The mechanisms leading to the extreme reactivities of the cysteines (CP) 
or selenocysteines (UP) in thiol peroxidases and other proteins have only 
been addressed in exceptional cases. The most commonly read 
explanation claims surface exposure and a low pKa of CP or UP, 
respectively, induced by neighboring basic residues. For sure, the 
chalcogenols in these proteins have to be dissociated to enable an 
efficient SN2 attack on the hydroperoxide bond [223]. However, as is 
known from low molecular weight compounds with freely accessible 
thiols or selenols (see Table 7.1 and [224,225]), they will hardly react 
with H2O2 at rate constants exceeding 50∙M-1s-1, even if they are fully 
dissociated. Therefore, there is a common agreement that the peculiar 
architecture of the active site, which differs between protein families 
with a CP (or UP), accounts for their efficiency [215,222,223,226]. For 
the peroxiredoxins, a stabilization of the transition state has been 
postulated [215]. Peralta and coworkers [227] detected a relay of 
shuttling protons in GAPDH, and Ferrer Sueta et al. [223] and others 
highlighted the importance of an ideal leaving group. In a previous 
study [181], Orian and coworkers concluded that the unusually high 
efficiency of the GPx-type peroxidases is based on water-mediated 
proton shuttling. This leads to a zwitterionic structure, in which the O-
O bond can be easily split by a concerted nucleophilic attack of the 
deprotonated chalcogen and an electrophilic one by a highly energized 
proton that is dislocated to a tryptophan nitrogen of the active site. We 
here try to figure out if a similar dual attack can generally account for 
CP activity. To this end, we subjected the active sites of the different 
protein families with high CP activity, which for convenience we call 
peroxidases. This way, the mechanism established for GPx family is 
here extended to GAPDH (1U8F), OxyR (4X6G) and an 
alkylhydroperoxide reductase, a peroxiredoxin (Prx; 4X0X). Although 
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a UP is only common in the GPx family and only exceptionally present 
in the Prx family, we consider Cys as well as Sec as reactive moiety of 
all the protein families, to gain an idea of the impact of the catalytic 
chalcogen on the energetics [228–230]. 



 

 

Table 7.1. Selected rate constants for chalcogen oxidation near physiological pH. 

Compound Co-reactant k+1 (M-1 s-1) Ref. 
GSH H2O2 0.9 [224] 
Cysteine H2O2 2.9 [224] 
Selenocysteine H2O2 35.4 [231] 
Protein phosphatase PTP1B H2O2 9 - 20 [215,224] 
Protein phosphatase Cdc25B H2O2 1.60∙102 [224] 
Glyceraldehydephosphate dehydrogenase H2O2 ~ 5∙102 [224] 
Transcription factor OxyR H2O2 ~ 5∙104 [232] 
Peroxiredoxins H2O2 ~ 104-107 [224,233] 
Transcription factor Ohr (Prx) Linoleic acid hydroperoxide 3∙107 [226] 
Cys-glutathione peroxidases H2O2 up to 1.6∙106 [187] 
Glutathione peroxidase 1 (bovine) H2O2 5∙107 [186] 
Glutathione peroxidase 4 (porcine) Phoshatidylcholine hydroperoxide 1.4∙107 [187] 
Glutathione peroxidase 4 U→C Phoshatidylcholine hydroperoxide 5∙104 [187] 
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7.2 Methods 
Computational mechanistic studies were carried out employing state-of-
the-art DFT methodologies as implemented in the Gaussian programs 
suite [132]. For technical limitations, we had to restrict our calculation 
to the intimate environment of the peroxidatic cysteine, i.e., to a S (Se) 
distance of about 7 Å. This implies that the possible impact of the more 
remote residues on the reaction mechanism is ignored. 

All geometry optimizations were carried out with Gaussian 16 software 
rev. C.01 [132] The used exchange correlation functional is the three 
parameters hybrid GGA B3LYP [189–192] with additional dispersion 
corrections implemented with the D3(BJ) approximation [28,29]. The 
used basis set for light atoms (H, N, C, O, S) is the Pople 6-311G(d, p) 
[134,135], a split-valence triple-zeta set plus p and d polarization 
functions for hydrogen and non-hydrogen atoms, respectively. The 
selenium atom, instead, has been described with Dunning’s cc-pVTZ 
basis set [234]: a correlation-consistent and polarized-valence basis set 
of triple ζ quality. All the optimizations were performed in the gas 
phase. The stationary points, minima and transition states, have been 
localized with a canonical vibrational analysis. The single normal mode 
associated with a negative force constant (and imaginary frequency) 
involved in the transition state has been verified to completely assure 
the nature of the barrier. Unless explicitly stated otherwise, all the 
geometry optimizations on the enzymes’ catalytic pockets were carried 
out keeping a frozen backbone (N, C, O atoms are constrained). Only 
H, S, Se and the O atoms of the hydrogen peroxide and water molecules 
are free to move. In all cases, the minimum energy reaction path 
(MERP) has also been confirmed by a NEB (nudged elastic band) 
calculation carried out with ORCA 4.2.1 [235–237]. The calculations in 
condensed phase have been carried out with the Minnesota Solvation 
Model based on Density (SMD) developed by Truhlar et al. [138]. In 
order to mimic the proteic environment, a dielectric constant of 4.24 
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(diethyl ether) has been chosen in accordance with Ref [182,238]. Unless 
otherwise stated, only Gibbs free energies are presented in this chapter. 

7.3 Results and discussion 
In order to solve the enigma of the super-reactive cysteines in proteins, 
we subjected representatives of three more protein families to practically 
the same DFT calculations, as we had applied before for the GPx family 
[181]. Prerequisites for choosing the proteins were known X-ray 
structures and kinetics that revealed a k+1 for the reduction of H2O2 

significantly higher than that of any fully dissociated low molecular 
mass thiol or selenol. The relevant k+1 values covered a wide range from 
comparatively low to extremely high (GAPDH: 102-104 M-1s-1; OxyR: ~ 
105 M-1 s-1; peroxiredoxins: 104-108 M-1s-1). 

7.3.1 PaOxyR (Pseudomonas aeruginosa Oxidative Stress 
Regulator) 

A common structure for the peroxide sensing in bacteria is the 
Oxidative Stress Regulator (OxyR), which indirectly adjusts the level 
of H2O2 in the cellular environment. It is worth to mention that sensing 
mechanisms in different bacteria are numerous, and the relative 
importance of each of them is still debated. However, two major parts 
of the OxyR reaction have been assessed. The reactive cysteine (“CP”) 
is oxidized to a sulfenic acid, but unlike in the mechanism of the 
selenocysteine-containing GPxs, the sulfenic acid here forms an 
intramolecular disulfide bridge between two highly conserved cysteines. 
This process leads to a structural change that results in the 
transcription factor activity of the (oxidized) OxyR [230].  Our attention 
is focused on the first part (oxidation step), i.e. the H2O2 reduction step.  

For our calculations, we selected 4 residues (Thr100, Thr129, His198 
and Cys199) from the full-length PaOxyR of the 4X6G crystallographic 
structure [230]. In order to better understand the binding site and the 
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orientation of the oxidizing substrate, the CP was mutated to Asp and 
then the crystallized protein was exposed to H2O2 vapors. The entire 
system is tetrameric and can be further divided into two extended 
subunits and two contracted ones. In our initial structure, the Cys199 
active site has been adapted from an Asp199 residue that was present 
in the PaOxyR reported in Ref. [230]. In order to obtain a reliable 
orientaton of the Cys199, the -SH moiety was kept unfrozen during our 
structure optimizations. The terminations of the non-contiguous amino 
acid chains have been saturated with the ACE/NME capping. 

 

Figure 7.1. A) The full-length PaOxyR: the color code highlights the secondary 
structure and the catalytic pocket is clearly visible in orange. B) Zoom on the 
B chain; selected residues are visible in orange. C) The selected framework of 
the active site near the H2O2 binding site. Asp199 has been substituted by 
Cys/Sec199 (sulfur/selenium atom in yellow). 

The chosen residues are shown in Figure 7.1 B. Two water molecules 
nicely fit in the pocket in a favorable orientation to mediate a proton 
transfer and are also indicated. The histidine provides a good hydrogen 
acceptor moiety during the proton transfer while the two threonines 
keep the substrate and the water molecules in position. The mechanism, 
as it emerges from our DFT calculations, is sketched in Figure 7.2. 
Initially, Thr129 keeps H2O2 close to the thiol group via H bonding, 
while Thr100 and His198 are connected via a two water molecule 
bridges. The thiol/selenol proton shuttles to the NH group of His198 
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with an activation energy of 31.0/25.6 kcal mol-1, respectively. In case 
of the Cys-enzyme, the zwitterionic form is highly destabilized and the 
formation of the sulfenic acid occurs via a very small activation energy, 
i.e. 0.6 kcal mol-1. In case of the Sec-enzyme, the zwitterionic form is 
even less stable and the process of proton shuttling and oxidation to 
selenenic acid is concerted. Notably, the SN2 attack of the 
thiolate/selenolate anion to H2O2 is facilitated since the deprotonation 
has enhanced the nucleophilicity of both chalcogens. Importantly, the 
thermodynamic driving force for the oxidation of Sec is much larger 
than that computed for the oxidation of Cys, suggesting that the 
presence of the heavier chalcogen in the catalytic pocket is 
thermodynamically as well as kinetically advantageous. To our 
knowledge, however, Sec variants of OxyR have so far not yet been 
discovered. 

Based on X-ray structures and site-directed mutagenesis data, Pedre et 
al. [232] also postulate an essential role of Arg270. Indeed, Arg270 might 
offer an ultimate “parking lot” for the delocalized proton. However, we 
have not included this residue in the cluster essentially for two reasons: 
It is not close to the reactive thiol and so we can exclude a direct 
interaction. In addition, it interacts via N⋅⋅⋅O in C. glutamicum OxyR 
(here Arg278) and in P. aeruginosa OxyR with Thr100 (Thr107 in the 
former structure). We therefore assume that it primarily has a 
structural role, but with high impact on the proton transfer mechanism. 
In fact, if Thr100 is free to adopt a different orientation, the two-water 
bridges cannot form and so the thiol proton cannot be shuttled to His 
to initiate the peroxidatic process (Table 7.2). 
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Table 7.2. Forward proton transfer (PTF), back proton transfer (PTB) and 
nucleophilic substitution (SN2) Gibbs free energies for PaOxyR. ΔGsolv is in 
kcal mol-1. 

 Cys Sec 
 ΔGsolv ΔGsolv 
1 0.00 0.00 
TS(1, 2CS) 30.95 25.55 
2CS 24.81 

Direct to products 
TS(2CS, 3) 25.44 
3 -46.36 -54.60 
   
ΔG‡ (PTF) 30.95 25.55 
ΔG‡ (PTB) 6.14 - 
ΔG‡ (SN2) 0.63 0.00 

 

 

Figure 7.2. Mechanism of H2O2 reduction in PaOxyR catalytic pocket. 

7.3.2 HsGAPDH (Human Glyceraldehyde 3-phosphate 
dehydrogenase) 

The glycolytic glyceraldehyde 3-phosphate dehydrogenase (HsGAPDH) 
is a tetramer formed by four chains (O, P, Q, and R) and every subunit 
contains a cysteine (Cys152) that is essential for both, the aldehyde 
dehydrogenase activity and the fast reduction of H2O2. The chosen 
structure is the human placental HsGAPDH (PDBid: 1U8F). Like in 
PaOxyR, the second essential amino acid is the His179, which works as 
hydrogen acceptor during the proton transfer step. Interestingly no 
water molecules are required during the reduction of the H2O2 substrate 
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and this is mainly due to the presence of several hydroxyl groups, those 
of Thr153, Tyr314 and Thr177, which allow H-bond formation between 
these residues and the substrate. The selected residues for modeling the 
catalytic pocket are Cys152, His179, Thr153, Cys156, Tyr314, Thr177 
and Val178 from the chain P. The reaction mechanism is sketched in 
Figure 7.4. 

 

 

Figure 7.3. A) The HsGAPDH enzyme: the color code highlights the different 
secondary structure and the catalytic pocket are clearly visible in orange. B) 
Only the P chain is shown and the active residues are depicted with licorice 
style in orange. C) The selected framework of the active site nearby the H2O2 
binding site. 
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Figure 7.4. Mechanism of H2O2 reduction in HsGAPDH catalytic pocket. 

The peroxide oxygens of the H2O2 molecule is squeezed via hydrogen 
bonds of the NH groups and an OH group of Thr153 and Cys/Sec152. 
His179 and Cys/Sec152 are in a suitable position to favor the proton 
shuttling. Once the thiolate/selenolate is formed, the SN2 attack on the 
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peroxide occurs, which is readily split with formation of a sulfenic 
(selenenic) acid. Protonation of the remaining OH by Thr153 facilitates 
the cleavage of water from the substrate. The latter step does not appear 
particularly likely, but here is facilitated by the extended hydrogen bond 
network, between Thr153, Thr177, Tyr314 and possibly more remote 
residues, which allow re-protonation of Thr153. The mechanism here 
calculated is practically identical to that proposed by Peralta et al., 
which was essentially based on molecular dynamics and bioinformatic 
tools [222,227]. 

The reaction energies are summarized in Table 7.3, and also in this case 
it emerges that the peroxide reduction is easier in presence of selenium 
rather than sulfur. Particularly, the barrier of the first step (proton 
transfer) is almost 6 kcal mol-1 smaller compared to that computed for 
the Cys-HsGAPDH. The activation energy for the nucleophilic 
substitution is comparable between the two enzymes. Overall, however, 
the process is thermodynamically as well as kinetically more favored for 
the Sec-HsGAPDH. 

Table 7.3. Forward proton transfer (PTF), back proton transfer (PTB) and 
nucleophilic substitution (SN2) Gibbs free energies for HsGAPDH. ΔGsolv is in 
kcal mol-1. 

 Cys Sec  
ΔGsolv ΔGsolv 

1 0.00 0.00 
TS(1, 2CS) 15.99 10.42 
2CS -4.45 -5.08 
TS(2CS, 3) 8.99 3.79 
3 -47.69 -51.22  

  
ΔG‡ (PTF) 15.99 10.42 
ΔG‡ (PTB) 20.44 15.49 
ΔG‡ (SN2) 13.44 8.86 
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7.3.3 MtAhpE (Mycobacterium tuberculosis alkyl 
hydroperoxide reductase E) 

Last, we considered an example of a peroxiredoxin subgroup, the 
MtAhpE, in which very fast catalytic reduction of H2O2 and other 
hydroperoxides occurs [239]. The selected crystallographic structure 
(PDBid: 4X0X) contains four chains made by two identical subgroups: 
A, B and C, D (Figure 7.5). The highly conserved amino acids are 
Cys45, Thr42, Glu48, Arg116, and Pro135. The essentiality of the 
residues homologous to Cys45 and Arg116 has been documented for 
many peroxiredoxins. Chain B has been chosen because the Arg116 
orientation better resemble the conformation of the same conserved AA 
in other Prxs [240]. The Thr residue, which in natural peroxidoxins is 
sometimes exchange by serine, could be exchanged by serine in a 
peroxiredoxin of Leishmania infantum (here Thr 49), but not by any 
residue that lacked an OH function [241], In order to reduce the number 
of atoms involved and increase the chances for weak stabilizing 
interactions, Pro135 and Glu48 have been excluded because of the 
distance from the Cys45 and the residues Pro38 and Leu39 have been 
retained in the cluster because of their proximity to the reactive center. 
In this specific case, the used capping technique is hybrid: for 
terminations close to the center of the active region canonical 
ACE/NME residues have been used; for terminations pointing outward, 
a methyl substituent has been used to save computational time. The 
position of Arg116 is very close to Cys/Sec45: this is particularly useful 
because, once the chalcogenolate forms (after the proton transfer step), 
the positively charged Arg116 stabilizes the accumulation of electron 
density on the sulfur/selenium atom. 
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Figure 7.5. A) The MtAhpE enzyme: the color code highlights the different 
secondary structure. The AAs involved in the active area are shown in orange. 
B) The catalytic pocket of a monomer (chain B, in orange). C) The five 
conserved AAs of the selected catalytic pocket. 

The MtAhpE mechanism, sketched in Figure 7.6, occurs in two steps. 
In the first one, a proton transfer between the donor Cys/Sec45 and the 
acceptor Thr42 takes place. The protonated threonine is not a 
commonly stable intermediate but, in this case, a stable charge 
separated structure is possible thanks to a synergic stabilization 
between the newly formed chalcogenolate and the positively charged -
OH2

+ moiety. A further stabilizing factor derives directly from a 
hydrogen bond established between the hydrogen of the charged oxygen 
of the threonine and the carbonyl moiety in the peptide bond of the 
same amino acid. H2O2 is bound between Thr42 and Arg116 via efficient 
hydrogen bonding [242,243]. The thiol/selenol is facing Thr42 in 
favorable position for the proton shuttling. In this first step, the barrier 
and the released energy values are advantageous for the Sec- enzyme by 
6 kcal mol-1. The barrier for the backward proton transfer is comparable 
between the Cys and the Sec enzyme. Unexpectedly, the SN2 step is 
almost barrierless (0.1 kcal mol-1) for the Cys enzyme and requires a 
really small activation energy for the Sec variant (2.5 kcal mol-1). 
However, the released energy is almost 10 kcal mol-1 larger in the latter 
case. 
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Figure 7.6. Mechanism of H2O2 reduction in MtAhpE catalytic pocket. 

The driving force pushing towards the oxidation of the chalcogenolate 
is to be ascribed to two key factors: the first one involves the reaction 
kinetics where the competitive back proton transfer is less favored than 
the nucleophilic substitution with the formation of the sulfenic/selenenic 
acid. Then, from a thermodynamic perspective, a strong stabilization in 
both the cases is possible only if the reaction proceeds to the oxidation 
of the chalcogenolate and the formation of one water molecule. The 
average exergonicity of the whole process is about 70 kcal mol-1. 

Table 7.4. Forward proton transfer (PTF), back proton transfer (PTB) and 
nucleophilic substitution (SN2) Gibbs free energies for MtAhpE. ΔGsolv is in 
kcal mol-1. 

 Cys Sec 
 ΔGsolv ΔGsolv 
1 0.00 0.00 
TS(1, 2CS) 24.28 18.27 
2CS 14.72 9.18 
TS(2CS, 3) 14.82 11.66 
3 -64.18 -72.32 
   
ΔG‡ (PTF) 24.28 18.27 
ΔG‡ (PTB) 9.56 9.09 
ΔG‡ (SN2) 0.10 2.48 

 

The mechanism, as outlined above, differs from that described by Hall 
et al. [244]. This investigation of human Prx5, which also considered X-
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ray structures of many Prxs with H2O2 mimics, postulate an SN2 
reaction between the thiolate of CP and H2O2 as the key peroxidatic 
step, which complies with our results. It further stresses the stabilization 
of the CP thiolate by the essential Arg, which also is in line with our 
results. However, it leaves open the problem, how the thiolate of CP is 
generated. The neighborhood of Arg is discussed, but it is not easily 
understood, how the guanidinium function of an Arg with a pKa around 
12 should serve as a proton acceptor. Nor is it comprehensive that the 
very same Arg enhances the nucleophilicity of the CP sulfur and the 
electrophilicity of the oxygen of H2O2 to be attacked. Also, Zeida et al., 
although they applied a similar approach to the same enzyme [245] 
ended up with a different mechanism, which is similar to the 
mechanistic proposal of Hall et al. [244]. Here the essential role of Thr42 
was largely ignored. At best a hydrogen bond of the threonine OH to 
the reacting sulfur is considered, which must be rated as unlikely, since 
O-H⋅⋅⋅S bonds are not readily formed. The reason for the different 
outcome of the calculations results from different starting conditions. In 
fact, the essential Arg shows relatively high RMSD value [246], which 
indicates the possibility of different orientations of this residue. When 
we started with the same Arg orientation., we could in fact reproduce 
the results of Zeida et al.. When taking the alternate Arg orientation, 
the role of Thr42 as proton acceptor, as shown in Figure 7.6, was clearly 
disclosed. 

7.4 Conclusions 
For sure, the peroxidatic cysteine (CP) or selenocysteine (UP) has to be 
deprotonated to allow an efficient SN2 reaction with the peroxide bond 
yielding a sulfenic or selenenic acid, and for sure, such electrophilic 
attack does not suffice to explain the rate constants of CPs or UPs. A 
second attack is required to cleave the peroxide bond efficiently. 

As shown previously for the GPx family, the second attack is an 
electrophilic one on the second oxygen atom of the peroxide bond. Not 
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only in the GPx family, but also in the three protein families 
investigated herein, the electrophilic attack is achieved by a shuttling 
proton, which combines with the OH or OR to yield water or an alcohol, 
respectively, as ideal leaving group. 

The labile proton stems from residues of the active site and usually 
reaches the peroxide bond by long-range proton shuttling via water 
molecules (GPx), residues of the active pocket (GAPDH, Prx) or both 
(OxyR). 

The DFT calculations reveal that the chalcogenol proton is transferred 
to residues of the active site, where they form more or less stable bonds 
(ring nitrogen of Trp136 in human cytosolic GPx4, His nitrogen in 
OxyR and GAPDH, oxygen of Thr in Prx). The proton transfer may 
involve more remote residues that are not considered in our calculations. 
In any case, it creates a zwitterionic nature of the active site. 

The complex between the zwitterionic form of the proteins and the 
hydroperoxide reacts without any or with a very low activation energy. 
The activation energy appears to be lowest, if the delocalized proton is 
bound in an unstable, i.e. highly energized way (bound to Trp or Thr). 

If the chalcogen is selenium instead of sulfur as in many GPxs and 
sometimes in Prxs, the overall hydroperoxide reduction is 
thermodynamically and kinetically favored. 

It remains to be demonstrated whether the emerging reaction scheme 
holds true for other protein families equipped with super-reactive 
chalcogenols. Interestingly, proton shuttling has also been implicated in 
the catalytic mechanism of horse radish peroxidase [247,248], suggesting 
that this principle may generally be helpful in splitting a peroxide bond, 
i.e. also in heme peroxidases. 
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8 Conclusions 

Summary 
As we thoroughly described in the chapters of this thesis, the density 
functional theory has been used to study selected systems of chemical 
and biochemical relevance. Using in silico methodologies, we were able 
to rationalize the mechanistic details and performances of inorganic 
catalysts as well as of enzymes and bioinspired molecules. In all these 
different examples, it emerges that elementary redox reactions play a 
role of paramount importance. 

In Chapters 3 and 4, we have focused our attention on small-scale 
systems aimed at pure inorganic catalysis for the synthesis of benzene, 
pyridine and its derivatives via alkyne [2+2+2] cycloadditions. We were 
also able to see how this process, which is highly disfavored from the 
entropic point of view, can become viable with the help of group 9 metal 
half-sandwich catalysts. Firstly, we looked for the reason justifying the 
highest efficiency of cobalt-based catalysts through molecular orbital 
inspection and fragment-based energy decomposition analysis. 
Subsequently, we analyzed and classified all the screened catalysts, 
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ordering their efficiencies by the theoretical calculation of turnover 
frequency (TOF). This was used for a later structural study intended 
to keep track of the metal slippage in order to quantify it, in a new and 
rigorous way, through the introduction of a novel descriptor: the LISP. 
This was conceived to establish a meaningful and general structure-
reactivity relationship. The combination of these two ingredients, i.e. 
TOF and LISP, and a cross comparison with literature data allowed us 
to reach our ambitious goal, drawing essential elements for a rational 
design of the studied catalysts. 

The fifth chapter is intended to introduce the problem of oxidative 
stress and how this is tackled by small organic molecules acting as 
antioxidants, particularly as quenchers of harmful free radicals. Also, in 
this case, a deep characterization of the systems, i.e. phenothiazine, 
phenoselenazine and phenotellurazine, has turned out to be necessary 
to subsequently define the global capabilities of these radical scavengers. 
In this case, the catalytic center is a chalcogen atom, which makes the 
molecules mimic of the glutathione peroxidase. In fact, in principle, the 
chalcogen can reduce the peroxyl radicals toward which the scavenger 
is inactive. The path for the reduction of the chalcogen has not been 
explicitly investigated but is a process that quickly occurs in the 
presence of thiolates. The QM-ORSA protocol has been the central 
fulcrum for the estimation of antioxidant capacity and comparison to 
other well-known antioxidants. No significant differences  due to the 
presence of S, Se and Te were found, but the role of the chalcogen in 
catalyzed processes is a breakthrough in Chapters 6 and 7. 

In fact, in the last part of the thesis, entirely devoted to enzymatic 
catalysis, the oxidation of the enzymes GPx, OxyR, GAPDH and 
MtAhpE, which belongs to the Prx family is discussed; all these proteins 
have in common the presence of a peroxydatic (seleno)cysteine in the 
active site.  The great advantage of selenium over sulfur in GPx is 
indisputable but one question arises spontaneously: is this advantage 
limited only to GPx? In Chapter 6, we have proposed a solid answer to 
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this question; in fact, we have observed how what we saw in GPx can 
be extended to the other three studied enzymes. This significant result 
shows us once again how the particular conformation of the catalytic 
pocket of GPx is not the only key to its activity but is part, together 
with the selenocysteine and an acceptor moiety (that can vary from 
enzyme to enzyme), of a set of essential features that are present also 
in other enzymes all possessing a peroxidatic (seleno)cysteine. 
Considering the importance of GPx, and supported by the collaboration 
of Prof. Leopold Flohé, who first discovered the presence of selenium in 
GPx, the whole Chapter 7 is dedicated to a model molecular system of 
GPx that can be easily analyzed by full QM calculations to explain in 
detail the two-step oxidation mechanism described by us as a general 
mechanism for the above listed enzymes.   

It's my personal belief that the difficulty of describing a complex system 
lies mainly in identifying and collecting all its, apparently trivial, 
details. Most of the time, it is all in these small details that, coming 
together, form a much, much larger whole. 

This brings us closer to the conclusion of this dissertation: we have seen 
how nowadays simulations, not only concerning chemistry, can be 
priceless for their predictive contribution. From the birth of the Turing 
machine through the modern High Performance Computing facilities, 
the role of what we know today as computers has never changed: answer 
our questions. Since the machine does not have any interpretative 
capabilities, everything lies in how the question is raised. We have in 
our hands a tool designed to simplify and accelerate model analysis and 
processes optimization and, like any other instrument, it must be used 
wisely without ever overestimating its capabilities. The man-machine 
equilibrium is at the basis of effective use of this now inestimable 
resource that can be used by everyone and which can make life easier 
in many contexts. 
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We have reached the very end and one last thing is left: a thank you is 
due for your patience and for coming all the way here. 

I hope that the covered themes have been resolved to your satisfaction. 
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