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Abstract

The present work deals with the numerical simulation of reactive particle fluid systems that
are of great importance for a multitude of practical applications in process engineering.
Examples include the biomass conversion in photo-bio-reactors, chemical catalytic reactors
or fluidized bed reactors. In waste water treatment, calcium silicate hydrate particles are
utilized to remove dissolved phosphate by adsorption. Most studies on reactive particle
fluid systems by numerical simulation consider fixed bed reactors with static solid particles.
Investigations on reactions to moving particles are rare. Furthermore, grid convergence
studies of all components are often missing, especially for two-way coupled systems. A
proper reactive transport model that takes into account the coupling of fluid and moving
particles is of essential use and needs further research.

The focus of this thesis is on the development of a novel Euler-Lagrange algorithm for
reactive particle fluid flows in order to investigate the uptake of the dissolved substance to
the particles. This is to be achieved by suitable simulation tools for calculating the fluid
dynamics, the components’ mixing and interaction for a better understanding of the overall
process. A consistent coupling and a proper validation of the models is of great importance.

The lattice Boltzmann methods are applied to numerically solve the continuity, the
Navier-Stokes, the advection-diffusion-reaction equations and their volume-averaged coun-
terparts. They are very well suited due to the ability to handle complex domains and the
intrinsically parallel algorithm which scales reasonably well. The particles are considered
as sub-grid particles and are described by discrete particle methods. The coupling of the
components is modeled by both one-way and two-way coupling that depends on whether
the suspension is dense or diluted. The methods are validated either by experimental data
from measurements, from the literature or by comparative simulations of thoroughly tested
approaches. Furthermore, grid studies show the convergence of the simulations.

First, a one-way coupled simulation of reactive particle fluid flows is carried out. The fluid
flow and mixing simulations of the components show a very good agreement in comparison
to in-situ studies using magnetic resonance imaging and optical investigations by use of an
ink solution. The grid study of the mass transport simulation performs very well. First
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simulations of reactions to the surface of moving particles suspended in water show the
adequacy of the method for reactive particle fluid flows.

The simulation of a single particle settling in initially resting fluid is investigated with a
novel two-way coupling approach where both fluid and reactive substance are treated in a
continuous frame by a volume-averaged procedure. The two-way coupling with the particles
is realized by consideration of drag force and changes in porosity. In addition, the change in
porosity affects the diffusion coefficient. The simulation results agree well with the results
from the literature. Furthermore, grid studies demonstrate that the simulation converges
for both fluid and particle velocities. To further investigate the reactive particle fluid flow,
the approach is applied to fixed particles in a channel. The reactions are considered to take
place at the surface of the particles, realized by a linear sink term in the advection-diffusion-
reaction equation. Comparative studies show the accuracy, grid studies the convergence of
the simulation approach. A multi-particle simulation of 1.000, 2.000 and 3.000 particles
is performed for both one-way and two-way coupling to demonstrate the potential of the
method. At lower porosity the effects of two-way coupling are clearly visible.

The specific separation of target proteins from the fermentation broth by surface function-
alized magnetic carrier particles is an application of reactive particle fluid flows in biotech-
nological processes. Particle separation is achieved by magnetic forces. Here, a simulation
of the particle separation is carried out in a complete device. The influence of process pa-
rameters such as volume flow, particle size or magnetization on the particle separation is
investigated.

The one-way and two-way coupled lattice Boltzmann and discrete particle methods pre-
sented in this thesis successfully reproduce the expected behavior of the reactive particle fluid
flow applications. They promise that they are accurate tools for the simulation of dilute,
respective dense reactive particle fluid applications. The numerical simulations help to e.g.
optimize the uptake of phosphate on calcium silicate hydrate particles by finding optimal
process parameters.
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Zusammenfassung

Die vorliegende Arbeit befasst sich mit der numerischen Simulation reaktiver Partikel-Fluid
Systeme, die für eine Vielzahl von praktischen Anwendungen in der Verfahrenstechnik von
großer Bedeutung sind. Beispiele sind die Umwandlung von Biomasse in Photobioreaktoren,
chemisch-katalytische Reaktoren oder Wirbelschichtreaktoren. In der Abwasserbehandlung
werden Partikel aus Kalziumsilikathydrat verwendet, um gelöstes Phosphat durch Adsorp-
tion zu entfernen. Die meisten Studien zu reaktiven Partikel-Fluid Systemen mittels nu-
merischer Simulation betrachten Festbettreaktoren. Untersuchungen zu Reaktionen an mit-
strömende Partikel sind selten. Darüber hinaus gibt es wenige Studien zur Gitterkonvergenz
der Komponenten, insbesondere für Zwei-Wege gekoppelte Systeme. Ein geeignetes reaktives
Transportmodell, das die Kopplung von Fluid und mitströmenden Partikeln berücksichtigt,
ist von wesentlichem Nutzen und bedarf weiterer Forschung.

Der Schwerpunkt dieser Arbeit liegt auf der Entwicklung eines neuartigen Euler-Lagrange
Algorithmus für reaktive Partikel-Fluid Strömungen, um die Aufnahme gelöster Stoffe an
die Partikel zu untersuchen. Dies soll zum besseren Verständnis des Gesamtprozesses durch
geeignete Simulationswerkzeuge zur Berechnung der Fluiddynamik, der Durchmischung und
der Interaktion der Komponenten erreicht werden. Eine konsequente Kopplung und eine
ordnungsgemäße Validierung der Modelle ist dabei von großer Bedeutung.

Die Lattice-Boltzmann-Methoden werden zur numerischen Lösung der Kontinuitäts-, der
Navier-Stokes- und der Advektions-Diffusions-Gleichungen inklusive Reaktionen sowie zur
Lösung der volumengemittelten Gleichungen angewendet. Sie eignen sich sehr gut, da sie
auch in komplexen Gebieten verwendet werden können und der Algorithmus intrinsisch par-
allel und gut skalierbar ist. Die Partikel werden als sub-grid Partikel betrachtet und mit
diskreten Partikelmethoden beschrieben. Die Kopplung der Komponenten wird sowohl durch
Einweg- als auch durch Zweiwegkopplung modelliert und hängt davon ab, ob die Suspension
dicht oder verdünnt ist. Die Methoden werden entweder anhand experimenteller Daten aus
Messungen, aus der Literatur oder anhand vergleichender Simulationen gründlich getesteter
Ansätze validiert. Darüber hinaus zeigen Gitterstudien die Konvergenz der Simulationen.
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Zunächst wird eine Ein-Weg gekoppelte Simulation eines reaktiven Partikel-Fluid Sys-
tems durchgeführt. Die Strömungs- und Mischungssimulationen der Komponenten zeigen
eine sehr gute Übereinstimmung im Vergleich zu in-situ-Studien mit Magnetresonanztomo-
graphie und optischen Untersuchungen. Die Gitterstudie der Massentransportsimulation
ist ebenfalls vielversprechend. Erste Simulationen der Adsorption an bewegten, in Wasser
suspendierten Partikeln zeigen die Eignung der Methode für reaktive Partikel-Fluid Strö-
mungen.

Die Simulation eines einzelnen Partikels, das sich in zunächst ruhender Flüssigkeit ab-
setzt, wird mittels Zweiwege-Kopplung untersucht. Die Ergebnisse stimmen gut mit den
Ergebnissen aus der Literatur überein. Darüber hinaus zeigen Gitterstudien, dass die Sim-
ulation sowohl für Flüssigkeits- als auch für Partikelgeschwindigkeiten konvergiert. Um die
reaktive Partikel-Fluid Strömungen zu testen, wird der Ansatz an in einem Kanal fixierte
Partikel angewendet. Die Adsorption, die an der Oberfläche der Partikel stattfindet, wird
durch einen linearen Senken-Term in der Advektions-Diffusions-Reaktionsgleichung berück-
sichtigt. Vergleichende Studien zeigen die Genauigkeit, Gitterstudien die Konvergenz des
Simulationsansatzes. Eine Simulation mit 1.000, 2.000 und 3.000 Partikeln wird sowohl für
die Einweg- als auch für die Zweiwegkopplung durchgeführt, um das Potenzial der Methode
aufzuzeigen. Je kleiner die Porosität, desto deutlicher sind die Auswirkungen der Zweiwege-
Kopplung ersichtlich.

Die gezielte Abtrennung von Zielproteinen aus der Fermentationsbrühe durch oberflächen-
funktionalisierte magnetische Trägerpartikel ist eine Anwendung reaktiver Partikel-Fluid
Strömungen in biotechnologischen Prozessen. Die Abtrennung der Partikel wird durch mag-
netische Kräfte erreicht. Hier wird eine Simulation der Partikelabscheidung in einem kom-
pletten Gerät durchgeführt, um den Einfluss von Prozessparametern wie Volumenstrom,
Partikelgröße oder Magnetisierung auf die Partikelabscheidung zu untersuchen.

Die in dieser Arbeit vorgestellten Ein-Weg und Zwei-Weg gekoppelten Lattice-Boltzmann-
und diskrete Partikelmethoden reproduzieren erfolgreich das erwartete Verhalten der reak-
tiven Partikel-Fluid Systeme. Es wird aufgezeigt, dass sie korrekte Werkzeuge für die Sim-
ulation verdünnter, beziehungsweise dichter reaktiver Partikel-Fluid Systeme sind. Die nu-
merischen Simulationen ermöglichen es, z. B. die Phosphatbeladung an Partikel aus Kalzi-
umsilikathyadrat zu optimieren, in dem die optimalen Prozessparameter berechnet werden.
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1 Introduction

Reactive particle fluid systems are of prime importance in a variety of practical applica-
tions in process engineering, e.g. the biomass conversion in photo-bio-reactors, chemical
catalytic reactors or fluidized bed reactors. As a practical example, this thesis considers
the phosphorus recovery by crystallization (P-RoC)© process, that stands for phosphorus
recovery by crystallization to calcium silicate hydrate (C-S-H) [1]. It targets to remove
phosphate from e.g. industrial waste water by adsorption of phosphate ions on C-S-H parti-
cles. For such systems modeling and numerical simulation have a large potential to help to
optimize process conditions, e.g. particle size distributions or volume flows. Simulations of
reactive particle fluid flows require the simulation of the carrier fluid, the mass transport of
the reactive substance and the solid particles. As the simulation of the sub-grid particle in-
teractions as well as the coupling to the fluid and to the reactive substance is computational
expensive, the computational demand is possible to be compensated by a highly parallel and
fast algorithm like the lattice Boltzmann method (LBM). In the past decades, the LBM
is applied to simulate complex flows. The explicit algorithm with inherent parallelization
originates from the Boltzmann equation. It has turned out to be an attractive alternative to
conventional numerical methods due to its simple algorithm and the underlying equidistant
grid without necessity to adapt it to the geometry. It is able to handle complex domains
and the parallel algorithm can scale reasonably well [2–4].

Simulations of reaction processes between the components and taking into account the
hydrodynamic influence have already been carried out in several numerical studies, among
others using the LBM. Most works consider packed bed reactors [5–7]. For instance, Agawarl
et al. [8] and Manjhi et al. [9] consider the decrease in concentration due to adsorption on
immobile packed particles in a fixed bed using an Euler-Euler approach. They calculate
the water and concentration transport by LBM and model the adsorption by a global sink
term. Patel et al. [10] use the LBM in combination with a reactive transport model to
simulate changes in the micro structure of cement-based materials such as portlandite or
C-S-H due to calcium leaching. Studies of reactions that happen to moving particles are
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rare [11]. Additionally, a consistent coupling of the three components as well as numerical
grid convergence studies do not exist.

The challenge faced in this work is to research an efficient approach that allows to study,
understand and predict the dynamics of reactive particle fluid flows in e.g. process engineer-
ing. The contribution of this thesis is to develop, implement, validate and apply numerically
convergent LBM-based algorithms for that purpose. The main aim is to present a novel
LBM-based Euler-Lagrange approach that considers reaction processes on moving particles
by a one-way, respective a fully two-way coupling of the components.

In the developed methodology of a one-way coupled approach, the fluid flow and the
reactive substance transport are described by an Euler approach, the suspended and moving
particles by a Lagrange approach. The carrier fluid is assumed to be incompressible and
Newtonian modeled by the continuity and the Navier-Stokes equation (NSE). The mass
transport of the reactive substance is modeled by the advection-diffusion-reaction equation
(ADRE). The particle phase is represented by a collection of discrete sub-grid particles,
their trajectories are obtained by solving Newton’s equation of motion. The implementation
is realized using and advancing the open-source C++ software project OpenLB (http://

www.openlb.net). OpenLB contains many methods and approaches that can be used for the
development of e.g. particle fluid flows, reactive, thermal or turbulent flows, light transport,
fluid-structure interaction or flows in porous media and complex geometries. An overview
is given in [12]. The flow field is validated by an in-situ study by magnetic resonance
imaging (MRI), the components’ mixing by optical examination and a grid study. It is
shown that reactions to the surface of moving particles by simulation is possible.

The use of volume-averaged equations for reactive particulate fluid flows is the key dif-
ference between the previously proposed model and the developed methodology of the fully
two-way coupled multi-scale Euler-Lagrange approach. The fluid and the reactive transport
processes are treated in a continuous framework through a volume-averaging procedure. The
governing equations are given by the volume-averaged Navier–Stokes equation (VANSE)
and the volume-averaged advection-diffusion-reaction equation (VAADRE). The effect of
the sub-grid particles on the fluid is considered by the change in porosity and by the drag
force. Additionally, the effect on the reactive mass transport is considered by a change in the
porosity that is included in the diffusion coefficient. The implementation is done in the LBM
based framework Yantra (https://bitbucket.org/yantralbm/yantra/src/master/), an
open-source framework to simulate multi-component reactive transport at the pore as well as
at the meso- and the continuum scale [13, 14]. It has been coupled to Yade, an open-source

http://www.openlb.net
http://www.openlb.net
https://bitbucket.org/yantralbm/yantra/src/master/
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framework (https://gitlab.com/yade-dev) for modeling particles using the discrete el-
ement method (DEM). The method is applied to the single particle sedimentation in a
steady fluid. The results are compared to experimental data from literature. Grid conver-
gence studies applied to reactive particle fluid flows are conducted. Comparative studies are
performed for validation purposes. Finally, a demonstration case showing full potential of
the developed model is presented.

The implemented and validated one-way coupled approach is applied to study the real
case of the magnetic particle separation in a complete device. Magnetic carrier particles
are separated by magnetic forces that originate from an external magnetic field that is
computed by finite element method (FEM). The magnetic field is obtained by COMSOL
Multiphysics® 5.3, magnetic fields - no currents [15] loaded into OpenLB to perform the
particle separation. The particle separation is studied for two different volume flows, two
different particle fractions and two different saturation magnetizations. This shows the
potential of possible extensions of the present work in other applications of reactive particle
fluid flow e.g. to specifically separate target proteins from the fermentation broth by surface-
functionalized magnetic carrier particles [16].

The thesis is divided into two parts. Part I deals with the mathematical formulation of the
governing equations and the details of the LBM based Euler-Lagrange framework to model
one- and two-way reactive particle fluid flows. Chapter 2 introduces the continuity equation,
the NSE and the ADRE. Chapter 3 presents the volume-averaged equations for reactive
particle fluid flows that allow to handle large porosity gradients and a two-way coupling.
Chapter 4 introduces to the governing equations for solving particle motions and forces
acting on the particles. In Part II, different applications are presented to demonstrate the
potential of the developed framework. In Chapter 5, validations and applications related to
one-way coupled reactive particle fluid flows are presented. The volume-averaging approach
of the two-way coupled reactive particle fluid flows is applied in Chapter 6 and is validated
by different experiments. Chapter 7 presents a real case scenario of a magnetic particle
separation in a complete device. Chapter 8 summarizes this thesis and gives a conclusion of
the thesis as well as an outlook about future research topics.

https://gitlab.com/yade-dev
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2 Modeling and simulation

approaches of reactive flows

In this thesis the LBM is used as numerical technique for the calculation of the carrier fluid
flow and the mass transport of the reactive substance. This chapter is therefore dedicated
to provide a detailed description of the LBM. The chapter starts with explanation of the
relevant length and time scales, followed by the governing equations for reactive flows. This
is followed by a detailed derivation of the LBM which includes the derivation of the LBM
equation from the discrete Boltzmann equation (BE) and the Chapman-Enskog equation to
relate the LBM with the governing macroscopic equations. The dimensions are given by the
corresponding symbols L (length), M (mass), T (time) and N (amount of substance).

2.1 Relevant length and time scales

The motion of a fluid can be described by various mathematical models that differ in the
scale. The latter results from the respective point of view.

• In the microscopic scale the dynamics of interacting fluid atoms or molecules are included
in the model equations of Newtonian dynamics. In liquids, the interacting forces are weak
and a relative movement of the molecules is possible compared to molecules of solids.
In gases these forces are much weaker, the molecules expand and occupy the available
volume.

• In the macroscopic scale the fluid is considered as a continuous matter. The fact that it
consists of single molecules is ignored by taking an exemplary volume of fluid that contains
enough molecules to provide a statistically meaningful mean value. Fluid dynamics is
described by changes e.g. in macroscopic fluid velocity or pressure. The length and time
scales are chosen large enough to make the average valid. The governing equation on this
scale is the NSE.



8 Chapter 2. Modeling and simulation approaches of reactive flows

• A third scale, located between the microscopic and the macroscopic scale, is themesoscopic
scale. This is used to track the evolution of a distribution of fluid molecules, atoms or
particles within a state averaged over time, space and velocity. This gives the probabilistic
average behaviour of the quantity. The LBM works on the mesoscopic scale and is based
on the kinetic theory.

There are several dimensionless quantities, e.g. the Reynolds number, the Mach number
or the Knudsen number, that help to determine the appropriate flow model with respect to
the different length and time scales.

• The Knudsen number Kn [−],
Kn = Lmfp

Lch
, (2.1)

is the ratio of the mean free path Lmfp ∈ R>0 [L] between the molecules and the charac-
teristic length Lch ∈ R>0 [L]. Lmfp is the way a molecule moves between two collisions
with other molecules. In the case of Kn � 1 the continuum assumption holds and thus
also the NSE.

• The Reynolds number [−],

Re = Tdiff

Tadv
= L2

ch / ν

Lch /Uch
= Uch Lch

ν
(2.2)

is the ratio of inertial to viscous forces and accordingly relates the time scales of diffusive
(Tdiff ∈ R>0 [T]) and advective dynamics (Tadv ∈ R>0 [T]). ν ∈ R>0 [L2 T−1] is the
kinematic viscosity and Uch ∈ R [L T−1] is the magnitude of the characteristic macroscopic
fluid velocity.

• The Mach number [−],
Ma = Ts

Tadv
= Lch / cs
Lch /Uch

= Uch

cs
(2.3)

relates the time scales of acoustic (Ts ∈ R>0 [T]) and advective dynamics. cs ∈ R>0 [L T−1]
is the speed of sound in the fluid. Normally Ma < 0.3 refers to an incompressible fluid
flow [17], Ma ≤ 0.1 to a steady flow of an incompressible fluid.
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2.2 Governing equations

2.2.1 Continuity and Navier-Stokes equation for continuous mat-

ter

The basic theory of fluid dynamics particularly includes the continuity and the NSE as a
direct consequence of the conservation of mass and momentum on the macroscopic scale
[18]. The continuity of a fluid refers to the fact that temporal changes in fluid mass within a
stationary and arbitrary volume element occur due to fluid flow in or out. It neither arises
from nothing nor disappears into it. The continuity equation of an incompressible fluid with
constant mass density ρ ∈ R>0 [M L−3] is given by

∇ · ~u = 0 in I × Ω , (2.4)

for the flow velocity ~u : I × Ω → R3 [L T−1] defined on the domain Ω ⊆ R3 and the time
interval I ⊆ R. Change of momentum is caused e.g. by flow of momentum into or out
of the stationary and arbitrary volume element, by changes of pressure p : I × Ω → R>0

[M L−1 T−2], by shear stress with dynamic viscosity µ ∈ R>0 [M L−1 T−1] or by an external
body force density ~f : I ×Ω→ R3 [M L−2 T−2]. The obtained momentum equation is called
incompressible NSE:

∂ ρ ~u

∂ t
+ (ρ ~u · ∇) ~u = −∇p+ µ∇2 ~u + ~f in I × Ω . (2.5)

It holds for incompressible Newtonian fluids.

2.2.2 Advection-diffusion-reaction equation for dissolved reactive

substances

The transport of the mass concentration c : I → R [N L−3] of a reactive substance dissolved in
water (dilute electrolyte) can be modeled under the assumption of a passive scalar transport.
In this case the evolution of the mass concentration in a control volume is modeled by the
ADRE,

∂ c

∂ t
+∇ · (c ~u) = D∇2c+R in I × Ω . (2.6)
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The velocity ~u is obtained by the NSE in (2.4) and (2.5). D ∈ R≥0 [L2 T−1] is the ho-
mogeneous and isotropic diffusion coefficient. R : I × Ω → R [N L−3 T−1] is a source or
sink term and takes into account changes in concentration, for example due to adsorption
processes [19, 20].

2.3 Lattice Boltzmann method

The lattice Boltzmann equation (LBE) is the discrete form of the BE in space, time and
velocity space such that macroscopic equations e.g. the NSE are correctly recovered upon
multiscale analysis. It does not aim to directly solve the BE. The resulting governing equa-
tion referred to as LBE consists of two terms, collision and streaming. The method originates
from the lattice gas automata. Following the introduction of the LBM, the inclusion of forc-
ing schemes to take into account forces acting on the fluid is presented. This is followed by
the turbulence modeling of Smagorinsky-Lilly. The section concludes with the adaptation
of LBM to solve the mass transport equations for solutes.

2.3.1 Boltzmann equation for distributions of fluid molecules

The probabilistic behaviour of the distribution of fluid atoms is described by the particle
distribution function f : I×Ω×C → R≥0 [M L−3] in kinetic theory. C ⊂ R3 is defined as the
velocity space. f(t, ~x,~c) alternatively can be referred to as a density distribution function
which corresponds to the particle density at location ~x ∈ Ω [L] at time t ∈ I [T] with particle
velocity ~c ∈ C [L T−1] [19, 21].

The moments of the density distribution function f provide the connection to the local
macroscopic quantities of the fluid. The fluid density ρ is given by the zeroth moment

ρ =
∫
C
f(t, ~x,~c ) d~c . (2.7)

The first moment gives the macroscopic momentum density

ρ ~u =
∫
C
~c f(t, ~x,~c ) d~c , (2.8)

with ~u := ~u(t, ~x). If energy is to be conserved, the internal energy density is given by

ρ e = 1
2

∫
C
‖~c− ~u‖2 f(t, ~x,~c ) d~c , (2.9)
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with internal energy e := e (t, ~x) [M L2 T−2] and relative velocity ~v := ~c − ~u. This is of
importance for non-isothermal flows that are not considered here. The macroscopic pressure

p = 1
3

∫
C
‖~c− ~u‖2 f(t, ~x,~c ) d~c (2.10)

can also be retrieved by a moment of f and is obviously proportional to e, since they are
connected by the ideal gas law

p = ρRT , (2.11)

with specific gas constant R = 8.3143 J mol−1 k−1 and temperature T .
To account for changes in ρ, ~u, e or p, the evolution of f is indicated by the total

differential
d f
d t = ∂ f

∂ t
+ d ~x

d t · ∇f + d~c
d t · ∇~c f (2.12)

with ∇ =
(

∂
∂ x1

, ∂
∂ x2

, ∂
∂ x3

)
and ~x = (x1, x2, x3), ∇~c =

(
∂
∂ c1

, ∂
∂ c2

, ∂
∂ c3

)
and ~c = (c1, c2, c3).

Finally, the BE results from (2.12) by replacing d ~x/d t with the particle velocity ~c and d~c/d t
with the force density per (mass) density ~f/ρ, respectively [22]:

Ω(f) = ∂ f

∂ t
+ ~c · ∇f +

~f

ρ
· ∇~c f . (2.13)

Concluding, f evolves by changes because of both advection and forces. The BE is called
force-free in case the third term to the right of (2.13) is zero with ~f = 0.

The collision operator Ω(f) represents a source term that includes changes caused by
particle collisions. The original Boltzmann collision operator considers collisions of just two
particles resulting into a complex integral. The most popular and simple formulation of the
collision operator in LBE is the Bhatnagar–Gross–Krook (BGK) collision operator,

ΩBGK(f) = − 1
τBE

(f − f eq) (2.14)

as proposed by Bhatnagar, Gross, and Krook [23]. The force-free BGK-BE is given by

∂ f

∂ t
+ ~c · ∇f = − 1

τBE
(f − f eq) . (2.15)

The particles of f collide and relax towards the equilibrium distribution function (EDF)
f eq : I × Ω × C → R≥0 [M L−3] according to the mean free time τBE ∈ R>0 [T] of the
BE, the average time between two collisions with τBE = µ/ρ c2

s [T]. The formulation of the
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BGK-collision operator is in good agreement with Boltzmann’s H-theorem which states that
the distribution functions of undisturbed fluids tend towards the EDF. In addition, mass,
momentum and energy are conserved. Further information about the Boltzmann H-theorem
can be found, for example, in [24].

The Maxwell-Boltzmann distribution, the basis of the EDF, was first described by James
Clerk Maxwell and later derived from statistical mechanics by Ludwig Boltzmann, and is
given by

f eq(t, ~x,~c) = ρ

(
ρ

2 π p

)3/2

exp
(
−p ‖~c− ~u‖

2

2 ρ

)

= ρ
( 1

2π RT

)3/2
exp

(
−‖~c− ~u‖

2

2RT

)
.

(2.16)

f eq also satisfies the moments in (2.7), (2.8), (2.9) and (2.10).

2.3.2 Lattice Boltzmann equation

To obtain the LBE from the continuous formulation of the BE, the discretization of velocity,
time and space is necessary. In the case of the LBE the choice of the collision term and
the equilibrium distribution function are less restrictive as the goal is to rather recover the
macroscopic equations correctly through multiscale analysis. In this thesis, the Chapman-
Enskog multiscale analysis is used to demonstrate the validity of the LBE for solving the
governing equations.

Velocity discretization

The purpose of velocity discretization is to limit the continuous velocity space to a finite
number of discrete velocities. The discrete velocity set {~ci} ∈ C [L T−1] replaces the contin-
uous velocity set ~c. The velocities ~ci are chosen to ensure that a fluid particle reaches the
next node within one time step. Thus ~ci is approximately in the same order of magnitude
as the speed of sound:

O(c) ≈ O(cs) ≈ O(‖~ci‖) with c := ∆x/∆t . (2.17)

with the time step ∆t ∈ R>0 [T] and the given lattice spacing ∆x ∈ R>0 [L].
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The correctness of the macroscopic conservation laws is ensured by the discrete velocities
and a simplified representation of the EDF. For the classical LBE model, the representation
of f eq in (2.16) by a simplified version is done by a Taylor expansion,

f eq(t, ~x,~ci) = ρ

(2 π RT )3/2 exp
(
−‖~ci − ~u‖

2

2RT

)

= ρ

(2 π RT )3/2 exp
(
− ‖~ci‖

2

2RT

)
exp

(
~ci · ~u
RT

− ‖~u‖
2

2RT

)

= ρ

(2 π RT )3/2 exp
(
− ‖~ci‖

2

2RT

) (
1 + ~ci · ~u

RT
− ‖~u‖

2

2RT + (~ci · ~u)2

2 (RT )2 +O(~u 3)
)

≈ ρw(~ci)
(

1 + ~ci · ~u
c2
s

− ‖~u‖
2

2 c2
s

+ (~ci · ~u)2

2 c4
s

)
,

(2.18)

for constant temperature and low Mach-number approximation with a discrete velocity ~ci
and w(~ci) = (2π c2

s)
−3/2 exp (−‖~ci‖2 / 2 c2

s) [25, 26]. A low Mach-number (2.3) means that
the characteristic flow velocity Uch is much smaller than the speed of sound cs =

√
RT ,

resulting in Ma� 1. O(~u 3) contains the terms of ~u which are larger than second order [27].
According to (2.3), the terms of the Taylor expansion up to O(Ma2) are given. To solve the
NSE, f eq must fulfill the conservation of mass and momentum. Terms up to second order of
~u are sufficient for this. For the prevailing equations of the concentration transport, terms
only up to first order of ~u are required.

The hydrodynamic moments of f eq, (2.7) and (2.8), must hold for the discrete velocities.
For this purpose the integrals are replaced by sums. In case of a polynomial P (N) of order
N , the integral is solved by the Gauss-Hermite quadrature rule

∫ ∞
−∞

exp(−~x 2)P (N)(~x) d ~x =
qf−1∑
i=0

wi P
(N)(~xi) , (2.19)

with at least qf = nd discrete directions ~ci and associated weights wi given by the Hermite
polynomials, n ≥ (N+1)/2, n ∈ N, the dimension d and i = 0, . . . , qf−1. Following Krüger
et al. [19], P (N) is a combination of f eq and Hermite polynomials leading to a polynomial of
at least fifth order in ~c. The number of necessary directions or weights of the Gauss-Hermite
quadrature is thus known, and the appropriate velocity set can be chosen so that [17]

ρ =
∫
C
f eq(t, ~x,~c) d~c =

qf−1∑
i=0

f eq
i (t, ~x) , (2.20)
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and

ρ ~u (t, ~x) =
∫
C
~c f eq(t, ~x,~c) d~c =

qf−1∑
i=0

~ci f
eq
i (t, ~x) . (2.21)

The EDF in (2.18) is expressed by the discrete equilibrium distribution function

f eq
i (t, ~x) = f eq(t, ~x,~ci) . (2.22)

with f eq
i : Ih×Ωh → R>0 on the uniform lattice Ωh ⊂ Ω with a given lattice spacing ∆x, and

discrete time space Ih ⊂ I with a discrete time step ∆t and resolution h ∈ N. The density
distribution function f that is assumed to solve (2.15) is discretized in the same manner. Its
discrete form fi : Ih × Ωh → R>0 is obtained by

fi (t, ~x) = wi
w(~ci)

f(t, ~x,~ci) . (2.23)

It meets the expectations regarding the moments in (2.20) and (2.21) by replacing f eq by f
and f eq

i by fi. Finally, the force-free discrete velocity BGK-BE is

∂ fi
∂ t

+ ~ci · ∇fi = − 1
τBE

(fi − f eq
i ) . (2.24)

The maximum number of directions or weights required in two-dimensional case (2D)
is qf = 9, in three-dimensional case (3D) qf = 27. Due to concerns in symmetry, only
even-order terms are considered in (2.19). Odd order terms disappear, reducing D3Q27 to
e.g. D3Q19 [28]. In the following, a way to determine wi, ~ci and cs of a velocity quantity is
shown, which is similar to [29], [30] and [31]. From (2.20) follows

ρ =
qf−1∑
i=0

f eq
i

= ρ

 qf−1∑
i=0

wi + uα
c2
s

qf−1∑
i=0

wi ci,α + uα uβ
2 c2

s

 1
c2
s

qf−1∑
i=0

wi ci,α ci,β − δαβ
qf−1∑
i=0

wi

 ,
(2.25)

in index instead of vector notation due to less complexity of mathematical depiction. The
indices α, β, γ, δ refer to a vector component and can be either identical or different. δαβ is
the Kronecker delta symbol with δαβ =1 when α = β and δαβ = 0 when α 6= β. Odd-order
terms in ~ci disappear for symmetric lattices such as those used here. The constraints below
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result from the problem that the term in the square brackets in (2.25) must be 1. For wi > 0
it is

qf−1∑
i

wi = 1 ,

qf−1∑
i

wi ci,α = 0 ,

qf−1∑
i

wi ci,α ci,β = c2
s δαβ .

(2.26)

For advection-diffusion problems the conservation of momentum is not necessary, hence the
moments of the weights up to second order are sufficient, as given in (2.26). The lattice stencil
D2Q5 is appropriate and meets the constraints, Table 2.1. For Navier-Stokes problems, the
first and second moment of f eq

i lead to further limitations:

qf−1∑
i

wi ci,α ci,β ci,γ = 0 ,

qf−1∑
i

wi ci,α ci,β ci,γ ci,δ = c4
s (δαβ δγδ + δαγ δβδ + δαδ δβγ) .

(2.27)

Using the example of D2Q9, the corresponding weights wi, the velocities ~ci and the
corresponding speed of sound cs are evaluated in accordance with (2.26) and (2.27). In
general, ~c0 = ~0 is the zero velocity vector for particles that do not change the lattice node.
The velocity vectors ~c1, ~c2, ~c3, ~c4 point in the directions parallel to the directions in the plane
and have the order c = ∆x/∆t as described in Table 2.2. The remaining velocity vectors ~c5,
~c6, ~c7, ~c8 are diagonals of the size

√
2 c. Since the weights assigned to the velocity directions

of identical size are identical for reasons of symmetry, the weights wa, wb and wc > 0 are
introduced as

wa = w0 ,

wb = w1 = w2 = w3 = w4 ,

wc = w5 = w6 = w7 = w8 .
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Thus the final number of unknown weights is reduced to three. From the non-zero constraints
follows

1 =
qf−1∑
i

wi = wa + 4wb + 4wc ,

c2
s =

qf−1∑
i

wi c
2
i,1 =

qf−1∑
i

wi c
2
i,2 = c2 (2wb + 4wc) ,

c4
s =

qf−1∑
i

wi c
2
i,1 c

2
i,2 = c4 4wc ,

3 c4
s =

qf−1∑
i

wi c
4
i,1 =

qf−1∑
i

wi c
4
i,2 = c4 (2wb + 4wc) .

This results in c =
√

3 cs, wa = 4
9 , wb = 1

9 and wc = 1
36 .

Table 2.1 to Table 2.4 give the associated speed of sound cs, the weights wi and the
velocity vectors ~ci of the lattice stencils D2Q5, D2Q9, D3Q7 and D3Q19 with ~ci ∈ {−c, 0, c}d,
c := ∆x/∆t. In 2D it is ~ci = (ci,1, ci,2), in 3D it is ~ci = (ci,1, ci,2, ci,3). Exemplary, the D3Q19
stencil is given in Figure 2.1.

x

y
z

12

3

4

5

6

7

10

13

8

11

12 14

15

16

18

9
17

Figure 2.1: Schematic depiction of the D3Q19 stencil. The numbers represent the index i of
the velocity vectors ~ci.
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i 0 1 2 3 4
wi

1
3

1
6

1
6

1
6

1
6

ci,1 0 c 0 -c 0
ci,2 0 0 c 0 -c
‖~ci‖ 0 c c c c

Table 2.1: In the D2Q5 lattice stencil, cs = c√
3 . There are just lattice velocities in orthogonal

direction of length c. This lattice stencil fits for advection-diffusion problems [19].

i 0 1 2 3 4 5 6 7 8
wi

4
9

1
9

1
9

1
9

1
9

1
36

1
36

1
36

1
36

ci,1 0 c 0 -c 0 c -c -c c

ci,2 0 0 c 0 -c c c -c −c
‖~ci‖ 0 c c c c

√
2c
√

2c
√

2c
√

2c

Table 2.2: In the D2Q9 lattice stencil, cs = c√
3 [13, 17]. The lattice velocities in orthogonal

direction are of length c, the ones in diagonal direction are of length
√

2 c [31, 32].

i 0 1 2 3 4 5 6
wi

1
4

1
8

1
8

1
8

1
8

1
8

1
8

ci,1 0 c 0 0 -c 0 0
ci,2 0 0 c 0 0 -c 0
ci,3 0 0 0 c 0 0 -c
‖~ci‖ 0 c c c c c c

Table 2.3: In the D3Q7 lattice stencil, cs = c√
3.5 and the lattice velocities in orthogonal

direction are of length c [13]. This lattice stencil fits for advection-diffusion problems.

i 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18
wi

1
3

1
18

1
18

1
18

1
18

1
18

1
18

1
36

1
36

1
36

1
36

1
36

1
36

1
36

1
36

1
36

1
36

1
36

1
36

ci,1 0 c -c 0 0 0 0 0 0 0 0 c -c -c c c -c c -c
ci,2 0 0 0 c -c 0 0 c -c c -c 0 0 0 0 c -c -c c

ci,3 0 0 0 0 0 c -c c -c -c c c -c c -c 0 0 0 0
‖~ci‖ 0 c c c c c c

√
2c
√

2c
√

2c
√

2c
√

2c
√

2c
√

2c
√

2c
√

2c
√

2c
√

2c
√

2c

Table 2.4: In the D3Q19 lattice stencil, cs = c√
3 [17]. In addition, the lattice velocities in

orthogonal direction are of length c, the ones in diagonal direction are of length
√

2 c.
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Time and space discretization

From the common DdQqf lattice stencils it is already known that in most cases the underlying
lattice of the LBM is uniform, regular and structured [19]. The force-free discrete velocity
BGK-BE (2.24) is an ordinary differential equation

d fi (t, ~x)
d t = ∂ fi (t, ~x)

∂ t
+ ~ci · ∇fi (t, ~x) . (2.28)

According to He and Luo [33] and Krüger et al. [19] the integration of the above equation
over the time step ∆t using the method of characteristics results in

fi(t+∆t, ~x+~ci ∆t) = exp
(
−∆t
τBE

) (
1
τBE

∫ ∆t

0
exp

(
t′

τBE

)
f eq
i (t+ t′, ~x+ ~ci t

′) d t′ + fi (t, ~x)
)
,

(2.29)
with t′ ≤ ∆t. Assuming that ∆t is small and f eq

i is sufficiently smooth, and additionally a
forward Euler method (first order approximation) is chosen, the integral is replaced and it
follows

fi(t+ ∆t, ~x+ ~ci ∆t) = exp
(
−∆t
τBE

)
fi(t, ~x) + exp (−∆t/τBE)

τBE
f eq
i (t, ~x) ∆t , (2.30)

whereas terms of O(∆t2) are neglected. The extension of exp (−∆t/τBE) by Taylor and
keeping terms up to O(∆t) gives

fi(t+ ∆t, ~x+ ~ci ∆t) =
(

1− ∆t
τBE

)
fi(t, ~x) + ∆t

τBE
f eq
i (t, ~x) +O(∆t2) . (2.31)

Using the Chapman-Enskog extension it can be shown that the resulting scheme recovers
both the continuity and the Navier-Stokes equation. The second-order scheme is accurate
in space and time by simply changing the relaxation time τBE by ∆t/2 [29, 31, 34, 35]:

τ = τBE + ∆t/2 = µ/ρ c2
s + ∆t/2 . (2.32)

This results in the final spatially and temporally discrete form of (2.24).
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Lattice Boltzmann equation

The LBE is the discrete form of the BE and depends on a discrete velocity, position and
time space. The discrete form of the isothermal and force-free BE is given here:

fi(t+ ∆t, ~x+ ~ci ∆t) = fi(t, ~x)−∆tΩi (t, ~x) , (2.33)

for t ∈ Ih and for ~x ∈ Ωh. The discrete BGK collision term is

ΩBGK
i (t, ~x) = 1

τ
(fi(t, ~x)− f eq

i (t, ~x)) (2.34)

and is used in single relaxation time (SRT) methods. The SRT LBM scheme is the most
commonly used model due to its simplicity and efficiency. However, its accuracy and stability
that depend on the viscosities for fluid flows respective on the diffusivity for mass transport
is reduced. For small diffusivity, the time steps are small and therefore it is computationally
inefficient. The particles collide and relax in the direction of the discrete EDF f eq

i : Ih×Ωh →
R≥0 according to the relaxation time τ = µ/(ρ c2

s) + ∆t/2 with

f eq
i (t, ~x) = wi ρ

1 + ~ci · ~u
c2
s

− ~u · ~u
2 c2

s

+ (~ci · ~u)2

2 c4
s

 . (2.35)

cs and the weights wi ∈ R>0 depend on the underlying lattice stencil DdQqf. f eq
i must fulfill

the requirements for the moments of the distribution function just like fi. In the discrete
case the macroscopic quantities are given by

ρ =
∑
i

f eq
i (t, ~x) =

∑
i

fi(t, ~x) , (2.36)

ρ ~u (t, ~x) =
∑
i

~ci f
eq
i (t, ~x) =

∑
i

~ci fi(t, ~x) . (2.37)

Using the Chapman-Enskog analysis, the NSE is recovered from the LBM [26, 31, 36].
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Chapman-Enskog analysis

To recover the governing equations from the LBE, the multiscale analysis of Chapman-
Enskog is used as proposed in [19, 26, 31, 36]. First, the left hand side of (2.33) with (2.34)
is expanded by a Taylor series

fi(t+ ∆t, ~x+ ~ci ∆t) =
∞∑
n=0

(∆tDt,i)n
n! fi (t, ~x) , (2.38)

with Dt,i =
(
∂
∂ t

+ ~ci · ∇
)
. Using only the terms up to the second order, n = 0, 1, 2, and

including them in (2.33) gives

∆tDt,i fi (t, ~x) + ∆t2
2 D2

t,i fi (t, ~x) = −∆t
τ

(
fi(t, ~x)− f eq

i (t, ~x)
)

+O(∆t3) . (2.39)

Assuming fi is a solution of the LBE with respect to a small perturbation ε ≈ Kn. The
expansion of the perturbation of fi around the equilibrium distribution f eq

i is given by a
power series of ε and non-equilibrium distribution functions f (n)

i with small deviation from
equilibrium,

fi (t, ~x) = f eq
i (t, ~x) + ε f

(1)
i (t, ~x) + ε2 f

(2)
i (t, ~x) +O(ε3) . (2.40)

This perturbation does not affect the mass and momentum density, it is

∑
i

f
(1)
i (t, ~x) = 0 , respective

∑
i

f
(2)
i (t, ~x) = 0 , (2.41)

∑
i

~ci f
(1)
i (t, ~x) = 0 , respective

∑
i

~ci f
(2)
i (t, ~x) = 0 . (2.42)

The time deviation is expanded by the convective scale t(1) and the diffusive scale t(2),

∂

∂ t
= ε

∂

∂ t(1) + ε2
∂

∂ t(2) +O(ε3) . (2.43)

For the spatial expansion only a macroscopic scale is considered, since macroscopic processes
like advection and diffusion occur on similar spatial scales [31]. It is depicted by

∂

∂ xα
= ε

∂

∂ x
(1)
α

+O(ε2) , and ∇(1) =
(

∂

∂ x
(1)
1
, . . . ,

∂

∂ x
(1)
d

)
(2.44)

for α = 1, . . . , d.
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Omitting terms of higher order than three, inserting (2.40), (2.43), (2.44) into (2.39) and
splitting the latter into terms of different order in ε results in

O(ε1) :
(

∂

∂ t(1) + ~ci · ∇(1)
)
f eq
i = −1

τ
f

(1)
i , (2.45)

O(ε2) : ∂

∂ t(2)f
eq
i +

(
∂

∂ t(1) + ~ci · ∇(1)
) (

1− ∆t
2 τ

)
f

(1)
i = −1

τ
f

(2)
i . (2.46)

The conservation of mass and momentum is preserved by the moments of (2.45) and (2.46).
The zeroth and first moment of (2.45) for O(ε) results in the continuity and the Euler
equation (no friction) [31]:

∂ ρ

∂ t(1) +∇(1) · ρ ~u = 0 , (2.47)
∂ ρ ~u

∂ t(1) +∇(1) · Πeq = 0 , (2.48)

with the zero-order momentum flux tensor Πeq
αβ = ∑

i ci,α ci,β f
eq
i = ρ uα uβ+p δαβ and pressure

p = c2
s ρ [26]. Similar, the first and second order moments of (2.46) for O(ε2) lead to

∂ ρ

∂ t(2) = 0 , (2.49)

∂ ρ ~u

∂ t(2) +
(

1− ∆t
2 τ

)
∇(1) · Π(1) = 0 , (2.50)

with the first-order momentum flux tensor Π(1)
αβ = ∑

i ci,α ci,β f
(1)
i . Π(1)

αβ is obtained by the
second moment of (2.45),

Π(1)
αβ = − τ c2

s ρ

 ∂ uβ

∂ x
(1)
α

+ ∂ uα

∂ x
(1)
β

 . (2.51)

Here the terms O(~u3) and ~u · ∇ρ have been neglected, since they must be consistent with
the expansion of f eq

i and O(~u2). By inserting (2.51) into (2.50) and reversing the derivative
expansion, the compressible continuity and NSE are obtained with µ = ρ c2

s (τ − ∆t
2 ). In

case of small Mach numbers, Ma→ 0, the incompressible NSE are finally obtained with an
accuracy in the order of O(~u 2) in (2.4) and O(~u 3) in (2.5).
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2.3.3 Lattice Boltzmann method

The LBE in (2.33) can be divided into two subsequent steps. During the collision step

f collision
i (t, ~x) = fi(t, ~x)−∆tΩi (t, ~x) , (2.52)

the particles collide and fi is redistributed to the discrete velocity directions ~ci depending on
the collision operator Ωi. The post-collision distribution is given by f collision

i . The collision is
completely local on each node, information exchange with other nodes is not necessary. In
the subsequent streaming step, f collision

i is propagated to the nearest neighbor node ~x+~ci ∆t
in the corresponding direction ~ci while time is progressing:

fi(t+ ∆t, ~x+ ~ci ∆t) = f collision
i (t, ~x) . (2.53)

Such collide-stream approach provides LBM an inherent parallelization to the LBE algo-
rithm.

There are several approaches to initialize the discrete density distribution functions fi. In
this thesis, the distribution functions are initialized using equilibrium density functions from
initial macroscopic quantities. Boundary conditions are important and will be discussed
later in this thesis.

Convergence and accuracy of the scheme

To guarantee the accuracy of the macroscopic equations even in the case of a change in the
grid resolution, restrictions for ∆x and ∆t are given by the so-called diffusive (or parabolic)
scaling. The diffusive scaling describes their relation by ∆x2 ∝ ∆t. By doubling the grid
resolution, the new grid scale is half of the previous scale: ∆x′ = ∆x/2 , and the new discrete
time step is a quarter of the previous time step: ∆t′ = ∆t/4 .

2.3.4 Boundary conditions

The boundary conditions in LBM are different from the boundary conditions used in conven-
tional numerical techniques. Instead of the macroscopic quantities (pressure, velocity) the
unknown mesoscopic quantities (distribution functions) need to be specified at the boundary.
In case of a fluid-solid boundary, the incoming links are to be reconstructed, since they are
not updated during the streaming step.
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~x

fluid solid
~ci
~c−i

x

y

Figure 2.2: Schematic depiction of the half-way bounce-back boundary condition.

The lattice Boltzmann equivalent of a no-slip boundary condition (zero velocity) is the
bounce-back condition as proposed by Zou and He [37], see also [17, 30, 36]. It follows the
idea that the fluid particles hitting the boundary are reflected. This results in

fi = f−i . (2.54)

If the boundary is exactly in the middle between fluid and solid nodes it is second order
accurate in space [37], Figure 2.2.

An equivalent to the Dirichlet boundary condition with fixed value for e.g. velocity,
pressure or concentration is proposed by the Zou-He boundary conditions [37]. It is based
on the already described half-way bounce-back boundary conditions. In the following, the
velocity boundary condition is derived in 2D for a given boundary velocity ~u = (u1, u2) ∈
R2. The fluid nodes next to the boundary and the streaming directions ~c0, . . . , ~c8 are
schematically depicted in Figure 2.3. After the streaming step, the density distribution
functions f0, f1, f3, f4, f7, f8 are known, whereas f2, f5, f6 are to be determined. As (2.36)
and (2.37) are to be satisfied, it is

f2 + f5 + f6 = ρ− (f0 + f1 + f3 + f4 + f7 + f8) , (2.55)

f5 − f6 = ρ u1 − (f1 − f3 − f7 + f8) , (2.56)

f2 + f5 + f6 = ρ u2 + (f4 + f7 + f8) . (2.57)
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Using (2.55) and (2.57) gives

ρ = 1
1− u2

(
f0 + f1 + f3 + 2 (f4 + f7 + f8)

)
. (2.58)

Assuming that the bounce-back rule for the non-equilibrium part is correct for the flow
directions perpendicular to the boundary (f2 − f eq

2 = f4 − f eq
4 ), f2, f5 and f6 are obtained:

f2 = f4 + 2
3 ρ u2 , (2.59)

f5 = f7 −
1
2 (f1 − f3) + 1

2 ρ u1 + 1
6 ρ u2 , (2.60)

f6 = f8 + 1
2 (f1 − f3)− 1

2 ρ u1 + 1
6 ρ u2 . (2.61)

The subsequent collision step is applied to both the fluid and the boundary nodes. In a
similar manner, the pressure boundary condition is derived, see Zou and He [37]. Due to the
connection of the density ρ and the pressure p by the speed of sound cs,

p = c2
s ρ , (2.62)

cs =
√
RT [33, 38], ρ serves as a reference value for the pressure p.

x

y

~c1

~c2

~c3

~c4

~c5~c6

~c7 ~c8

boundary velocity ~u

Figure 2.3: Schematic depiction of the velocity boundary condition.
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For the mass transport of e.g. a reactive substance, an outlet boundary condition is
chosen to obtain the missing distribution functions at the boundary nodes ~xboundary. They
are evaluated by interpolating the neighboring nodes in the direction of the unit normal
vector ~n ∈ R3, pointing to the interior of the domain:

fi(~xboundary, t) = 0.5
(
fi(~xboundary + ~n∆t) + fi(~xboundary + 2~n∆t)

)
. (2.63)

This interpolation holds approximately the following conditions

∂ ρ ~u

∂ ~n
= 0 and ∂ ρ

∂ ~n
= 0 . (2.64)

Thus, the Neumann boundary conditions are inferred:

0 = ∂ ρ ~u

∂ ~n
= ~u

∂ ρ

∂ ~n
+ ρ

∂ ~u

∂ ~n
= ρ

∂ ~u

∂ ~n
. (2.65)

More details can be found in Junk and Yang [39].

2.3.5 Forcing scheme

To consider the force densities ~f in (2.5), an additional term is added to the standard LBE
in (2.33) as

fi (t+ ∆t, ~x+ ~ci ∆t ) = fi (t, ~x)− ∆t
τ

(fi (t, ~x)− f eq
i (t, ~x)) + ΩF

i (t, ~x) ,

with forcing (F) term ΩF
i : Ih×Ωh → R. An overview of available schemes to consider body

forces in LBM can be found in Guo and Shu [17] In this thesis, the scheme of Guo, Zheng,
and Shi [40] is used. The velocity ~ueq entering into the EDF f eq

i in (2.16) as well as the fluid
velocity ~u is replaced by

~ueq = ~u =
∑
i ~ci fi
ρ

+ ∆t ~f
2 ρ . (2.66)

The forcing term is given by

ΩF
i (t, ~x) = ∆t wi

(
1− ∆t

2 τ

) (
~ci − ~ueq

c2
s

+ ~ci · ~ueq

c4
s

~ci

)
· ~f . (2.67)

A two-scale analysis in time leads to the Navier-Stokes equation.
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2.3.6 Smagorinsky-Lilly turbulence scheme

A distinction is made between laminar and turbulent flows. In laminar flows the Reynolds
number is small. The fluid moves in an ordered manner in parallel layers, the flow is pre-
dictable and deterministic [41]. At higher Reynolds numbers, the flow behaviour is turbulent
and always unsteady, random and chaotic [42]. The flow velocity ~u (t, ~x) is composed of a
steady mean velocity ~u ′(~x) and a fluctuating velocity ~uf (t, ~x),

~u (t, ~x) = ~u ′(~x) + ~uf (t, ~x) . (2.68)

The turbulent eddies stretch, rotate and show a wide range of length scales. They cause a
very effective exchange of heat, mass and momentum and can break up into further eddies
due to the vortex stretching. Large eddies consist of a characteristic velocity and length
Lt ∈ R>0 [L] of the same order of magnitude as the mean flow. Since the associated
Reynolds number is large, large vortices are dominated by inertial effects, viscous effects are
small. Their structure is anisotropic. Small vortices receive their energy from large vortices
mainly through energy cascades. The smallest length scales are called Kolmogorov micro
scales ηt ∈ R>0 [L]. Their motion is dominated by both inertia and viscosity effects, the
corresponding Reynolds number equals one. The smaller the vortex, the smaller the energy
it contains. Its kinetic energy dissipates and transforms into internal thermal energy. Its
structure is isotropic.

Since turbulent flows are irregular and possess enormous time and length scales, a detailed
and completely resolved simulation like the direct numerical simulation is computationally
intensive [43]. More cost effective simulations are possible by turbulence modeling, e.g. in
large eddy simulations. The associated governing equations are the filtered incompressible
continuity and the Navier-Stokes equation. This involves resolving the large scales and
modeling the smallest scales as they are filtered in the governing equations, Figure 2.4. The
Smagorinsky-Lilly scheme adds an eddy sub-grid scale viscosity

µt = ρ (ct ∆x)2 ‖S‖ = ρ (ct ∆x)2
√

2Sαβ Sαβ (2.69)

to model the local sub-grid scale stresses that are proportional to the local strain rate

Sαβ = 1
2

(
∂ uα
∂ xβ

+ ∂ uβ
∂ xα

)
, (2.70)
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x

y

Figure 2.4: Schematic depiction of resolved (large scale) and unresolved (sub-grid scale)
eddies of turbulence.

α, β ∈ {1, . . . , d} [42]. ct ∈ R≥0 is the Smagorinsky constant and depends on the flow
problem. Different works suggest values of ct from 0.1 to 0.24. µt enters into (2.34) by the
modified relaxation time

τt = (µt + µ)/(ρ c2
s) + ∆t/2 . (2.71)

The Smagorinsky-Lilly scheme is applied to LBM by Hou et al. [44]. The strain rate

Sαβ = − 1
2 ρ τt c2

s

Παβ = − 1
2 ρ τt c2

s

∑
i

ci,α ci,β (fi − f eq
i ) (2.72)

is locally computed by the non-equilibrium stress tensor Παβ.

2.3.7 Lattice Boltzmann method for dissolved reactive substances

The LBM is also a suitable method for solving the mass transport equations for solutes given
by the ADRE in (2.6) [19, 45]. In this case, the LBE is given by

gj(t+ ∆t, ~x+ ~cj ∆t) = gj(t, ~x)− ∆t
τg

(gj(t, ~x)− geq
j (t, ~x)) + ∆t wj Rj(t, ~x) , (2.73)

with the distribution function gj : Ih × Ωh → R>0 [N L−3], lattice weights wj ∈ R and
relaxation time τg = D

c2
s

+ 0.5 ∆t ∈ R>0 [T]. Its dimensionless size is described by τ ′g. gj
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consists of qg ∈ N discrete velocity directions ~cj ∈ Ωc ⊆ R3, j = 0, . . . , qg − 1. The particles
collide and relax towards the linear EDF geq

j : Ih × Ωh → R≥0 [N L−3] [19, 46],

geq
j (t, ~x) = wj c

[
1 + ~cj · ~u

c2
s

]
. (2.74)

The concentration is calculated by the zeroth moment of gj, c := c(t, ~x) = ∑
j gj(t, ~x). The

source term R of the ADRE (2.6) is given by R := R(t, ~x) = ∑
j Rj(t, ~x) with the source

term Rj : Ih×Ωh → R. In this thesis, a linear first order rate kinetics for adsorption process
is assumed which is given by

Rj(t, ~x) = −K gj(t, ~x) , (2.75)

with sink factor K ∈ R [T−1].

2.4 Conclusion

First, an introduction into the different scales to describe fluid motion was given, followed
by the continuity, the NSE and the ADRE. Subsequent, the LBM were derived and the
Chapman-Enskog analysis showed that the governing equations are recovered from the LBM.
Specifications to the LBM e.g. to handle turbulence models or to incorporate body forces
were given. It was shown that the LBM also solve the mass transport with chemical reactions.
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3 Modeling and simulation

approaches of volume-averaged

reactive flows1

Volume-averaged equations provide a way to model dense reactive particle fluid flows. In
the following, the relevant equations for fluid flow and reactive mass transport through
the VANSE and the VAADRE are given. Finally, the lattice Boltzmann schemes for these
equations are discussed.

3.1 Governing equations

The conditions under which the methods of volume-averaging are applied are introduced by
Whitaker [48]. The intrinsic volume-average of a fluid property [·] with averaging operator
〈[·]〉 is defined as

〈[·]〉 = 1
Vf

∫
Vf

[·] dV ,

with fluid volume Vf ∈ R>0 [L3] and cell volume V ∈ R>0 [L3] [49, 50].

3.1.1 Volume-averaged Navier-Stokes equations

Following the volume-averaging procedure given by Whitaker [48] and Enwald et al. [49] the
volume-averaged continuity equation is given as

∂ ρ φ

∂ t
+∇ ·

(
ρ φ 〈~u〉

)
= 0 . (3.1)

1The contents of this chapter are accepted for publication in the following reference and are adapted for
this dissertation:
M.-L. Maier et al. “Coupling of multiscale lattice Boltzmann discrete-element method for reactive particle
fluid flows”. In: Phys. Rev. E 103 (3 2021), p. 033306. doi: 10.1103/PhysRevE.103.033306.

https://doi.org/10.1103/PhysRevE.103.033306
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The corresponding volume-averaged momentum equation is given as

∂ ρ φ 〈~u〉
∂ t

+
(
ρ φ 〈~u〉· ∇

)
〈~u〉= −φ∇〈p〉+ µ∇2φ 〈~u〉+ ~fext. . (3.2)

(3.1) and (3.2) together are referred to as the VANSE. φ : I × Ω → [0, 1] [−] is the fluid
volume fraction, also referred to as porosity of the media. A hydrodynamic drag force density
~fd : I × Ω → R3 [M L−2 T−2] accounts for the back-coupling force of the solid particles to
the fluid. ~fbody : I × Ω → R3 [M L−2 T−2] is an external body force density. The forces are
combined in the external force density ~fext. = ~fd + ~fbody.

3.1.2 Volume-averaged advection-diffusion-reaction equation

Applying the volume-averaging procedure as described in Wood et al. [51], the VAADRE is
given as

∂ φ c

∂ t
+∇ ·

(
φ c 〈~u〉−De∇ c

)
= R . (3.3)

In the equation above the dispersion term is neglected, a valid assumption for low to medium
Peclet numbers. The coupling with the fluid flow is done in a passive-scalar manner by the
averaged fluid velocity 〈~u〉, which is the solution of VANSE in (3.1) and (3.2). De ∈ R is the
effective diffusion coefficient [L2 T−1] that is related to the molecular diffusion coefficient of
reacting substances D ∈ R. The relationship is derived through differential effective media
theory which provides analytical expression for effective diffusion which is valid for both
moderate and high solid volume fractions [52, 53]. It is given by De = φ1.5D [54]. The term
on the right hand side of (3.3) is the source term R : I × Ω→ R [N L−3 T−1] for reactions.

3.2 Lattice Boltzmann method for the volume-averaged

Navier-Stokes equations

The LBM equation for VANSE is given as follows:

fi(t+ ∆t, ~x+ ~ci ∆t) = fi(t, ~x) + ΩBGK
i (t, ~x) + ΩPCR

i (t, ~x) + ΩF
i (t, ~x) . (3.4)
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The above equation depicts the evolution of the discrete particle density distribution function
fi : Ih × Ωh → R>0 for a specific time t ∈ Ih and position ~x ∈ Ωh. During the collision step,
fi is redistributed by the BGK-collision operator [23]

ΩBGK
i (t, ~x) = −∆t

τ
(fi(t, ~x)− f eq

i (t, ~x))

among qf ∈ N discrete lattice velocity directions ~ci ∈ R3, i ∈ {0, . . . , qf − 1}. It relax
towards the EDF

f eq
i (t, ~x) = wi φ(t, ~x) ρ

(
1 + ~ci · 〈~u〉eq(t, ~x)

c2
s

− 〈~u〉
eq(t, ~x) · 〈~u〉eq(t, ~x)

2 c2
s

+ (~ci · 〈~u〉eq(t, ~x))2

2 c4
s

)
(3.5)

with respect to the relaxation time

τ = µ

ρ c2
s

+ ∆t
2 .

〈~u〉eq(t, ~x) =
∑
i fi(t, ~x)~ci
φ(t, ~x) ρ + ∆t ~fd (t, ~x)

2φ(t, ~x) ρ , (3.6)

is the equilibrium velocity with the speed of sound cs ∈ R and the lattice weights wi ∈ R.
f eq
i is given by a Maxwell-Boltzmann distribution and is scaled by φ [55]. The second term
in (3.6) is added to apply force density ~fext. using Guo forcing scheme [40]. The forcing term
is written as

ΩF
i (t, ~x) = ∆t wi

(
1− ∆t

2 τ

)(
~ci − 〈~u〉eq(t, ~x)

c2
s

+ ~ci · 〈~u〉eq(t, ~x)
c4
s

~ci

)
· ~fext.(t, ~x) . (3.7)

Furthermore, the first moments of the distribution are scaled by φ to achieve the macro-
scopic quantities

φ(t, ~x) ρ =
∑
i

fi(t, ~x) and φ(t, ~x) ρ 〈~u〉(t, ~x) =
∑
i

fi(t, ~x)~ci . (3.8)

The pressure is obtained by p (t, ~x) = c2
s ρ/φ (t, ~x). It can be shown through the Chapman-

Enskog analysis that the above lattice Boltzmann scheme would recover following equation
in the macroscopic limits [55, 56]:

∂ ρ φ 〈~u〉
∂ t

+
(
ρ φ 〈~u〉· ∇

)
〈~u〉= −∇φ 〈p〉+ µ∇2φ 〈~u〉+ ~fext. . (3.9)
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Note that the above equation leads to incorrect pressure term for the case with varying
spatial porosity. Therefore a pressure correction term has been introduced in (3.4). The
pressure correction term (PCR) in this thesis is taken as follows

ΩPCR
i (t, ~x) = wi ρ

(
φ(t, ~x+ ~ci ∆t)− φ(t, ~x)

)
. (3.10)

This term upon Taylor-series expansion and Chapman-Enskog analysis would add 〈p〉∇φ
to the right hand side of (3.9) thus correcting the pressure term. This is a more simple
approach for implementation in the existing LB code than the modification of the streaming
step through scaling as suggested in Höcker et al. [56].

3.3 Lattice Boltzmann method for the volume-averaged

advection-diffusion-reaction equation

For the VAADRE, the two relaxation time (TRT) LBM is used [10, 13, 57] which is given
by

gj(t+ ∆t, ~x+ ~cj ∆t) = gj(t, ~x) + ΩTRT
j (t, ~x) + ΩRXN

j (t, ~x) . (3.11)

The TRT LBM scheme has some advantages compared to the SRT scheme while maintain-
ing algorithmic simplicity. One of the two relaxation parameters is linked to the physical
quantity, the other one adjusted to control the errors. Nevertheless, stability of simulations
is not necessary assured by switching from SRT to TRT [19]. Here, gj : Ih × Ωh → R>0

is the discrete particle density distribution function for the reactive mass transport with
j ∈ {0, . . . , qg − 1}, qg ∈ N and the discrete lattice velocity directions ~cj ∈ R3.

The general idea of the TRT scheme is to relax the symmetric (g+
j ), respective the anti-

symmetric (g−j ) part of gj,

g+
j = gj + g−j

2 , respective g−j = gj − g−j
2 ,

towards the appropriate EDF in (3.12),

geq+
j =

geq
j + geq

−j

2 , respective geq−
j =

geq
j − g

eq
−j

2 ,

using the two different relaxation parameters τ+ and τ−. The index −j refers to the opposite
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velocity direction of j ∈ {1, . . . , qg − 1}, i.e. ~cj = −~c−j. In the equation above, the TRT
collision operator is given by following equation

ΩTRT
j (t, ~x) = −∆t

τ+ (g+
j (t, ~x)− geq+

j (t, ~x))− ∆t
τ−

(g−j (t, ~x)− geq−
j (t, ~x)) . (3.12)

The source or sink operator is given by

ΩRXN
j (t, ~x) = ∆t wj R(t, ~x) , (3.13)

where wj = cφ/2 for j ∈ {1, . . . , qg − 1} and w0 = (1− 2 cφ) [57]. cφ ∈ R>0 is a constant pa-
rameter that is used to adjust the diffusion coefficient. It is necessary that cφ ≤ min(φ)/3 [10].
Here, it is given by cφ = 1/3.5. The two relaxation parameters τ+ and τ− are linked together
through the magic parameter (Λ) which is given as

Λ = (τ+ − 0.5) (τ− − 0.5) .

τ+ is a free parameter which is chosen to have a stable and accurate simulation. In the thesis
it is set to 1/4 which ensures optimal stability [58].

To recover (3.3), the appropriate EDF for orthogonal lattice [13, 57] is given as

geq
j (t, ~x) = c (t, ~x)

2

(
cφ + φ (t, ~x) ~cj · 〈~u〉(t, ~x)

)
, (3.14)

geq
0 (t, ~x) = φ (t, ~x) c (t, ~x)−

∑
j>0

geq
j (t, ~x) . (3.15)

The zeroth moment of gj is

φ (t, ~x) c (t, ~x) =
∑
j

gj (t, ~x) . (3.16)

With above LBE it can be shown that (3.3) can be recovered through the multi-scale
Chapman-Enskog analysis [13, 57]. The effective diffusion coefficient De is linked to τ−

through following relation:

De = φ (t, ~x) D = cφ

(
τ− − ∆t

2

)
.
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3.4 Conclusion

In this chapter, fluid flow and reactive transport processes around disperse and moving
particles were recovered in kind of a continuum framework through a volume-averaging
procedure. The displacement of the fluid and the reactive mass was considered by the VANSE
and the VAADRE. Specifications of the LBM to solve the equations were presented.
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4 Newton’s equations of motion for

particles

The motion of the solid particles is modeled using the DEM. It solves particle motions
by integrating Newton’s second law. While coupling with the fluid flow, e.g. hydrostatic
(buoyancy force) and hydrodynamic forces (drag force) are included. Particle interaction is
modeled using contact laws which account for forces due to particle-particle contacts and
friction between particles.

4.1 Newton’s equation of motion

Newton’s equation of motion is the governing equation for each of the finite number n ∈ N

of particles submerged in fluid. Depending on the desired setup, the motion of an immersed
particle is influenced by different forces. The equation for the force defines the translational
dynamics of the particle by the sum of all acting forces ~Fl : I → R3 [M L T−2]:

ml
d ~ul(t)

d t = ml
d2~xl(t)

d t2 = ~Fl(t) , (4.1)

for t ∈ I. The particles are numbered consecutively by the index l = 1, 2, . . . , n. In this
thesis each particle is treated as a spherical particle with mass ml ∈ R>0 [M], radius rl ∈ R>0

[L], particle position ~xl : I → Ω [L] and particle velocity ~ul : I → R3 [L T−1]. To consider
rotational dynamics of a particle, the sum of all torques ~Tl : I → R3 [M L2 T−2] influences
its orientation by

Jl
d ~ωl(t)

d t = ~Tl(t) . (4.2)

with the moment of inertia Jl ∈ R3 [M L2] and the angular velocity ~ωl : I → R3 [T−1]. In
case of a massive sphere it is Jl = 2/5ml r

2
l .
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4.2 Forces on particles

The forces occurring in the equation of Basset [59], Boussinesq [60] and Oseen [61] describe
the movement of a sedimenting sphere under gravity in an initially resting fluid. The equation
was later extended to unsteady and non-uniform flows [62]. In the following, the hydrostatic
(buoyancy), hydrodynamic (drag), gravitational, additional mass and body forces caused by
pressure gradients are presented. The basset force is excluded since its influence is small
here. More detailed descriptions can be found in [63, 64] or in the original literature.

The drag force ~Fd,l : I → R3 [M L T−2] depends on the relative acceleration between
particle and fluid,

~Fd,l(t) = 0.5 ρl cd,lAl
∥∥∥~u(t, ~xl(t))− ~ul(t)

∥∥∥
2

(
~u(t, ~xl(t))− ~ul(t)

)
, (4.3)

for t ∈ I and l = 1, 2, . . . , n. Al = π r2
l ∈ R>0 is the cross-sectional area of a spherical

particle. For non-rotating, spherical objects in an incompressible fluid flow, the dimensionless
drag coefficient cd,l = cd,l(Rel) ∈ R>0 [−] depends on the Reynolds number of the particle,

Rel = 2 rl ρ ‖~u− ~ul‖
µ

∈ R>0 . (4.4)

The standard drag curve represents the drag coefficient as a function of Rel and is shown in
Figure 4.1. It is approximated by a large number of empirical or semi-empirical equations
[65]. The dimensionless Stokes number St ∈ R≥0 describes the relationship between the
relaxation time Tl ∈ R [T] of a particle and the characteristic time Tch ∈ R [T] of the fluid:

St = Tl
Tch

= 2 ρl ρ r2
l Uch

9µLch
. (4.5)

Tl is the time a particle needs to reach a steady velocity under the influence of external
forces. For St� 1 the particle adapts directly to the fluid flow. In contrast, for St� 1 the
particle is hardly affected by changes in the fluid flow. In the Stokes flow regime (Rel < 1),
the drag coefficient is given by

cd,l = 24/Rel = 24µ
2 rl ρl

∥∥∥~u(t, ~xl(t))− ~ul(t)
∥∥∥

2

. (4.6)



4.2. Forces on particles 37

In combination with (4.3) this results in the Stokes drag force [66]

~FStokes,l(t) = 6 π µ rl
(
~u(t, ~xl(t))− ~ul(t)

)
. (4.7)

In Chapter 6, the drag coefficient of Schiller and Naumann [67] is used as proposed in [68]:

cd,l = 24
Rel

(
1 + 0.15 Re0.687

l

)
for Rel ≤ 1, 000 . (4.8)

100 101 102 103 104 105 106 107

10−1
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101

102

cd,l
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Stokes law

Figure 4.1: Representation of the drag coefficient cd,l as a function of Re for a sphere. The
curve is also called standard resistance curve ( adapted from [65]).

The weight ~Fg,l : I → R3 and buoyancy force ~Fb,l : I → R3 [M L T−2] is given by

~Fg,l(t) + ~Fb,l(t) =
(
ml − 4/3 π r3

l ρ
)
~g (4.9)

with the gravitational acceleration ~g ∈ R3 [L T−2]. The buoyancy force results from hydro-
static pressure fluctuations [69] and acts in the opposite direction to gravity.

The body force ~Fpg,l : I → R3 [M L T−2] resulting from the pressure gradient around a
particle along the fluid flow is given by

~Fpg,l(t) = −ml

ρl
∇p . (4.10)
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The added mass force ~Fam,l : I → R3 [M L T−2] is considered to account for the resistance
of the surrounding water during acceleration,

~Fam,l(t) = 0.5
(
4/3π r3

l ρ
)(D ~u(t, ~xl(t))

D t
− d ~ul(t)

d t

)
, (4.11)

as given in [70, 71].

4.3 Particle interaction

To describe particle contacts, there exist the hard- and the soft-sphere model [72]. The
hard-sphere model considers impulse-maintaining binary collisions of rigid spheres occurring
instantaneously and pairwise additively. The contacts are calculated in a chronological
order, making the model more suitable for low particle concentrations. In this thesis, the
soft-sphere model is applied that resolves a particle contact in time. Simultaneous contacts
of one particle with others are possible. After all contacts have been detected, the sum of
all contact forces enters into Newton’s equations of motion.

To compute the total contact force ~Fc,l : I → R3 [M L T−2] on particle l, the individual
inter-particle contact forces ~Fc,lk : I → R3 [M L T−2] of the particles k inside the contact list
of particle l are summed up:

~Fc,l(t) =
kl∑
k=1

~Fc,lk(t) , (4.12)

k = 1, 2, . . . , kl ∈ N≤n, k, kl 6= l, kl ≥ k. ~Fc,lk depends on the virtual displacement
δn,lk : I → R≤0 [L] between the interacting particles which is given by

δn,lk =

 (rl + rk)− ‖~xlk‖ , for ‖~xlk‖ < (rl + rk)
0 , for ‖~xlk‖ ≥ (rl + rk)

(4.13)

with conjunction vector ~xlk : I → R≤0 [L], see Figure 4.2. Several models exist for the
description of ~Fc,l. For more information about DEM and contact forces, see, for example,
[73, 74].
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In Yade that is used in Chapter 6, the contact force ~Fc,lk is divided into the normal force
~Fn,lk : I → R3 and the shear force ~Ft,lk : I → R3,

~Fc,lk(t) = ~Fn,lk(t) + ~Ft,lk(t) , (4.14)
~Fn,lk(t) = kn,lk δn,lk ~nlk , (4.15)
~Ft,lk(t) = kt,lk ~δt,lk . (4.16)

They depend on the normal kn,lk ∈ R [M L−2 T−2] and the shear stiffness kt,lk ∈ R [M L−2 T−2]
as well as on the normal δn,lk ∈ R≥0 [M] and the shear displacement ~δt,lk ∈ R3

≥0 [M]. The
latter is perpendicular to the normal ~nlk ∈ R3 [−] of the conjunction vector ~xlk ∈ R3.
kn,lk and kt,lk are determined by the particle’s material properties and are related to the
macroscopic Young’s modulus and the Poisson’s ratio [75]. The contact force ~Fc,l is taken
into account by the contact laws of Cundall and Strack [73] and results from the sum of the
contact forces ~Fc,lk in (4.14), (4.15) and (4.16) of the particles k that are in the contact list
of particle l, ~Fc,l(t) = ∑kl

k=1,k 6=l
~Fc,lk with k = 1, 2, . . . , kl ∈ N≤n [75]. As the contact force

acts on the virtual contact point of the particles, the torque is considered by

~Tc,l(t) = −dl ~nlk × ~Fc,lk , (4.17)

with distance dl ∈ R from particle center to the contact point. Since periodic boundaries are
used in this thesis, interactions between particles and walls are neglected. More information
about the contact detection and the contact laws in Yade is given in Smilauer et al. [76, 77].

~nlk ~xlkrl rk

δlk~xl ~xk

x
z

y

Figure 4.2: Schematic depiction of a particle-particle contact.
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4.4 Coupling of the components1

For the computation of the drag force and the added mass forces on particles in (4.3) and
(4.11), the fluid velocity ~u, respective the average fluid velocity 〈~u〉, at particle position
~xl(t) = (xl,1, xl,2, xl,3) is obtained through linear interpolation commonly used by different
authors [78–80] and is performed as

~u (t, ~xl(t)) = Σ~x∈Ωh
sl (t, ~x) ~u (t, ~x) , (4.18)

respective as
〈~u〉(t, ~xl(t)) = Σ~x∈Ωh

sl (t, ~x) 〈~u〉 (t, ~x) , (4.19)

where the interpolation operator sl : Ih × Ωh → [0, 1] is performed as

sl (t, ~x) =


Π3
d=1

(
1− |xl,d(t)−xd|

∆x

)
if |xl,d (t)− xd| ≤ ∆x for d ∈ {1, 2, 3} ,

0 otherwise .
(4.20)

Here, it is ~x = (x1, x2, x3) ∈ Ωh, the Euler grid spacing ∆x > 0 and the product operator Π.
The drag force acting on the fluid is computed through the momentum exchange principle,

i.e. the force acting on the fluid points is equal to that on the particles as given in (4.3)
but acting in reverse direction. The force enters into (3.2) through the force density which
is linearly interpolated by sl given in (4.20) on the fluid cell volume from the particle drag
force as follows

~fd(t, ~x) = −Σl∈{1,...,n} sl (t, ~x) ~Fd,l(t)
∆x3 , (4.21)

with the volume ∆x3 ∈ R>0 of a grid cell of the homogeneous Euler grid with spacing ∆x
[50, 81].

The porosity φ : I × Ω → [0, 1] [−] which accounts for the change in the volume of
fluid due to presence of solid particles in the Euler grid volume in (3.1), (3.2) and (3.3) is
computed by following equation

φ (t, ~x) = 1− Σl∈{1,...,n} sl (t, ~x) 4/3 π r3
l

∆x3 . (4.22)

1The contents of this section are accepted for publication in the following reference and are adapted for
this dissertation:
M.-L. Maier et al. “Coupling of multiscale lattice Boltzmann discrete-element method for reactive particle
fluid flows”. In: Phys. Rev. E 103 (3 2021), p. 033306. doi: 10.1103/PhysRevE.103.033306.

https://doi.org/10.1103/PhysRevE.103.033306
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The specific surface area As : I × Ω→ R [L−1] needed to get the source term R in (3.3)
is computed from the solid particle location,

As (t, ~x) = Σl∈{1,...,n} sl (t, ~x) 4 π r2
l

∆x3 . (4.23)

4.5 Conclusion

In this chapter, Newton’s equations of motion for solving particle motions were presented.
Considered forces acting on the particles were hydrostatic (buoyancy), hydrodynamic (drag),
gravitational, body force due to the pressure gradient, added mass forces as well as particle-
particle contact forces. The coupling of the components closes the chapter.
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The aim of this chapter is to introduce reactive particle fluid flows in a one-way coupled
Euler-Lagrange approach. In order to validate the simulation of the fluid flow field and
the mixing of the components, both in-situ studies using MRI and optical investigation are
performed. The applicability of the method to reactive particle fluid flows is demonstrated
by reactions on the surface of moving particles.

There are several studies that consider adsorption processes by a LBM. Agawar et al. [8]
and Manjhi et al. [9] consider adsorption processes on solid particles in a packed bed, as those
occur in the adsorption chromatography. They do not resolve the particles of the packed
bed, but assume a global reduction of the reactive substance concentration. Thus, they only
consider the water and the reactive substance by a coupled Euler-Euler approach that is
solved by a LBM. The reduction takes place in each grid cell of the Euler grid. Levesque et
al. [83] consider the reactive substance dissolved in the fluid and compute its transport by
the LBM with the size-spreading method. For this purpose, the adsorbed density and the
free density on the particle surface and the surrounding fluid are considered. The particles
are fixed and resolved. The validation of LBM simulations by MRI measurements is already
performed by Mantle et al. [84]. They compare their simulation results performed in a
packed bed with the measurements and achieve a good agreement. Manz et al. [85] use MRI
measurements to validate the simulations of the velocity field through a random packing of
spheres. To the authors knowledge, there exist no publications of adsorption processes onto
the surface of moving particles computed by LBM.

In this work, the overall objective is a novel Euler-Euler-Lagrange approach to consider
adsorption processes on moving particles. The fluids (water and reactive substance) of
the three-component flow are described by an Euler approach. As the reactive substance
concentration is high, the continuous model is used as it has a better order of convergence and
the coupling to the velocity field is easier and more efficient than a Lagrange approach [46,
86]. In contrast, the particles are considered as point particles and described with a Lagrange
approach. They are suspended in and carried by the water. The main aim of this paper is
to verify the Euler-Euler submodel describing the water and the reactive substance as this
is the base of the above mentioned approach. A further goal is to show the feasibility of the
Euler-Euler-Lagrange adsorption model.

This chapter is structured as follows. First, the model equations for the three com-
ponents (water, reactive substance, particles) are named (Section 5.1). Second, the LBM
and implementation aspects relevant to this work for both the water and the reactive sub-
stance is briefly provided (Section 5.2). The realization of the adsorption by a sink term
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is introduced. Third, a quick overview about the measurement of the fluid flow velocity
with MRI is given. MRI allows an in-situ study during the flow through the meandering
channel and is an established and proven method, e.g. in medical as well as in engineering
applications. Following, the results of the velocity field (Section 5.4.1) and the fluid mixing
experiments (Section 5.4.2) are presented, both obtained by simulations and measurements.
The convergence of the reactive substance is confirmed by determining the experimental or-
der of convergence (EOC) (Section 5.4.3). A simulation of the adsorption process on moving
particles shows the feasibility of the proposed approach (Section 5.4.5).

5.1 Governing equations and model assumptions

The dynamics of the three-component flow (water, reactive substance, particles) are consid-
ered as follows. The carrier fluid water is described with the incompressible and force-free
NSE (Section 2.2.1, ~f = 0). The reactive substance is assumed to be dissolved in water
and is given by the ADRE (Section 2.2.2). The adsorption is considered by the sink as
follows. Of the different types of adsorption processes, only the physical sorption is taken
into account [87]. That means, by varying e.g. the concentration of the reactive substance,
the temperature or the pH value, the adsorbed species can be removed from the surface.
This removal is also called desorption. Here, a sudden adsorption to the particle is assumed,
as shown e.g. in Manjihi et al. or Anderl et al. [9, 88]. Finally, the sink term in (2.6) is given
by

R = −K c in I × Ω , (5.1)

with adsorption coefficient K ∈ R [T−1]. The adsorption is carried out locally at the location
of the particles that are described by a discrete particle method. As the load on the particle
surface by adsorption is only little compared to the particle mass, both the particle mass
and the radius are assumed to be constant. Each particle is treated as a spherical particle
and rotation is neglected. The total force in (4.1) is given by the Stokes drag force (4.7),

~Fl(t) = ~FStokes,l(t) . (5.2)

Here, the fluid velocity ~u(t, ~xl(t)) is interpolated from the directly surrounding Euler grid
points to the discrete particle position ~xl(t). Certainly, other forces can be considered, e.g.
the gravitational force. As they are of minor importance here, their influence is neglected.
Here, one-way coupling from the fluid forces to the particles suffices, as the particles are
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small and the suspension is assumed to be dilute. Interactions between the particles and
the walls can be neglected. During the adsorption processes, the load on the particle surface
is neglected as it is little compared to the particle mass. Just the information about the
particle position is important for (2.75) as the concentration is reduced at the neighboring
Euler grid point next to the particle position.

5.2 Numerical approach and implementation aspects

The computation of the fluids is based on the SRT-LBM [89, 90]. Newton’s equations of
motion for the particles are solved with the explicit Euler approach [86, 91]. For the fluid
flow simulation, the D3Q19 stencil (qf = 19) is used. The corresponding values for ~ci, wi
and cs are given in Table 2.4. For the reactive mass transport, a D3Q7 stencil (qg = 7) is
used. The corresponding properties of the stencils are given in Table 2.3. All simulations are
realized in OpenLB (http://www.openlb.net) where the computational performance can
be improved by domain decomposition methods [92, 93].

5.3 Velocity mapping by magnetic resonance imaging

In order to verify the simulated flow velocities, MRI measurements such as velocity mapping
is provided. More detailed description of the method can be found in the literature [94, 95].
MRI velocity mapping is a well-established method to determine flow. It employs the phase
shift induced by moving molecules that are exposed to a flow encoding magnetic gradient
field. These phase shifts are proportional to the velocity of the moving fluid. Comparison
of encoding and decoding phases allows the computation of so-called velocity maps. They
usually consist of two or three dimensional velocity-encoded images and magnitude images
(color maps), which reflect the velocity at each pixel or voxel. To obtain this information,
the radio frequency excitation pulse of the MRI sequence is followed by a bipolar encoding
gradient. The spatially varying encoding gradient pulse ~G : I → R3 superimposes the static
magnetic field ~B0 ∈ R3 of strength B0 ∈ R of the MRI tomograph. This causes a shift in
the Lamor frequency ωL : I × Ω → R>0 of the spins, depending on their location ~x in the
magnetic field:

ωL(t, ~x(t)) = γ B0 + γ ~x(t) · ~G(t) . (5.3)

The gyrometric ratio γ ∈ R is a natural constant and characteristic for the measured isotope.
The integral of (5.3) results in the phase of the precessing magnetization φk : I → R

http://www.openlb.net
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with the index k = 1, 2, 3 for the different directions in space [94], ~x = (x1, x2, x3) and
~u = (u1, u2, u3). Assuming constant flow, Taylor expansion approximates the integral to

φk(t) = γ M0,k xk(t) + γ M1,k uk(t) + φ0,k . (5.4)

The first term on the right hand side of (5.4) defines the magnetization phase due to the
position of a volume element, the second term describes its motion by a constant flow velocity.
The additional background phase φ0,k ∈ R depends on the experiment. The zeroth and first
order gradient moments M0,k and M1,k ∈ R are integrals of the magnetic field gradient, M1,k

depends on the length, direction and amplitude of the flow encoding gradient. By measuring
two images with different M1,k (e.g. M1,k = 0 and M ′

1,k 6= 0), the resulting phase difference

∆φk(t) = γ (M1,k −M ′
1,k)uk

can be used to calculate the flow velocity ~u [94].

5.4 Results and discussion

For reasons of simplification, the investigations of the flow properties are carried out in a
passive mixer, a simple meandering channel. Passive mixing takes place by diffusion and
advection. Static mixers usually have a simple structure and are easy to handle [96]. A direct
comparison of the simulation results with the measurements is possible. To investigate the
adsorption processes in the mixer by simulation, the flow field and the mixing of the fluids
are of particular interest. Table 5.1 gives a short overview of the individual experiments that
are all performed by the simulations. In addition, the velocity field and the fluid mixing are
examined by the measurements to verify the simulations. Figure 5.1 shows the static mixer
that is used for the velocity and adsorption experiments (Section 5.4.1, Section 5.4.5). It is a
serpentine mixer with 90 degree curves and a rectangular channel cross section of 1.0×10−3 m
to 2.0× 10−3 m. It consists of two inlets, one outlet and has a total length of 2.7× 10−2 m.
For the fluid mixing, the geometry is slightly modified as explained in Section 5.4.2. The
EOC is investigated in a T-shaped mixer that is used for reasons of simplicity (Section 5.4.3).
In the following, the setups of the different simulations and measurements are described.
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experiment velocity field fluid mixing EOC adsorption

Subsection 5.4.1 5.4.2 5.4.3 5.4.5

simulation yes yes yes yes

measurement MRI ink solution no no

geometry Figure 5.1 Figure 5.1 (modified) T-shape Figure 5.1

Table 5.1: Overview of the different experiments.

Figure 5.1: Geometry of the static serpentine mixer with a rectangular channel cross section
of 1.0× 10−3 m to 2.0× 10−3 m and a total length of 2.7× 10−2 m.

5.4.1 Velocity field experiments

As the velocity field is the base of all further investigations concerning the fluid mixing or
the adsorption processes, its correct computation is of great importance. The verification of
the simulation results is carried out by MRI measurements. Since the phosphate solution is a
highly dilute aqueous solution, water is used for both the simulations and the measurements,
with density ρ = 1.0 × 103 kgm−3 and dynamic viscosity µ = 10−3 kg m−1 s−1 and the
volumetric flow V̇ = 1.0 × 10−7 m3 s−1 at the outlet. Further physical model parameters
are shown in Table 5.2. The parameter L ∈ R>0 is the characteristic length and equals the
hydraulic diameter of the flow channel in the mixer. The characteristic velocity U ∈ R>0

corresponds to the maximum flow velocity of the fluid at the outlet of the mixer assuming
a Poiseuille profile. In a channel with a rectangular cross section, the mean velocity is
computed by U as described in [97] and results in the Reynolds number Re = 66.5.
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parameter values

L 1.33× 10−3 m

U 9.96× 10−2 m s−1

V̇ 1.00× 10−7 m3 s−1

Re 66.5

Table 5.2: Model parameters for the velocity field experiments.

Setup of the LBM simulations

For the LBM simulation of the NSE, the spatial discretization in physical units is set to
∆x = 2.5 × 10−5 m, the temporal discretization to ∆t = 1.3 × 10−6 s. The value of the
dimensionless relaxation time τ ′ = 0.506024 is fixed and remains unchanged for both the
variations in time and space resolution. Standard boundary conditions are applied for the
simulation. Dirichlet boundary conditions for the velocity computation are defined at both
inlets, at which a Poiseuille inflow profile is assumed. The maximum velocity of 0.5U is
reached after a certain build-up period at the inlet. At the outlet, the same boundary
condition applies for the pressure with a given density of one. On the channel wall, half-
way bounce-back conditions are defined. The steady state is obtained and the simulation
is stopped after the residual of the maximum velocity in the mixer is reached and a certain
physical time is passed.

Setup of the MRI measurements

The real mixer for the velocity field experiments (see Figure 5.1) as well as the connectors
for the inlets and the outlet are fabricated by a 3D printer using fused deposition modeling.
The connectors open parallel to the flow plane in the mixing channel. The top of the channel
is sealed by an acrylic glass to provide optical transparency into the mixer. The glass is fixed
by a low viscous acrylic adhesive that is cured with ultraviolet light. To measure the flow
velocities, water is fed into the two inlets of the mixer.

The experimental verification of the simulated velocities is provided by MRI with a ve-
locity mapping method (see Section 5.3). The FLOWMAP_velocity pulse sequence (Bruker
BioSpin GmbH, Rheinstetten, Germany) uses a bipolar flow encoding gradient that is applied
in between the radio frequency excitation pulse and the signal readout (see Section 5.3). The
parameters used for image acquisition are summarized in Table 5.3. The MRI measurements
are performed on a 200 MHz MRI tomograph (Bruker Avance 200 SWB, Bruker BioSpin
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GmbH, Rheinstetten, Germany) with a magnetic flux density of 4.7 T. The tomograph has
a vertical bore of 1.5× 10−1 m. In the radio frequency probe head with an inside diameter

parameter coronal slice axial slice

matrix 128×256 128×128

echo time 7× 10−3 s 7× 10−3 s

recycle delay 1 s 1 s

number of averages 2 4

field of view / 10−3 13×26 5×5

slice thickness 0.5×10−3 m 1.0×10−3 m

Table 5.3: MRI sequence parameters for the flow velocity measurements.

of 2.5 × 10−2 m the mixer is fixed vertically. To ensure equal volumetric flow rates at the
two inlets of the mixer, two high-performance liquid chromatography (HPLC) pumps are
utilized (HPLC Pump P580, Dionex Softron GmbH, Germering, Germany). The high accu-
racy and low pulsation of the flow is one main advantage of these pumps that are often used
in chromatography. The velocity measurements are performed in a coronal slice (x-y plane)
in the middle of the mixing channel and in an axial slice (x-z plane) between two 90 degree
curves of the mixer. For each component of the velocity vector, a single measurement with
a different direction of the flow encoding gradient is carried out.

Results and discussion

Figure 5.2 to Figure 5.4 show that the velocity magnitude of the simulation is in a very good
agreement with the one of the measurements. Deviations may occur due to the fact that
the planes of the signal detection in the MRI measurements are placed by optical criteria.
Furthermore, the MRI signal is measured in a layer of 5.0×10−4 m thickness for the coronal
slice, respective 1.0 × 10−3 m thickness for the axial slice. As the shape of the real mixer
may differ from its original geometry within the scope of the 3D-print precision, that may
influence the real flow field. Nevertheless, the flow field analysis in the coronal and axial
slice shows sufficiently good agreement in both the MRI measurements and the simulation.

Figure 5.2 shows the magnitude of the velocity ~u by simulation (a) and measurement (b)
in the coronal cut of the channel (x-y plane, z = 5.0×10−4 m). In contrast to the simulation,
there are dark blue areas within the channel in the experiments. They appear in the corners
and at the edge of the mixing channel and are caused by air bubbles that cannot be removed
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by tapping against the mixer. Since the air bubbles are small and located on the walls,
their influence on the fluid flow is negligible. The connections of the hoses attached to
the inlets and the outlet influence the flow profile, too. Therefore, exact comparison of
measurement and simulation is not possible. Nevertheless, the velocity magnitude ranges
to 1.4 × 10−1 m s−1 in both cases and is represented by a color scale that goes from blue
to red in Figure 5.2. Red colored parts depict high velocities of about 1.1 × 10−1 m s−1 to
1.4 × 10−1 m s−1, blue parts symbolize low values of about zero to 4.0 × 10−2 m s−1. For
both experiment and simulation, the flow velocity at the inner curve is larger than the one
on the outside. All in all, the results show very good agreement.

(a) (b)

Figure 5.2: Magnitude of the simulated (a) and measured (b) velocity ~u in the coronal cut
(x-y-plane, z = 5.0× 10−4 m). The dark blue areas within the channel are obvious in (b) and
are caused by air bubbles at the walls.

Referring to the axial cut between two 90 degree curves in the middle of the mixer (x-
z-plane, y = 2.0× 10−2 m), the velocity components ux, uy, uz of the simulation results are
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depicted in Figure 5.3 (a)-(c), corresponding MRI results are shown in Figure 5.3 (d)-(f). In
Figure 5.3 (d)-(f), the points outside the rectangular channel cross-section arise from noise of
the MRI measurements and are not taken into account. In Figure 5.3 (a) and (d), ux is shown.

(a)

(b)

(c)

(d)

(e)

(f)

Figure 5.3: Velocity components ux, uy, uz of ~u (from top to bottom) in the axial cut (x-z-
plane, y = 2.0× 10−2 m) by simulation (a)-(c) and MRI measurements (d)-(f).

Its values range from −2.5× 10−2 m s−1 to 2.5× 10−2 m s−1 for both the simulation and the
MRI results. On top as well as at the bottom, the values are larger or equal to zero, negative
values occur in the middle of the channel height. The results coincide very well with those
of the simulation. The maximum of the velocity component uy, depicted in Figure 5.3 (b)
and (e), is shifted more to the outside of the curve (to the left, x ≈ 5.7 × 10−3 m). This
shift is based on the centrifugal forces that occur in the curves. At the wall, the values
tend to zero but still remain positive. Differences between the measured and simulated flow
velocities are most noticeable for uy, the main flow direction at the position of the considered
cross-sectional area. The maximum values of the MRI measurement (dark red colored in
Figure 5.3 (e), about 1.1× 10−1 m s−1) are larger compared to those of the simulation (red
colored in Figure 5.3 (b), about 1.0× 10−1 m s−1). The relative error is about 9%. Besides
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slight fluctuations in the feed pressure, differences in the results of the measurement and the
simulation might be caused by inaccuracies in the 3D-printed mixer geometry. Considering
the velocity component uz in Figure 5.3 (c) and (f), the range is between −1.0× 10−2 m s−1

and 1.0 × 10−2 m s−1 and is a lot smaller than in case of the other two components. The
z-plane is divided into four regions. uz is positive in the upper left and lower right quarter,
whereas it is negative in the bottom left and upper right parts. On the whole, the velocity
components of the MRI measurements are in good agreement with the simulation results in
the axial cross-sectional area of the mixer.

In addition to Figure 5.2 and Figure 5.3, the quantitative agreement between of MRI
measurement and simulation is highlighted in Figure 5.4 by the plot of the magnitude of ~u
over x for y = 2.0 × 10−2 m and z = 5.0 × 10−4 m. It is evident that the maximum of the
velocities, that are in good accordance, are shifted to smaller x-values because of the right
turn of the mixer.

Figure 5.4: Magnitude of the velocity ~u over x for y = 2.0 × 10−2 m and z = 5.0 × 10−4 m
obtained by MRI measurement and simulation.

The projection of ~u on the axial cross-section plane, depicted by black arrows in Fig-
ure 5.5, shows a symmetrical double vortex extended across the entire cross section. This
vortex is called Dean vortex [98].

5.4.2 Fluid mixing experiments

In order to gain insight into the reactive substance transport due to mixing effects in the
mixer, the mixing process is examined by comparison between simulation and measurement.
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‖~u‖ / m s−1

Figure 5.5: The Dean vortex is visualized by the velocity vectors projected into the cross-
sectional plane that is colored by the magnitude of ~u.

An ink solution and water are used to enable optical examination. To qualitatively compare
both experiments, it does not matter whether an ink or a phosphate solution is utilized as
the ink pigments are chemically dissolved in the water. The diffusion coefficients of the ink
molecules and the phosphate ions are of the same order and set to D = 1.0 × 10−9 m2 s−1.
To achieve a volume flow of 3.30 × 10−8 m3 s−1 at the outlet, the maximum velocity U =
3.32× 10−2 m s−1 is chosen. The physical model parameters are shown in Table 5.4.

parameter values

L 1.33× 10−3 m

U 3.32× 10−2 m s−1

V̇ 3.30× 10−8 m3 s−1

Re 22.21

Table 5.4: Model parameters for the fluid mixing experiments.

Setup of the LBM simulations

First, the velocity field is computed as described in Section 5.4.1 with τ ′ = 0.50602 and
∆x = 5.0 × 10−5 m, ∆t = 5.2 × 10−5 s. The velocity field is stored for each grid point of
the lattice. Subsequently, it is linked to the computation of the concentration transport
according to Section 2.3.7. For both the velocity and the concentration simulation, the
space discretization is the same. In case of the concentration transport, the time resolution
(∆t = 4.5 × 10−5 s) is larger than in the velocity simulation. This results in τ ′g = 0.5008
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which is just large enough to avoid numerical instabilities that occur for values of τ ′g towards
0.5.

At the right inlet where the reactive substance enters the mixer, a Dirichlet boundary
condition is set with fixed value for the concentration as proposed by Zou and He [37]. At the
outlet, a convection boundary condition is chosen that computes gj at the boundary nodes
by interpolation of the adjacent nodes, see Trunk et al. [46] and Junk and Yang [39]. As the
wall of the mixing channel is impermeable for the concentration, a bounce-back condition is
employed for the walls as well as at the second inlet where the water flows in.

Setup of the ink experiments

For the real mixing experiments, a predecessor mixer model similar to the one in Figure 5.1 is
used. The main differences are the dead volume in the rear part (Figure 5.6) and the connec-
tions perpendicular to the mixer plane. For the mixing experiments, a syringe pump (Twin
Syringe Pump 33, HARVARD Apparatus) is utilized. In order to investigate the mixing
process in real experiments, the mixer is vertically mounted to ensure similar conditions to
the velocity measurements in the MRI tomograph. Optical experiments show no differences
in the mixing quality depending on the mounting.

Results and discussion

The comparison of Figure 5.6 (a) and (b) shows that the simulation of the reactive substance
transport (a) coincides well with the mixing experiments with ink and water (b). In the
simulation, the reactive substance enters the mixer at the right inlet. As already mentioned
in Section 5.4.2, the utilized geometries of the simulation and the ink experiment differ. In
the real mixer, the air cannot escape the dead volume at the end of the mixer. As this
does not disturb the mixing process in the rest of the channel, it is not significant for the
performed investigations.

In Figure 5.6 (b), the mixer is presented in top view. Depending on the direction of the
mixer’s curve, the interfaces of the water and the ink are pushed one into the other. At the
transition zone, the violet coloring is more transparent because the layers of the ink solution
are smaller compared to the parts where no transition of ink and water takes place. Because
of the transparency of water, the observer is able to see into the mixer and does not only
look at the upper layer of the mixed components. As a result, the mixing width seems to
be more pronounced compared to the simulation results in Figure 5.6 (a), left, where the
horizontal center cross-sectional plane is depicted. In Figure 5.6 (a), right, the distribution of
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c / mol m−3
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Figure 5.6: Fluid mixing by simulation (a) (water and reactive substance) and ink experiment
(b) (water and ink solution) with a volume flow of 3.3× 10−8 m3 s−1 and a maximum velocity
of 3.32× 10−2 m s−1 at the outlet. An air bubble is trapped in the dead volume at the end of
the mixer.

the reactive substance and water is illustrated within the cross section normal to the x-axis
of the mixer (black dashed line). In the horizontal parts of the channel, a clear interface of
the two fluids is visible due to the centrifugal forces. The diffusive mixing occurs as a fluent
transition from high (red colored) to low (blue colored) reactive substance concentration.
The layering of the two components points to a convective mixing phenomenon through the
90 degree deflections and indicates the Dean effect. Both experiment and simulation shows
the layering of the components in a very well manner.

5.4.3 Error determination of the reactive substance

To confirm that the simulation of the reactive substance converges, a series of five simulations
is performed to determine the EOC of the mean reactive substance concentration at the outlet
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of the T-shaped mixer. This geometry is used for reasons of simplification. In contrast to
the serpentine mixer, it consists of a straight channel instead of a meandering one. The
velocity and concentration computation is performed as already described in Section 5.4.2
with U = 1.00 × 10−2 ms−1, respectively with a volume flow of 1.03 × 10−8 m3 s−1 at the
outlet. While the relaxation time τ ′g = 0.5008 remains constant for all five simulations, both
the space (∆x = 1.0 × 10−4 m) and the time resolution (∆t = 2.0 × 10−3 s) are refined
successively by diffusive scaling [19]. That means the refinement is conducted by ∆xh−1

and ∆t h−2 for the spacing h ∈ {1, 2, 3, 4}. The relative error

err(h) :=

√√√√√√√√
(∑

Ωh,outlet
c(t,~x)

#Ωh,outlet
−∑Ω8,outlet

c(t,~x)
#Ω8,outlet

)2

(∑
Ω8,outlet

c(t,~x)
#Ω8,outlet

)2

is the error of the computed mean reactive substance concentration

ch =
∑

Ωh,outlet

c(t, ~x)
#Ωh,outlet

(5.5)

for the spacing h with respect to the computed mean reactive substance concentration of
the spacing h = 8 at the outlet.

It is confirmed that the simulation of the reactive substance converges by computing the
EOC at the outlet of the T-shaped mixer. The values of ch obtained at the outlet are listed
in Table 5.5 and converge towards 0.5. Since equal amounts of water and reactive substance
are mixed, this value is reasonable. In Figure 5.7, err(h) is depicted as a function of h in a

h ch

1 0.480458

2 0.494237

3 0.496553

4 0.497250

8 0.498994

Table 5.5: Mean concentration of the reactive substance at the outlet of a T-shaped mixer
computed with different spacings h.

double logarithmic representation. It decreases with increasing lattice refinement. The EOC
equals the slope of a straight line in the double logarithmic plot. This reduction corresponds
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to the expected value of two for the EOC referring to the calculation of the ADRE with
LBM [99].

Figure 5.7: Double logarithmic representation of the relative error err(h) as a function of the
resolution h with EOC = 2.

5.4.4 Validation of a global sink by an analytical solution1

To validate the reactive substance transport inclusive reactions by an error study, a 3D test
case of transport and reaction is chosen. The simulation is compared with the analytical
solution given by Bear [100] and Van Genuchten and Alves [101]:

canalytic(t, x) = c0

2

(
exp

(
x (u1 − U)

2D

)
erfc

(
x− U t
2
√
D t

)
+ exp

(
x (u1 + U)

2D

)
erfc

(
x+ U t

2
√
D t

))
,

(5.6)
with U =

√
u2

1 + 4KD and complementary error function denoted as erfc.
The size of the domain is (50, 5, 5) m for the (x, y, z)-direction, Figure 5.8. The initial

concentration is cin = 1 mol m−3 at the inlet (x = 0m) and c = 0 mol m−3 in the rest of
the domain, with D = 0.1667 m2 s−1, constant velocity ~u = (0.01, 0, 0) m s−1 and globally
executed reaction R = K c in (2.6) with K = −0.01 s−1 and K = 0 s−1. The boundaries
in x-direction are fixed concentration boundary conditions, in y- and z-direction, bounce-
back is applied. The simulation duration is t = 200 s. The dimensionless relaxation time is
τ ′g = 0.542 and is kept constant for the grid convergence study by diffusive scaling.

1The contents of this section was generated during the research stay at Paul Scherrer Institute, Villigen,
Switzerland, and is not part of [91].
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Figure 5.8: Setup of the validation case for the global sink.

The error study is conducted at nine points (x = 5, 10, . . . , 45 m, y = z = 2.5 m). The
relative error in concentration errc(h) is computed by

errc(h) :=

√√√√√√√√
∑
x=5, 10, ..., 45 m

(
canalytic(200 s, x)− ch(200 s, x)

)2

∑
x=5, 10, ..., 45 m

(
canalytic(200 s, x)

)2 , (5.7)

at nine points within the simulation domain and with grid resolution h = {25, 50, 100,
150, 200} and comparison to the analytical solution. It is smaller than about 0.1% for
K = −0.01 s−1. For no sink (K = 0 s−1), it is smaller than about 0.01%. The EOC is
given by the slope of the error fit line of errc(h) over ∆x in the double-logarithmic plot in
Figure 5.9 and is about 1.2. This might result from bounce-back boundaries. Nevertheless,
the simulation converges in both cases.

5.4.5 First adsorption simulation

To perform the simulation of the adsorption on moving particles suspended in water, the
maximum velocity at the outlet is set to U = 1.00 × 10−2 ms−1, Re ≈ 7. This corresponds
to a volume flow of 1.03 × 10−8 m3 s−1 at the outlet, the dimensionless relaxation time is
τ ′g = 0.5016. The velocity and concentration simulation is performed as already described
in Section 5.4.2 with ∆x = 5.0× 10−5 m and ∆t = 1.0× 10−3 s. The adsorption is modeled
by a linear reduction of the reactive substance concentration at the Euler grid point that is
the direct neighbor of the discrete particle positions. In the experiment, the adsorption rate
(2.75) is set to K = 0.1 s−1.

After the steady state in the concentration simulation is reached, the particles are gen-
erated at the left inlet of the mixer. Before the particles are injected, the initial mean
concentration at the outlet is referred to as c(0). The temporal decrease in the concentra-
tion is given by c(t). During a time of 60 s, every hundredth of a second 38 particles are
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Figure 5.9: The relative error errc of the concentration computed at nine points within the
simulation domain is smaller than about 0.1% for K = −0.01 s−1. For no sink (K = 0 s−1), it
is smaller than about 0.01%.

generated at the left inlet of the mixer until a total amount of 76,836 particles is reached.
The particles are assumed to be ideal round with radius rl = 9.5 × 10−5 m and density
ρl = 3.25× 103 kgm−3.

The results of the first simulation of the adsorption process on moving particles in the
meandering mixer are presented. By increasing number of simulated particles, the concen-
tration decreases at the outlet of the mixer. Figure 5.10 shows the temporal progress of the
adsorption concentration in response to an injection pulse of particles. The maximum num-
ber of 44,321 particles within the mixer is reached at about 20 s, then the number decreases
to zero during the next 40 s. Six seconds after the first particle injection, the relative con-
centration c(t)/c(0) decreases. With increasing particle number the relative concentration
decreases until it reaches its minimum value of about 0.9 after 26 s.

5.5 Conclusion

In this work, an adsorption model is proposed that consists of a novel Euler-Euler-Lagrange
approach. It considers adsorption processes of a solute (reactive substance) on moving par-
ticles suspended in water. The experiments are performed in a static mixer. The mixer
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Figure 5.10: Response to an injection pulse: temporal progress of the first adsorption exper-
iments.

is chosen as it is an appropriate geometry to perform both the simulations and the mea-
surements. As the fluid flow field and the mixing of the three components influence the
adsorption, the verification of the simulations are conducted by measurements.

First, the models for the three components were introduced. The water flow was modeled
by the NSE, the reactive substance concentration by the ADRE. The adsorption was modeled
by a sink term in the ADRE. The Henry adsorption isotherm was used as a simple linear
adsorption model. All particles were assumed to be point particles and described with a
discrete particle method. Their trajectories were modeled with Newton’s equation of motion.
Second, both the velocity field and the reactive substance concentration in the mixer were
simulated using a LBM. The realization of the sink term was introduced. The adsorption
was performed at the neighbor point on the Euler grid next to the position of the Lagrange
particles.

The simulation and the MRI measurements of the velocity field experiments show good
accordance in the magnitude of the velocity (in the coronal cross-section) and its components
(in the axial cross-section). The results match very well, qualitatively and quantitatively.
The largest differences are most noticeable for the main flow direction uy, the relative error
is about 9%. For the fluid mixing, experiments were conducted with water and an ink
solution. Simulations and measurements show a similar concentration profile in the mixer.
In the cross section of the simulation result, the convective and the diffusive mixing of the
fluid components is visible. In the ink experiments, there are transparent violet colored areas
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that indicate the layering of the ink and the water. Then, the EOC of the reactive substance
transport was confirmed to be two. Based on this, the adsorption process of a phosphate
solution on in water suspended particles was conducted in a first numerical experiment. The
temporal progress of the change in the reactive substance concentration by the adsorption
processes depending on the particle number shows the feasibility of the chosen approach.

As the measurements of the velocity field and the fluid mixing show, the models and the
simulations of the novel Euler-Euler-Lagrange approach perform very well. In addition, the
computation of the EOC for the concentration confirms this statement. The simulation of
the adsorption process on the surface of the moving particles proves the feasibility of the
chosen approach by a real application. Based on this results, the received knowledge can be
transferred to other applications, e.g. the high gradient magnetic separator.
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In this chapter, the volume-averaged equations are applied to reactive particle fluid flows.
This is the key difference between the previously proposed model and the present model.
The method is applied to the single particle sedimentation in a steady fluid inclusive grid
convergence studies. Comparative studies are performed for validation purposes of the reac-
tive particle fluid flow simulations. Finally, a demonstration case shows the potential of the
model.

According to Blais et al. [4], appropriate equations that model the fluid flow of dense
particle fluid flows or flows in porous media are the VANSE as they allow to handle large
porosity gradients. Höcker et al. [56] developed the model of Blais et al. [4] for Euler-Euler
multi-phase flows with both spatially and temporally fluctuating particle concentrations.
Most studies conducted on reactive flows previously has been focused on the static solid
particles which are considered as adsorbent media in packed bed reactor [5–7]. Reactions to
moving particles are rare [11]. The use of consistent equations derived from volume averaging
theory for reactive particle fluid flows is the key difference between the previously proposed
models and the present model. In addition, we demonstrate that the proposed model is
numerical grid convergent which as previously been not shown in any proposed model which
uses LBM for equations in the Eulerian frame.

To conclude to our knowledge at present, there is no modeling framework for fully coupled
multi-scale LBM and DEM for reactive particle fluid flows. Key contribution of this study is a
robust LBM-based Euler-Lagrange algorithm for reactive particle fluid flows which handles
a two-way coupling and a demonstrated numerical convergence. In this model the flow
of the Newtonian fluid and the reactive transport processes are not resolved around the
disperse particles but rather treated in a continuous framework through a volume-averaging
procedure. The multi-scale problem originate from the fact that the discrete particle size is
much smaller than the macro-scale domain of interest for fluid flow [102].

This chapter is structured as follows. First, the governing equations for the three physical
processes are named (Section 6.1). It is followed by details about the numerical model and
implementation aspects (Section 6.2). Finally, a series of benchmarks are presented to offer
validation of the model and a demonstration case is simulated to show the potential of the
developed model (Section 6.3).
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Figure 6.1: Scheme of the fully coupled system of fluid, reactive substance and particles.

6.1 Governing equations and model assumptions

The model consists of three components viz., fluid (water), reactive substance dissolved in
water and solid suspended particles. The flow of water and the transport of the reactive sub-
stance is modeled within the framework of Euler mechanics, the particles with the Lagrange
approach. Interaction with solid particles within the control volume is considered using
volume-averaging theories. The fluid flow is governed by the VANSE (Section 3.1.1) which
recover the Darcy-Brinkman equations in systems with a sufficiently slow fluid flow. The
reactive mass transport is modeled by the VAADRE (Section 3.1.2) in absence of electro-
kinetic effects. The particles are considered spherical and their motion is modeled using
the DEM (Chapter 4). This model provides a very accurate coupling between Euler and
Lagrange models. The governing equations of the fluid, the reactive mass transport and the
particles are fully and accurately coupled to account for the relevant processes, Figure 6.1.
For the particles, the interaction with the fluid flow is governed by a drag force. The effect
of the particles on the fluid is realized through a change of porosity and drag force. The
effect of the particles on the fluid is represented through a change of porosity and drag force.
For the reactive mass transport equation, the porosity is included in the diffusion coefficient,
the formulation of the reaction term depends on the specific surface area. The dispersion
in the diffusive solid phase is neglected. In the following, the detailed formulation of the
adsorption term in the VAADRE, of the considered forces in the DEM and of the coupling
of the component is presented.
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6.1.1 Adsorption reaction

In this study, the reaction term R : I×Ω→ R [N L−3 T−1] in (3.3) accounts for the adsorption
reaction occurring at the surface of the particles. The adsorption process is considered as a
heterogeneous reaction taking place at the fluid-solid interface. This reaction can be written
as

R = −k As c . (6.1)

Here, As : I×Ω→ R [L−1] is the specific surface area and k ∈ R [L T−1] is the rate constant
for a heterogeneous reaction. Additional assumptions made in deriving above rate equation
are

- The reaction process is kinetically controlled. The kinetics of the reaction is assumed to
be linear. In the case of phosphate uptake on C-S-H particles it is a reasonable assumption
as demonstrated in literature [103]. Second order kinetics might provide slightly better fit
for phosphate uptake in C-S-H [103]. However, as this study does not focus on developing
experimentally validated simulations, a first order assumption is justifiable.

- Only adsorption processes are considered on the surface of the particles, desorption is
neglected as there is continuous supply of phosphate in case of P-RoC© process at the
inlet.

- The reaction, being a weak adsorption, does not change the geometry of the particle.

- The shape of the solid particle is spherical.

- The particles are mono disperse as a working assumption but is not the limitation of the
model.

6.1.2 Discrete element method

DEM solves particle motion by integrating Newton’s second law (Chapter 4). Interaction
between particles is modeled using contact laws, which account for forces due to particle-
particle contacts and friction between particles. While coupling with the fluid flow, additional
forces need to be included, e.g. hydrostatic (buoyancy force) and hydrodynamic forces (drag
force), etc. Following Mordant and Pinton [70], the acting force ~Fl : I → R3 [M L T−2] on
a solid spherical particle in initial resting water exposed to the earth’s gravity field is the
sum of the drag force ~Fd,l in (4.3) with cd,l as given in (4.8), the weight and buoyancy force
~Fg,l and ~Fb,l (4.9), the added mass force ~Fam,l (4.11), the contact force ~Fc,l and the history
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force. In (4.3) and (4.11), the fluid velocity ~u is replaced by the intrinsic volume-averaged
velocity 〈~u〉. The history force is neglected here as Mordant and Pinton show that especially
for the terminal stationary settling velocities the influence of the history force is little. For
each of the n ∈ N particles, that are assumed to be spherical and of the same size, Newton’s
equation of motion for the force ~Fl in (4.1),

ml
d ~ul(t)

d t = ~Fl = ~Fd,l(t) + ~Fg,l(t) + ~Fb,l(t) + ~Fam,l(t) + ~Fc,l(t) , (6.2)

and for the torque ~Tl : I → R3 in (4.2) ,

~Tl(t) = ~Tc,l(t) , (6.3)

is solved to obtain the trajectories and the rotational dynamics for the particles. ~Tc,l ∈ R3

results from the contact forces given in (4.17).
For the formulation of the Reynolds number in (4.8), the expression

Rel = 2 rl ~uexp.,l

0.89× 10−6 m2 s−1

is used as given in Habte and Wu [68]. ~uexp.,l ∈ R3 [M T−1] is the particular sedimentation
velocity of particle l obtained from experimental studies [70].

Since in this study periodic boundaries are utilized, interactions between particles and
walls are neglected.

6.2 Numerical approach and implementation aspects

In the present study, the VANSE and VAADRE are solved using the LBM coupled to the
DEM. The lattice Boltzmann schemes for these equations are discussed further in Section 3.2
and Section 3.3. The simulations are realized in the LBM framework Yantra that is coupled
with the DEM open-source framework Yade. The latter utilizes the Verlet scheme to integrate
(6.2) which is second-order accurate. For detailed description of implementation aspects e.g.
contact detection, contact force computation, etc., the readers are referred to the Yade
manual [77]. The coupling between the solvers is done in staggered manner with global
time step equal to the minimal time step of the DEM or LBM computation. After the
initialization, the DEM computation is performed, followed by the VANSE computation.
Finally, the VAADRE computation is run if needed. The overall scheme for the coupling
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between different components is presented in Figure 6.1. The overall coupling algorithm is
as shown in Algorithm 1 in Appendix A.

For the flow simulation for the first and third simulation, a three-dimensional (3D) D3Q19
stencil (qf = 19) and for the second one, a two-dimensional (2D) D2Q9 stencil (qf = 9) is
used. The corresponding values for ~ci, wi and cs are given in Table 2.4 and Table 2.2. For
the reactive mass transport for the first and third simulation, a D3Q7 stencil (qg = 7) and
for the second simulation, a D2Q5 stencil (qg = 5) is used. The corresponding properties of
the stencils are given in Table 2.3 and Table 2.1.

6.3 Results and discussion

In this section, the validation of the model and the results from numerical experiments are
presented. Firstly, the settling of a single sub-grid particle in a cavity filled with water is
compared to the experimental results of the literature (Section 6.3.1). Grid convergence
studies are performed for both the fluid and the particle velocity. It is also demonstrated
that the proposed model is convergent on grid refinement for both the fluid and the particle
velocity. This has not been demonstrated for any models proposed in literature before.
Secondly, the approach is used to compute the change in the reactive substance concentration
because of reactions to sub-grid particles with fixed position in a channel (Section 6.3.2). It
is validated by comparing the results with a simulation of fully resolved pore-scale particles
of the same specific surface area [104]. Finally, the simulation is conducted for a suspension
of 1,000, 2,000, respective 3,000 particles, water and reactive substance in a segment of a
channel (Section 6.3.3). The change in the concentration of the reactive substance at the
outlet due to reaction processes is compared with the one-way coupled simulation.

6.3.1 Two-way coupled single particle sedimentation

Two-way coupling of VANSE and DEM was validated against the experiments of Mordant
and Pinton [70]. They investigated the settling of a single particle in resting water (ρ =
1, 000 kg m−3, µ = 0.89×10−4 kg m−1 s−1) by experimental studies. The size of the simulation
domain is chosen to be (0.5, 1.0, 0.5) m for the (x, y, z)-direction, Figure 6.2. Table 6.1 gives
an overview of the radius rl and the density ρl of three exemplary particles of small, medium
and large size. It also provides the corresponding drag coefficients cd,l. Drag coefficients are
computed using (4.8) and uexp.,l, (given in Table 6.2). The initial particle position is ~xl =
(0.25, 0.75, 0.25) m, the initial particle and fluid velocity is set to zero in all directions.
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Figure 6.2: Physical setup of the single particle settling experiment.

The gravitational acceleration is taken as ~g = (0, 9.80665, 0) m s−2. The duration of the
simulation is t = 1 s. For DEM all boundaries are set as periodic. For fluid flow the
boundaries in x- and z-direction are periodic and in y-direction a zero flux boundary is
applied through half-way bounce-back [36, 105]. The dimensionless relaxation time is τ =
0.50006 which is kept constant while performing the grid convergence study. Doing so, both
∆x and ∆t are refined successively by diffusive scaling [19].

particle rl / 10−4 m ρl / kg m−3 cd,l / -

small 2.5 2,560 1.697
medium 7.5 2,560 0.632
large 10.0 2,480 0.523

Table 6.1: Overview over the properties of the particles that were also investigated by Mordant
and Pinton [70].

For the grid convergence study the relative error in particle velocity is given by

errp(h) :=

√√√√√√√√
∑
t∈ Ih

(
ul,2,200(t)− ul,2,h(t)

)2

∑
t∈ Ih

(
ul,2,200(t)

)2 , (6.4)
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respective in fluid velocity by

errf (h) :=

√√√√√√√√
∑
~x∈Ωh

(
〈u2,200〉(t, ~x)− 〈u2,h〉(t, ~x)

)2

∑
~x∈Ωh

(
〈u2,200〉(t, ~x)

)2 , (6.5)

with h < 200, ~ul,h = (ul,1,h, ul,2,h, ul,3,h) and 〈~uh〉 = (〈u1,h〉, 〈u2,h〉, 〈u3,h〉). For errp(h), the
particle velocities ul,2,200 are interpolated to the points in time, t ∈ Ih, of the less resolved
simulation of resolution h. For errf (h), the fluid velocities are interpolated to the lattice
positions ~x ∈ Ωh of the less resolved simulation. In case of the particle velocity, the EOC is
determined by the slope of the error fit line of errp(h) over ∆t. The EOC of the fluid velocity
is the slope of the error fit line of errf (h) over ∆x. ∆x = 0.5 m/h changes for h ∈ {120, 140,
160, 180, 200} with corresponding ∆t ∈ {1.56, 1.15, 0.878, 0.694, 0.562}×10−3 s.

particle uexp.,l / m s−1 [70] Reexp.,l / - [70] ul,2,h=200 / m s−1 ul,2,h=200−uexp.,l

uexp.,l
/ -

small -0.074 41 -0.078 0.0541
medium -0.218 360 -0.221 0.0138
large -0.271 600 -0.274 0.0111

Table 6.2: Comparison of the simulated terminal settling velocity ul,2 with the measured data
uexp.,l of [70] and the resulting relative error.

The terminal particle velocity ul,2 of the three particle sizes small, medium and large
(h = 200: ∆t = 5.62×10−4 s, ∆x = 2.5×10−3 m) and the measured results of Mordant and
Pinton [70] show good agreement (refer to Table 6.2). The larger the particle, the higher its
negative velocity and the smaller the relative error. The latter decreases from about 5 %
for the small particle to about 1 % for the medium and the large particle. Smaller particles
reach their terminal velocity in a short time compared to larger particles. A higher temporal
resolution might decrease the error. The error reported in this study is higher than that
for the similar size particles carried out previously by other researchers. Maier et al. [91]
reported the relative error to uexp.,l is about 1.8 %. Habte and Wu [68] enlarged the particle
to rl = 2.62 × 10−4 m but compared it to uexp.,l of the small particle and got an error of
about 3.8 %. One reason for the different results are that both studies used slightly larger
cd,l = 1.83 than the one used here (cd,l = 1.697). As cd,l is related to uexp.,l by (4.8), this
has direct impact on the results. It is remarkable that the relative error of a simulation
with cd,l = 1.83 is only 1.4 % as the terminal velocity is about −0.075 m s−1. Rettinger
et al. [106] run a similar simulation for a spherical particle of radius r = 1.75 × 10−4 m



6.3. Results and discussion 73

with density ρ = 2, 500 kg m−3. Their results agree very well with the experimental results
of [107]. Nevertheless, nobody checked different particle sizes. Additionally, there exists no
work where the EOC is computed neither for the particle nor for the fluid velocity.
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Figure 6.3: The averaged velocity 〈u2〉 of the fluid in y-direction is accelerated by the settling
of the medium sized particle. Four different times are depicted in the centered x-y-plane
(∆t = 5.62× 10−4 s, h = 200).
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Figure 6.4: Depending on the size of the violet colored particle small vortexes in the fluid
arise next to it (left: rl = 2.5× 10−4 m, middle: rl = 7.5× 10−4 m, right: rl = 1.0× 10−3 m,
∆t = 5.62×10−4 s, h = 200). The vectors located at every Euler grid point depict the direction
and are scaled by a multiple of the magnitude of the fluid velocity.

The effect of the two-way coupling is depicted both in the whole domain and in the direct
surrounding of the particle. The settling particle induces the force density ~fd on the fluid that
is accelerated in the area touched by the particle. This is clearly visible in the velocity field
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plot of the fluid for the medium particle at four different times in the centered x-y-plane for
the finest grid resolution (∆t = 5.62 × 10−4 s, h = 200), Figure 6.3. In case of the medium
sized particle, the trail of accelerated fluid directly behind the particle has a maximum
negative velocity of 〈u2〉 = −2.1 × 10−3 m s−1. Besides the downward directed speed, the
positive fluid velocity 〈u2〉 ≈ 2.8×10−4 m s−1 occurs next to the particle, Figure 6.4. For the
medium and the large particle, small vortexes arise next to the particle, Figure 6.4 (middle,
right). For the small particle, the transition to the back-flow is more laminar, Figure 6.4
(left). This behavior depends on Rel, Table 6.2. The streamlines are computed by ParaView
version 5.5.0 by use of the filter stream tracer with integrator type forward Runge-Kutta 4.

A convergence study on both the particle and the fluid velocity is performed. For the
medium particle, the curves of the settling velocity over time appear to be similar for all
∆t, Figure 6.5. A detailed look into the transition area of acceleration state to steady state
(t = 0.09 s to t = 0.14 s) shows that the magnitude of ul,2 decreases for decreasing ∆t.
However, for decreasing ∆t the curves approach each other. The small and the large sized
particle show a similar behavior.

Figure 6.5: For the medium sized particle, the settling velocity over time differs little for
simulations of different ∆t. A convergence of the velocity towards the results of the simulation
with the finest ∆t is obvious by a more detailed look.

To determine whether the simulation converges, the relative error in particle velocity,
errp(h) in (6.4), is computed for the grid resolutions h ∈ {120, 140, 160, 180}. Figure 6.6 (a)
shows the plot of error versus the time increment in a double logarithmic scaling. errp(h)
is smaller than 0.3 %. The slope of the errors is about 1.5 and equals the particle EOC.
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Theoretically, the leapfrog scheme is second order convergent. Deviation from theoretical
order of convergence might stem from the forces, especially the drag force, that are time
dependent and computed based on interpolation.

Figure 6.6: (a) The relative error errp(h) is plotted over the time increment. It is smaller
than 0.3 %. The slope of the fit to errp, the particle EOC, is ∼ 1.5. (b) The simulation
converges for decreasing ∆x. The slope of the fit to errf , the fluid EOC, is ∼ 2.
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Figure 6.7: The fast increase of the particle settling velocity generates kind of a momen-
tum perturbation. This results in a noise throughout the whole domain with values of about
2.5×10−5 m s−1 for h = 200 for the medium sized particle at t = 1 s.
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For the fluid velocity grid convergence study, only grid points with velocities of larger
magnitude are involved. The fast increase of the particle settling velocity creates a fast in-
crease of the drag force acting on the fluid. That generates kind of a momentum perturbation
and results in a noise on the whole grid with values of a magnitude of about 2.5×10−5 m s−1

(h = 200). To depict this, 〈u2,200〉(t = 1 s) is plotted along a horizontal line in the center
of the simulation domain, (y, z) = (0.45, 0.25) m, Figure 6.7. As the noise does not directly
depend on h, it is not considered for the error computation. The grid convergence of the
fluid velocity is given by errf (h), h ∈ {120, 140, 160, 180}, Figure 6.6 (b). In the double
logarithmic plot, the fit to the errors has a slope of ∼ 2. The relative errors are large,
however, the simulation converges. More refined simulations (h > 200) might be helpful to
further decrease the errors while keeping ∆x larger than rl for the sub-grid particle method
(h = 200: ∆x

rl
= 10 for the largest particle size).

6.3.2 Validation case for volume-averaged reactive particle fluid

flows
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0.0
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2.5~uin, cin

5.0

y / 10−3 m

x / 10−3 m

Figure 6.8: The validation test case consists of a rectangular domain in 2D and contains 50
spherical particles where the reaction takes place. The dashed lines depict the computational
grid for the coarsest resolution (∆x = 5× 10−4 m).

To validate the application of the VANSE-VAADRE coupling for reactive sub-grid parti-
cles, a 2D test case of 50 fixed and evenly arranged particles with rl = 10−4 m is chosen. The
simulation from the VANSE-VAADRE coupled model, also referred to as unresolved simula-
tion due to the homogenized volume representation of the particle, are compared with a fully
resolved pore-scale simulations with heterogeneous reactions. For the fully resolved simula-
tion the pore-scale modeling approach with explicit geometrical description of the particle
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Figure 6.9: Comparison of the resolved (a) and the unresolved (b) particle simulations for
about 2×10−4 s (∆x = 5×10−4 m) in a filled contour plot. In (b), the position of the particles
is indicated by a white dotted line, the underlying grid is given by the black dotted lines.

formulated by Patel et al. [13, 104] is used. There, the heterogeneous reaction is modeled as
a pseudo-homogeneous reaction and takes place in the fluid node adjacent to the solid node
by a source term. The size of the domain is (5.0, 2.5)×10−3 m for the (x, y)-direction, Fig-
ure 6.8. The global porosity is φ = 0.8743. Only the drag force is considered. The duration
of the simulation is about 2× 10−4 s. For the test case, the properties of the fluid are set to
be ρ = 1 kg m−3 and µ = 166 kg m−1 s−1 with an initial velocity of uin,2 = 10−3 m s−1. The
initial concentration of the reactive substance is cin = 1 mol m−3, with D = 0.1667 m2 s−1

and k = 5 × 10−1 m s−1. The boundary in y-direction is periodic for the VANSE. For
VANSE, periodic fixed velocity (uin,2 = 10−3 m s−1) at the inlet and fixed pressure at the
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Figure 6.10: Comparison of the resolved and the unresolved particle simulations for about
2× 10−4 s.

outlet is applied in x-direction. For VAADRE, fixed concentration (cin = 1 mol m−3) at inlet
and open boundary at outlet is applied. Open boundary condition for the concentration
is set by copying the unknown distribution function from the next neighbor grid cell. The
dimensionless relaxation time is τ− = 0.6.

The final concentration distribution in the domain at 2 × 10−4 s is similar for both the
unresolved and the resolved simulation, Figure 6.9. At the inlet, cout/cin = 1 and de-
creases to cout/cin = 0.885 to 0.9 at the outlet. The mean concentration at the outlet nor-
malized by the mean concentration at the inlet, cout/cin, plotted over the time decreases
in an exponential manner by a tenth and reaches a steady state after about 2 × 10−4 s,
Figure 6.10. Additionally, simulations are conducted for four different resolutions (∆x =
5.0× 10−4 m, 2.5× 10−4 m, 1.67× 10−4 m, 1.25× 10−4 m) for sub-grid particles which are in
good agreement with each other. The results of the resolved simulation (∆x = 1.25×10−5 m)
are similar but slightly larger than the unresolved values during the decrease. In transition
to the steady state they are again in good agreement.
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Figure 6.11: The relative error errc of the concentration at the outlet at time t = 2× 10−4 s
is smaller than ∼ 0.1%. The slope of the fit to errc is about 2.

To determine whether the simulation converges, the relative error in concentration, errc,
is computed for the grid resolutions h ∈ {5, 10, 15} and compared to resolution h = 20. It
is computed as follows

errc(h) :=

√√√√√√√√
∑
~x∈Ωh|outlet

(
c20(t, ~x)− ch(t, ~x)

)2

∑
~x∈Ωh|outlet

(
c20(t, ~x)

)2 , (6.6)

with h ∈ {5, 10, 15}. The EOC of the concentration is the slope of the error fit line of errc(h)
over ∆x. Figure 6.11 shows the plot of error versus ∆x in a double logarithmic scaling. errc
is smaller than 0.1 %. The slope of the errors, also referred to as EOC, is about two.

6.3.3 Fully coupled model with multiple reactive particles

The applicability of the fully coupled VANSE-VAADRE-DEM model is shown for a setup
of 1,000, 2,000 and 3,000 spherical solid particles that flow in a segment of a channel of size
(5, 5, 5)×10−3 m for the (x, y, z)-direction, Figure 6.12. The particle phase is mono-disperse
with radius rl = 10−4 m and density ρl = 2, 550 kg m−3. In this setup, drag force ~Fd,l is
considered to act on the particles with cd,l = 1.8. Besides, the contact forces of particle-
particle collisions are included with a Young’s modulus of 102 kg m−1 s−2 and Poisson’s ratio
of 0.3. They are chosen to enable a DEM-time step size of 10−3 s and soft collisions. The
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properties of water are ρ = 1, 000 kg m−3 and µ = 10−4 kg m−1 s−1. The initial concentration
of the reactive substance is cin = 2.6 × 10−1 mol m−3, with D = 10−9 m2 s−1 and k = 5 ×
10−4 m s−1. For the fluid flow, an initial velocity ~uin = (0, 8×10−3, 0) m s−1 is generated by an
external body force ~fbody = 0.2

∆x3 kg m s−2 to mimic a pressure gradient [108]. The simulation
domain consists of periodic boundaries in x-z-direction for the fluid flow, the concentration
and the particle simulation. For the particles and the fluid flow, the boundaries in y-direction
are periodic, too. The duration of the simulation is t = 2.5 s.
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Figure 6.12: Discretization of the simulation domain and depiction of 2,000 particles. Some
particles protrude from the box because of the periodicity of the boundaries in x-, y- and z-
direction for fluid and particles (left). In case of the concentration the boundaries are periodic
in y- and z-direction. Crop of one Euler grid cell that contains three Lagrange particles (right).

First, the pure fluid velocity is computed until a steady state is reached (τ = 0.7, ∆x =
2.5× 10−4 m, ∆t = 4.16× 10−3 s). In a second step, the particles are randomly distributed
over the domain and are initialized with fluid velocity. Finally, the concentration is injected
in the x-z-plane (y = 0 m) (τ− = 0.50016, ∆x = 2.5 × 10−4 m, ∆t = 1.8 × 10−3 s). The
velocity and the concentration transport computation is resumed and carried on together
with the particle simulation.

In Figure 6.13, the concentration (top) and the magnitude of the associated velocity
(bottom) of the 2,000 particles simulation is depicted in a three dimensional manner at
t = 2.4 s. Due to the high number of particles, more particle-particle contacts occur that
cause locally higher flow velocities. The two-way coupled simulation is compared to an one-
way coupled system that does not consider the displacement of fluid by particles. This means
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Figure 6.13: Three dimensional depiction of the concentration c after t = 2.4 s for 2,000
particles (top) and magnitude of the associated velocity ‖~u‖ (bottom).

the particles do neither affect the fluid by a drag force nor change the diffusivity by changing
porosity, i.e. ~fd = 0 and φ = 1. The two- and one-way coupled simulations are compared
for 3,000 (φ = 0.899), 2,000 (φ = 0.933) and 1,000 (φ = 0.967) particles, Figure 6.14. In
all cases, the temporal development of the mean concentration at the outlet of the domain,
cout, shows an increase after 0.5 s. The increase is caused by the concentration transport
towards the outlet. In the following second, cout fluctuates around 0.19 mol m−3 (1,000



82 Chapter 6. Two-way coupled volume-averaged reactive particle fluid flows

particles), 0.15 mol m−3 (2,000 particles) and 0.11 mol m−3 (3,000 particles). As expected,
cout is the smallest for the 3,000 particles and the largest for the 1,000 particles as the
reactive surface increases with increasing particle number. In case of the one-way coupling,
a slight fluctuation remains for the rest of the simulation duration in all experiments. The
results of the two-way coupled 1,000 particles simulation are similar to the one-way coupled
results. The porosity is high and thus the impact of the particles on the fluid flow small.
Additionally, the probability of particle-particle contacts is little. The results of the two-way
coupled 1,000 particles simulation are similar to the one-way coupled results. The porosity
is high and thus the impact of the particles due to two way coupling is small. In case of the
two-way coupled 2,000 and 3,000 particles simulations, the fluctuations even out and cout

becomes larger compared to the one-way coupling results. After 1.5 s to 2 s, cout raises. Since
the transport of chemical species to region with more particles slows down due to the two-way
coupling, less reactions take place and thus cout increases as observed in Figure 6.14 for two-
way coupling case. The effect of the two-way coupled simulation is small for high porosity
and increases for lower ones which is a logical outcome and qualitatively demonstrates that
two way coupling is working properly.

Figure 6.14: Temporal progress of the mean concentration cout at the outlet of the channel
segment. For both the one- and the two-way coupling, the concentration decreases because of
the reaction that takes place at the surface of the 1,000, 2,000 and 3,000 particles.
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6.4 Conclusion

This work presents a novel fully two-way coupled multi-scale lattice Boltzmann and the dis-
crete element method of in fluid suspended multi-particles combined to reaction simulations.
It recovers fluid flow and reactive transport processes around disperse and moving particles
in kind of a continuum framework through a volume-averaging procedure. The main feature
is the proper coupling that has been validated by experimental data from literature, compar-
ative simulations by thoroughly tested approaches and of course grid studies. The fluid was
modeled by the volume-averaged Navier-Stokes equations, the reactive mass transport by
the volume-averaged advection-diffusion-reaction equation to account for the displacement
of the fluid and the reactive mass by the particles. The discrete element method was used
for the suspended, solid, sub-grid particles. Fluid and particles were two-way coupled by the
drag force.

The simulation of our approach show good accordance to experimental results from the
literature in case of a single sub-grid particle that sinks in a cavity filled with water. Per-
formed grid studies for both the fluid and the particle velocities prove the convergence of
the simulations. The simulation results of the reactive substance transport and adsorption
taking place at the surface of sub-grid particles with fixed position in a channel correspond
very well to the results of a fully resolved pore-scale simulation. This demonstrates the cor-
rectness of the fully coupled volume-averaging process. The multi-scale approach applied to
a suspension of thousands of particles demonstrates the benefit of the presented model to be
an efficient simulation tool for larger particle fluid and reactive flow systems for industrial or
engineering applications. The comparison of two-way and one-way coupling demonstrate the
need for a two-way coupled model to handle dense particle fluid systems. The encouraging
results obtained in this study would pave the way to apply the model to reactive particulate
systems such as the P-RoC process by numerical simulations and further validate the model
with experimental studies such as the one presented in [11]. As the data is not complete
(e.g. exact kinetics are not known yet) the validation is part of future work.
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To study a real case scenario in a complete device by simulation, the magnetic particle
separation is chosen. It is studied for two different volume flows, two different particle
fractions and two different saturation magnetizations by one-way coupled particle fluid flow
simulations.

Devices for the separation of particles from fluids, e.g. magnetic separators or other
filtering systems are used in the recycling industry, the chemical industry or in process
engineering. Magnetic separators have a wide range of uses although their applicability is
limited to magnetizable material systems. For example, they can be used to remove metal
abrasion from gear oil [109] or, in a more specialized application, to separate specific proteins
in biotechnological processes where surface-functionalized magnetic carriers are employed
[16]. The motivation of the study conducted in this chapter is to acquire information about
the influence of different process parameters on the quality of the particle separation in a
spiral magnetic separator developed by Weschke et al. [110] at Dürr Systems GmbH, as
depicted in Figure 7.1. This type of magnetic separator removes the separated particles
continuously from the device using a rotating magnetic field.
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Figure 7.1: Clipped depiction of the simulation domain of the spiral magnetic separator
given in stl-format (right). The device is composed of an inlet, an outlet and a cylindrical fluid
domain. The fluid enters the device by the inlet with velocity ~uin. The sleeve with the guide
spiral is located in the center of the device. It is surrounded by a second cylinder, the guide
tube, that partitions the fluid domain into the annular gap and the calming area. Permanent
magnets are arranged in a double helical pattern on the iron drum that is located within the
sleeve (left). The north and south poles are alternately positioned (red, respectively green).
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First, a short overview about the history of magnetic separators is given. The first
high-gradient magnetic separator was patented by Frantz in 1939 [111]. Different types of
separators followed, mostly consisting of low capacity and an associated discontinuous or
quasi-continuous mode of operation [112]. Magnetically enhanced centrifugation patented
by Fuchs et al. [113] allows a discharge of the wire filter by centrifugation. A continu-
ous separation of a feed suspension without switching off the magnetic field is realized on
laboratory scale by high-gradient magnetic centrifugation [114]. The separation quality of
a magnetic separator depends on different process parameters e.g. the flow velocity or the
specific particle properties. Three dimensional numerical simulations are a valuable tool to
understand the process of particle separation within the device. The target of this study is to
comprehend the dependence of the particle separation quality on the particle properties and
on the volume flow of the feed suspension by studying the deposition structures. The param-
eters investigated by numerical simulations of the complete device are particle size, volume
flow and saturation magnetization. The simulations are based on discrete particle methods
and on the lattice Boltzmann method and focus on the representation of the changes in the
particle deposition.

The structure of this chapter is as follows. First, the principles of magnetism and FEM
are presented. Then, the utilized model equations and simulation methods are introduced
(Section 7.2). Afterwards, the results of the magnetic field (Section 7.3.1) and of the flow
field simulations for two different parameter settings (Section 7.3.2) are given. Finally, the
resulting particle depositions are examined and discussed (Section 7.3.3).

7.1 Magnetism

In the following, the basics of magnetostatics are introduced. More detailed information is
available e.g. in [115–117]. As the Maxwell equations are solved by FEM, a short overview
is given.

7.1.1 Physical principles

Maxwell’s equations for magnetostatics are used as the magnetic field is generated by perma-
nent magnets. The Gaussian law for magnetism states that the divergence of the magnetic
flux density ~B [M T−2 I−1] is zero:

∇ · ~B = 0 , (7.1)
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as the field is free of sources and sinks. Following Ampère’s law of the Maxwell’s equations,
the curl of the magnetic field ~H [I L−1] is zero:

∇× ~H = ~Jext. = 0 , (7.2)

as the external current density ~Jext. [I L−2] is zero. Thus ~H, respective ~B, can be described
by a scalar potential Ψ, or respective a vector potential ~A, as follows:

~H = −∇Ψ , resp. ~B = ∇× ~A . (7.3)

The relation between ~B and ~H is given by the constitutive relation

~B = µ0 ( ~H + ~M) = µ0 µr ~H , (7.4)

with the vacuum permeability (magnetic field constant) µ0 [−] and the relative permeability
µr [−]. The magnetization ~M = χ ~H [I L−1] depends on the magnetic susceptibility χ =
µr − 1 [−]. In case of saturation, χ = ∂ ~M

∂ ~H
= 0. Depending on the material exposed

to the magnetic field, the magnetic field inside the material is changed by the material
specific relative permeability µr, respective by the magnetic susceptibility χ. In vacuum and
approximately also in air, µr = 1 and the magnetic field remains unchanged. In case of a
spherical magnetic particle l with radius rl [L], the magnetic dipole moment ~µl [L2 I] of the
particle is given by

~µl = 4/3 π r3
l
~Ml (7.5)

with magnetization ~Ml = χl ~H = (µl − 1) ~H and µl being the relative permeability of said
particle. In case of a saturated magnetization that often occurs in ferromagnetic materials,
the magnetic dipole moment is

~µsat.,l = 4/3π r3
l

∥∥∥ ~Msat.,l

∥∥∥ ∥∥∥ ~Ml

∥∥∥−1 ~Ml . (7.6)

In case the magnetization ~Ml is aligned with the direction of the magnetic field ~H, the force
~Fmag.,l : I → R3 of the external magnetic field on a particle is given by [118]

~Fmag.,l = 4/3π r3
l µ0

(
~Ml · ∇

)
~H . (7.7)
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Diamagnetic materials (χ<0, resp. µr<1) cause a local weakening of the external mag-
netic field, while para- (χ>0, resp. µr>1) and ferromagnetic (χ�0, resp. µr�1) materials
strengthen the magnetic field locally. In diamagnetic materials, e.g. water, nitrogen, noble
metals and organic substances, the magnetic behavior is small. Here, the magnetic moments
that are caused by the electrons in the orbit around an atomic nucleus compensate each
other. Diamagnetism occurs in all materials. In paramagnetic or ferromagnetic materials, it
is superimposed by the stronger paramagnetic or ferromagnetic effects. Paramagnetic mate-
rials, e.g. alkali, alkaline earth, transition and rare earth metals as well as oxygen, amplify
an external magnetic field by aligning the single magnetic moments parallel to the external
magnetic field. Without an external magnetic field, the magnetic moments are distributed
homogeneously by thermal motion. Ferromagnetic materials are e.g. iron, nickel, cobalt.
Ferrimagnetic materials are e.g. magnetite (Fe3O4). Antiferromagnetic materials are metal
oxides such as hematite, manganese oxide, iron oxide [117]. Ferro-, ferri- and antiferromag-
netic materials consist of magnetic moments that interact among each other over larger areas
within a material, that are called Weiss domains. Due to anisotropic lattice structures, cer-
tain spin directions are preferred within such areas. In ferromagnetism, the electron spins
within a Weiss domain are aligned parallel. In antiferromagnetism, the electron spins within
a Weiss domain are aligned antiparallel and compensate each other. In ferrimagnetism,
there are unequal antiparallel magnetic moments that do not compensate. Ferromagnetic
materials appear unmagnetized if they are not exposed to a magnetic field and the magnetic
moments are statistically distributed. In case they are exposed to a magnetic field they get
magnetized. Materials are called remanent if the magnetization remains even if the external
magnetic field is removed. Superparamagnetism occurs in ferro- and ferrimagnetic materials
with small particle diameter. They do not experience of a remanent magnetization and lose
their magnetization immediately outside a magnetic field.

7.1.2 Finite element method for magnetic fields

FEM is an appropriate way to numerically solve the Maxwell equations. The partial differ-
ential equations of the boundary value problem are solved in an integral form by multiplying
with a weight function [19]. The simulation domain is discretised into the so called finite
elements with a finite number of nodes ~xp, p ∈ N. The underlying mesh is generally un-
structured. The integral is numerically solved by summing over the numerical integrals of
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the single elements. A dependent function a is approximated by a discrete solution variable
ap and basis functions ψp(~x),

a(~x) ≈
∑
p

ap ψp(~x) , (7.8)

what models a finite element. The following conditions

a(~xp) = ap and
∑
p

ψp(~x) = 1 (7.9)

have to be fulfilled. The finite elements are collected in a large system of algebraic equations
that is solved numerically.

In general, the solution obtained by the FEM applied to solve the Maxwell equations is
either a scalar Ψ or a vector potential ~A. Eventually, the magnetic field ~H is obtained by

−∇ · (µ0 µr∇Ψ) = ∇ · (µ0 µr ~H) (7.10)

with (7.1), (7.3) and (7.4).

7.2 Model equations, numerical approach and imple-

mentation aspects

The magnetic field is described by the Maxwell equations (7.1) and (7.2). The fluid flow
is governed by the force-free NSE (see Section 2.2.1, ~f = 0). The particle dynamics are
modeled by Newton’s equations of motion (see Chapter 4). As the number of particles is
large, several simplifications are made to reduce computational costs.

- Interactions of the magnetic dipoles, rotations and contact forces are neglected.

- Particles that are already separated are not longer considered in the ongoing simulation.

- The removal of the separated particles that are attached to the sleeve is not performed.

- The hydrodynamic forces are limited to simple models. As the particles are small,
Stokes drag force is applied.

- The impact of the particles on the fluid flow is not taken into account.

- The fluid flow simulation freezes when the particle simulation starts.
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Nevertheless, a qualitative study of the particle separation is possible.
The particles are formulated by the Lagrange approach. The magnetic particles’ dynam-

ics are described by the Newton’s equations of motion for the force (4.1). In this chapter,
the total force is given by the Stokes drag (4.7) and the magnetic force (7.7):

~Fl(t) = ~Fdrag,l(t) + ~Fmag.,l(t) ∈ R3 . (7.11)

The Maxwell equations are solved by the FEM as described in Section 7.1.2. For the
numerical computation of the fluid velocity, the SRT-LBM (Section 2.3) with discrete BGK-
collision operator (2.34) is utilized. As the flow is turbulent, the Smagorinsky-Lilly model
(Section 2.3.6) is included. For the flow simulation, the D3Q19 stencil (qf = 19) is used.
The magnetic field is computed by COMSOL Multiphysics® 5.3, magnetic fields - no currents
[15] and is incorporated into OpenLB for both the fluid and the particle simulations. The
implementation is as shown in Algorithm 2 in Appendix B.

7.3 Results and discussion

In this study, the particle separation is conducted for two exemplary mono-disperse particle
fractions, F1 and F2, each of them assigned to two density related saturation magnetizations,
15 A m2 kg−1 and 90 A m2 kg−1. The density related saturation magnetizations correspond
to the saturation magnetizations ‖ ~Msat.,l‖2 = 45, 600 A m−1 and ‖ ~Msat.,l‖2 = 265, 600 A m−1.
The particle properties of F1 and F2 are depicted in Table 7.1, they differ in radius and
mass concentration.

fraction rl / m ρl / kg m−3 ∑
l
ml

m3 / kg m−3

F1 10−4 2,950 2.× 10−2

F2 10−5 2,950 2.× 10−4

Table 7.1: Properties of the two particle fractions.

The simulations are conducted in the spiral magnetic separator that is introduced in
the beginning of this chapter. It consists of an inlet for the uncleaned and an outlet for
the processed fluid, Figure 7.1. The height of the fluid domain is 0.8 m, the width about
0.6 m. A volume flow rate as low as 30 m3 h−1 is achievable. Inside the housing, the fluid
flows around a cylindrical sleeve. Within the sleeve, a rotating drum with helical positioned
permanent magnets is located. They generate a magnetic field that pulls the magnetizable
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particles of the suspension to the sleeve. To clean the sleeve from the particles, the drum
rotates and causes a transport of the deposited particles downwards to the bottom of the
device by the guide spiral. To ensure that the suspension passes close to the sleeve and the
magnetic field a guide tube surrounds the sleeve and the suspension flows in the annular gap
in between. In the calming area between the outer wall of the device and the guide tube the
fluid slows down again.

In this section, firstly the results of the magnetic field computation are presented. Sec-
ondly, the velocity field for a volume flow of 60 m3 h−1 and 120 m3 h−1 is depicted. Thirdly,
the particle separation for both volume flows, both particle fractions and ‖ ~Msat.,l‖2 =
45, 600 A m−1 as well as ‖ ~Msat.,l‖2 = 265, 600 A m−1 is illustrated.

7.3.1 Magnetic field simulation

The magnetic field is generated by 188 permanent magnets of rare earth (e.g. neodymium
magnet, Nd2Fe14B) that are arranged in a double helical pattern fixed on an iron drum, see
Figure 7.1 (left). One helix contains the magnets with outward directed north pole (red),
the other one consists of magnets with outward directed south pole (green). The magnets
are of grade N35H with remanence flux density ‖ ~B‖ = 1.15 T and magnetization ‖ ~M‖ =
915, 000 A m−1. The relative permeability of neodymium magnets is µr(neodymium) = 1.05
and of the iron drum µr(iron) = 4, 000.

The magnitude of the computed magnetic flux density is depicted in the vertical center
plane of the separator, Figure 7.2. On the top and on the bottom of the magnetic field, its
spacial extension is larger than in between. At both drum ends the magnets do not have
any neighboring magnets, the magnetic field lines close. This causes higher field gradients
and thus higher magnetic forces that act on the particles. For y = −0.4 m, the maximum of
‖ ~B‖ is about 0.3 T directly next to the sleeve, see Figure 7.3. For y = −0.15 m, it is about
‖ ~B‖ = 0.35 T. In both cases ‖ ~B‖ decreases along the inner channel to about 0.1 T at the
guide tube. In the calming area in between the outer wall and the guide tube, ‖ ~B‖ is smaller
than 0.1 T. Usually, particles do not get there.

7.3.2 Velocity field simulation

The fluid of the suspension is oil (55◦C, ρ = 103 kg m−3, µ = 10−3 kg m−1 s−1) and is
considered as Newtonian, incompressible and continuous. The Dirichlet velocity boundary
condition at the inlet is chosen to form a Poiseuille profile with maximal inflow velocity
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Figure 7.2: The magnetic flux density
‖ ~B‖ is depicted in the centered cross-
sectional x-y-plane. Next to the sleeve
‖ ~B‖ is large and decreases rapidly in x-
direction within the channel in between
sleeve and guiding tube.

Figure 7.3: Depending on the y-
position, ‖ ~B‖ differs. For y = −0.15 m,
‖ ~B‖ = 0.35 T next to the sleeve. ‖ ~B‖
is larger compared to ‖ ~B‖ = 0.29 T for
y = −0.40 m. ‖ ~B‖ decreases along the
inner channel to about 0.1 T at the guide
tube.

~uin, Figure 7.1. At the outlet, the pressure is fixed by a Dirichlet boundary condition and
given density of one. On the walls, bounce-back behavior is applied that matches a no-slip
boundary condition with zero velocity. In case of a volume flow of 60 m3 h−1, the maximal
velocity of the Poiseuille inflow profile at the boundary is ‖~uin‖ = 9.4 × 10−1 m s−1 with
Smagorinsky constant ct = 0.14. The simulation parameters are ∆x = 2.14 × 10−3 m,
∆t = 2.3 × 10−4 s with τ = 0.500149. To enable a volume flow of 120 m3 h−1, a maximum
velocity of ‖~uin‖ = 18.8× 10−1 m s−1 is chosen. Due to reasons of stability, the Smagorinsky
constant is increased to ct = 0.3. The simulation parameters are ∆x = 1.5 × 10−3 m,
∆t = 7.5× 10−5 s with τ = 0.5001. The fluid simulation duration is 4.6 s.

In case of the simulation with volume flow 60 m3 h−1, the magnitude of the velocity is
depicted in the centered vertical cross-sectional area, Figure 7.4. The fluid enters the inlet
and is redirected into the annular gap in between guide tube and sleeve. The fluid flow
downwards the annular gap is disturbed by the spiral guide and thus is turbulent with a
maximum velocity of 1.37 m s−1 in the transition to the annular gap. The fluid flows over the
guide spiral in a wave-like manner. In the calming area between guide tube and outer wall
of the housing the fluid velocity is small. The net pressure loss from inlet to outlet is about
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Figure 7.4: In the 60 m3 h−1 simula-
tion, the magnitude of the velocity is
shown in the centered, vertical cross-
sectional area of the separator, t = 4.6 s.
The flow is turbulent with a maximum
velocity at the transition of the inlet to
the annular gap.

Figure 7.5: In the 60 m3 h−1 simu-
lation, the hydro-static pressure is de-
picted in the centered, vertical cross-
sectional area, t = 4.6 s. The maximum
is located next to the sleeve at the inflow
side. The net pressure loss from inlet to
outlet is about 1,400 Pa.

1, 400 Pa with a maximum hydro-static pressure of about 2, 000 Pa at the transition from
inlet to annular gap, Figure 7.5. In addition to the front view, the magnitude of the velocity
is presented in four horizontal cut-planes (a)-(d). The position of the cut-planes within
the separator is sketched in Figure 7.6 (left). In cut-plane (a) at the inlet, the Poiseuille
inflow profile with maximum velocity of ‖~uin‖ = 9.4 × 10−1 m s−1 is clearly visible. The
velocity decreases as the geometry widens and the turbulence of the flow is visible. In the
annular gap, the velocity is higher than in the calming area where it drops down to zero.
In cut-planes (b) and (c), the velocity in the calming area and within the annular gap is
depicted. Close to the position of cut-plane (d) the fluid escapes the annular gap and is
turbulent within the complete cross-sectional area. Compared to the results of the 60 m3 h−1

simulation, the results of the 120 m3 h−1 simulation look very similar, however the velocities
are twice as high as obvious in Figure 7.7. A maximum velocity of 2.8ms−1 is found at the
transition from inlet to annular gap. Here, the flow is more turbulent and reaches deeper
into the calming area as well as to the bottom of the device.
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Figure 7.6: The magnitude of the velocity is presented in four horizontal cut-planes (1)-(4),
t = 4.6 s. Their position within the geometry is sketched on the left side.

7.3.3 Magnetic particle separation

The spherical magnetic particles are exposed to both the external magnetic field and the
developed flow field of the carrying fluid. The latter is not updated during the particle
simulation. The particles are generated at the inlet with the mass concentration given in
Table 7.1. Once a particle touches the wall of the sleeve, it remains fixed at this position
since the magnetic field is strong enough that it cannot be removed by the considered drag
forces once attached. On the other walls, a reflection boundary is applied. The simulation
duration is 7.2 s.

The separation of the particle fractions F1 and F2 is examined by visually comparing the
final particle depositions after t = 7.2 s. In Table 7.2, a short overview over the parameter
setup of the individual separation simulations (A1, A2, B1, B2, C1, C2) is given. They
depend on the particle fraction, the volume flow and the saturation magnetization. In all
simulations, all particles remain within the separator. For the presentation of the results,
the particles are depicted in a cross-sectional cut with partly present geometry. Separated
particles possess the activity zero, freely moving particles the activity one.

Referring to simulation A1, the particles deposit on the upper fifth of the sleeve, mainly
on the side facing the inlet, see Figure 7.8. Most of the particles are separated directly
after reaching the annular gap. In simulation A2, the particles deposit to the upper half of
the sleeve and all around, Figure 7.9. The particle deposition reaches more downwards the
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Figure 7.7: Visualization of the magnitude of the velocity in the centered, vertical cross-
sectional area, t = 4.6 s. The flow is turbulent and has its maximum velocity at the transition
of the inlet to the annular gap.

annular gap on the side facing the inlet than on the averted side. Compared to A1, they
follow the fluid flow for a longer distance. In case of simulation B1, the particles deposit again
to the upper fifth of the sleeve with a deposition that is slightly more concentrated towards
the inlet than in simulation A1, Figure 7.10. In simulation B2, the particles are separated
in the upper fifth of the sleeve and again all around it, Figure 7.11. The deposition is less
enlarged downwards the sleeve. In simulation C1, the particles deposit again on the upper
fifth of the sleeve mostly in direction to the inlet area, Figure 7.12. There is no noticeable
difference to the results of simulation B1 although the volume flow is higher. In simulation

simulation F1 F2 60 m3 h−1 120 m3 h−1 45, 600 A m−1 265, 600 A m−1

A1 3 3 3

A2 3 3 3

B1 3 3 3

B2 3 3 3

C1 3 3 3

C2 3 3 3

Table 7.2: Overview over the parameters adjusted for the individual simulations.
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C2, the area of deposition is larger compared to simulation B2, Figure 7.13. The particles
reach more downwards the annular gap but less than in simulation A2.

Referring to the visual examination of A1, B1 and C1, the final depositions look similar.
A good separation is possible for both the high and small volume flows as well as for both
saturation magnetizations. Due to the particle size, the acting magnetic force is strong
and the inertia is high. The influence of the drag force diminishes in the presence of the
magnetic field. In comparison, the deposition area on the sleeve increases from B2 to C2 to
A2. Since the F2-particles are small, the magnetic force is small. For a smaller saturation
magnetization (A2), or respective higher volume flow (C2), the drag force dominates and
the deposition area increases. Concluding, for smaller magnetic particles a higher saturation
magnetization, respective a lower volume flow, ensures good separation results. In contrast,
for larger magnetic particles the effect of volume flow or saturation magnetization on the
deposition is less pronounced.
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Figure 7.8: A1 - The particles deposit
on the upper fifth of the sleeve.

Figure 7.9: A2 - The particles deposit
on the upper half of the sleeve and all
around it.
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Figure 7.10: B1 - The particles deposit
on the upper fifth of the sleeve with more
concentrated deposition next to the in-
let.

Figure 7.11: B2 - The particles deposit
on the upper fifth of the sleeve and all
around it.
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Figure 7.12: C1 - The particles deposit
on the upper fifth of the sleeve, mostly
directed towards the inlet.

Figure 7.13: C2 - The particles deposit
on the upper third of the sleeve and all
around it.



7.4. Conclusion 99

7.4 Conclusion

Simulating the processes in the spiral magnetic separator shows successfully the influence
of volume flow, particle size or saturation magnetization on the deposition of the magnetic
particles. First, both the magnetic field and the flow field were computed. Subsequently,
the magnetic separation of two mono-disperse particle fractions (F1 and F2) was performed
for two volume flows and two saturation magnetizations. The particles of F1 show a good
separation for the chosen parameter settings. The magnetic force dominates the separation
of the large particles, the impact of the drag force is small. The particles of F2 are smaller
than the particles of F1. They follow the fluid flow easier due to their smaller inertia
and the smaller magnetic force. Thus the influence of the volume flow and the saturation
magnetization on the particle separation is more prominent.

For further studies, following improvements to the simulations might be necessary. The
consideration of particle-particle contacts and dipole-dipole interactions might be important
as the particles form agglomerates. The impact of the particles on the fluid flow should be
considered and the computation of the flow field during the particle simulation continued.
The use of a continuous model approach to describe the particles might decrease computa-
tional costs since this allows for a better parallelization. Further, simulation aspects as e.g.
grid independence, stability and turbulence statistics should be studied.

The performed simulations are capable to successfully demonstrate the separation of the
magnetic particles for different fluid flow and particle parameters. This provides insight into
the dependence of the particle separation on the chosen process parameters. The smaller the
magnetic particles, the more important is a carefully chosen parameter setting for a good
separation. Furthermore, the simulations are helpful for the prediction of the escape rate
for particles with different magnetization. Nevertheless, further parameter studies as well as
validation experiments are necessary.
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8 Summary, conclusion and outlook

As highlighted in the introduction of this thesis, reactive particle fluid flows occur in a wide
range of practical applications in process engineering, e.g. in chemical catalytic reactors, in
fluidized bed reactors or in the uptake of phosphorus on C-S-H particles. The purpose of
this work arose from the necessity to develop suitable numerical simulation tools to study
and optimize such processes. The aim was to contribute novel LBM-based Euler-Lagrange
algorithms for reactive particle fluid flows consisting of moving particles that consider a
one-way, respective a fully two-way coupling of the components.

Part I of this work dealed with the mathematical models that describe the reactive particle
fluid flows. The carrier fluid and the reactive mass transport, respectively, were modeled
with the NSE or the VANSE, and the ADRE or the VAADRE, respectively. Insight into
the numerical solution by means of the LBM was given afterwards. Newton’s equations of
motion and the considered forces were introduced to obtain the trajectories of the particles,
which were represented by a Lagrange approach. In the following the achieved objectives
are summarized.

Part II presented the applications of the methods to demonstrate the potential of the
developed framework. In Chapter 5, a novel one-way coupled LBM-based algorithm was
applied to study fluid flows and components mixing inclusive consideration of adsorption
processes on the surface of moving, in water suspended and disperse sub-grid particles.
The model equations were the NSE, respective the ADRE. The main focus was on the
validation of the fluid flow and of the reactive substance transport. The components were
one-way coupled. The results of the fluid flow simulation agreed very well with the results
of the experiments using MRI to depict the fluid velocities. The simulation of the fluid
mixing showed similar results as the experiments with water and ink solution that allowed
a visual representation of the mixing quality. Additional, grid convergence studies for the
mass transport of the reactive substance inclusive reactions were performed and reasonable
results were obtained. The potential of the approach to simulate adsorption processes to
moving particles could be demonstrated.
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A fully coupled simulation of reactive particle fluid flows was achieved by a novel fully
two-way coupled multi-scale LBM and DEM, as shown in Chapter 6. The reactive particle
fluid flow consisted of the carrier fluid, a reactive substance and submerged, moving and
dispersed sub-grid particles. The fluid flow and the reactive mass transport were modeled by
a volume averaging method in kind of a continuous framework to determine the displacement
by the particles. The considered governing equations were the VANSE and the VAADRE.
The two-way coupling was achieved by taking into account drag forces acting on the fluid
as well as changes in porosity. The effects on the reactive mass transport were considered
both by adapting the diffusion coefficient to the porosity changes and by reactions at the
specific surface of the particles. First, a two-way particle fluid flow simulation was carried
out without consideration of reactions. For validation, a single particle sedimentation was
performed in an initially resting fluid for three different particle sizes. A comparison with
experimental results from the literature showed good agreement. Additional grid studies for
both fluid and particle velocities confirmed the convergence of the simulations. Afterwards,
a fully coupled reactive particle fluid flow simulation was performed in a channel with solid
sub-grid particles. In the end, the comparison with a fully resolved pore-scale simulation
was very good, the performed grid study converged. The correctness of the fully coupled
volume averaging could be demonstrated. The comparison of a one- and two-way coupled
multi-particle simulation of thousands of particles showed the true capability of the multi-
scale approach being an efficient simulation tool for larger reactive particle fluid flows. In
summary, the results obtained by the novel fully coupled volume-averaging method for the
simulation of reactive particle fluid systems are encouraging.

Reactive particle fluid flows also occur in biotechnological processes e.g. to specifically
separate target proteins from the fermentation broth using surface functionalised magnetic
carrier particles. As a first step towards a realistic simulation of an entire reaction and sep-
aration process, the particle fluid flow in a complete magnetic separation device was chosen
by means of a one-way coupled approach given in Chapter 7. The influence of volume flow,
particle size or saturation magnetization on the separation of the magnetic particles gave in-
formation about how to chose optimal process parameters for a good particle separation. The
separation behavior for different flow velocities and different particle parameters as particle
size and saturation magnetization were investigated. The smaller the magnetic particles, the
smaller the acting magnetic forces and the slower the separation. The presented approach
is capable to carefully predict a proper parameter setting for a good separation process.

Both the one-way, Chapter 5, and the two-way, Chapter 6, coupled methods provide
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an efficient numerical framework to simulate reactive particle fluid systems. As shown in
Chapter 7, the use of the presented methods is generally possible both in realistic systems
and in large devices. Further validation through experimental studies would pave the way for
many more process engineering applications. Still, more investigations are necessary since
e.g. shear flows at the particle surface influence the reaction processes. A precise observation
of the reactive substance distribution in the immediate vicinity of the particles, e.g. by two-
way coupling, is important since it is exposed to a dynamic change due to the flow conditions.
Since reactive particle fluid flows usually do not consist of mono-disperse particles, particle
size distribution and, if necessary, shape and surface of the particles have to be considered.

The thesis demonstrated that a suitable simulation tool that relates the fluid flow and
the reaction processes on the particles to each other, is of essential use. In future work, the
determination of the model equations of reaction kinetics by means of numerical investiga-
tions would enable a fundamental and new insight into the calculation of reaction kinetics
detached from empirically determined parameters. Its direct use in reactive particle fluid
flow simulations would help to predict and to optimize the uptake of reactive substances. The
reaction kinetics of the nanoscale reaction process could be determined by using a molecular
dynamic approach and suitable potential equations at pore or particle surface. The simula-
tion could be performed with a coarse-grained model based on DEM. The obtained reaction
kinetics could be transferred to micro- and macroscale flow simulations and coupled with
the LBM.
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A Algorithm related to Chapter 6
Algorithm 1 Overall coupling algorithm

Setup the initial and boundary condition in Yantra for VANSE and for VAADRE

Initialize Yade engines with NewtonIntegrator() and
ForceResetter(gravity=(0,0,0),damping=0.)

Initialize particle properties

Set ∆t = min(∆tYade,∆tYantra,VANSE,∆tYantra,VAADRE)

Start numerical scheme

While t ≤ tend:

DEM computation

Compute sl(t, ~x) by (4.20)
Compute 〈~u〉(t, ~xl(t)) by (4.19)

Compute D〈~u〉(t,~xl(t))
Dt , d ~ul(t)

d t with 〈~u〉(t−∆t, ~xl(t−∆t)) and ~ul(t−∆t)
Compute the relevant forces and torques
Solve the new particle position ~xl(t+∆t) and the new particle velocity ~ul(t+∆t)
by (6.2)
Compute the force density ~fd(t, ~x) by (4.21) and the porosity φ(t, ~x) by (4.22)

LBM VANSE computation

Compute 〈~u〉(t, ~x)eq by (3.6), f eq
i (t, ~x) by (3.5), ΩF

i (t, ~x) by (3.7)
Execute collision step (tcollision): fi(tcollision, ~x) = fi(t, ~x) + ΩBGK

i (t, ~x) + ΩF
i (t, ~x)

Compute ΩPCR
i (t, ~x) by (3.10)

Execute pressure correction (tPCR): fi(tPCR, ~x) = fi(tcollision, ~x) + ΩPCR
i (t, ~x)

Execute streaming step: fi(t+ ∆t, ~x+ ~ci ∆t) = fi(tPCR, ~x)
Compute the macroscopic variables for t+ ∆t by (3.8)

LBM VAADRE computation

Compute ΩRXN
j (t, ~x) by (3.13) and (4.23), geq

j (t, ~x) by (3.14)
Compute macroscopic variables by (3.16)
Execute collision step (tcollision): gj(tcollision, ~x) = gj(t, ~x) + ΩTRT

j (t, ~x) + ΩRXN
j (t, ~x)

Execute streaming step: gj(t+ ∆t, ~x+ ~ci ∆t) = gj(tcollision, ~x)
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B Algorithm related to Chapter 7
Algorithm 2 Separation of magnetized particles in the spiral magnetic separator.

Setup the initial and boundary conditions for LBM and DEM

Integrate the stl-file of the separator geometry

While t ≤ 4.6 s:

LBM computation including Smagorinsky-Lilly model (Section 2.3.6)

Load the magnetic field data

Compute the gradient of the magnetic field

While t ≤ 7.2 s:

DEM computation

Generate particles at the inlet
Compute ~Fdrag,l(t) and ~Fmag.,l(t)
Solve the new particle position and the new particle velocity
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C Publications and congress

proceedings

Publications and submitted articles
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