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Abstract 

Feasibility analyses in the early stages of project development are crucial for a smooth planning 

process and significantly contribute to a successful implementation of shallow geothermal 

energy (SGE) systems for heating and cooling supply. Even though the supply reliability and 

operational efficiency of SGE are widely proven, a broad market distribution is still impeded 

by high initial capital costs, site-specific and complex planning procedures as well as existing 

conventional technologies that are often characterized by simpler planning and utilization. 

Hence, comprehensive feasibility analyses considering economic and technical aspects are cru-

cial not only to facilitate a rapid project development but also to point out associated economic 

benefits and technical capabilities to customers and decision-makers. Despite the successful 

realization of a few best practice examples of SGE supplying large-scale industrial, commercial 

or public facilities, there is a lack of knowledge transfer regarding coordinated site characteri-

zation and successful project development. Furthermore, only little is known about the actual 

heating and cooling requirements of buildings and their related supply costs, which not only 

impede the demonstration of economic benefits of SGE systems but also jeopardizes overall 

project success. To address these shortcomings and to demonstrate the required scope of holis-

tic and sound techno-economic feasibility (TEF) analyses of large-scale SGE systems, this 

thesis analyzes individual stages of the TEF at selected sites using four different approaches. 

In study 1, a straightforward approach to determine the cooling requirements of buildings is 

introduced by quantifying installed cooling capacities of compression chillers using aerial 

images. This is demonstrated at the Campus North of the Karlsruhe Institute of Technology 

(KIT) considering 36 air-cooled chillers with a total installed cooling capacity of 16 MW. With 

increasing capacities, improved accuracies of up to 85 % are achieved, indicating higher suit-

ability of the method for large-scale installations. 

Considering the findings of study 1, study 2 further analyzes the current cooling supply at the 

Campus North and examines the cooling demand and associated supply costs of 23 campus 

buildings. This study is performed considering the intended transition from the current decen-

tralized cooling supply using chillers to promising district cooling (DC) networks fed by re-

newable cooling sources. Since the obtained parameters are subject to uncertainties, a Monte 

Carlo simulation is performed revealing cooling costs between 5.4 and 11.4 euro cents kWh-1. 

Cumulative annual costs of €4.5 million of all considered buildings, mainly resulting from the 
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electricity costs to operate the chillers, request for a rapid shift to a decentralized and more 

efficient cooling supply by integrating renewable cooling solutions. The holistic analysis of the 

current cooling supply facilitates the discussion on further optimization measures and enables 

benchmarking with other universities or facilities, where DC systems are already implemented. 

Study 3 analyzes the economic viability of SGE systems considering the investment costs and 

operating expenses of a potential Aquifer Thermal Energy Storage (ATES) for the heating and 

cooling supply of a specific building of the municipal hospital in Karlsruhe, Germany. The 

determined capital costs amount to €1.3 million, with underground installations accounting for 

the largest share of costs (60 %). The subsequent cost-benefit analysis between the considered 

ATES and the current supply technology consisting of compression chillers and district heating 

(DH) reveals a payback time of about 3 years for the ATES system. The most efficient supply 

option is direct cooling using ATES resulting in an electricity cost reduction of 80 %. 

Furthermore, the ATES achieves CO2 savings of about 600 tons per year, hence clearly 

demonstrating its potential economic and environmental benefits. This analysis addresses the 

existing lack of awareness of ATES in general and its related economic potential in particular 

to especially promote ATES usage in Germany, where the technology has not yet penetrated 

the thermal energy market. 

As the reliability of measured data during exploration is related to optimized system designs 

affecting SGE economics, a holistic analysis of errors and uncertainties related to wireless tem-

perature measurement (WTM) is provided in study 4. The encountered errors are determined 

in the laboratory and subsequently applied to vertical temperature profiles of the undisturbed 

ground recorded at a borehole heat exchanger (BHE) site. The resulting precision of 0.011 K 

and accuracy of -0.11 K ensure a high reliability of the WTMs. The largest uncertainty is 

obtained within the first five meters of descent and results from the thermal time constant of 

4 s. The fast and convenient measurement procedure results in substantial advantages over 

Distributed Temperature Sensing (DTS) measurements using fiber optics, whose recorded 

temperature profiles at the site serve as a qualitative comparison. This study aims to raise 

awareness on the importance of detailed exploration as part of the TEF analysis of SGE in 

general and to specifically contribute to the advancement of wireless measurement technology. 
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Kurzfassung 

Machbarkeitsanalysen in der frühen Phase der Projektentwicklung sind entscheidend für einen 

reibungslosen Planungsprozess und tragen maßgeblich zu einer erfolgreichen Umsetzung von 

oberflächennahen geothermischen (ONG) Systemen zur Wärme- und Kälteversorgung bei. Ob-

wohl die Versorgungssicherheit und Betriebseffizienz der ONG hinreichend demonstriert ist, 

wird eine weite Marktverbreitung noch immer durch hohe Anfangsinvestitionen, standorts-

pezifische und komplexe Planungsverfahren sowie konventionelle Technologien, die sich 

meist durch einfachere Planung und Nutzung auszeichnen, erschwert. Daher sind umfassende 

Machbarkeitsanalysen, die sowohl wirtschaftliche als auch technische Aspekte berücksichti-

gen, nicht nur entscheidend, um eine schnelle Projektentwicklung zu ermöglichen, sondern 

auch, um Kunden und Entscheidungsträgern die wirtschaftlichen Vorteile und technischen 

Möglichkeiten aufzuzeigen. Trotz der erfolgreichen Umsetzung einiger Best-Practice-

Beispiele der ONG für die Versorgung großer industrieller, gewerblicher oder öffentlicher Ein-

richtungen fehlt es an Wissenstransfer hinsichtlich koordinierter Standortcharakterisierung und 

erfolgreicher Projektentwicklung. Darüber hinaus ist nur wenig über den tatsächlichen Wärme- 

und Kältebedarf von Gebäuden und die damit verbundenen Versorgungskosten bekannt, was 

nicht nur den Nachweis der wirtschaftlichen Vorteile von ONG-Systemen erschwert, sondern 

auch den gesamten Projekterfolg gefährdet. Um diesen Unzulänglichkeiten zu begegnen und 

den erforderlichen Umfang einer ganzheitlichen und fundierten technisch-wirtschaftlichen 

Machbarkeitsanalyse (TWM) großer ONG-Systeme aufzuzeigen, werden in dieser Arbeit 

einzelne Stufen der TWM an ausgewählten Standorten mit vier verschiedenen Ansätzen 

analysiert. 

In Studie 1 wird ein einfacher Ansatz zur Ermittlung des Kühlbedarfs von Gebäuden 

vorgestellt, indem die installierten Kühlleistungen von Kompressionskältemaschinen anhand 

von Luftbildern quantifiziert werden. Dies wird am Campus Nord des Karlsruher Instituts für 

Technologie (KIT) unter Berücksichtigung von 36 luftgekühlten Kältemaschinen mit einer 

installierten Gesamtkühlleistung von 16 MW demonstriert. Mit zunehmender Leistung werden 

verbesserte Genauigkeiten von bis zu 85 % erzielt, was auf eine bessere Eignung der Methodik 

für Großanlagen hinweist. 

Unter Berücksichtigung der Ergebnisse von Studie 1 wird in Studie 2 die aktuelle Kältever-

sorgung am Campus Nord weiter analysiert und der Kältebedarf von 23 Campusgebäuden 
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sowie die damit verbundenen Versorgungskosten untersucht. Diese Studie wird im Hinblick 

auf den beabsichtigten Übergang von der aktuellen dezentralen Kälteversorgung mittels 

Kältemaschinen zu einem zukunftsfähigen Kältenetz, das durch erneuerbare Kältequellen 

gespeist werden soll, durchgeführt. Da die erhaltenen Parameter mit Unsicherheiten behaftet 

sind, wird eine Monte Carlo Simulation durchgeführt, die Kühlkosten zwischen 5,4 und 

11,4 Eurocent pro kWh offenbart. Die kumulierten jährlichen Kosten aller betrachteten 

Gebäude, die hauptsächlich aus den Stromkosten für den Betrieb der Kältemaschinen 

resultieren, liegen bei 4,5 Mio. € und fordern einen schnellen Umstieg zu einer dezentralen und 

effizienteren Kälteversorgung durch die Integration von erneuerbaren Kälteversorgungs-

lösungen. Die ganzheitliche Analyse der aktuellen Kälteversorgung erleichtert die Diskussion 

über weitere Optimierungsmaßnahmen und ermöglicht ein Benchmarking mit anderen Univer-

sitäten und Einrichtungen, in denen Kältenetze bereits erfolgreich betrieben werden. 

Studie 3 analysiert die Wirtschaftlichkeit der ONG unter Berücksichtigung der Investitions- 

und Betriebskosten am Beispiel eines potenziellen Aquiferspeichers (ATES) zur Wärme- und 

Kälteversorgung eines spezifischen Gebäudes des Städtischen Klinikums in Karlsruhe, 

Deutschland. Die ermittelten Investitionskosten beziffern sich auf 1,3 Mio. €, wobei die unter-

irdischen Installationen mit 60 % den größten Kostenanteil ausmachen. Eine Kosten-Nutzen-

Analyse zwischen dem betrachteten ATES und der aktuellen Versorgungstechnologie 

bestehend aus Kompressionskältemaschinen und Fernwärme zeigt eine Amortisationszeit des 

ATES-Systems von ca. 3 Jahren. Die effizienteste aller Versorgungsoptionen ist die direkte 

Kühlung des Gebäudes mittels ATES, was zu einer Stromkostenreduktion von 80 % führt. 

Darüber hinaus ermöglicht das ATES-System eine CO2-Einsparung von ca. 600 Tonnen pro 

Jahr, wodurch die potentiellen wirtschaftlichen und ökologischen Vorteile der Technologie 

verdeutlicht werden. Diese Analyse adressiert das fehlende Bewusstsein für ATES im Allge-

meinen und das damit verbundene wirtschaftliche Potenzial im Besonderen, um die ATES 

Nutzung speziell in Deutschland zu fördern, wo die Technologie den Wärmemarkt bislang 

noch nicht durchdrungen hat. 

Da die Verlässlichkeit von gemessenen Untergrundparametern während der Erkundungsphase 

sich auf die Auslegung und Wirtschaftlichkeit eines ONG-Systems auswirkt, wird in Studie 4 

eine ganzheitliche Analyse von Fehlern und Unsicherheiten im Zusammenhang mit kabellos 

durchgeführten Temperaturmessung vorgenommen. Die auftretenden Fehler werden im Labor 

ermittelt und anschließend auf vertikale Profile der ungestörten Untergrundtemperatur übertra-

gen, die an einer Erdwärmesonde aufgenommen wurden. Die ermittelte Präzision von 0.011 K 
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und Genauigkeit von -0.11 K gewährleisten eine hohe Zuverlässigkeit der Messungen. Die 

größte Unsicherheit ergibt sich innerhalb der ersten fünf Meter und resultiert aus der 

thermischen Zeitkonstante von 4 s. Das schnelle und komfortable Messverfahren führt zu 

Vorteilen gegenüber herkömmlichen Glasfasermessungen, deren aufgezeichnete Tempera-

turprofile am Standort als qualitativer Vergleich dienen. Diese Studie soll das Bewusstsein für 

die Bedeutung einer detaillierten Exploration als Teil einer ganzheitlichen 

Machbarkeitsanalyse von SGE im Allgemeinen schärfen und speziell zur Weiterentwicklung 

der kabellosen Messtechnik beitragen. 
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Chapter 1  
1. Introduction 

Introduction 

1.1 General motivation 

In the frame of the European Green Deal, the European Union (EU) strives to reduce 

greenhouse gas emissions to at least 50 % of 1990 levels by the year 2030 and to achieve 

climate neutrality by 2050 [1]. To become the first climate-neutral continent, a fundamental 

paradigm shift from a fossil-based to a renewable energy supply in the heating and cooling 

sector is indispensable. Hitherto, the majority of public and political debates on energy transi-

tion are, however, related to the electricity sector focusing on the decarbonization of the power 

generation. Consequently, the total share of 20 % of renewable energy in the EU is mainly 

attributed to the disproportionate amount of renewables in the power sector (32 %) [2, 3]. At 

the same time, the EU consumes half of its energy for heating and cooling purposes mostly 

required for industrial processes or to supply buildings [4]. 

To pave the way towards a low carbon thermal energy sector, the replacement of combustion 

heating and electricity-intensive cooling technologies with different portfolios of shallow 

geothermal energy (SGE), also described as beneficial electrification [5], is considered an 

elementary component [6, 7]. SGE represents different types of usage ranging from closed or 

open-loop systems to seasonal storage or direct usage applications. These different designs 

have in common the exploitation of thermal energy stored at a maximum depth of 400 m to 

heat or cool an above-ground facility [8, 9]. As the most commonly allowed temperature values 

for heating and cooling supply range between 5 and 25 °C [10], SGE is also referred to as low-

temperature (LT) or low-enthalpy geothermal technology. Hence, the additional application of 

electrically powered heat pumps (HPs) is required to raise the extracted subsurface tempera-

tures to a level suitable for space heating. For cooling supply, reversible HPs transport heat 

from the building to the subsurface [11, 12]. Depending on the subsurface properties and the 

facility requirements, SGE also allows direct cooling, operating as a natural heat sink without 

auxiliary power [13]. 
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Even though SGE is a proven technology demonstrating operational robustness, it can still be 

considered a niche technology with a fairly small market share even within renewable heating 

and cooling applications (2 %) [14]. In most cases, energy planners and customers are familiar 

with and used to the handling of conventional technologies in both planning and operation. In 

contrast, planning of SGE systems is site-specific and requires multidisciplinary competencies 

regarding geology, geotechnics, drilling, heat pump technology and building service. Further-

more, high initial capital costs, which are usually higher than those of conventional systems, 

are considered as a financial barrier to broader market dispersion [15]. To face this competition, 

feasibility analyses in the early stage of project development that examine both economic and 

technical factors are required. This not only provides a sound basis for subsequent planning 

and implementation but also demonstrates potential benefits and opportunities to users, stake-

holders and decision-makers. 

In recent years, some approaches were developed to investigate the feasibility of SGE systems 

on a site-specific basis. For instance, Tissen et al. [16] show that various SGE applications are 

technically suitable to meet the heat demand of an urban quarter pointing out that ground-

source heat pumps (GSHPs) are most appropriate at the site. Further case studies examining 

the technical feasibility of different SGE technologies are performed by Desideri et al. [17], 

Focaccia et al. [18], Emmi et al. [19] and Liu et al. [20]. While Schiel et al. [21] emphasize the 

importance of heat demand knowledge in their study area to examine SGE suitability, less 

attention is on the assessment of actual cooling requirements. However, the latter is particularly 

important for feasibility analyses of SGE in areas with high cooling demand densities, as often 

found in industrial, commercial or public buildings. At the same time, economic analyses are 

mostly concerned with the high initial capital costs [22–24] or consider only one particular 

SGE system [25–27]. However, economic assessments that focus solely on SGE contribute less 

to its economic feasibility as the costs of competing technologies are not considered. Hence, 

economic comparisons between SGE systems and their competing heating and cooling tech-

nologies are required to emphasize potential annual savings. This applies even more for 

economic feasibility studies of large-scale SGE technologies associated with particularly high 

capital costs or still unknown technical variants of SGE, which often accounts for difficulties 

in market penetration. 

Furthermore, Schelenz et al. [28] demonstrate the importance of a coordinated site characteri-

zation to substantially increase the reliability of SGE system planning. Hence, collecting and 

analyzing site-specific data of both building requirements and subsurface properties are re-
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quired to conduct a comprehensive techno-economic feasibility study of SGE systems. 

Addressing these shortcomings of presently available feasibility studies by considering 

technical and economic aspects of building requirements, SGE systems, as well as competing 

technologies is the subject of the present thesis. 

1.2 Techno-economic feasibility of SGE 

Feasibility analyses of SGE applications in the early stages of project planning are more exten-

sive compared to most common heating and cooling technologies, but at the same time, they 

are essential and represent the central pillar of project development. The Committee of the 

Associations and Chambers of Engineers and Architect for fee regulations with the German 

acronym AHO [29] establishes a specific basis for required planning services in the field of 

shallow geothermal energy. 

According to Bücherl and Walker-Hertkorn [30] and AHO [29], SGE system planning consists 

of eight consecutive and interconnected project phases as illustrated in Figure 1-1.  

 

Figure 1-1: The sequence of the planning process of SGE systems including project phases and individual 

stages as derived from AHO and Bücherl and Walker-Hertkorn [29, 30]. The feasibility study comprises two 

project phases in the early stage of project planning and can be further specified as techno-economic 

feasibility. The included stages of the latter are highlighted in green as defined in the present thesis. 

The feasibility analysis comprises two project phases, referred to as basis development and 

pre-planning, which are subdivided into individual stages. Please note that the illustrated order 

Basic evaluation Legal aspects

Design planning

Approval planning

Executive planning

Service awarding

Execution

Documentation

(Hydro-)Geology Risks Exploration needsEnvironmental impacts Demand & 
capacity

Pre-planning Technology options (Pre-)dimensioning Economic analysis Exploration Structural conditions

 Feasibility
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Modelling Funding 

Exploration needs

Project phase
Individual stage
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of individual stages only serves as a basic frame and may deviate in practice depending on the 

type and size of the considered SGE system and the individual project management. Large-

scale systems, in particular, for heating and cooling of industrial and commercial infrastruc-

tures require a detailed and thorough feasibility analysis [18]. As technical realization relies on 

economic viability, several technical investigations form the basis for economic assessments. 

Consequently, in the present thesis, several stages which are firmly connected with each other 

are referred to as techno-economic feasibility (TEF) and further specified hereafter as derived 

from Walker-Hertkorn [30] and AHO [29]: 

• Demand and capacity: Heating and cooling requirements of a building are the final 

part of the basic evaluation and are typically derived in collaboration with the building 

service to form a central pillar for the subsequent phases of pre-planning and design 

planning. SGE systems are designed based on the heating and/or cooling load profile, 

which typically consists of monthly values [31]. For new buildings, either standard load 

profiles as provided by the German technical guideline VDI 4640 [32] are applied or 

synthetic load profiles are simulated based on the planned building characteristics and 

the ambient air temperature [33]. 

• Technology option: Based on the findings of the basic evaluation, the type of SGE 

system that is appropriate is either examined or narrowed considering legal aspects, 

usage potential, supply reliability, synergetic usage possibilities and building require-

ments. The preferred solution is pointed out, while others are excluded. 

• (Pre-)dimensioning: Implies the basic conception of the SGE system mostly depend-

ing on the findings of the fundamental (hydro-)geological investigation and the demand 

and capacity analysis of the basic evaluation phase [31]. This includes, for instance, an 

assessment of the required number and depth of boreholes or groundwater wells to meet 

the heating and cooling requirements of the building. In some countries, publicly avail-

able tools are utilized for this stage [34, 35]. 

• Economic analysis: In order to decide whether to invest in SGE or not and to comple-

ment the discussion on the technology option, the performance of economic analyses is 

required. Investment costs and annual operating expenses are determined following the 

German technical guideline VDI 2067 [36]. Cost-benefit analyses to economically 

compare the SGE system either with competing or replaced heating and cooling sys-

tems are proposed to obtain potential annual savings and associated amortization [37]. 



Introduction 

5 

 

• Exploration: Refers to the determination of thermo-physical, hydro-geochemical and 

hydraulic properties of the subsurface. Depending on the type and size of the SGE sys-

tem, the execution of test drillings and monitoring wells is required to perform different 

types of field tests, which are comprehensively summarized in Witte et al. [38] and Luo 

et al. [39]. The performance of thermal response tests (TRTs) is considered the most 

common field investigation to explore subsurface thermal properties for multiple 

borehole heat exchanger (BHE) [40, 41]. 

• Structural conditions: Refers to the assessment of already existing structural and engi-

neering factors at the site. Aboveground and underground structures due to 

anthropogenic activities such as buildings, electrical or hydraulic lines, sewers, base-

ments or already existing geothermal systems particularly affect the drilling procedure 

and the efficiency of operation of SGE systems [42]. Furthermore, the building inter-

face of existing facilities is evaluated to subsequently ensure a smooth integration of 

SGE. 

In order to finalize the feasibility study and to provide a smooth transition to the design plan-

ning, analytical or numerical models are performed to characterize the subsurface heat transport 

of the considered SGE system [43]. These simulations combine the main findings regarding 

the heating and cooling requirements of buildings and the subsurface properties determined 

during the exploration of the study site. 

1.3 Considered heating and cooling supply technologies 

According to Behrens and Hawranek [44], feasibility studies are a prerequisite tool providing 

all required information for decision-making by considering the predefined objectives. Regard-

ing the heating and cooling supply of a facility, the objectives are related to a considered type 

of technology, which is either to replace an existing system or to be compared with an alterna-

tive option. To address this standard, various SGE systems and conventional technologies for 

heating and cooling supply are an integral part of this thesis. Each considered system from 

Chapter 2 to Chapter 5 is illustrated in Figure 1-2 and introduced hereinafter. 

Aquifer Thermal Energy Storage  

Low-temperature Aquifer Thermal Energy Storage (LT-ATES) is the most frequently applied 

underground thermal energy storage (UTES) technology to tackle the seasonal gap between 
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times of the highest demand and periods of the highest energy supply [45]. While a minimum 

of two open groundwater wells is required to realize the seasonal operating mode, LT-ATES 

typically consists of multiple well arrays to heat and cool large infrastructures such as airports, 

hospitals or universities. In winter, warm groundwater stored over the summer is extracted 

from the warm well for heating supply. HPs are an integral part of the entire system to raise 

the temperatures to the required level for heating supply of the associated building [46, 47]. In 

summer, the pumping direction is shifted and cold groundwater stored over the winter is 

extracted for cooling purposes. Abstraction temperatures below 10 °C are often sufficient for 

direct cooling supply without HP usage [48]. At the same time, the produced waste heat during 

cooling supply is injected back into the aquifer via the warm well and stored until the heating 

season begins. LT-ATES mainly operate to a maximum storage depth of 150 m [45]. 

 

Figure 1-2: Overview and basic principle of heating and cooling technologies discussed in the subsequent 

Chapters 2 to 5 including low-temperature shallow geothermal energy systems (Aquifer Thermal Energy 

Storage and borehole heat exchanger), conventional compression chillers as well as large-scale district 

heating (DH) and cooling (DC) systems. 

Even though the vast majority of ATES systems are equally utilized for heating and cooling 

supply, few installations provide either heat or cold, which is demonstrated in Rostock 

(heating), Germany and at Stockton college (cooling), USA [49, 50]. Fleuchaus et al. [51] pro-

vide a comprehensive analysis of temperature levels of 73 LT-ATES systems currently in 

operation. Due to the achieved storage effects, average production temperatures of LT-ATES 

are optimized by about 3 K towards natural groundwater showing warmer (winter) or colder 

(summer) production temperatures. Hence, average abstraction temperatures for heating and 
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cooling amount to 15 and 10 °C, respectively. Whereas LT-ATES is well established in the 

thermal energy market in the Netherlands with almost 3,000 systems installed, Germany is 

considered more of a blank sheet regarding ATES usage, with only two known systems cur-

rently in operation [49]. Further details on LT-ATES are provided in Chapter 4. 

Borehole Heat Exchanger 

The most commonly applied SGE technology option is a closed-loop vertical borehole heat 

exchanger combined with a HP also referred to as ground source heat pump (GSHP) system. 

A circulating heat carrier fluid transports the received thermal energy from the subsurface to 

the coupled HP [52]. Vertical BHEs are typically plastic tubes (U-pipes) with depths ranging 

between 50 – 400 m [53]. To prevent borehole collapse and groundwater contamination, and 

to enhance thermal contact between pipe and ground, the general practice is to backfill the 

annular space with grout or backfill material [54]. GSHPs achieve average operating efficien-

cies, quantified by the seasonal performance factor (SPF), of about 4 [55], meaning 1 kWh of 

electrical input yields approximately 4 kWh of thermal energy. BHEs range from single 

installations supplying detached family homes to large SGE fields for heating and cooling of 

commercial and industrial facilities [56–58]. Direct cooling is achieved without mechanical 

refrigeration by circulating the heat carrier fluid in the U-pipe and bypassing the HPs [59]. 

With more than 380,000 systems currently in operation and an installed capacity of 4,400 MW, 

Germany is one of the leading countries in terms of geothermal HP usage [60]. 

Compression Chillers 

At present, there are about two billion air condition (AC) units in operation worldwide with a 

growing sales figure of ten new AC units for every second passed [61, 62]. The most frequently 

applied technologies for cooling supply are different types of electricity-driven vapor-compres-

sion refrigeration systems, which are grouped under the common term compression chiller 

[63]. Chillers are considered as turnkey systems sized based on the required cooling capacity 

of the building indicating the amount of heat the device can remove over time from the space 

being cooled [64]. In its basic operating principle, a vaporous refrigerant passes through the 

electrically driven compressor resulting in a rise in temperature and pressure. While transported 

to the condenser, the vapor turns into fluid associated with heat release. After passing the ex-

pansion valve, the evaporator vaporized the liquid under heat absorption and the medium is 

finally cooled [65, 66]. Chillers used for cooling supply are typically designed for supply tem-

peratures of 6 °C and return temperatures of 12 °C.  
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The global market size of chillers was estimated at around USD10 billion in 2019, with ex-

pected annual growth rates of 4.3 % [67]. The highest share of all chillers sold has a capacity 

below 500 kW [68], indicating the most frequent use of chillers for individual and decentralized 

cooling supply. Chillers can be distinguished between water-cooled and air-cooled chillers. 

The latter are characterized by visible condenser fans installed on the roofs to release heat to 

the environment (Figure 1-2). They account for 37 % of the global chiller market revenue and 

are typically used for small to medium sized commercial buildings [67]. Water-cooled chillers 

typically operate in combination with cooling towers and are mostly applied to cool large-scale 

infrastructures or to feed district cooling (DC) networks. 

District heating and cooling networks 

DC systems deliver chilled water from a central production plant through a network of under-

ground pipes to various consumers. The production of chilled water can be driven by different 

types of technologies such as compression or absorption chillers and large-scale SGE systems 

or by lakes, rivers or seawater. DC networks operate with one supply and one return pipe each, 

with common supply temperatures of 6 °C and are installed in areas with high cooling demand 

densities such as commercial areas or specific districts of cities [69–71]. As a result of higher 

comfort standards, DC networks are particularly popular in the USA, while recently the largest 

growth rates are observed in the Middle East [72]. In contrast, DC networks are still a rather 

undiscovered solution in Europe, with a market share of about 1 % equal to 3 TWh, and about 

150 systems currently in operation [73, 74].  

Blueprints for successful DC operation are often found at universities, which can be described 

as melting pots of large-scale cooling supply that combines different types of technologies as 

shown in Figure 1-3. US universities are considered as pioneers in the implementation of DC 

networks. In its basic form, the combined heat and power (CHP) station of the university sup-

plies the coupled chiller plant with electricity or heat to power the compression or absorption 

chiller, which operates in combination with thermal energy storage (TES) [75]. This concept 

enables, for instance, the installation of occasionally reported cooling capacities above 

100 MW [76]. 

Common DC networks with chiller plants are also applied at universities in Europe, for instance 

at the University of Stuttgart or the Campus South of the Karlsruhe Institute of Technology 

(KIT). At the same time, new generations of DC and DH networks fed by renewable energy 

sources are considered as a promising solution and are slowly gaining popularity in recent years 
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[77]. Best practice examples of successful integration of ATES in DC networks can be found 

at Dutch universities such as Radboud University and TU Eindhoven (TU/e). The latter oper-

ates the world largest ATES system with 32 wells installed and a cooling capacity of 20 MW 

distributed over an underground network of 8 km [78, 79]. Please note, that these networks, 

which are also found at ETH Zürich combined with borehole thermal energy storage (BTES), 

are characterized by the fact the same distribution system is used for both heating and cooling 

supply. One of the largest GSHP systems is in operation at Ball State University (BSU) com-

prising 3,383 boreholes up to a depth of 150 m. Combined with centrifugal chillers producing 

hot and cold water, the entire system supplies 47 buildings [72, 80]. 

 

Figure 1-3: Evolution of district cooling networks at university sites over time considering cooling capacity, 

network length and supply technologies to feed the system, derived from Refs. [50, 76, 78, 81–114]. 

While the role of future DC networks is still debated in Europe, DH systems are more estab-

lished in the thermal energy sector with about 6,000 networks in operation and a market share 

of up to 50 % in northern countries [115, 116]. With growing urbanization and the respective 

temperature levels required for space heating and cooling in modern or refurbished buildings 

continue to converge, SGE systems strive to tap into large-scale thermal energy markets. While 

district heating (DH) technologies were limited to systems producing hot water or steam, new 

generations of DH networks operate with lower temperatures in the range of 10 to 50 °C and 

therefore even request the integration of SGE [77, 117, 118]. In Germany, DH is well estab-

lished and benefits from past subsidy programs contributing 10 % to the current heating supply 

[119]. However, heat generation for DH in Germany is still dominated by fossil-based energy 
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sources such as natural gas (42 %) and coal (24 %), while renewable energy sources only con-

tribute with 20 % [120]. Furthermore, the compulsory connection to DH networks, often found 

at the local level, together with low renovation rates of the current building stock [121, 122], 

inhibits a fast integration of SGE systems and renewable energy source in general. 

Many large-scale heating and cooling solutions are found at research facilities, even consisting 

of several best practice examples of SGE systems, which is theoretically predestined for 

knowledge transfers within research and development (R&D). However, information on eco-

nomics, technical data or operating performance is rarely published and therefore not 

transferable to similar project goals and related TEF studies. This is explained by Werner [123], 

who emphasizes that DHC systems at universities are rather considered as grey area since they 

are mostly part of the customer side of the energy system distributing heat and cold to their 

own buildings. Most statistics on DHC systems, however, refer to systems that belong to the 

energy sector providing heat and cold to many customers. 

1.4 Study sites  

The approach of the TEF analysis of the present thesis, as illustrated in Figure 1-1, is demon-

strated at three different sites, namely the Campus North (CN) of the Karlsruhe Institute of 

Technology (KIT), the municipal hospital Karlsruhe and the University of Applied Sciences 

Karlsruhe with the German acronym HsKA, which are located near or in the city of Karlsruhe, 

Germany (Figure 1-4). All sites have the common vision to implement different types of SGE 

systems, particularly evoked by the fact that the current cooling supply requires sustainable 

and future-proof solutions.  

The CN of the KIT is a large research facility covering an area of about 2 km2 (Figure 1-4a). 

Currently, the cooling supply is decentrally organized using air-cooled chillers installed on the 

roofs of each building. While ambitious climate-neutral goals are already communicated, the 

CN elaborates the transition to a promising DC system using renewable energy sources. Fol-

lowing some best practice examples in Figure 1-3, the use of LT-ATES as cold storage is 

considered a promising technology option at the site. However, the planning procedure is 

inhibited as some of the individual stages of the TEF are not addressed, yet. This includes the 

determination of capacities and demands of the buildings as well as an economic analysis of 

the current state, which are consequently addressed in Chapter 2 and 3. 
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Figure 1-4: Study sites including considered LT-SGE technologies (modified after Bayer et al. [124]) and 

the applied stages of the techno-economic feasibility as analyzed in the present thesis. ©: (a) KIT; (b), (c) 

Simon Schüppler. 

The municipal hospital in Karlsruhe constructed a new facility, including a surgery with 240 

beds, which will be put into operation in 2021 (Figure 1-4b). Initial considerations regarding 

suitable heating and cooling technologies also included LT-ATES. However, the hospital 

administration finally decided to use the preexisting connection to the DH network of the 

municipal utility and compression chillers for cooling supply. Despite this decision, further 

feasibility studies on the use of ATES at the site are required, as the current heating and cooling 

supply of the entire hospital area is considered rather unsustainable. While the hospital operates 

its own DC network fed by a chiller plant of 6.5 MW, most of the heating demand is met by 

the DH network of the city. In order to raise awareness of ATES technology and its economic 

viability towards the hospital administration, Chapter 4 provides a cost-benefit analysis of LT-

ATES and the current heating and cooling supply for the new building. 

The University of Applied Sciences has a BHE field consisting of nine individual U-pipes. The 

BHEs were installed to a depth of 36 m without backfilling as part of a ZIM research project 

in 2015. While the focus of the project was more on the development of monitoring 

technologies for BHEs, less attention was on the actual usage of the BHE field and a feasibility 
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study was not prepared. Consequently, the BHE field was not further used for heating or 

cooling supply. However, as research activities in the adjacent laboratory (Figure 1-4c) produce 

waste heat, different concepts for removing the heat using the existing BHEs are currently 

being examined [125]. This requires a subsequent feasibility analysis with a focus on the 

subsurface properties as the university aims to use the existing BHE field for direct cooling. 

Therefore, the site is representatively used for the exploration stage of TEF studies, which is 

addressed in Chapter 5. 
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1.5 Objectives 

Techno-economic feasibility (TEF) studies in the early stages of project development play a 

key role in the successful implementation of SGE systems. As system size increases, TEF 

studies of SGE become more comprehensive and consist of several multidisciplinary 

approaches. At the same time, there is limited available information on holistic TEF studies 

that consider each of the individual stages shown in Figure 1-1. Thus, the objective of this 

thesis is to emphasize and improve the scope and reliability of TEF studies for large-scale SGE 

systems with focus on the thermal energy demands, economic analyses and the exploration 

stage. To address this, three specific study sites (Figure 1-4) are considered for applying 

different approaches, each associated with specific goals: 

• The first step considers the initial stage and aims to determine cooling capacities and 

demands of buildings by applying two different approaches. As there is only little focus 

on the actual cooling requirements of buildings in general, the aim is to raise awareness 

for and to demonstrate the quantification of demands, capacities and spatial distribution 

of the latter. These investigations are considered a cornerstone not only for TEF 

analyses but also for sound planning of SGE utilization to supply large-scale facilities 

or urban districts. 

• Another objective is to address the stage of the economic analysis by examining the 

current cooling supply at a site with focus on the related supply costs. In this context, 

potential shortcomings of the cooling supply using compression chillers can be derived 

to underline the need for developing sustainable cooling solutions. 

• Since lack of awareness about the economic benefits of large-scale SGE systems is 

considered a key barrier to thermal energy market penetration, a further goal is to 

demonstrate the approach of cost-benefit analyses of SGE by considering LT-ATES 

and conventional heating and cooling technologies. 

• The final part addresses the exploration stage dealing with advanced measurement tech-

nologies to determine subsurface thermal properties. As proper TEF analyses of SGE 

systems rely on profound information and data, it is aimed to emphasize the importance 

of detailed on-site measurements. For this purpose, a holistic analysis of measurement 

uncertainties associated with vertical temperature profiles using wireless measurement 

technology is provided. 
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1.6 Structure of the thesis 

The present work is prepared as a cumulative thesis and consists of four individual studies, 

which are enclosed in Chapters 2 - 5. All studies were submitted to ISI-listed journals. The 

studies in Chapter 3, 4 and 5 were submitted as peer-reviewed studies, whereas the study in 

Chapter 2 is classified as News Item. Three studies have already been published, while the 

study in Chapter 3 is currently under review. The arranged order of the studies is derived from 

the chronological sequence of the aforementioned individual stages of the TEF analysis as 

illustrated in Figure 1-1. 

Chapter 2 contains the third study entitled “Quantifying installed cooling capacities using 

aerial images”, which was published in the Journal of Photogrammetry, Remote Sensing and 

Geoinformation Science as News Item. This study introduces a practical approach to estimate 

the installed cooling capacities and determine the spatial distribution of air-cooled chillers 

using aerial images. The approach is performed at the Campus North of the KIT and considers 

47 compression chillers identified by using aerial images. Access to the actual installed cooling 

capacities enables validation and reliability assessment of the novel method.  

Chapter 3 presents the fourth study entitled “Cooling supply costs of a university campus”, 

which is submitted to Energy. This study is directly linked to Chapter 2 and deals with the 

current cooling supply of the Campus North of the KIT. The study is performed on the basis 

of the forthcoming transition from the decentrally organized cooling supply to future-proof 

cooling solutions. In order to provide a sound basis for further process development and future 

investment decisions, the arising cooling costs of 23 considered buildings are investigated. To 

compensate for the uncertainties of the input parameters provided by the facility management 

(FM), a Monte Carlo simulation with defined parameter ranges is performed. Comprehensive 

data from two reference buildings enable the subsequent validation of the simulation. The 

holistic analysis enables the discussion on further optimization measures and benchmarking 

with other universities where DC systems are already implemented. 

Chapter 4 includes the first study “Techno-economic analysis of an Aquifer Thermal Energy 

Storage (ATES) in Germany”, which was published in Geothermal Energy. It contains the 

investment cost and operating expenses of a potential LT-ATES for the heating and cooling 

supply of a recently installed building of the municipal hospital of Karlsruhe. Due to the 

uncertainties of the input parameters of the investment costs, a Monte Carlo simulation with 

assigned parameter ranges is carried out. On this basis, a cost-benefit analysis is performed to 
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compare the potential LT-ATES with the current supply technologies consisting of district 

heating and chillers for cooling. Furthermore, the considered individual systems are compared 

by determining operational CO2-emissions. Finally, the results of the potential ATES are 

compared with economic data of current or former ATES systems. 

Chapter 5 contains the second study “Uncertainty analysis of wireless temperature 

measurement (WTM) in borehole heat exchangers” published in Geothermics and focuses on 

the exploration stage. This study examines uncertainties and errors associated with the 

measurement of vertical temperature profiles in shallow U-pipe borehole heat exchanger 

(BHE) at the HsKA using wireless probes. The GEOsniff probe, which is a representative 

device for initial wireless measurements and long-term temperature monitoring of BHEs, is 

used for the analysis. First, the measurement procedure is explained using basic analytical 

equations. The errors due to the measurement technology are quantified in the laboratory with 

focus on the accurate calibration procedure, the descent velocity and the thermal time 

constant τ. These results are finally applied to measured values at a BHE test site, allowing the 

visualization of expanded measurement uncertainties of the recorded temperature profiles. In 

addition, distributed temperature sensing (DTS) measurements using common fiber optic 

cables and punctual Pt100-sensors serve as a qualitative comparison. 

Finally, Chapter 6 summarizes and evaluates the main results of the four presented studies 

considering important issues for future techno-economic studies and planning of LT-SGE 

systems. Beyond that, pending research questions and proposals are compiled based on the 

major findings of this thesis. 
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Chapter 2  
2. Quantifying installed cooling capacities using aerial images   

Quantifying installed cooling capacities using 

aerial images  

Reproduced from: Schüppler S, Fleuchaus P, Zorn R, Salomon R and Blum P (2021) 

Quantifying Installed Cooling Capacities Using Aerial Images. Journal of Photogrammetry, 

Remote Sensing and Geoinformation Science (PFG). News item. doi: 10.1007/s41064-021-

00137-0. 

Abstract  

Cooling supply is expected to be the fastest growing energy consumer of buildings. However, 

the majority of both comfort and industrial cooling supply is still based on costly and CO2-

intensive supply technologies such as compression chillers (CCs). At the same time, only 

sparse information exists on the spatial distribution and installed capacities of cooling 

installations worldwide. The aim of this study is, therefore, to introduce a novel approach to 

identify and quantify installed cooling capacities of CCs by aerial image analysis. We 

demonstrate this easily applicable method at a university campus in Germany, where 36 air-

cooled CCs with a total installed cooling capacity of 16 MW are considered. The installed 

cooling capacities of all detected CCs are estimated based on the number of identified fans by 

considering the performance specifications of the respective CC manufactures. The 

comparison with the actual installed cooling capacities revealed an average deviation of 36 %. 

With increasing installed cooling capacity (> 350 kW) the relative accuracy of the method 

improves indicating a higher suitability of the applied method for larger installations. The 

proposed method can significantly contribute to an improved understanding of location and 

quantity of cooling capacities and facilitates sustainable urban planning and the transition from 

decentralized cooling machines to renewable and sustainable supply solutions. 
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2.1 Introduction  

Air conditioning accounts for around 20 % of the total electricity used in buildings worldwide 

[126]. With population growth, global climate change and increasing incomes particularly in 

the world’s hottest regions, power consumption for air conditioning is expected to rise up to 

33-fold by the year 2100 [127, 128] and on average up to 750 % in the residential and 

commercial building sector until the year 2050 [128]. Hence, cooling is the fastest growing use 

of energy in buildings [129]. While rising demand for space cooling is already putting 

enormous strain on electricity systems [126], it is crucial to foster the transformation of the 

cooling sector towards sustainable technologies. To develop strategies for rapid integration of 

renewable solutions and to optimize the existing cooling supply, more information is required 

on the location and capacities of currently installed fossil-based cooling systems. 

In recent years, different methods were developed to estimate the heating and cooling demand 

from district to global scale. These methods can be generally subdivided into top-down and 

bottom-up approaches [130, 131]. Top-down models analyze the model area as an entity, 

considering its general characteristics. The heating and cooling demand is assessed based on 

parameters such as population density, income, usage, climate or urban morphology [132]. In 

contrast, bottom-up models calculate the urban heating and cooling demand by the sum of the 

thermal energy demand of each building [132]. While bottom-up models are mainly considered 

on district or urban scale, top-down approaches can be also used for large-scale analyses. 

Considering the literature in the field of thermal energy modelling, it is apparent that most top-

down and bottom-up analyses mainly focus on assessing the heating demand [16, 21, 133]. 

One reason is the fact that heating demand is easier to predict as it is assumed that the majority 

of buildings require thermal energy for space or tap water heating. In contrast, comfort cooling 

is often still a luxury and only rarely utilized particularly in residential buildings [134]. Hence, 

it is difficult to estimate not only the theoretical but also the actual cooling demands and 

installed cooling capacities.  

At the same time, energy for cooling is mainly produced individually using fossil-based 

technologies. The decarbonization of the cooling sector, however, requires centralized cooling 

solutions in combination with renewable technologies. To facilitate potential analyses and 

demand models as well as efficient planning and implementation of cooling grids, 

comprehensive information on the location and quantity of installed cooling capacities is 

essential. Despite the importance of this, cooling demands of buildings are rarely assessed and 
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the measurement of cooling supply is to date uncommon [135]. In addition, there is still no 

approach to identify cooling infrastructure on a large-scale and only a few studies site-

specifically analyze the required cooling capacities and demands [136]. Hence, the study aims 

to introduce a novel approach enabling the detection of installed compression chillers and the 

quantification of their related cooling capacity using aerial images. To demonstrate and validate 

our approach we used 36 air-cooled compression chillers at the Karlsruhe Institute of 

Technology (KIT), Germany. 

2.2 Material and methods 

2.2.1 General approach  

Compression chillers (CCs) are the most frequently used air conditioning technology for space 

and process cooling of residential and industrial buildings [63, 137]. The operating principle 

of a compression refrigeration system is comprehensively described in the literature [e.g. 138–

140]. The most visible characteristic feature of air-cooled systems is the condenser and 

associated fan unit, which is used to extract heat from the system by means of the ambient 

temperature [141]. Studying data sheets of these chillers reveal a correlation between the 

number of integrated fan units and the installed cooling capacity. Thus, in this study, we apply 

this relation estimating the installed cooling capacities of air-cooled CCs currently in operation 

using aerial images.  

 

The applied method is subdivided into four consecutive worksteps, which are summarized in 

Figure 2-1. Aerial images are used to identify the existing CCs and to quantify their installed 

cooling capacities. To demonstrate the straightforward application of the method, we decide to 

use common satellite images from Google Maps instead of high-resolution images. First, we 

detect respective CCs installed on the roof or in the immediate vicinity of the supplied building 

in the study area (Figure 2-1a). As a representative study site for the aerial image analysis, we 

choose the Campus North (CN) of the KIT. The detected CCs are subsequently analyzed in 

more detail by counting the number of integrated fans (Figure 2-1b). The determined number 

of fans enables the quantification of the installed cooling capacity by using the aforementioned 

relation derived from the respective datasheets of the installed CCs (Figure 2-1c). 
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Figure 2-1: Workflow of the presented and validated method. 

Furthermore, we validate the practical applicability of this method by comparing our estimated 

values with the actual installed cooling capacity of the observed CCs (Figure 2-1d). Finally, 

we discuss the practical implementation of this method for different fields of application. We 

address current obstacles that occurred while applying the method and provide further 

suggestions for improvements (Figure 2-1d). 

2.2.2 Study site 

The CN is a large research facility of the KIT located in the temperate climate zone, 

approximately 12 km north of Karlsruhe, Germany. A heterogeneous building stock mainly 

used for academic research, administration and external companies characterizes the study site. 

We select this particular area for applying our method as almost every building at the campus 

requires space or process cooling to supply laboratories, experimental facilities, data centres or 
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production plants. Cooling of each building is decentralized and frequently supplied by visible 

air-cooled compression chillers. The observed and analyzed systems (Figure 2-2) are defined 

as split devices after Bohne [142].  

 

Figure 2-2: Examples of analyzed aerial images showing the outer part and fans of the installed compression 

chillers, highlighted in red, and the supplied campus building. 

The visible cooling part, consisting of condenser and fan unit is installed outside, while the 

components for space cooling are inside the building. The actual installed cooling capacities of 

the installed CCs were provided by the KIT facility management (FM) enabling the validation 

and further optimization of the applied methodology. As a result of the building heterogeneity, 

the aerial image analysis is carried out for a large range of cooling capacities and is therefore 

representative for small and large commercial and industrial buildings typically ranging 

between less than 200 kW [143] to more than 7,000 kW [144]. In total, we observe and analyze 

36 CCs, which supply 18 buildings of the university campus with energy for cooling. Overall, 

340 single fans are considered in the present study. Figure 2-2 exemplarily shows aerial images 

of four different buildings and their related CCs, which are representative of all observed CCs. 
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The observed systems are all clearly assigned for each supplied building. The number of 

installed fan units for each building ranges from a minimum of three to a maximum of 72 fans, 

i.e. six units with 12 fans each (Figure 2-1d). Specific types of CCs manufactured from the two 

companies Emicon and Trane are installed in the study area. 

 

Figure 2-3: Provided capacities for space and process cooling and the related number of fans of the different 

types of installed air-cooled compression chillers at the study area. The information is collected from the 

datasheets of the respective manufacturers. The determined regression line enables the estimation of the 

installed cooling capacities using aerial images. 

Due to the given quality and resolution of the aerial images (Figure 2-2), the specific producer 

and type of the installed CCs could not be identified. Thus, we use the required information of 

the accessible data sheets of five different types of CCs [145–147]. Figure 2-3 illustrates the 

positive correlation between the installed cooling capacity and the number of fans derived from 

each data sheet resulting in the following regression equation (Eq. 2-1): 

𝑦 = 65.897 ∙ 𝑥 − 82.983 (Eq. 2-1) 

where y is the cooling capacity (kW) and y is the number of fans. The resulting linear equation 

of the determined regression line in Figure 2-3 and the number of counted fans by means of 

the aerial images enable the calculation of the installed cooling capacities, referred to as 

estimated cooling capacity, of each observed CC unit. The estimated values are finally 
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validated with the actual data of the installed cooling capacities, which are provided by the 

facility management and building operators of the campus. The CCs predominantly have an 

even number of installed fans, the exception being systems with three fans. 

2.3  Results and discussion 

2.3.1 Data evaluation 

Figure 2-4 shows the amount of actual and estimated installed cooling capacities of all 36 

observed CCs of the university campus. The closer a scatter is to the black dashed line, the 

higher the accuracy of the applied method. 

 

Figure 2-4: Comparison of installed cooling capacities of the analyzed compression chillers at the university 

campus. Each scatter represents a single compression chiller observed by means of aerial images. 

The aerial image analysis yields an overestimation of the installed cooling capacity for 26 out 

of the 36 observed CC systems. The maximum actual installed capacity amounts to 1,200 kW, 

while 64 % of all observed CCs have a capacity of less than 400 kW. The total installed cooling 

capacity of all analyzed CCs is estimated at 18.5 MW and is about 13 % larger than the total 
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actual installed cooling capacity. Thus, the cumulative absolute amount of the actual installed 

cooling capacity is approximately 2.4 MW smaller than the estimate. 

Figure 2-5 compares the estimated with the actual installed cooling capacities of each observed 

CCs in more detail. The average deviation between the two values for each CCs corresponds 

to 36 %. 

 

Figure 2-5: Comparison of actual and estimated values for the installed cooling capacity and the relative 

deviation between the two values for each observed compression chiller. The values are sorted in ascending 

order by the actual installed cooling capacities and contrasted with the number of installed fans. 

The comparison clearly shows a decrease in deviation with increasing installed cooling 

capacity. Even though the larger deviation arising for the estimation of smaller cooling 

capacities negatively affects the accuracy of the approach, the practical application of the 

method in urban areas is expected to be less affected by this deviation. Currently, mainly 

commercial and industrial buildings require space and process cooling with expected larger 

installed cooling capacities, while air conditioning of residential buildings with lower installed 

cooling capacities currently only accounts for 8 % in Europe [128]. The relative accuracy above 
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350 kW of installed cooling capacity improves to 85 % indicating higher suitability of the 

presented method for CCs with large installed cooling capacities.  

The described deviation arising from our method is partially attributed to the technical 

properties of the CCs. The provided cooling capacities of the observed CCs is not exclusively 

dependent on the number of fans. The fine adjustment is additionally realized by modifying 

the rotation speed and diameter of the installed fans, which in particular applies to smaller 

cooling capacities and, therefore, lower number of fans. Consequently, the number of fans and 

actual installed cooling capacity show a much better correlation for the capacity range of 350 

– 1,200 kW and from 8 fans, respectively (Figure 2-5). In addition, the apparent spread of the 

different CC providers illustrated in Figure 2-3 resulting from the different performance 

strength of the fans, has a negative impact on the accuracy of the aerial image analysis. The 

determined linear regression in Figure 2-3, which is the basis of our cooling capacity 

estimation, is above the majority of the single scatters representing each installed CCs. This 

explains the tendency of overestimating the installed cooling capacity as illustrated in Figure 

2-5. However, further analyses and applications of the method at different sites are crucial to 

validate if this result is a general characteristic of the applied method or rather a site-specific 

issue of the considered CCs at the Campus North. 

2.3.2 Potential and optimization requirements 

Figure 2-6 shows the reverse chronological development of Google Maps aerial images. The 

resolution of the images has significantly improved over time. The detection of the installed 

CCs and the determination of installed fans is feasible since the year 2009. However, the 

resolution during the last four years remains mostly unchanged, while the improvement 

between 2005 and 2009 finally enabled the detection of the CCs. Based on the chronological 

analysis of the aerial images, the detection of the installation date of the CCs is possible in 

some cases. This allows early estimations of the remaining lifetime of the CC unit, which 

therefore enables the timely discussion on the following supply technology. In addition, the 

subsequent installation of additional CCs as a result of increased cooling demand is 

recognizable. 

Based on our analysis, we discuss encountered limits and provide some general suggestions to 

further improve our presented method and its accuracy. The used aerial images currently only 
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allow the detection and allocation of the CCs as well as the quantification of their number of 

fans. 

 

Figure 2-6: Reverse chronological order of aerial images exemplarily showing one compression chiller unit 

equipped with ten fans and installed on the roof of the supplied building. 

A higher resolution of the aerial images would enable the recognition of the fan dimension and 

the detection of the specific manufacturer. Knowledge of the dimension of each detected fan 

and the CC unit could be additionally considered in the relation of Figure 2-3 and further 

improve the applied correlation, particularly for smaller systems. Since the specific 

manufacturer of the CC is not detectable by means of the aerial images yet, we currently adopt 

a general approach by using the required information of all used producers considering 

Figure 2-3. The same approach only adopted for the actual manufacturer of the observed CCs 

would improve the coefficient of determination and therefore the accuracy of the estimation of 

the installed cooling capacities. If the introduced method is used more frequently in the future, 

it would also be conceivable that the manufacturers provide exemplary aerial images of their 

CC units as part of their data sheet to simplify the classification. Furthermore, the improvement 

of the image resolution facilitates conclusions on the installation age of the respective CCs by 

analyzing signs of wear or discoloration as a result of weathering processes. This information 
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is valuable for the evaluation of potential replacements of the CCs or early planning of 

alternative renewable cooling solutions. 

As a next step, we recommend applying the methodology on a district or urban scale to examine 

the practicability of the analysis beyond the studied university campus. It can be assumed that 

in densely populated areas the visibility of the installed CCs is partially limited, for instance 

by additional building developments. In addition, it is more difficult to assign the detected CCs 

to the supplied building. The similarity in appearance between the observed fans of CCs and 

other technologies can lead to potential confusions for the aerial image analysis. Without any 

prior knowledge of the study area, it may be difficult to distinguish CC fans from free cooling 

units and recooling plants, respectively, which can result in a larger deviation between the 

estimation and the actual cooling capacity. A clear identification of the installed assemblies 

requires accessible documentations of the producers and again a higher resolution of the used 

images. Extensive study areas require a larger amount of data from different producers of CCs 

since the diversity of the installed CCs is expected to be much larger compared to the studied 

campus. A large data set of estimated and actual installed cooling capacities could lead to a 

determination of a significant correction factor for the applied method, which leads to an 

increase in accuracy of the estimation. This can ideally be adapted for different amounts of 

cooling capacities and for example applied on an urban scale. With a predicted increase of 

installed cooling capacities of up to 60 % until 2025 [148], this knowledge becomes even more 

important in the future. After gaining more experience, a conceivable aim is to facilitate the 

approach by transferring the manually conducted analysis to automated image recognition. 

This would enable a faster and more extensive estimation of the installed cooling capacities 

and is, for example, already applied for the identification of solar panels [149, 150].  

2.4 Conclusion 

In this study, we introduce an easily applicable method to detect and quantify the installed 

cooling capacities of compression chillers (CCs) by means of aerial images. The novel 

approach is demonstrated at a university campus in Germany, where 36 CCs with an overall 

cooling capacity of 16.5 MW are considered. The estimation of the installed cooling capacities 

of each detected CC is validated by the actual values. We demonstrate the option to clearly 

identify air-cooled CC units and to accurately estimate their related cooling capacity with an 

average deviation of only one third. With installed capacities above 350 kW, the accuracy of 
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the estimation significantly improves. This concludes an improved suitability of the method 

for commercial and industrial buildings with typically larger cooling demands. Even though 

we are aware that further optimization is required, the method bears a large potential, as 

currently, according to our knowledge, there is no other method that enables the identification 

of cooling systems so far. There are still some limitations that are related to possible mistakes 

due to other installed applications which look similar in appearance to CC or due to low 

resolution of the aerial images. Hence, a widespread application and further validation of the 

presented approach at different sites and for a large range of installed cooling capacities are 

required to comprehensively detect occurring limitations in practice and to further improve this 

method. Nevertheless, we anticipate that this tool can significantly assist with urban energy 

planning or energy agencies to identify cooling consumers and to estimate their cooling 

demands. These are very valuable information for the planning of renewable cooling solutions 

and the design of district cooling (DC) networks. 
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Cooling supply costs of a university campus 

Reproduced from: Schüppler S, Fleuchaus P, Duchesne A and Blum P: Cooling supply costs 

of a university campus. Energy [submitted manuscript]. 

Abstract 

Global climate change and growing research activities lead to increasing cooling demands and 

related supply costs at universities, while at the same time ambitious goals towards carbon 

neutral campuses are established. Hence, universities are facing the challenge to develop large-

scale future-proof cooling solutions. This also applies to the Campus North of the Karlsruhe 

Institute of Technology (KIT), where the current cooling supply consisting of decentralized 

rooftop compression chillers is insufficiently monitored resulting in a lack of knowledge on 

supply costs and cooling needs of each facility. Hence, the objective of this study is to examine 

the current cooling supply and related costs by the analysis of 47 compression chillers 

supplying 23 buildings at the campus. To compensate for the given uncertainties of the 

provided input parameters, a Monte Carlo simulation is performed revealing cooling costs 

ranging between 5.4 and 11.4 euro cents kWh-1. The overall supplied energy and installed 

cooling capacity amount to 70 GWh and 20 MW, respectively. Cumulative annual costs of 

€4.5 million, mainly resulting from the electricity costs to power the chillers, request for a 

transition to a decentralized and more efficient cooling supply by integrating renewable cooling 

supply solutions. 

 

 

 

 

 

 



Chapter 3 

29 

 

3.1 Introduction 

Worldwide air conditioning of buildings accounts for almost 20 % of the total electricity 

demand while the energy consumption for space cooling amounts to 140 TWh/y in the 

European Union (EU) alone [126, 151]. In the last 40 years, cooling degree days (CDD) in 

Europe already rose by 70 % [152]. With population growth and global climate change cooling 

needs will substantially increase and grow faster than all other end-uses of buildings [129, 153, 

154]. Hence, comfort cooling is predicted to increase up to 750 % until the year 2050 [128]. 

The cooling sector is strongly dominated by electric driven technologies, which potentially 

leads to a doubling of CO2 emissions of the electrical supply for cooling by the end of the 

century [155, 156]. While southern Europe is characterized by high demands for space cooling, 

Germany has the largest need for process cooling in the EU [157, 158]. 

The European service sector, consisting of infrastructure for offices, hotels, health care or 

education, requires the largest amounts of cooling energy with current demands approximately 

60 % higher than for the residential sector [159, 160]. The education sector in the UK for 

instance contributes 13 % to the total energy consumption. Within education facilities, 

university campuses have the largest energy consumption and are considered as small cities 

with regard to their energy demand and environmental impact [161, 162]. Thus, sustainability 

and carbon reduction targets, along with efficiency increase and cost reduction of universities 

became an important issue for policymakers and energy planners [161, 163–166]. Recent 

studies predict a large energy saving potential for universities ranging between 30 – 60 % [167, 

168]. To reduce primary energy consumption, centralized district heating and cooling networks 

(DHC) are considered as a promising solution [77, 169]. Whereas the majority of these 

networks are solely applied for heating, district cooling (DC) grids currently have a market 

share in Europe of only 2 % [170].  

Due to higher comfort standards, the vast majority of DC networks at universities are installed 

in the US. In most cases, DC is applied in combination with chiller plants and cold thermal 

energy storage tanks (TES) providing large cooling capacities of up to over 100 MW. 

Nevertheless, few universities have successfully implemented DHC networks fed by renewable 

heating and cooling sources. The ETH Zürich, for instance, operates an anergy network with a 

length of 1.5 km covering 65 % (1,816 MWh) of the cooling demand of the Hönggerberg 

campus. Seasonal borehole thermal energy storage (BTES) consisting of 431 probes is used as 

a cold source to extract temperatures suitable for cooling of laboratories (12 °C) [105, 106]. 
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Heating and cooling supply of the Technical University of Eindhoven (TU/e) often serves as a 

technical blueprint for Aquifer Thermal Energy Storage (ATES) and is considered as the 

world’s largest system with a cooling capacity of 20 MW and 32 installed wells. Up to 32 GWh 

per year of cooling energy are distributed over 8 km enabling the cooling supply of 20 

university buildings [50]. Further low-carbon technologies for cooling supply of universities 

were considered in the past and are occasionally applied including ice storage [108], river and 

lake source cooling [110, 171] or more common ground source heat pump (GSHP) systems 

[57, 172]. However, the current cooling market is strongly dominated by vapour compression 

refrigeration systems, supplying more than 90 % of the current cooling demand [63, 66]. 

This is also the case at the Campus North (CN) of the Karlsruhe Institute of Technology (KIT), 

Germany, where almost the entire campus is supplied by decentralized compression chillers 

installed at the roofs or in close vicinity to the related facilities [173]. However, the CN pursues 

the ambitious goal to become climate-neutral by the year 2030. Hence, the facility management 

(FM) and administration of the CN work closely together with research institutes and have 

ongoing research projects for the implementation of future-proof energy supply technologies. 

This also includes the transition from the decentrally installed rooftop compression chillers, 

further named as chillers, to a DC system. According to Calderoni et al. 2019 [174], the 

development process of a DC system consists of five consecutive phases summarized in Figure 

3-1. At present, the CN is in the early stage of process development favoring the use of 

groundwater to feed the desired DC network. However, the first process phase lacks current 

financial figures and market assessment. Installed cooling capacities, required cooling demands 

and most important occurring costs of the current cooling supply are barely covered and 

therefore mostly unknown. Consequently, this lack of knowledge in combination with a non-

existent master plan strongly impedes a constructive development process and therefore a rapid 

realization of a future DC system. A comprehensive data analysis on the current energy use is, 

however, a crucial starting point for the development of promising energy optimization 

strategies and investment decisions [175]. 

In order to finalize the first phase and to form a sound baseline for further process development 

of the DC system, we provide an initial analysis of the current cooling supply with focus on 

the arising cost for each considered chiller and related building. Due to the poor data 

availability at the site, we perform a Monte Carlo simulation covering the uncertainties of the 

given data. The required input parameters are based on a survey among the operational agents 

and from operational data of two representative buildings at the site. Our work does not intend 
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to specifically contribute to the project development of a DC system at the CN, but rather serves 

as a guide for how to analyze the current state of cooling supply and related costs for 

universities or large facilities in general. This will become particularly important as many 

research and business facilities in temperate climates face the challenge to adjust their cooling 

infrastructure in accordance with future demands and carbon emission targets. 

 

Figure 3-1: Development process of DC systems derived and modified from Calderoni et al. (2019) [174].  

3.2 Material and methods 

3.2.1 Workflow 

The approach of the present study consists of four coherent work steps which are illustrated in 

Figure 3-2: 

1. Data collection: as part of the market assessment at the site, a survey among the facility 

management of the considered buildings of the CN is carried out to examine installation 

age, electrical power input and in particular installed cooling capacities of each 

considered chiller unit. In addition, access to the operational data of two representative 

buildings equipped with electric meter serves as further data basis. 

2. Cost evaluation: the analyzed financial figures at the site are restricted to those directly 

related to the considered chillers. We distinguish between investment costs IC, demand-

related costs DC and operation-related costs OC of the installed chillers in accordance 
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with the German technical guideline VDI 2067 [36]. The economic analysis refers to the 

year 2018 as the required input data are mainly based on the monitoring data of this year. 

 

Figure 3-2: Workflow of the presented study. 

3. Monte Carlo simulation: considering the data availability at the study site, a Monte 

Carlo simulation is performed to cover the uncertainties of the influencing variables. 

The simulation delivers the final costs of the cooling supply in euro cents per kWh of 

each considered chiller. The approach is described in more detail in Chapter 3.2.4 

4. Evaluation and visualization: as final step, the results of the Monte Carlo approach are 

analyzed, visualized and compared with the determined cooling costs CC of each chiller 

and related building. In addition, optimization strategies, as well as further steps to 

successfully proceed with the process development of the DC, are discussed and 

compared with current cooling supply solutions at other universities. 

3.2.2 Study site 

The CN is a large research facility of the KIT located 12 km north of Karlsruhe, Germany 

(Figure 3-3a) and covers an area of about 2 km2 (Figure 3-3b). The site is characterized by a 
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heterogeneous building stock consisting of institutions for academic research, administration 

and external companies. Almost every campus building requires space or process cooling to 

supply laboratories, experimental facilities, data centers or productions plants. 

 

Figure 3-3: Location of the study site (a), main area of interest (b) and installed cooling capacities of the 

considered buildings of the selected area (c). 

The cooling supply of the buildings is decentralized and mainly provided by chilled water 

compression chillers installed at the roofs or in close vicinity to the supplied buildings 

operating with typical supply temperatures of 6 °C and return flow temperatures of 12 °C. The 

chillers are defined as split devices after Bohne 2014 [142] as they have separate components 



Cooling supply costs of a university campus 

34 

 

consisting of a cooling water circuit, often connected to an integrated re-cooling plant outside 

the building and combined with the condenser, a chilled water circuit connected to the 

evaporator and a refrigerant circuit. Compared to commercially available systems, some 

chillers at the CN are installed to meet special requirements, for instance providing process 

cooling for the particle accelerator named Karlsruhe Research Accelerator (KARA) [176]. The 

supply management (SM) [177] supplies the research facility with electricity and operates its 

own cable network connected to an upstream network of the regional energy company [178].  

Since most buildings outside the red colored portion of Figure 3-3b comprise of external 

companies or less relevant buildings with cooling capacities below 100 kW, we narrowed the 

study area within the CN for our analysis. Overall, 47 air-cooled chillers supplying 23 campus 

buildings with cooling energy are considered. The main barrier in the determination of the 

overall arising costs of each chiller for the cooling supply is the insufficient data basis at the 

site. Cooling supply and related electricity consumption at the campus is presently only 

monitored for two facilities. To compensate for the lack of data, we first query the installed 

cooling capacity of each considered chiller and building using a survey within the campus. 

Since the installed cooling capacities are an important input parameter to determine the cooling 

costs at the site, we decide to present the values already in the present chapter. The installed 

capacities of the considered chiller range between 75 and 1,200 kW, while the cumulative 

installed capacities of each included campus building vary between 90 kW and up to 2,400 kW 

(Figure 3-3c). Multiple installed chillers for a single building are occasionally required for 

redundancy ensuring operational safety, but are more often used to split the required loads in 

particular at high demands to reduce the wear on the systems. The installation age at the date 

of investigation of the chiller is between 2 and 40 years with an average value of 18 years. 
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Table 3-1: Technical data and relevant parameters of the two selected reference buildings A and B. The data 

are queried by means of the survey and after additional consultation with the facility management of the 

Campus North. 

Parameter Unit Building A Building B 

Cooling supply  3 chillers 1 chiller 

Operating time t a 2; 21 19 

Electrical power input  kW 739 (1 x 239; 2 x 250) 40 

Installed cooling capacity C kW 3,004 (2 x 965; 1 x 1074*) 128 

Investment cost IC € 650,000* 300,000 

Electricity consumption EC kWh 2,050,549 120,832 

Seasonal energy efficiency ratio 

SEER 
 4.49 4.79 

Cooling demand CD kWh 9,206,965 578,785 

* Investment cost IC only provided for the chiller with the operating time of 2 years and installed cooling capacity of 1,074 kW. 

In addition to the queried cooling capacities of 47 chillers, a comprehensive data set of the 

aforementioned two representative campus buildings was provided serving as initial basis for 

the present approach. We chose these two facilities, hereinafter anonymously referred to as 

building A and B, as representative infrastructure due to the good data availability from an 

installed electric meter which records the power consumption of the chillers on an hourly basis. 

Furthermore, important parameters such as investment costs and efficiency of the chillers, here 

quantified with the seasonal energy efficiency ratio (SEER) of the two building are available. 

The SEER is defined as the ratio of the total seasonal cooling output of the chiller and the 

electrical energy input and is further described in Refs. [179–181]. This data set of the two 

buildings enables the validation of the subsequently conducted Monte Carlo simulation. The 

provided data of both facilities are summarized in Table 3-1. 

3.2.3 Economic analysis 

Cost evaluation 

Three cost groups are considered including upfront investment, demand-related costs DC and 

operational-related costs OC based on the German technical guideline VDI 2067 [36]. DC and 

OC are annual expenses, here representatively determined for the year 2018. The sum of the 
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cost categories is considered as total cost expenditure CE. The parameter values to calculate 

each cost group are determined in close cooperation with the facility management of the 

campus. Thus, our approach relies less on literature value estimations, but is instead 

characterized by on-site experiences. The required input parameters to determine the cooling 

costs (CC) are summarized in Table 3-1. 

Investment costs 

The upfront investment of each chiller includes costs for the machine and integration in the 

existing building technology. These costs are typically a function of the system size and are 

therefore included as specific investment costs IC € kW-1 in the calculation. As the installed 

machines are adapted to the specific requirements at the site, estimations based on literature 

values are not appropriate. In addition, the system boundaries in the literature are rarely 

defined, which can easily result in misleading assessments. Thus, the provided investment costs 

of building A and B (Table 3-1), are the basis of the present approach, while the facility 

management (FM) additionally supplied specific investment costs IC of two additional 

buildings which amount to 1,375 and 460 € kW-1 for installed cooling capacities of 300 and 

1,200 kW, respectively. Based on these values and the consultancy of the FM, we define a 

range of the specific investment costs for related cooling capacity intervals serving as input 

parameter for the Monte Carlo simulation (Table 3-2). 

Demand-related costs 

The demand-related costs DC compose of the costs for electricity, comprising of commodity 

price CP in euro cents kWh-1 and capacity charge Ch € kW-1, to power the cooling machines. 

As we consider the installed cooling capacity CC of each chiller as a deterministic value, the 

defined range of the produced energy for cooling Qc depends on the annual hours of operation 

HO. Here, we distinguish between system size and cooling supply in summer and winter. In 

the latter, process cooling for laboratories or research infrastructure is mostly required. At the 

site, larger installations (> 600 kW) typically show smaller utilizations. The average considered 

HO of chillers with cooling capacities above 600 kW are therefore lower. The electricity 

consumption EC of the chiller is associated with the aforementioned SEER. The amount of Ch 

depends on the installed cooling capacity of the respective chillers. Capacities below 600 kW 

are provided with electricity from the low voltage grid, while capacities above 600 kW are 

connected to the medium voltage grid. In general, costs for water or other refrigerants are 

considered for cooling machines. However, it is not required to refill or replace the operating 
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liquid of the chiller during the lifetime of the systems at the site. Thus, the considered DC are 

calculated as follows: 

𝐷𝐶 = 𝐸𝐶 + 𝐶𝑃 + 𝐶 · 𝐶ℎ =
𝐶 · 𝐻𝑂

𝑆𝐸𝐸𝑅
· 𝐶𝑃 + 𝐶𝐶 · 𝐶ℎ (Eq. 3-1) 

Operation-related costs 

Operation-related costs OC are costs for maintenance and service of the chillers. Typically, OC 

are estimated with a maintenance factor f, defined as a certain percentage of the initial 

investment [36]. As the individual design of the chiller is associated with larger maintenance 

effort, f is consequently larger than commonly assumed values of around 2.0 %. For this reason 

and considering that chillers with longer operational time require more intensive maintenance, 

we grade f in accordance with the installation age of the chillers between 3.5 and 10 %. 

Cost calculation 

The aforementioned cost elements are summarized as total cost expenditures CE for each 

chiller during the observation time T and discounted with the interest rate i to the present value, 

also referred to as capital-related costs CR: 

𝐶𝑅 = ∑ 𝐶𝐸

𝑇

𝑡=0

∙
1

(1 + 𝑖)𝑡
= ∑(𝐼𝐶 + 𝐷𝐶 + 𝑂𝐶) ∙

1

(1 + 𝑖)𝑡

𝑇

𝑡=0

 (Eq. 3-2) 

where t is the year in which the expenses arise. To define the average annual expenses, we 

determine the annuity A by multiplying the CR with the annuity factor a: 

𝐴 = 𝐶𝑅 ∙
𝑖 − 1

1 − 𝑖−𝑇
= 𝐶𝑅 ∙ 𝑎 (Eq. 3-3) 

To simplify the approach, the potentially arising residual value Rw is not considered as the 

cooling machines are entirely depreciated after the operating lifetime and additionally 

customized to the specific requirements of the site impeding further sale.  
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3.2.4 Monte Carlo simulation 

As a result of the aforementioned insufficient data basis, some of the chosen input parameters 

to determine the cooling costs of the chillers carry uncertainties. This includes the specific 

investment costs IC, supplied cooling energy Qc, which is defined as the product of capacity C 

and hours of operation HO, SEER and interest rate i. To account for these uncertainties and to 

identify the related processes, a Monte Carlo simulation for each of the 47 considered chillers 

and a related sensitivity analysis is performed. The objective is to determine the cooling costs 

CC in euro cents per kWh arising in the year of observation. By applying and combining Eq. 

3-1 and(Eq. 3-2)the simulation calculates CC based on(Eq. 3-4 for each iteration: 

𝐶𝐶 =
𝐼 ∙

𝑖 − 1
1 − 𝑖−𝑇 + 𝐶𝑃 ∙

𝐶 ∙ 𝐻𝑂
𝑆𝐸𝐸𝑅

+ 𝐶ℎ ∙ 𝐶 +  𝐼 ∙ 𝑓

𝑄𝑐
 (Eq. 3-4) 

Since the objective is to determine the CC from the perspective of the year of observation, 

which is the year 2018, we only discount the up-front investment which is related to the year 

of installation. T is set to 15 years which is the commonly suggested depreciation time of 

chillers [36]. Please note that therefore, this approach slightly differs from the common 

calculation of the levelized cost of energy (LCOE), which is, for instance, discussed by Hansen, 

2019 [182]. However, we intentionally decided to perform the Monte Carlo simulation on the 

basis of Eq. 3-4, as this approach better represents the current state of the cooling costs of the 

chillers, while the LCOE would unnecessarily complicate this approach. The number of Monte 

Carlo iterations is set to 20,000. However, some input parameters can be assessed with a 

deterministic value, as they were recorded during the survey or provided by the facility 

management of the campus, respectively. This implies the installed cooling capacity, 

installation age a, commodity price Cp and maintenance factor f. 
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The required input parameter to calculate CC on the basis of the Monte Carlo simulation are 

summarized in Table 3-2. To analyze the linear relationship between CC and each of the 

parameters in(Eq. 3-4, we determine the Pearson correlation coefficient (PCC) as described by 

Yang 2008 [183]. The PCC takes values ranging between 1 and –1 [184] and is estimated as 

follows: 

𝜌(𝑋, 𝑌) =
∑ 𝑥𝑖𝑦𝑖 − 𝑛�̅��̅�𝑛

𝑖=1

√∑ 𝑥𝑖
2 − 𝑛�̅�2 ∙ √∑ 𝑦𝑖

2 − 𝑛�̅�2𝑛
𝑖=1

𝑛
𝑖=1

 
(Eq. 3-5) 

where n is the amount of data of each chiller, here equal to the iterations of the Monte Carlo 

simulation, xi and yi are the values of the applied variables and �̅� and �̅� are their respective 

mean values. 

3.3 Results and discussion  

3.3.1 Reference buildings 

Figure 3-4 exemplarily shows the load curves of the two reference buildings A and B for the 

year 2018. Building A is supplied by three chillers with a total cooling capacity of 3,000 kW 

and has the largest installed cooling capacity of all considered campus buildings in this study. 

This particular building mostly requires process cooling depending on the utilization of the 

instruments and is less related to the ambient temperature variation. The base load of building 

A amounts to 100 kW, while the peak loads of up to 400 kW arise from the conducted 

experiments on workdays. On the other hand, building B requires space cooling for offices and 

laboratories supplied by one single chiller with a capacity of 128 kW. Thus, the load curve of 

building B stronger correlates with the ambient air temperature at the site (R2 = 0.874). The 

annual operation time of building B is almost 50 % longer compared to building A confirming 

the lower utilization for chillers with larger capacities. 

(Eq. 3-4 and the deterministic input parameters of Table 3-1 enable the calculation of CC of 

both buildings which furthermore serve as validation for the subsequent Monte Carlo 

simulation. Using an interest factor i of 1.4, building B has CC of 8.5 euro cents kWh-1, 

whereas building A with three chillers in operation shows CCof 6.0 euro cents kWh-1. For the 
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latter, only the annuity of the chiller with an operation age of two years is considered as the 

other two chillers are already depreciated exceeding the age of 15 years. 

 

Figure 3-4: Load curves and cumulative load curves of the two reference buildings A and B and 

ambient air temperature [185] at the site for the year 2018.  

3.3.2 Monte Carlo simulation 

Figure 3-5a shows the results of the Monte Carlo Simulation in form of a unimodal probability 

distribution of CC for both reference buildings A and B. Building B uses a single chiller for 

space cooling with a simulated median value of 8.4 euro cents kWh-1 and an average value of 

8.37 (± 0.96) euro cents kWh-1. For building A, two chillers with an installed cooling capacity 

of 965 kW and another chiller with a capacity of 1,074 kW are used. As the two chillers also 

show the same installation age, their probability distributions are congruent with median values 

of 5.7 euro cents kWh-1. The third chiller with the larger cooling capacity has a median value 

of 6.1 euro cents kWh-1. The average cooling costs of building B amount to 

5.79 (± 1.30) euro cents kWh-1. The calculated values of Chapter 3.3.1 only show a small 

deviation of 1.2 and 5.0 % compared to the simulated median values of CC and are within the 
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standard deviation of the respective average values. Thus, it can be stated that the simulated 

results provide a good match with values calculated based on actual data and are appropriate 

for a first assessment of the CC of the Campus North. 

 

Figure 3-5: Probability distribution of the Monte Carlo simulation exemplary for the two reference buildings 

(a) and related Pearson correlation coefficient PCC (b) between the cooling costs and the individual 

parameters of(Eq. 3-4. 
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Figure 3-5b reveals the Pearson correlation coefficients PCCs between CC and the 

uncertainties of the input parameters of(Eq. 3-4 for the two chillers of building A and the 

128 kW chiller of building B. As capacity, age and maintenance factor are set as fixed values 

for each chiller (Table 3-2), we calculated PCC for the remaining six parameters using(Eq. 3-5. 

Specific investment costs IC and electricity price EC show the highest positive linear 

correlation to CC. As most of the currently applied heating and cooling supply technologies of 

buildings are scalable regarding system size [45, 186–188], the specific investment costs 

typically decrease with increasing capacity. Hence, the correlation coefficient of building B 

(0.80) is significantly higher than for both chillers of building B, which has the largest 

cumulative installed cooling capacity (3,000 kW) of all considered campus buildings. Even 

though the CN is a large energy consumer related to a lower special charge, the costs for 

electricity still have a relatively large linear correlation with CC. A previous sensitivity analysis 

confirms the strong linear dependency of EC and cooling cost of compression chillers in 

particular [189]. The larger the power consumption of the chillers, which is related to SEER 

and supplied cooling energy Qc, the higher the correlation factor of the electricity costs. Please 

note that EC are a rather site specific parameter and therefore its correlation coefficient can 

regionally vary strongly, in particular when considering that Germany currently has the highest 

electricity costs in Europe [190, 191]. The highest negative linear correlation is observed for 

the supplied cooling energy Qc and the load hours, which are connected to each other over the 

installed cooling capacity of the chillers. Please note that the PCC only describes the linear 

relationship of two (co-)varying variables. Thus, the negative exponential relation, for instance, 

between the supplied cooling energy and CC as in the present study is not shown. 

3.3.3 Cooling costs of the university campus 

In addition to the simulated values of the chillers of the two representative buildings, Figure 3-

6 illustrates the simulated CC of all 47 considered chillers of the Campus North as a function 

of their cooling capacity. The Monte Carlo simulation reveals a large range of CC between 5.4 

and 11.4 euro cents kWh-1 with an average value of 6.7 (± 1.4) euro cents kWh-1. Even though 

specific cooling costs are not fully described by the regression, the relation between decreasing 

cooling costs with increasing capacity is shown emphasizing the economy of scale. This 

relationship is particularly evident for installed cooling capacities between 75 and 300 kW 

where the CC decrease by up to 50 %. 



Cooling supply costs of a university campus 

44 

 

 

Figure 3-6: Cooling capacity and costs including standard deviation, logarithmic regression and 95 % 

confidence interval of all considered chillers of the campus in dependency of their installed cooling 

capacity. The installation age of each chiller is also expressed by the color range, illustrated in the right 

color bar. 

However, in the capacity range between 500 and 1,000 kW CC are 12 % higher on average 

compared to chillers with capacities between 250 and 500 kW. This is due to the fact that most 

of the chillers with larger capacities have lower installation ages and are therefore not 

depreciated yet, resulting in an annual amount of annuity. Furthermore, operating chillers with 

sizes > 600 kW are associated with an additional charge for the installed capacity. Expenses 

above 10 euro cents kWh-1 are not only explained through depreciation costs, but also result 

due to the high demands of process cooling supply. 

However, a low R2 value of around 0.44 substantiates the results of Figure 3-5, indicating that 

CC is also affected by several other parameters. Investment costs IC for installations older than 

15 years are already depreciated and are, therefore, not considered as arising expenses for the 

year 2018. This applies to 24 and approximately 51 % of all analyzed installations. Please note 

that the cooling costs are simulated results while the cooling capacity and installation age are 

actual values collected by the survey. With increasing capacities, the absolute value of the 

standard deviation of the CC decreases. For instance, the standard deviation of the CC for 

installed capacities of 100 kW is approximately 30 % larger compared to chillers with 

1,000 kW of cooling capacity resulting from the relatively larger value range of stochastic 

parameters for smaller installations in particular, which is especially the case for the specific 

investment costs IC (Table 3-2). 
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As some campus buildings are supplied by up to six chillers, Figure 3-7 additionally provides 

the spatial distribution of the considered campus buildings and related average values of the 

simulated cooling costs. Furthermore, the total costs of the cooling supply for each building 

are illustrated as absolute values and subdivided by their cost groups as introduced in Figure 

3-2. As utility maps are essential for planning the distribution systems of DC networks [192], 

the facility management can use the information of Figure 3-7 in the frame of the subsequent 

feasibility study and project development. Preferential integration of buildings with the highest 

overall costs, directly related to the cooling demand, in the course of the DC network is 

proposed. The supplied cooling energy and related total costs for one year of all considered 

buildings amount to 70 GWh and €4.5 million in total, respectively. The total costs are directly 

related to the demand and range between €45,000 and €606,000. While buildings with large 

cooling demands have at least two chillers installed enabling the split of the required loads, 

individual chillers often operate at maximum load which occasionally leads to breakdowns of 

the machines, particularly on warm days. This significantly reducing operational safety of the 

supplied building can impede a smooth cooling supply by means of individual chillers and 

allow for potential supply shortfalls.  

Compared to the actual supplied cooling energy for building B of 9.2 GWh, the simulation 

yields cooling energy of 9.61 (± 0.66) GWh, which is an overestimation of 4 %, and total 

annual costs of €556,000 (± 33,000). The presently non-existent monitoring infrastructure of 

the cooling supply at the campus, however, impedes a more accurate and reliable data 

acquisition. The vast majority of chillers at the study site are connected to the main electric 

meter of the entire building together with other electric consumers. Thus, separate information 

about the electricity consumption, with the exception of buildings A and B, of each chiller is 

not available. Furthermore, data about current and historical investment costs of chillers are 

not only superficially documented but also difficult to access even for employees of the facility 

management. 
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Figure 3-7: Spatial distribution of the considered 23 buildings of the Campus North of the KIT and 

related cooling costs. The total costs including subcategories are illustrated with colored bars. 

3.3.4 Optimization and benchmarking 

The performed evaluation of the market assessment in the present study is based on the installed 

cooling capacities of each building. However, actual cooling loads, which are considered as 

foundation for designing a DC system directly affecting the performance and cost-effectiveness 

[193], are currently only recorded for the two reference buildings (Figure 3-4). Hence, cooling 

loads should be comprehensively established at the campus, at least for a representative amount 

of buildings, and further distinguished between base and peak loads. The installation of energy 

meters explicitly for the cooling supply in combination with the development of an energy 

monitoring system (EMS) should be considered not only to facilitate the process development 

but also in the perspective of a reliable operation of a future DC system [70, 194]. In addition 

to a DC system, already installed rooftop chillers can either serve as redundancy to improve 

supply reliability or provide relief during times of peak loads in summer. This concept is 

implemented at the Campus South CS of the KIT. Here, three centrally installed cooling 
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cooling capacity of 8.0 MW and a length of 15 km [81, 195]. Facilities with large cooling 
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data of this DC network are not published and a comparison of the cooling solutions of both 

campus of the KIT has not yet been carried out. 

Thinking in terms of a holistic optimization strategy of the cooling supply of the entire campus, 

the transition from decentralized chillers to a centralized DC network combining renewable 

cooling solutions is crucial to reduce the environmental impact, demand-related costs and 

overall cooling demand by increasing reliability, flexibility and redundancy as already 

emphasized by Refs. [70, 155, 179]. Hence, the CN should strive to accelerate the development 

process of the desired DC system based on the finding of the business case road map as 

illustrated in Figure 3-1. To meet the ambitious goal of a sustainable and climate neutral 

campus, current discussions on technology options promote the implementation of an anergy 

or low-temperature DC network [77], in combination with low-temperature Aquifer Thermal 

Energy Storage (LT-ATES). The latter is a shallow geothermal energy (SGE) application using 

open groundwater wells to seasonally store and extract thermal energy for heating and cooling 

of buildings [45]. For cooling supply, groundwater stored in winter with typical extraction 

temperatures of 10 °C [51] is used to cool the building or to feed a DC network [196, 197]. 

Depending on the subsurface properties and the building requirements the groundwater can be 

used directly or in combination with a heat pump to cool the building [48]. 

The study of Schüppler et al. 2019 [197] examines the economics of a potential LT-ATES for 

heating and cooling supply of a hospital with the same cooling capacity as building B in the 

present work of 3,000 kW. By applying(Eq. 3-4)CC of the ATES only for cooling amount to 

3.3 euro cents kWh-1 which is equal to cost reductions of 42.7 % compared to the chiller system 

of building B. However, while decisions on electricity supply technologies are often based on 

standardized calculations such as levelized costs of energy (LCOE) [182], less focus is on the 

consistent determination of cooling costs. Hence, first market assessments on currently suitable 

technology alternatives are rather based on the achieved efficiencies of cooling supply of 

comparable sites as illustrated in Figure 3-8. 



Cooling supply costs of a university campus 

48 

 

 

Figure 3-8: Market assessment of various types of cooling technologies based on the supply efficiency 

using the coefficient of performance (COP) or the seasonal performance factor (SPF) as derived from 

the following references [50, 76, 94, 97, 106, 108–111, 198–211]. 

Even though water cooled chiller plants are limited in terms of efficiency, they are continuously 

considered as state-of-the-art technology, in particular for large-scale DC systems (> 40 MW). 

However, technological progress regarding underground thermal energy storage (UTES) 

systems along with energy efficient buildings, facilitates the integration of shallow geothermal 

energy (SGE) yielding significant operational benefits. As subsurface temperatures are close 

to building conditions, cooling supply requires less exergy input and SGE systems can 

occasionally serve as natural sink [212]. This is particularly the case when SGE systems are 

further optimized due to beneficial storage effects demonstrated at airports in Arlanda and 

Copenhagen, or at the Technical University Eindhoven (TU/e) [50]. Hence, efficiencies 

quantified by seasonal performance factors (SPF) or coefficient of performance (COP) above 

20 for several considered SGE systems are achieved. In these cases, the extracted temperature 

levels are suitable for direct usage without the additional utilization of heat pump systems and 

therefore only require electricity input to power the pumps for groundwater or brine extraction. 

Furthermore, Figure 3-8 shows, that direct usage of SGE systems for cooling is particularly 

efficient in regions with cold to moderate climates such as Denmark (e.g. Copenhagen airport) 

or Sweden (e.g. Arlanda Airport, IKEA), which is also emphasized by Arghand 2021 [213]. 

Here, subsurface temperatures are considerably lower and required cooling loads of buildings 

are smaller, which is particularly suitable for direct cooling throughout the whole cooling 
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period. While access to surface water, as shown at Cornell University, is mostly limited, SGE 

technologies, can achieve efficiencies unreachable for conventional chiller plants. Compared 

to the chiller efficiencies of the present study (e.g. SEER of 4.5 of building A), only a fraction 

of electricity demand to power the cooling system is required due to the installation of DC 

systems in combination with renewable energy sources. This not only leads to lower demand-

related costs, but also to a significant reduction of carbon emissions. The DC system fed by an 

ATES system of TU Eindhoven additionally enables the annual saving of 13,000 tCO2, which 

significantly contributes to the climate-neutrality of the university [214]. 

While little is known about the overall arising costs of DC in general and ATES systems in 

particular, comprehensive economic analyses of key projects as encountered at TU Eindhoven 

are crucial to foster technology adoption. Furthermore, knowledge transfers in terms of master 

plan developments of successfully implemented projects should be therefore pursued. Hence, 

we propose regular benchmarking opportunities consisting of roundtable meetings for 

university stakeholders, which is already established for hospitals [215] or hotels [216].  

3.4 Conclusion 

The analysis of the cooling supply of 23 campus buildings using 47 air-cooled chillers as part 

of the development process of a DC system, provided insights into the cooling costs of the 

decentrally organized cooling of a university. The simulation reveals positive economies of 

scale with cooling costs ranging between 5.4 and 11.4 euro cents kWh-1. Large cooling 

capacities, particularly for process cooling of up to 3,000 kW for a single building, and a high 

share of electricity costs of 54 % to power the machines lead to annual costs of €4.5 million. 

Thus, the university is forced to significantly reduce cooling costs and cooling loads along with 

CO2 emissions by simultaneously increasing the reliability of the cooling supply of each faculty 

by implementing a DC system. While this work mainly focuses on the current state of the 

cooling supply to finalize the first phase of process development of a DC system at the Campus 

North (Figure 3-1), further work should apply these findings in order to advance the installation 

of a DC system involving the following major steps: 

• Development of a global master plan covering all levels of planning (business case road 

map, feasibility, project development, construction and operation) including all 

identified stakeholders as described by ASHRAE (2013) [192]. Potential stakeholders 
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of the project development are facility management, building service, research 

facilities, local authorities, consultants or the committee of the university. 

• Strategy to integrate the DC network into the current building stock considering the 

cooling conditions as derived in the present study by emphasizing the specific 

requirements of ATES. Special attention is also required on the synergetic combination 

with existing rooftop chillers and the proper integration of the DC system into the 

current cooling distribution network of the campus buildings [174]. 

• Preparation of a techno-economic feasibility study of the proposed DC system 

considering the renewable energy source consisting of capital (CAPEX) and 

operational expenditures (OPEX) and subsequent performance of a profitability 

analysis. For the latter, we propose to use the financial figures of the present work as a 

base case for a dynamic investment calculation to receive the expected net present value 

(NPV) and amortization time of the considered DC system. 

To globally develop future-proof cooling solutions at universities with focus on DC systems 

and renewable energy sources, future studies should address the following aspects: 

• Identification and evaluation of all relevant boundary conditions (e.g. type of energy 

source, electricity price, size, legislation, building stock, subsidies, decision-making 

structures) for the assessment of the status quo as a decision-making tool for 

optimization strategies (e.g. integration of renewable energy sources, decentralization). 

• Research on how and under which boundary conditions is it economically worthwhile 

to shift from decentralized to centralized cooling supply using DC-networks. The 

special requirements of cooling supply of universities in terms of heterogeneous 

building stock with respect to age and usage need special consideration. 

• Uniform determination of cooling costs to develop a sound basis for benchmarking 

various technological options and decision-making processes.  

The decarbonization of the cooling supply bears great potential for universities and should be 

recognized as a chance to develop innovative and efficient supply solutions, which can later be 

adopted and commercialized for urban quarters and industrial applications. 
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Chapter 4 
4. Techno-economic analysis of an Aquifer Thermal Energy Storage in Germany   

Techno-economic analysis of an Aquifer 
Thermal Energy Storage in Germany 

Reproduced from: Schüppler S, Fleuchaus P and Blum P (2019) Techno-economic and 

environmental analysis of an Aquifer Thermal Energy Storage (ATES) in Germany. 

Geothermal Energy 7 (1), 669. doi: 10.1186/s40517-019-0127-6. 

Abstract 

The objective of the present study is to analyze the economic and environmental performance 

of ATES for a new building complex of the municipal hospital in Karlsruhe, Germany. The 

studied ATES has a cooling capacity of 3.0 MW and a heating capacity of 1.8 MW. To meet 

the heating and cooling demand of the studied building, an overall pumping rate of 963 m3/h 

is required. A Monte Carlo simulation provides a probability distribution of the capital costs of 

the ATES with a mean value of €1.3  (± 0.1) million. The underground part of the ATES system 

requires about 60 % of the capital costs and therefore forms the major cost factor. In addition, 

the ATES is compared with the presently installed supply technology of the hospital, which 

consists of compression chillers for cooling and district heating. Despite the 50 % higher capital 

costs of the ATES system, an average payback time of about 3 years is achieved due to lower 

demand-related costs. The most efficient supply option is direct cooling by the ATES resulting 

in an electricity cost reduction of 80 %. Compared to the reference system, the ATES achieves 

CO2 savings of about 600 tons per year, hence clearly demonstrating the potential economic 

and environmental benefits of ATES in Germany. 
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4.1 Introduction 

In regions with moderate climates such as central and northern Europe, Aquifer Thermal 

Energy Storage (ATES) is a suitable technique to supply buildings with large amounts of 

heating and cooling. ATES bridges the seasonal mismatch between the ambient temperature 

and the heating or cooling demand of a building. ATES is an open-loop, bidirectional system, 

which uses at least one groundwater well in the saturated zone to actively store excess heat in 

summer and cooling capacity, further named as cold, in winter. The stored thermal energy can 

be reused when required [47, 50, 217–220]. The principle of a bidirectional ATES system is 

illustrated in Figure 4-1. In summertime, cold groundwater stored from winter is extracted from 

the cold well to cool the building. In most cases, the temperature level is sufficient for direct 

cooling without the application of a heat pump. However, heat pumps can also be utilized for 

space cooling. The excess heat of the cooling process is reinjected in the warm well and stored 

in the aquifer [221–223].  

 

Figure 4-1: Operation mode of a doublet ATES system in summer and wintertime including the current 

temperature threshold for LT-ATES in Germany. 

The reverse process is observed in wintertime by using warm groundwater stored from summer 

for heating purposes. The temperature level from the aquifer is increased by heat pumps to the 

required inlet temperature for space heating. The cooled water is reinjected back into the 

aquifer via the cold well. In an ideal case, a thermal balance is set up in the aquifer after some 
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seasons [6, 224–227]. In some countries and states, a thermal balance is a legal requirement for 

the operation of ATES [217, 228]. Most ATES in the Netherlands are shallow and operate with 

well depths usually ranging between 10 and 150 m [45, 46]. They are classified as low-

temperature ATES (LT-ATES) with temperatures < 25 °C. 

However, in Germany, the current temperature threshold for these depths is 20 °C for heating 

and 5 °C for cooling [45, 219]. Worldwide more than 2,800 ATES are installed with more than 

90 % operating in the Netherlands alone while currently, only four ATES exist in Germany 

[45]. ATES is most efficient for buildings with high and constant energy demand over the year, 

such as offices, airports, universities, shopping malls and in particular hospitals [45, 211, 229–

232]. To implement the technology also beyond the Netherlands, the investment in ATES must 

result in positive economic effects compared to common and in the future other sustainable 

supply technologies. However, detailed economic studies about ATES are rarely published 

[45]. 

In Germany, such techno-economic analyses of the four existing ATES systems are currently 

not available. Nevertheless, in other countries, such studies were recently published and are 

summarized in Table 4-1. It shows that several feasibility studies have already discussed the 

economics of ATES considering the capital costs, capacities and payback times. However, the 

majority of the studies only briefly summarized the economics of ATES. For instance, payback 

times and reference systems were rarely discussed together with an exception of the research 

from Vanhoudt et al. [210] and Ghaebi et al. [26]. Unfortunately, the evaluation of the 

economic data is in most cases not transparent or already obsolete. In addition, the applied 

methods are hardly described and not sufficiently discussed for reconstruction. However, a 

comprehensive techno-economic and environmental evaluation are indispensable to convince 

governments and decision-makers of the positive impacts of ATES in regions where it is not 

yet common. 

Thus, this study focuses on the techno-economic viability and environmental performance of a 

representative case. The municipal hospital in the city of Karlsruhe, Germany, was faced with 

the decision of either using LT-ATES or compression chillers for cooling and district heating 

for a new building complex. Although the geological and hydrogeological framework of the 

site shows technical feasibility, the hospital administration finally decided against ATES. One 

reason for this decision was that the hospital wanted to reinject and store heat above the 

prescribed limit of 20 °C. However, the local water authorities adhered strictly to this limit. 
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Table 4-1: Overview of studies discussing the potential economic benefits of ATES. 

Refs. Country 

Capital 

costs 

[€ kW 1] 

Purpose Wells 
Capacity 

[MW] 

Energy 

supply 

[MWh] 

Pay-

back 

time 

Ref. 

system 

Reilly et 

al. [233] 
USA 861a Heating 14 3-50   

Electric 

boiler and 

oil fired 

furnace 

Zimmer-

mann and 

Drost 

[234] 

USA 89-890a Cooling 2-16 2-20    

Andersson 

and 

Sellberg 

[235] 

Sweden  

Heating 

and 

cooling 

  
1,800 -

10,000 
2-10  

Chant and 

Morofsky 

[236] 

Canada 133-266b Cooling  0.1-10 
20-

20,000 
  

van Hove 

[237] 

Nether- 

lands 
1,000c Cooling 6 1.5  6 

Mechan-

ical 

cooling 

Paksoy et 

al. [238] 
USA 750 Cooling 6 2 2,025  

Standard 

chillers 

Vanhoudt 

et al. [210] 
Belgium 580 

Heating 

and 

cooling 

2 1.2 2,207 8.4 

Gas boiler 

and 

cooling 

machines 

Ghaebi et 

al. [26] 
Iran  Cooling 2  2,417  

Gas 

boiler, 

chillers; 

ATES 

Exchange rates: a EUR/USD: 1.12, b EUR/CAD: 1.50, c EUR/NLG: 2.20 
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Hospitals in general have a great demand for efficient and sustainable heating and cooling 

supply. The average heating demand per patient in German hospitals is 29 MWh. This is 

equivalent to the thermal energy demand of two modern single-detached family houses [239, 

240]. Thus, the current energy supply technology consisting of compression chillers and district 

heating, further named as reference technology, is compared with the estimated economic 

performance and energy efficiency of ATES over an observation period of 30 years. The 

sensitivity of the various costs of the ATES components defining the capital costs is determined 

with a Monte Carlo simulation considering the uncertainties of the input parameters. 

Furthermore, a sensitivity analysis provides information about the most relevant parameters for 

the capital costs. The estimated environmental benefits of the studied ATES during operation 

are illustrated based on the annual CO2 savings per year. Finally, the results of the present study 

are compared with the economic performance of existing ATES systems. 

4.2 Material and methods 

Site 

For the present study, a new building complex of the municipal hospital in Karlsruhe, Germany 

is considered. The new building with seven floors consists of surgery rooms, intensive care 

units, normal care and outpatient facilities and is part of the reconstruction measures of the 

hospital. The completion is scheduled for the year 2020. The load curve for heating and cooling 

of the building is calculated with RETScreen 4 [241] based on the parameters in Table 4-2 and 

the climate data of Karlsruhe.  

Table 4-2: Parameters defining the heating and cooling supply of the building. 

Parameter Unit Value 

Heated floor space m2 35,000 

Cooled floor space m2 41,000 

Heating capacity kW 1,804 

Cooling capacity kW 3,080 

Space heating power demand W m-2 52 

Space cooling power demand W m-2 75 

Heating demand  MWh 3,685 

Cooling demand  MWh 4,800 
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Figure 4-2 shows the annual load curve of the hospital building for space heating and cooling. 

The loads are assumed as constant over the observation period and correlate with the ambient 

temperature of the location. Heating and cooling are required from September to June 

(tH = 2,043 h) and from May to October (tC = 1,558 h), respectively. In the present analysis, the 

ATES system and the reference technology provide the entire heating and cooling demand of 

the building (Figure 4-3). 

Aquifer Thermal Energy Storage (ATES) system 

A conceptual design of the ATES system is essential to assess the economic efficiency and 

environmental benefits [46]. Table 4-3 summarizes the considered dimensioning of the ATES 

system. The volume of pumped groundwater V required for heating and cooling of the building 

is a key parameter of every ATES system and is calculated as follows: 

𝑉 =  
𝑄

𝑐𝑤 ∙ ∆𝑇 ∙ 𝜌
∙ 3,600 (Eq. 4-1) 

Q is the amount of energy, cw is the volumetric heat capacity of water equal to 4.2 MJ m-3 K-1, 

ΔT is the difference between the extracted and injected temperatures, ρ is the water density 

equal to 1,000 kg m-3. The larger ΔT the higher the energy output from the aquifer to the 

building resulting in smaller V. Depending on the properties, ATES systems achieve ΔT up to 

10 K [210, 242].  

However, since the hospital building requires more cooling than heating (Table 4-2) and the 

groundwater flow velocity is more than 100 m a-1 at the location a conservative estimation for 

ΔT of 4 K is chosen.(Eq. 4-1 delivers the extracted groundwater volume to meet the energy 

demand of the building which amounts to 614,643 and 1,032,999 m3 a-1 for heating and 

cooling, on average. The appropriate upper aquifer is dominated by unconsolidated rock, 

mostly consisting of gravel and sand with a thickness of 35 m. 
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Table 4-3: Design parameters of the considered ATES system. 

Parameter Number Unit Lifetime (years) 

Cold well 3 -  

Warm well 3 -  

Well depth H 35 m  

Well diameter 0.8 m  

Screen length L 30 m  

Heat exchanger 1 - 20-30 [36] 

Submersible pump 6 m 5-7 [243] 

Well distance D 106-318 K  

Temperature difference ∆T 4 -  

Heat pump 2 - 20-30 [36, 244] 

The production and injection wells form the main part of every ATES system and provide 

access to the aquifer, i.e. groundwater. After Bloemendal and Hartog [46], the optimal screen 

length L of a well is a function of the groundwater volume V, the volumetric heat capacity of 

water cw and the aquifer ca  equal to 2.8 MJ m-3 K-1 and is estimated with(Eq. 4-2: 

𝐿 = √
2.25 ∙ 𝑐𝑤 ∙ 𝑉

𝑐𝑎 ∙ 𝜋

3

≈ 1.02 ∙ √𝑉
3

 (Eq. 4-2) 

The required power of the submersible pumps P depends on various parameters and can be 

calculated by: 

𝑃 =
𝑞 ∙ 𝜌 ∙ 𝑔 ∙ ℎ

3.6 ∙ 106
∙ 𝜂−1; 𝑞 =

𝑉

𝑡𝐶/𝐻
 (Eq. 4-3) 

h is the delivery head equal to the well depth, q is the pumping rate, g is the gravity. Due to 

several factors such as motor and cable losses, the overall pump efficiency η is defined as 60 % 

[245]. Based on(Eq. 4-2 the optimal screen length L for the warm and cold wells is 103 and 
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87 m in total. Considering the aquifer thickness, a doublet consisting of three warm and three 

cold fully penetrated wells with a depth H of 35 m and a diameter of 0.8 m each is assumed.  

 

Figure 4-2: Annual heating and cooling loads of the building complex and ambient air temperature in 

Karlsruhe. 

To ensure that the well screens are always in the saturated zone, a screen length L of 30 m for 

each well is chosen. Each well is provided with a submersible pump to pump the groundwater 

out of the wells to the heat pumps and heat exchangers, respectively [246]. Considering the 

number of wells, V and the heating tH and cooling tC periods, the average pumping rate q of 

each submersible pump is 100 m3 h-1 for heating and 221 m3 h-1 for cooling (Eq. 4-3). To 

prevent thermal interference, a suitable distance between the warm and the cold wells is 

assumed based on the thermal radius Rth. 

𝑅𝑡ℎ = √
𝑐𝑤 ∙ 𝑉

𝑐𝑎 ∙ 𝜋 ∙ 𝐿
 (Eq. 4-4) 

The thermal radii of cold and warm wells (Eq. 4-4) are 74 and 33 m, respectively. Thus, a 

minimum well distance D of 106 m is required. However, Dutch authorities ensure a distance 

of three times the thermal radius between the warm and cold wells [46]. Thus, a distance of 
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318 m is also considered. The expected operational lifetime of ATES is more than 30 years 

[217, 247, 222]. Figure 4-3 summarizes the energy flows of the ATES system for heating and 

cooling. Depending on the COP of the heat pump, an average of 2,856 (± 92) MWh or 78 % of 

the heating demand, is covered by the thermal energy in the subsurface.  

 

Figure 4-3: Energy flows of the considered ATES system for the heating and cooling supply. 

The remaining energy is delivered by the heat pump. Since direct cooling is feasible with the 

ATES system, the amount of cold delivered from the aquifer is equivalent to the cooling 

demand of the building. As a consequence, the considered ATES has an energy balance ratio 

between heating and cooling of 0.25. In some European countries such as the Netherlands, the 

regulations require ATES systems to maintain the thermal balance between heating and 

cooling. However, this regulation does not yet exist in Germany. Thus, thermal imbalance can 

be assumed. Based on Eq. 4-3 tC and tH, the submersible pumps have a total electricity demand 

of 265 MWh for heating and cooling.  

Capital costs of ATES system 

The parameters used to determine the capital costs of the ATES system CATES are not site-

specific, which means they have a strong variability. Some component costs, such as for the 

heat exchanger are derived from literature [210, 248]. Others are used from comparable shallow 

geothermal projects or service catalogues [243, 249, 250]. Thus, a Monte Carlo simulation with 

100,000 iterations quantifies the uncertainty of each parameter. The simulation and the 

sensitivity analysis are both carried out with the software @Risk (version 7.5) [251]. For each 

parameter, a symmetric triangular distribution bounded by a minimum, mode and maximum 
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101 MWh
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value is used. The most likely value is the mode while towards the minimum and maximum 

values the probability decreases continuously. In the present simulation, the minimum and 

maximum values are the best (cheapest) and worst-case (most expensive) scenarios. In 

addition, a sensitivity analysis determines the components with the strongest influence on the 

capital costs. A sensitivity analysis delivers insights into the structure of an investment and 

indicates the impacts of its uncertainties [252]. Table 4-4 summarizes minimum, mode and 

maximum values for each component of the ATES system used for the Monte Carlo simulation 

and the sensitivity analysis. 

Current costs of ATES system 

The current costs of the ATES system CCATES include the demand-related costs DC and the 

operation-related costs OC, derived from the German technical guideline VDI 2067 [36]. The 

demand-related costs are made up by the costs for the heating CH and cooling CCO supply 

(Eqs. 4-5 and 4-6). The operation-related costs comprise the costs for maintenance M and 

replacement R of components within the lifetime of the ATES system. The electricity costs EC 

are site-specific costs of the hospital, while the COPHP is a generic value from literature (Table 

4-5). The costs for heating are composed of the electricity costs EC to drive heat pumps and 

the submersible pumps. For direct cooling the use of heat pumps is not required, therefore only 

electricity costs EC to power the submersible pumps are considered (Eqs. 4-3 and 4-6). The 

costs for maintenance are defined as a certain percentage of the CATES. 

𝐶𝐶𝐴𝑇𝐸𝑆 = 𝐷𝐶 + 𝑂𝐶 = 𝐶𝐻 + 𝐶𝐶𝑂 + 𝑀𝐴𝑇𝐸𝑆 + 𝑅𝐴𝑇𝐸𝑆 (Eq. 4-5) 

 

𝐶𝐶𝐴𝑇𝐸𝑆 =
𝐸𝐷𝐻

𝐶𝑂𝑃𝐻𝑃
∙ 𝐸𝐶 + 𝑃 ∙ 𝑡𝐻 ∙ 𝐸𝐶 + 𝑃 ∙ 𝑡𝐶 ∙ 𝐸𝐶 + 𝐶𝐴𝑇𝐸𝑆 ∙ 𝑀𝐴𝑇𝐸𝑆 + 𝑅𝐴𝑇𝐸𝑆 

(Eq. 4-6) 

The observation period is defined as 30 years, however, some components such as the 

submersible pumps or the heat pumps have a shorter lifespan and have to be replaced within 

the observation period. Table 4-5 provides an overview of the parameters defining the current 

costs CCATES. 
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Table 4-4: Minimum, mode and maximum values for the Monte Carlo simulation of the CATES. 

Category Component Minimum [€] Mode [€] Maximum [€] 

Pre-investigation/ 

Feasiblity 

Site inspectiona 50 1,216 2,382 

Construction schedulea 5 846 1,687 

Feasibility studyb 3,939 22,488 41,037 

Design planningc 6,200 47,706 89,212 

Preparation Site equipmenta, d 1,738 7,319 12,900 

Transport drilling rige 767 4,701 8,636 

Movement drilling riga, d 300 7,950 15,600 

Sampling & core boxesa, d 924 9,114 17,304 

Bore log & drilling profilea, e 539 803 1,066 

Clear & pressure washingd 31,592 36,706 41,820 

Pumping testa 26,338 35,319 44,300 

Drilling Well drillingf 24,780 90,825 156,780 

Well piping & well 

installation 

Filter pipea ,d ,e 35,250 48,735 61,500 

Solid wall pipee 14,160 30,881 47,602 

Centeringd, e 24 102 180 

Bottom capa 48 480 912 

Well heada 1,166 18,313 35,460 

Water chambera, e 40,800 46,305 51,810 

Shaft covera, d 767 2,934 5,100 

Filter gravel/sanda 826 21,293 41,760 

Counter filtera 28 464 900 

Clay seala, d 2,687 63,077 123,467 

Submersible pumpsd 15,570 21,585 27,600 

Stand pumpd, g 25,200 30,823 36,446 

Well connectiona 1,204 52,982 103,392 

Controlling & 

monitoring 

Electronic switchboarda 2,213 50,982 99,750 

Water flowmetera, f 893 9,105 17,316 

Pump control systema, e 1,779 48,350 94,920 

Site equipment monitoring wella, e 2,100 11,550 21,000 

Movenemnt drilling rig monitoring 

wella, e 

162 925 1,687 

Drilling monitoring wellsa, e 2,057 30,729 59,400 

Control lined 15,000 20,000 25,000 

Electricity connectiond 35,000 55,000 75,000 

Piping Horizontal pipingd 189,815 331,988 474,161 

Pressure washingd 7,161 8,638 10,115 

Building integration Heat pumpg 11,456 41,365 71,274 

Heat exchangerh, i 65,600 67,800 70,000 

a LANUV [250], b MacKenzie and Cusworth [253], c Chiasson and Culver [254], d GHJ [243], f Sanderson [255], 

g GWE [249], h Seider [248], i Vanhoudt et al. [210] 
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Table 4-5: Input parameters to calculate the current costs of the ATES system. 

Parameter Unit Minimum Mode Maximum 

COP heat pump COPHP [256, 257]  4 4.5 5 

Electricity costs EC [258]c euro cents 

kWh-1 

16 16.5 17 

Maintenance MATES [47] %  4  

Replacement RATES   see Table 4-2  

Heating period tH h  2,043  

Cooling period tC h  1,558  

Reference technology 

In Karlsruhe, a widespread district heating network (180 km) exists fed with over 770 GWh of 

heat. This network is mostly supplied by industrial waste heat of a large mineral oil refinery 

(MiRo) and by combined heat and power generation (CHP) of a steam power plant and is being 

expanded further [259]. The mineral oil refinery itself currently supplies over 30,000 homes in 

Karlsruhe. The hospital is already connected to the district heating network of Karlsruhe 

including substations. Thus, only costs for maintenance and pipe construction from the heating 

centre to the building collected from different district heating providers are considered in Table 

4-6. 

The maintenance costs depend on the capital costs defined as the costs for pipe constructions. 

The distance between the heating centre and the building is 100 m. The demand-related cost 

for district heating DCDH depend on the consumption of the end-user and are calculated 

with(Eq. 4-7 based on the parameters of Table 4-6. 

𝐷𝐶𝐷𝐻 = 𝐶𝑃 ∙ (𝐸𝐷𝐻 ∙ 𝜂𝐷𝐻) + 𝑃𝑃 + 𝐵𝑃 (Eq. 4-7) 

CP, PP and BP are derived from the municipal utility of Karlsruhe and for comparison of three 

surrounding cities in Baden-Württemberg. The municipal hospital uses magnetic bearing 

compression chillers for cooling. These specific types of chillers are frequently used in 

hospitals and data centres and are therefore representative of a standard cooling supply 

technology [260]. 
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Table 4-6: Parameters defining the capital and current costs of the district heating supply.  

Category Parameter Unit Minimum Mode Maximum 

Capital costs CDH Excavation work € m-1 101.15 [261]  113.05 124.95[262] 

 Piping  € m-1 232.05 [262] 431.40 630.70[263] 

 Contingency %  10 [264]  

 

Category Parameter Unit Karlsruhe[265] Ulm[266] Pforzheim[267] Emmendingen[268] 

Current 

costs 
Commodity price 

CP 

euro 

cents 

kWh-1 

5.87 5.90 8.96 8.94 

 Power Price PP € kW-1 35.16 50.54 18.72 23.80 

 Basic Price BP € 191.00 558.00 - 257.04 

 Efficiency ηDH
[269] % 98 

 Maintenance [270] % 1 

Table 4-7: Input parameters defining the capital costs CCCH and current costs CCCH of the compression 

chillers. 

Parameter Unit Minimum Mode Maximum 

Capital costs CCCH  [271–273] € kW-1 125 163 200 

Feasibility [253] %  2.3  

Development [274] %  3  

Engineering [254] %  5  

Contingency %  10  

COP compression chiller COPCCH [272, 

275] 
 5 6 7 

Maintenance MCCH 
[276] %  4  

Electricity costs EC [258] 

euro 

cents 

kWh-1 

16 16.5 17 

Lifespan [36] a  15  

Given the required cooling capacity of 3,080 kW, the estimated capital costs CCCH of the 

compression chillers range between 125 and 200 € kW-1 [271–273]. The costs for the feasibility 
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study, development and engineering are defined as a certain percentage of the capital costs 

Table 4-7. The current costs of the compression chillers CCCCH depend on the energy demand 

of the system and are composed of the COPCCH, the electricity costs EC and the cost for 

maintenance MCCH and replacement RCCH (Eq. 4-8 and Table 4-7). The recommended 

depreciation period of a compression chiller is 15 years resulting in a replacement investment 

within the observation period of 30 years [36]. 

𝐶𝐶𝐶𝐶𝐻 =
𝐸𝐷𝐶

𝐶𝑂𝑃𝐶𝐶𝐻
∙ 𝐸𝐶 + 𝐶𝐶𝐶𝐻 ∙ 𝑀𝐶𝐶𝐻 + 𝑅𝐶𝐶𝐻 (Eq. 4-8) 

Economic efficiency 

The costs for electricity and district heating are both subject to an annual price increase based 

on the general trend of the recent years in Germany. For electricity costs, a factor of 2.7 % is 

considered and for district heating, an annual price increase of 0.5 % is chosen. [277]. For 

comparison, all current costs are discounted with an interest factor to the beginning of the 

observation period. The interest factor qT is calculated with Eq. 4-9. 

1

𝑞𝑇
=

1

(1 + 𝑖)𝑇
 (Eq. 4-9) 

 

𝑁𝑃𝑉 = −𝐶𝐴𝑇𝐸𝑆 + ∑ 𝑅𝑡 ∙ 𝑞−1

𝑇

𝑡=1

 (Eq. 4-10) 

T is the payment date with T ≥ 0. T = 0 being the beginning of the investment of both 

technologies. The discount rate, defined as i, is set at 5 %. The net present value NPV of the 

investment is defined as the present value of the net payments of an investment at the time 

t = 0. The NPV is calculated from the sum of the present value of all revenues and the present 

value of all expenses within the observation period [270]. In the present study, the revenues 

are the total costs of the reference technology, while the expenses are the total costs of the 

ATES system Figure 4-4. The NPV is calculated using Eq. 4-10 with CATES being the capital 

costs of the ATES. Rt is the return at the time t, which results from the difference between the 

current costs of the ATES system and the reference technology. The investment in an ATES 
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system is beneficial towards the investment in the reference technology if the NPV of the ATES 

system is positive. 

 

Figure 4-4: ATES system and the compared reference technologies of the municipal hospital of Karlsruhe. 

Environmental analysis 

The environmental analyses of the ATES system and the reference technology are based on 

their annual CO2 emissions CE resulting from operation. The particular CO2 emissions are 

calculated as follows: 

𝐶𝐸𝐴𝑇𝐸𝑆 = 𝐸𝐴𝑇𝐸𝑆 ∙ 𝐸𝐹𝑒𝑙 (Eq. 4-11) 

 

𝐶𝐸𝑟𝑒𝑓 = 𝐸𝐶𝐶𝐻 ∙ 𝐸𝐹𝑒𝑙 + 𝐸𝐷𝐷𝐻 ∙ 𝐸𝐹𝐷𝐻 (Eq. 4-12) 

Here E is the annual electricity consumption of the particular technologies and EDDH is the 

district heating demand based on EDH and ηDH. EFel and EFDH are the emissions factors for 

electricity and district heating, summarized in Table 4-8. 
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Table 4-8: CO2-emission factors for district heating and electricity supply. 

CO2 emission factor Unit Minimum Mode Maximum 

Electricity [278, 259] t MWh-1 0.357 0.417 0.476 

District heating [259, 279] t MWh-1 0.068 0.10 0.24 

4.3 Results and discussion 

The result of the Monte Carlo simulation for the capital costs of the ATES system after 100,000 

iterations is presented in Figure 4-5, showing a normal distribution with a mean value of 

€1.285 (± 0.08) million. 

 

Figure 4-5: Probability distribution of the capital costs of the studied ATES system.  

The major cost factor of about 60% is associated with the underground part consisting of six 

wells, pipes and groundwater measuring points. The part of the ATES system above the ground 

includes the building integration (heat pumps and heat exchanger) and contributes to 23 % of 

the capital costs. The remaining 15 % of the capital costs belong to the pre-investigations and 

the construction site installation. The capital costs are dominated by well piping and well 

installation (Figure 4-6). The pricing level is dependent on the service provider and the quality 

of the installed components. Higher costs for well piping and installation could increase the 

capital costs by more than 10 %.  
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Figure 4-6: Spearman’s rank coefficients representing the degree of correlation between the input 

parameters of the different categories to the variance of the capital costs. The relative importance of the 

single categories of the ATES system on the capital costs is also illustrated. 

Thus, the planner of an ATES system should carefully choose the components for the 

implementation of the wells according to actual requirements. Controlling and monitoring are 

also significant factors when taking into account the capital costs. Accurate monitoring is 

crucial to assure an efficient, long-term operation of an ATES system [222]. The building 

integration, including heat pumps and heat exchanger, is less sensitive to the capital costs. 

However, the performance of the heat pump is particularly significant to the efficiency of the 

ATES system and therefore to the current costs as discussed in the subsequent chapter. 

Comparison 

The ATES system and the reference system differ in terms of their cost structures as illustrated 

in Figure 4-7. The ATES system is the more capital-cost-intensive technology with one-quarter 

of the total costs made up by the capital. For both systems, the largest portion of the total costs 

is attributed to the heating supply of the building. The difference is that the heat pumps and 

submersible pumps of the ATES system operate with electricity and the reference system uses 

district heating with coal and crude oil as primary energy source. The electricity consumption 

of the heat pump, defined by the COP, is the most significant parameter regarding the cost-

effectiveness of the ATES system. Figure 4-7 clearly shows a substantial difference between 
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the electricity costs for cooling. The operation of the submersible pumps of the ATES system 

represents only 5 % of the total costs, while the electricity costs for the compression chillers of 

approximately 30 % are the second largest for the reference system. 

 

Figure 4-7: Comparison of the relative structure of the total costs of the ATES system and the reference 

system after 30 years of operation.  

The maintenance of the ATES system requires more effort and strongly depends on the number 

of wells and the hydrochemical conditions of the aquifer [10]. Figure 4-8a-c compares the 

capital and current costs of the ATES system and the reference technology of the hospital over 

an observation period of 30 years. The comparison is carried out for the ATES operating as a 

hybrid system as well as for cooling and heating purposes only. The beginning of the 

investment is the year zero. The estimated capital costs of the reference technology are 

€667,000 (± 119,000) which is about 50 % lower than the capital costs of the ATES system. 

The expected additional specific capital costs for the ATES system amount to  

192 (± 12) € kW-1. This is consistent with the range given by Chant and Morofsky [236] for 

higher specific capital costs of ATES systems, which is between 130 and 265 € kW-1, compared 

to common supply technologies. The implementation of ATES potentially leads to mean 

energy savings of 3,500 MWh or 76 % compared to the reference technology. An average COP 

of 28.5 for the subsurface installation of the ATES is calculated. Despite higher capital costs, 

the expected NPV of the hybrid ATES is €3.1 (± 1.0) million after 30 years. Thus, the 

investment in the ATES system is rather positively evaluated in comparison to the reference 

technology. The estimated saved amount of energy corresponds to the heating demand of 240 

modern single-family houses or 120 hospital beds. 
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Table 4-9: Summary of the estimated average capital and current costs and energy consumption of ATES 

system and reference technology. 

Parameter Unit ATES system Reference technology 

  ATES heating ATES cooling DH 
Compression 

chillers 

Capital costs k€ 1,259 60 607 

Electricity consumption MWh 930 164 - 823 

DH consumption MWh   3,758  

Electricity costs k€ 153 27  136 

DH costs k€   332  

Maintenance k€ 50 0.6 24 

Replacements k€ 8.5  33.0 

Due to the lower energy consumption, a potential average payback time of 2.7 years is 

achieved. The main reason for the positive economics of the ATES system is direct cooling in 

summertime, which is the cheapest supply option. Compared to the compression chillers the 

expected annual demand-related costs are reduced by €109,000 and 80 %, respectively 

(Figure 4-8c and Table 4-9). Thus, the ATES system is most suitable for buildings with a large 

cooling demand such as hospitals or data centres. The estimated average seasonal performance 

factor (SPF) of the ATES system for heating is four and mainly influenced by the efficiency of 

the heat pumps. Since the hospital already has access to the district heating network of 

Karlsruhe, the economic burden of the capital costs and maintenance in relation to district 

heating is relatively low. 
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Figure 4-8: a) Economic analysis of the ATES operating as a hybrid system and the reference technologies 

over the observation period of 30 years divided into total costs and the NPV of the ATES system; b) Total 

costs of the ATES system only for heating supply of the building compared with district heating; c) Specific 

comparison of the total costs for the direct cooling supply by the ATES system and the compression chillers.  
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In contrast, the ATES system has extra costs for maintenance and replacement (Figure 4-7 and 

Table 4-9). The expected demand for district heating is over four times higher than the 

electricity demand of the ATES system for heating. This leads to potential mean energy cost 

savings of €179,000 per year. However, the economic benefit of ATES for heating is not always 

given due to the estimated low capital costs for district heating in the present case (Figure 4-8b). 

Thus, direct cooling provides most of the economic benefit of the ATES compared to the 

reference technology. 

The input parameters of Table 4-6 and Figure 4-8b show a large variation of the demand-related 

costs for district heating. Depending on region and provider, the district heating costs range 

between €285,000 and €379,000 for the same heating demand of 3,685 MWh only in the state 

of Baden-Württemberg. Since the district heating network of Karlsruhe is partially supplied by 

industrial waste heat of the MiRO (57 %), the city has a significant site-specific advantage. 

Consequently, the price for district heating is up to 25 % less than in other regions, deeming 

the ATES system for heating uneconomical in Karlsruhe. However, the situation is the opposite 

in the city of Emmendingen where the district heating network is supplied by power plants 

operating with natural gas and wood chips [280]. For this reason, the costs for district heating 

per year are almost €100,000 higher than in Karlsruhe for the same heating demand of the 

hospital. Thus, the ATES system for heating shows a payback time of 5 years in Emmendingen. 

It is important to note that the district heating costs can vary greatly even within small distances. 

Hence, it is essential to conduct a detailed cost analysis of the reference technology particularly 

for locations where district heating is used.  

Another aspect is the future planning reliability with regard to the demand-related costs of the 

heating supply. The price for district heating can change rapidly within a short period of time. 

For example, in the city of Ulm, Germany, the commodity price for district heating varied by 

27 % in 1 year alone. Consequently, the economic planning of the future heat supply via district 

heating is more challenging than for systems driven by electricity. In general, ATES systems 

and heat supply via district heating do not automatically exclude each other. The city of 

Neubrandenburg, Germany integrated an ATES system in a district heating network. Here the 

waste heat of a power plant is stored in summertime and reinjected into the district heating 

network in wintertime to supply residential areas [281]. This special usage is only possible for 

high-temperature ATES (HT-ATES) systems. Greater well depths ensure higher storage 

loading temperatures (e.g. 90 °C), which can supply district heating networks in Germany, 

typically operating with temperatures above 20 °C [282]. 
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Comparison with realized ATES systems 

The estimated specific capital costs of the considered ATES system in the present study are 

416 (± 27) € kW-1 (Figure 4-9). The present value is consistent with the specific capital costs 

of various Dutch ATES systems ranging between 1,600 € kW-1 for small and 200 € kW-1 for 

large systems [283]. Since the present ATES can be classified as a medium-sized system after 

Fleuchaus et al. [45], the results of previous investigations, showing a decrease of the specific 

capital costs with increasing size can be confirmed [238, 283]. 

 

Figure 4-9: Specific capital costs, capacity and payback times of different ATES systems in operation. 

a Bridger and Allen [226], b Paksoy et al. [238], c Andersson and Sellberg [235], d Vanhoudt et al. [210], 

e Eggen and Vangsnes [230], f Wigstrand [211], g Baxter et al. [284], h Worthington [285], I Dincer and 

Rosen [221], j Hoes et al. [286], k Bakema et al. [246], l Sanner [282]. 

Thus, it can be stated that the Monte Carlo simulation is an appropriate method to estimate the 

capital costs of ATES systems. However, most of the specific capital costs of the 14 ATES 

systems (0.43–20 MW) in Figure 4-9 are higher. In addition, Figure 4-9 does not show the 

relation between decreasing specific capital costs and increasing capacity, which is due to 

several reasons. Some ATES were built together with scientific partners during research 

projects with less focus on economics (Agassiz, New Jersey, Utrecht, Eindhoven). Others are 

integrated into district heating networks (Neubrandenburg), resulting in deeper wells. The high 

sensitivity of the well construction to the capital costs (Figure 4-6) is therefore also derivable 
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from Figure 4-9. For instance, the ATES for heating and cooling of the Copenhagen airport has 

specific capital costs of 1,600 € kW-1, which could result from the rather large depths of 110 m 

of 10 installed wells [284, 202]. 

The expected average payback time of 2.7 years of the present study is less than the estimated 

average payback time of 7 years of the 16 ATES illustrated in Figure 4-9. However, it is 

important to mention that the payback times in the literature are often discussed without 

mentioning the reference technology. Some of the ATES in Figure 4-9 with payback times 

higher than 8 years are among the very first systems implemented during the 1980s and early 

1990s (Utrecht, Klippan, Falun) or are related to research projects (Agassiz, New Jersey). Lack 

of experience and focus on scientific issues could lead to a less efficient operation, resulting in 

higher payback times. Figure 4-8 demonstrates that the hybrid ATES of the present study has 

shorter payback times than the ATES only for heating and cooling. Figure 4-9 confirms this 

result and shows that hybrid ATES systems potentially have much lower payback times with 

an average of 5.6 years compared to the two Swedish ATES for heating or the ATES systems 

used exclusively for cooling. In addition, the maximum payback time of all of the hybrid ATES 

systems in Figure 4-9 is 8.4 years (Brasschaat, Belgium), which strongly corresponds with the 

estimated maximum payback time of 8.7 years of the present study. The ATES for heating and 

cooling of the Klina hospital in Brasschaat, Belgium, has a capacity of 1.2 MW and is a rare 

example of an ATES which is comprehensively described in the literature [287, 286, 210]. 

Thus, this ATES is compared in more detail with the ATES of the present study (Table 4-10). 

The specific capital costs of the ATES in Belgium are 580 € kW-1 and 28 % higher than the 

estimated specific capital costs in the present study. This is almost equivalent to the reverse 

ratio of the number of wells with two in Braasschat and six in the present study. This again 

confirms the large sensitivity of the well construction to the capital costs. In total, the ATES of 

the Klina hospital saves 85 % of energy compared to gas boilers and cooling machines. This is 

9 % more than the ATES in the present study, mostly resulting from the lower estimated SPF 

of the reference cooling machines in Belgium. Assuming that the compression chillers of the 

present study have the same COP, the percentage share of saved energy (88 %) by the ATES 

is almost equal to the Belgium ATES. This shows that the economic comparison in the present 

study between the ATES for cooling and the compression chillers is a rather conservative 

approach. 
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Table 4-10: Comparison of the most important parameters defining the ATES system of the Klina hospital 

in Belgium [210] and the ATES system of the present study.  

 Parameter Unit 
ATES present 

study 
ATES Klina hospital 

General Capital costs k€ 1,258 (± 80) 695 

 Capacity MW 3.0 1.2 

 Number of wells  6 2 

 Well depths m 35 65 

 Temperature difference K 4 ~ 10 

 Electricity costs ct kWh-1 16.5 (± 0.5) 11.0 

Heating Demand MWh 3,685 1,335 

 Efficiency - 3.6 - 4.4 (COP) 5.9 (SPF) 

 Costs reference technology ct kWh-1  8.83 (± 1.26)  Gas boiler (3.50) 

 Energy savings % 75.0 85.6 

Cooling Demand MWh 4,800 1,335 

 Efficiency - 29 (COP) 26 (SPF) 

 
Efficiency reference 

technology 
-  5.0 – 7.0 (COP) 

Cooling machines (SPF 

3.5) 

 Energy savings % 80 87 

Thus, ATES for cooling can potentially save more energy compared to compression chillers 

resulting in an even better economic viability. However, the present study shows that even 

though the efficiency of compression chillers will improve in the future, ATES for cooling is 

still more economical. Despite larger relative savings of energy, the payback time of the ATES 

in Belgium is higher than the average payback time in the present study. This mainly results 

from the low heating costs of the reference gas boiler system, despite an efficiency of only 

85 % and the relatively high capital costs for this specific ATES system as shown in Figure 4-

9. Transferred to the heating demand of the hospital in the present study, the demand-related 

costs of gas boilers under Belgian conditions are €130,000 (46 %) lower compared to the 

district heating in Karlsruhe. Considering the current gas price in Karlsruhe of 5.2 euro 

cents kWh-1 [288], gas-driven heat pumps for ATES systems can also be considered from an 

economic perspective, however, not from a perspective of sustainability. 
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ATES systems in practice 

The design of an ATES system can deviate strongly from the approach of the present study 

depending on the local conditions. In contrast to the present study, the large imbalance between 

the extracted and reinjected heating and cooling energy can be a major issue in practice. The 

much larger cooling demand of the building (Table 4-1) can result in a successive temperature 

increase of the aquifer after some periods. This could lead to conflicts with water authorities 

or neighbouring installations as well as to a significant loss of efficiency, mainly in terms of 

direct cooling. If the aquifer temperature becomes insufficient for direct cooling, additional 

cooling machines must be activated which greatly increases the electricity consumption and 

demand-related costs of the system. To compensate for the larger amount of heat energy in the 

injection well as a result of the higher cooling demand, additional installations such as cooling 

towers, recooling plants, heat pumps or air handling units are used [26, 210, 238, 289]. 

Another approach to achieve thermal balancing is night ventilation of a building. This reduces 

the cooling demand on the ATES which results in a decreased quantity of heat injection [290]. 

However, most of these measures are related to additional expenses, which are not considered 

in the present study. In contrast to the present study, ambient temperatures and heating and 

cooling demands can vary within a short period of time. To comprehensively understand the 

impact of energy demand variations or hydrogeological changes in the subsurface on the 

economic performances of ATES, more simulations tools should be used in the future. Since 

ATES is a rather slow-acting system, additional supply technologies also for peak loads are 

needed. Thus, buildings often partially use ATES in combination with compression and/or 

absorption chillers for cooling and boilers and/or CHP systems for heating [291, 292]. 

Experience from other countries shows that adjustments from the authorities allow the number 

of LT-ATES installations to grow [45]. In the Netherlands, a hospital similar to that in the 

present case is less restricted by authorities and would perhaps have decided otherwise. Future 

ATES projects can only be successfully implemented in Germany if the responsible 

housebuilder, technical building planners, building technicians, as well as public and local 

water authorities closely cooperate in the early stages of the planning process. Furthermore, an 

extensive and permanent system to monitor the subsurface installation and the building 

connection is an important factor for ATES systems ensuring the long-term and sustainable 

operation of the systems as assumed in the present study. 
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Environmental analysis 

Figure 4-10 illustrates the CO2 emissions of the different supply technologies estimated 

with(Eq. 4-11 and(Eq. 4-12. The replacement of the reference technology with the ATES 

systems for heating and cooling results in an expected average CO2 emission savings of 

262 t year-1 (36 %). Considering the observation time of 30 years, 7,854 t CO2 could 

potentially be saved. The defined CO2 savings of the present study are within the range of CO2 

savings of ATES systems in the Netherlands, varying between 150 and 1,500 t year-1 [45]. 

However, much higher amounts of CO2 savings are feasible. The ATES system for the heating 

and cooling of the University of Technology in Eindhoven with a capacity of 20 MW achieves 

CO2 emissions savings of 13,000 t year-1 [283, 285]. 

 

Figure 4-10: Annual CO2 emissions of the compared technologies for the heating and cooling supply of the 

hospital building. 

The relative CO2 savings for direct cooling compared to the compression chillers are equivalent 

to the energy savings. Both systems are driven by electricity and therefore have the same 

emission factor. Per m3 of pumped groundwater for direct cooling, approximately 0.27 kg of 

CO2 is saved. District heating has a low emission factor at the studied site and can therefore 

compete with renewable energies. Thus, the relative amount of saved energy does not always 
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correlate with the percentage of CO2 savings. However, it is important to consider that the 

environmental evaluation excludes the CO2 emissions resulting from the heat sources of the 

district heating. A life cycle assessment (LCA) would provide a more detailed and 

comprehensive analysis of the potential environmental benefits of the ATES system. 

Depending on the replaced system and the emission factor, most of the ATES systems 

discussed in the literature save around 60 % of CO2 emissions during operation [238, 292]. 

Based on the studied literature, ATES systems, which save less than 60 % of CO2 emissions, 

are compared with reference technologies associated with a lower emission factor than the 

emission factor of electricity. 

Considering the environmental damage caused by CO2 emissions, even more costs can be 

saved by the implementation of ATES. According to the Federal Environmental Agency, 

1,000 kg of emitted CO2 cause environmental damages of €180 [293]. In the context of our 

results, the replacement of the reference technology with the ATES potentially reduces the 

environmental damages by €1.4 million after 30 years of operation. Converted to the supplied 

energy in the present study, the ATES causes expected environmental damages of 

0.007 euro cents kWh-1, which is half the amount produced by wind energy 

(0.014 euro cents kWh-1) and only a small fraction of the environmental damages of lignite-

based electricity of 20.81 euro cents kWh-1 [293]. 

4.4 Conclusion  

Decision-makers and stakeholders should be aware of the composition of the capital costs with 

the main expenses of 60 % related to the underground section of the ATES system. The 

expected payback time of the present study (2.7 years) and other ATES systems (less than 10 

years) should raise the awareness of the potential economic benefits of ATES despite higher 

capital costs. The most efficient usage of ATES is for both the heating and cooling supply of a 

building. Thus, we recommend ATES operating as hybrid systems for heating and cooling 

particularly in countries where ATES is not yet common. However, since the economic 

competitiveness of ATES regarding sustainable technologies has not yet been examined in 

detail, further comprehensive analyses are needed. In the long-term, the number of installed 

ATES will only increase, if there are economic benefits, higher reliability and wide social 

acceptance compared to competing renewable technologies. In addition, further studies should 

be performed to fully understand the benefit of ATES towards open geothermal systems such 

as groundwater heat pump (GWHP) systems without active storage, which are already 
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frequently used in Germany. For this reason, important parameters such as ΔT as well as the 

different flow temperatures of the heat pumps between ATES and GWHP systems need to be 

studied in more detail. Additionally, monitoring and evaluation of ATES systems already in 

operation need to be improved and intensified with focus on injection and extraction 

temperatures, performance of the submersible pumps, volume flows, efficiencies of the heat 

pumps as well as efforts for maintenance. Thus, site-specific parameters instead of generic 

values could lead to higher reliabilities and better transparencies of techno-economic analyses 

of ATES systems. Finally, as many large buildings such as hospitals are likely to require more 

cooling than heating supply, the effects of larger cooling demands of buildings on the 

economics of ATES and associated preventing measures should be investigated. 
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Chapter 5 
5. Uncertainty analysis of wireless temperature measurement in borehole heat exchangers 

Uncertainty analysis of wireless temperature 

measurement in borehole heat exchangers 

Reproduced from: Schüppler S, Zorn R, Steger H and Blum P (2021) Uncertainty analysis of 

wireless temperature measurement (WTM) in borehole heat exchangers. Geothermics 90. doi: 

10.1016/j.geothermics.2020.102019.  

Abstract 

The reliability of temperature measurements in open and closed geothermal systems is closely 

related to their design, quality control and performance evaluation. Thus, wireless and 

miniaturized probes providing highly resolved temperature profiles in borehole heat 

exchangers (BHEs) experience a growing interest in research. To ensure quality assurance and 

reliability of these emerging technologies, errors and uncertainties relating to wireless 

temperature measurements (WTMs) must be determined. Thus, we provide a laboratory 

analysis of random, systematic and dynamic measurement errors, which lead to the 

measurement uncertainties of WTMs. For the first time, we subsequently transfer the calculated 

uncertainties to temperature profiles of the undisturbed ground measured at a BHE site in 

Karlsruhe, Germany. The resulting precision of 0.011 K and accuracy of -0.11 K ensure a high 

reliability of the WTMs. The largest uncertainty is obtained within the first five meters of 

descent and results from the thermal time constant of 4 s. The fast and convenient measurement 

procedure results in substantial advantages over Distributed Temperature Sensing (DTS) 

measurements using fiber optics, whose recorded temperature profiles at the site serve as 

qualitative comparison. We additionally provide recommendations for technical 

implementations of future measurement probes. Our work will contribute to an improved 

understanding and further development of WTMs. 
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5.1 Introduction 

Vertical borehole heat exchangers (BHEs) are the most common technology to extract thermal 

energy from the shallow underground. The standard BHE is a closed-loop U-pipe system, 

where a circulating heat carrier fluid transports the thermal energy from the underground to the 

heat pump of a building [10, 294, 52, 295, 296]. The design of a BHE mainly follows 

standardized procedures using commercial software [297–299], design tools [300, 301], and 

national guidelines [32, 302]. These different approaches all require the undisturbed ground 

temperature (UGT) as a design parameter. The UGT results from the thermal properties of the 

subsurface as well as the geothermal and surface heat flow and is defined as the ground 

temperature before the BHE operation [303, 304]. Although the UGT directly influences the 

sizing and performance of a BHE, it is probably the most overlooked parameter in the planning 

and design of BHEs [40, 300, 305–308]. Various analytical approaches exist for estimating the 

UGT as a function of time and depth [309–313]. The quality of these models strongly depends 

on the reliability of the collected climate and geological data [314]. However, temperature 

measurements at the proposed site with appropriate measurement technologies are not 

common. 

The UGT is also an important parameter for the evaluation of thermal response tests (TRTs), 

which are essential for the design of large-scale BHE fields [315–317, 304]. The measurement 

of the UGT is performed before the start of a TRT and directly affects its accuracy [318]. 

Claesson and Eskilson [319] propose to measure the average UGT while circulating the heat-

carrier fluid of the BHE without extraction or injection of heat. However, the pumping process 

significantly heats up the system resulting in an increased measured UGT [318]. Thus, 

measurements of vertical temperature profiles, also referred to as T-logs [320], along the entire 

length of a borehole evolved as an increasing research focus in recent years. Meanwhile, the 

measurement of undisturbed and disturbed T-logs in BHEs is mostly carried out over the course 

of distributed and enhanced thermal response tests (DTRT/ETRT) [41]. This is based on 

distributed temperature sensing (DTS) using fiber optic and hybrid cables [321–326]. 

Alternative devices to fiber optic cables are wired data loggers, which are either manually [318] 

or automatically [327, 328] lowered into a BHE. Raymond et al. [329] for instance, manually 

lowered a wired data logger with a measurement frequency of 1 Hz into two BHEs to measure 

undisturbed T-logs at the site of Saint-Lazara, Canada. The measured T-logs allowed 

conclusions on the geothermal gradient and seasonal temperature variations at the site. 
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However, the small diameter of a BHE pipe generally limits the selection of suitable 

measurement technologies for T-logs. 

Moreover, the measurement of T-logs, particularly when carried out with fiber optics, are time-

consuming, cost-intensive, and require cumbersome handling, while wired data loggers 

unintentionally displace the fluid in the BHE [329]. In addition, strongly twisted or inclined 

BHEs can produce a discrepancy between the cable length of a wired logger and the actual 

depth of the BHE [330]. For this reason, different concepts of miniaturized wireless 

temperature probes were recently developed. Pioneers in the field of wireless temperature 

measurements (WTM) were Rohner et al. [331], who developed a cylindrical probe, later called 

NIMO-T, with an adjustable weight depending on the actual requirements [332]. This device 

records pressure and temperature at pre-selected time intervals during the descent. Bayer et al. 

[320] used the NIMO-T for measurements in the urban environment of Zurich, showing a 

relation between the perturbation of the T-logs and the lifetime of buildings and asphalted 

streets. Martos et al. [333, 334] introduced a spherical sensor system, containing a Pt100-sensor 

embedded in a polyoxymethylene (POM) shell, for T-log measurements over the course of a 

TRT. This probe has a density very close to the thermal fluid of a BHE and is therefore only 

suitable for measurements during a pumping process. Knowledge about flow rate and BHE 

diameter enables the calculation of the probe’s velocity indicating its position in the BHE. Due 

to the small density difference between BHE fluid and probe, this particular device is less 

suitable for measurements of the UGT. Aranzabal et al. [335] further developed this sensor 

system and compared it with various measurement technologies including wired data loggers, 

fiber optics, and GEOsniff®. The latter is a spherical sensor system, which is commercially 

available on the market and the further development of NIMO-T [336].  

Questions regarding errors and measurement uncertainties, which relate to WTMs have not yet 

been addressed and discussed. However, these investigations are essential for the suitability 

and further development of this type of probe as well as for the reliability of the recorded data. 

Thus, we analyze this by using the GS as a representative device for WTMs. In the following, 

we first describe the principle of WTMs and related basic equations. Then, we provide a 

quantitative analysis of statistic, random, and dynamic measurement errors by investigating 

their major causes under various boundary conditions. Based on this, we discuss the expanded 

measurement uncertainty U and evaluate its impact on the wirelessly measured UGT in BHEs. 

We compare them with T-logs measured with common stationary measurement technologies 
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including fiber optics and punctual Pt100-sensors. This allows valuable conclusions on 

potential optimization needs and appropriate application fields of WTMs. 

5.2 Material and methods 

5.2.1 Wireless temperature measurement (WTM) 

In our study, we perform WTMs using the GEOsniff® (GS). Figure 5-1 shows a summary of 

the WTM procedure carried out with the GS. The latter has a spherical shape with a diameter 

of 20 mm and includes sensors for temperature and pressure. The shell protects the sensor 

system and is composed of two half-spheres consisting of anodized aluminum and 

polyoxymethylene (POM).  

 

Figure 5-1: Schematic procedure of WTM by means of the GS including the most important components 

and steps (a-d).  

The analogue sensor signals are converted into digital formats. A Pt1000-sensor [337] for 

temperature recording is directly integrated on the circuit board behind the outer aluminum part 

of the GS. Pressure and temperature resistance of the probe is 60 bar and between -25 °C to 
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70 °C, respectively. The usage of a smartphone is a prerequisite to control the measuring 

procedure via Bluetooth. The GS contains a radio-frequency identification (RFID) antenna to 

inductively charge the integrated capacitor via validation box (Figure 5-1a). The latter is 

additionally used to read out the data memory after the measurement (Figure 5-1d). The 

capacitor stores up to 0.602 J enabling approximately 3,200 single measurements with a 

selectable measurement frequency ranging between 1/30 and 8 Hz. After charging and 

selection of the frequency, the GS is manually inserted into one shank of the U-pipe BHE, 

where it sinks along the course of the BHE (Figure 5-1b). Once the GS reaches the bottom of 

the U-pipe BHE, a connected pumping circuit flushes the GS back to the surface (Figure 5-1c). 

The material parameter and technical data of the GS are summarized in Table 5-1. 

Table 5-1: Material parameters and technical specifications of the GS measurement probe. 

Parameter Unit Value 

Surface GEOsniff Ash m2 1.26 × 10-3 

Surface temperature sensor As m2 2.13 ×10-6 

Specific heat capacity aluminum csh J kg-1 K-1 900 

Specific heat capacity sensor cs J kg-1 K-1 130 

Shell thickness dsh m 2.0 × 10-3 

Sensor thickness ds m 1.2 × 10-4 

Stored energy E  J 0.602 

Shell mass msh kg 3.0 × 10-3 

Sensor mass ms kg 1.70 × 10-5 

Volume shell Vsh m3 2.70 × 10-6 

Volume sensor Vs m3 2.73 × 10-9 

Thermal conductivity aluminum λsh W m-1 K-1 237 

Thermal conductivity sensor λs W m-1 K-1 72 

Density aluminum ρsh kg m-3 2,700 

The GS and its temperature sensor with an initial temperature Ts(0), equal to the ambient 

temperature, are immersed into the fluid at constant temperature Tf, causing a heat flow �̇� 

through the thermal resistance Rth [338]: 
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�̇� =
𝑇𝑓 − 𝑇𝑠(0)

𝑅𝑡ℎ
 (Eq. 5-1) 

Thus, the temperature of the sensor changes as follows: 

𝑑𝑇

𝑑𝑡
=

∆𝑇(𝑡)

𝑅𝑡ℎ𝐶
=

𝑇𝑓 − 𝑇(𝑡)

𝑅𝑡ℎ𝑐𝑚
 (Eq. 5-2) 

Here, thermal exchange ΔT(t) results from the difference between the time-dependent 

temperature of the sensor T(t)s and Tf while Rth and heat capacity C, defined by mass m and 

specific heat capacity c of the device, remain constant. However, considering that the 

temperature sensor is embedded in a protective shell, thermal coupling with the fluid initially 

takes place by convection through the convective heat transfer resistance Rα of the shell of the 

GS [339, 340]: 

𝑅𝛼 =
1

𝛼𝐴𝑠ℎ
 (Eq. 5-3) 

where Ash is the effective surface area which here is equal to the surface of the sphere, and α is 

the heat transfer coefficient between the fluid and shell. 

The dynamic performance of the temperature sensor can be described with a RC-system as 

summarized in Figure 5-2. The conductive inner thermal resistances relate to the temperature 

sensor Rλs and the surrounding shell Rλsh of the GS. The same applies to the heat capacity C. 

Applying Ohm’s law for series connection, the entire Rth of the measurement sphere results 

from the addition of the individual resistances: 

𝑅𝑡ℎ = 𝑅𝛼 + 𝑅𝜆𝑠ℎ + 𝑅𝜆𝑠 =
1

𝛼𝐴𝑠ℎ

+
𝑑𝑠ℎ

𝜆𝑠ℎ𝐴𝑠ℎ
+

𝑑𝑠

𝜆𝑠𝐴𝑠
 (Eq. 5-4) 

where λsh, λs, dsh and ds are the respective thermal conductivity λ and thickness d of shell sh and 

temperature sensor s. When using the GS, other contributions to Rth, for instance, that of the 

thermal grease, can be neglected as a result of its insignificant d and large λ. However, we are 

aware that for other measurement technologies additional Rth must be considered. 
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5.2.2 Temperature calibration 

Temperature calibration of the GS is carried out using a standard JULABO refrigerated/heating 

circulator F32. This device is used with several additional installations in order to automatically 

calibrate the GS (Figure 5-2). A specially written software using LabVIEW enables the control 

of the calibration unit and the regulation of the calibration parameters. After the inductive 

charging process, which follows prior to each temperature step, a motor driven chain carries 

the GS into the calibration liquid (ThermalG) of the circulator. The calibration range is set 

between – 10 and +35 °C with temperature steps of 5 K. Each GS successively passes through 

each temperature step with a dwell time of 300 s and 50 single measurement values in the same 

position of the calibration bath. 

 

 

Figure 5-2: Equivalent network describing the static measurement performance of the GS. The illustrated 

Rths are connected in series and are therefore analogous to the electrical resistance and Ohm’s law. 

Simultaneously, the reference temperature measured with a calibrated Fluke thermometer 

consisting of a Pt100-sensor is recorded every second. Please note that according to the 

certificate of calibration, the measurement uncertainty u1 of the reference thermometer amounts 

to 0.009 K in the selected calibration range while the inhomogeneity u2 is 0.006 K. After each 

temperature step, the recorded data of the GS are inductively read out and stored. The 

calibration process considers the average values for each temperature step recorded with GS 

and Fluke thermometer. A fifth-degree polynom serves as calibration curve, whose six 

coefficients are stored and retrievable for every measurement. The GS writes the collected 
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calibration data directly to memory. The calibration unit enables the temperature calibration of 

up to 14 GSs at the same time. 

 

Figure 5-3: Overview of the applied methods to analyze measurement behavior, measurement errors and U 

of the GS. In the box below are the results and objectives achieved by each experimental setup. 

5.2.3 Measurement error 

In the following, we describe the terminologies measurement error and measurement 

uncertainty in detail in order to emphasize their different definitions related to WTMs. 

• Accuracy is the deviation between the respective mean temperature values of GS and 

reference measurement technology. The closer the mean temperature value of the GS 

is to the reference, the higher its accuracy. Note that this temperature deviation is a 

correctable and systematic error. Thus, it is assumed that after the correction, the 

expected value of error approaches zero [341]. 

• The precision u3 of the GS is the dispersion of the single measured temperature values 

around their mean value. Thus, it provides a measure of the uncertainty of the mean 

resulting from random effects [342]. Random errors follow the Gaussian distribution 

given by the standard deviation [343]. Accuracy and precision of the GS are both 

manually determined with the calibration unit (Figure 5-3a) after the calibration 

procedure. This is done based on 50 individual measurements for each selected 

temperature, which are similar to the aforementioned calibration range. 

• The standard measurement uncertainty u is expressed by the standard deviation and is 

equal to the positive square root of the estimated variances u2 [344]. The combined 
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standard uncertainty uc is the positive square root of the sum of the estimated variances 

[341]: 

𝑢𝑐 = √𝑢1
2 + 𝑢2

2 … 𝑢𝑛
2  (Eq. 5-5) 

Here, uc of the WTMs consists of precision u3 and the measurement uncertainty u4 

resulting from the dynamic measurement error of the GS, as well as measurement 

uncertainty u1 and inhomogeneity u2 of the reference thermometer [345]. The dynamic 

measurement error is described in more detail in the subsequent chapter. 

• U provides a measure of the uncertainty of WTMs, defining an expected interval about 

the measurement results [344]. This is obtained by multiplying uc with a coverage factor 

k, which is set at two. By applying the Gaussian distribution, the interval has a level of 

confidence of approximately 95 % [344].  

The insertion of the GS in the fluid filled BHE relates to an unintended thermal input, which 

causes a thermal deviation in the fluid of the BHE. If the initial temperature of the GS TGS 

differs from the temperature of the BHE fluid Tf, a mixing temperature Tmix between GS and 

BHE fluid occurs after thermal equilibrium. Tmix is determined by considering that the sum of 

heat quantities received by fluid and GS is vanishing: 

𝑚𝑓𝑐𝑓(𝑇𝑚𝑖𝑥 − 𝑇𝑓) + 𝑚𝐺𝑆𝑐𝐺𝑆(𝑇𝑚𝑖𝑥 − 𝑇𝐺𝑆) = 0 (Eq. 5-6) 

where mf, cf and mGS, cGS are the respective mass and specific heat capacity of GS and BHE 

fluid. As it is more convenient, we consider to choose the mass of the fluid given by the filling 

volume of the BHE and the density of the fluid for a certain time interval of descent of the GS. 

The relation of(Eq. 5-6)enables the determination of Tmix, also known as the Richmann’s 

mixing rule equation [346], as follows: 

𝑇𝑚𝑖𝑥 =
𝑐𝑓𝑚𝑓𝑇𝑓 + 𝑐𝐺𝑆𝑚𝐺𝑆𝑇𝐺𝑆

𝑐𝑓𝑚𝑓 + 𝑐𝐺𝑆𝑚𝐺𝑆
 (Eq. 5-7) 

However, before the GS is inserted the initial temperature of the BHE fluid is unknown. Thus, 

we approximately consider the average fluid temperature of the chosen time interval of descent 

and use the first recorded value of TGS as we expect that sensor and shell of the GS have still 
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the same temperature at this stage. This relation determines the relative measurement error X 

resulting from the thermal input of the GS: 

𝑋 =
𝑇𝑚𝑖𝑥 − 𝑇𝑓

𝑇𝐺𝑆 − 𝑇𝑓
 (Eq. 5-8) 

The conversion of stored electric energy E into thermal energy over t after Joule’s law causes 

another potential measurement error. The absolute temperature change is covered as follows: 

𝑋 =
𝐸

𝛼𝐴𝑠ℎ𝑡
 

(Eq. 5-9) 

Potential measurement errors due to the residual heat of the capacitor arising from the charging 

process in accordance with Joule heating are not considered. However, we anticipate that the 

available time from charging to insertion of the GS in the BHE is sufficient to cool the probe, 

especially because the charging current can be considered as low. This is assured by reviewing 

the first measurement values of the GS before the insertion in the BHE. 

5.2.4 Dynamic properties of WTMs 

Dynamic measurement error 

The usage of wireless temperature probes in BHEs implies dynamic temperature measurements 

caused by varying temperatures during the descent of the probe. Due to a certain delay, 

resulting from the time the sensor requires to reach thermal equilibrium with Tf, a dynamic 

measurement error ΔTdyn(t), arises, defined as [347]: 

∆𝑇𝑑𝑦𝑛(𝑡) = 𝑇𝑠(𝑡) − 𝑇𝑓 
(Eq. 5-10) 

The thermal equilibration process of the temperature sensor after the insertion of the GS in the 

fluid, causing a step-like response, is defined as the transfer function h(t) [348]: 

ℎ(𝑡) =
𝑇𝑠(𝑡) − 𝑇𝑠(0)

𝑇𝑓 − 𝑇𝑠(0)
 (Eq. 5-11) 
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Ts(t) equalizes with Tf over time, until h(t) amounts to 1. Figure 5-4 shows an example of h(t) 

for the cooling procedure of the GS. The velocity of thermal equilibration, also named as 

response speed of a sensor [349] is characterized by the thermal time constant τ. The latter is 

defined as the time the temperature change of the sensor reaches 63.2 % of the target 

temperature, which is equal to the time the transfer function h(t) reaches the value 0.632 as 

defined in(Eq. 5-11)The smaller the τ, the more closely the sensor follows the temperature 

change of the measured medium [350]. After five times τ, the temperature sensor of the GS 

reaches 99.3 % of the target temperature (Figure 5-4). Based on Figure 5-2, τ mainly depends 

on C and Rth of the shell and temperature sensor of the GS probe. Bernhard [339] delivers an 

appropriate equation for the calculation of τ of the GS probe: 

𝜏 = 𝑅𝑡ℎ𝐶𝑠 + 𝑅𝜆𝑠ℎ(𝐶𝑠 + 𝐶𝑠ℎ) +
𝐶𝑠 + 𝐶𝑠ℎ

𝛼𝐴𝑠ℎ
 (Eq. 5-12) 

By the substitution of the occurring R and C with the relation of(Eq. 5-4),(Eq. 5-12) becomes: 

𝜏 =
𝑑𝑠

𝜆𝑠𝐴𝑠
𝑐𝑠𝑚𝑠 +

𝑑𝑠ℎ

𝜆𝑠ℎ𝐴𝑠ℎ

(𝑐𝑠𝑚𝑠 + 𝑐𝑠ℎ𝑚𝑠ℎ) +
𝑐𝑠𝑚𝑠 + 𝑐𝑠ℎ𝑚𝑠ℎ

𝛼𝐴𝑠ℎ
 (Eq. 5-13) 

Considering the descent of the GS in the BHE fluid, α is approximately determined as follows: 

𝛼 = 2100√𝑣 + 580 (Eq. 5-14) 

where ν is equal to the descent velocity of the GS in the BHE fluid. In the calibration liquid ν 

corresponds to the flow velocity of the moving fluid with an estimated value of 0.4 m s-1. Given 

the specific design of the GS, τ of the shell is of particular interest [339]:  

𝜏 = 𝑐𝑠ℎ𝑚𝑠ℎ𝑅𝑠ℎ = 𝑐𝑠ℎ𝜌𝑠ℎ𝑉𝑠ℎ (
𝑑𝑠ℎ

𝜆𝑠ℎ𝐴𝑠ℎ
+

1

𝛼𝐴𝑠ℎ
) (Eq. 5-15) 

By replacing the shell parameters with those of the temperature sensor (Table 5-1), the same 

equation can be used to obtain τ only of the integrated temperature sensor. The relation between 

h(t) and τ is defined as follows [339]: 

ℎ(𝑡) = 1 − 𝑒
−𝑡
𝜏  (Eq. 5-16) 
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Substituting h(t) with the relation of(Eq. 5-11)enables the calculation of Ts(t): 

𝑇𝑠(𝑡) = 𝑇𝑓 − 𝑇𝑠(0) (1 − 𝑒
−𝑡
𝜏 ) + 𝑇𝑠(0) (Eq. 5-17) 

However, Tf  over the entire length of the BHE is unknown. Thus, we introduce the parameters 

Ts(1) and Ts(2), which represent temperature values of two consecutive measurement points of 

the GS. The difference between Ts(2) and Ts(1) shows the temperature change during the travelled 

distance and passed time between two measurement points. Considering(Eq. 5-13)and its 

relation to (Eq. 5-10) enables the interpolation of the measured temperature value to its nominal 

value. Here, the nominal value is equal to the target temperature, which is the asymptote of h(t) 

(Figure 5-4). However, since the GS is exposed to varying temperatures during the descent in 

the fluid, the nominal value corresponds to the maximum deviation of an insufficient 

measurement time, here equal to ΔTdyn(t): 

∆𝑇𝑑𝑦𝑛(𝑡) =
𝑇𝑠(2) − 𝑇𝑠(1)

(1 − 𝑒
𝑡
𝜏)

 
(Eq. 5-18) 

Here, the measured value Ts(2) and the sum of ΔTdyn(t) and Ts(2) form the upper and lower limits 

a and b of an interval I in which the value is located with equal probability, which is also 

referred to as uniform probability distribution. Thus, we assume that the expected value is the 

midpoint of I after JCGM [341] and calculate the resulting standard uncertainty u4 by 

applying(Eq. 5-19)derived from and modified after Eurachem [342] and Taylor et al. [344]:  

𝑢4 =
(𝑎 − 𝑏)

2

1

√3
=

∆𝑇𝑑𝑦𝑛(𝑡)

2

1

√3
 (Eq. 5-19) 

We additionally perform an experimental determination of τ. This is manually done with the 

similar device and the temperature steps as used for the calibration of the GS (Figure 5-3a). 

Here, the dwell time is 500 s and the measurement frequency of the GS is set at 1 Hz. 
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Figure 5-4: Transfer function h(t) during the immersion of the GS in the fluid of the calibration unit. 

Descent experiments 

Figure 5-4 and (Eq. 5-18 emphasize the time dependence of ΔTdyn(t). Thus, we perform various 

descent tests under different laboratory conditions to determine the effects of descent behavior 

and rate of the GS on ΔTdyn(t) and U (Figure 5-3b). For this purpose, we use two single pipes 

with a length of six meters each and outer diameters of 32 mm and 40 mm, which are the most 

commonly used diameters of U-pipe BHEs in practical applications [351, 352]. The pipes are 

filled with water diluted with different shares of antifreeze to observe the effects of varying 

density ρ and dynamic viscosity η on the descent velocity. The antifreeze is a commonly used 

concentrate (Vollmer N) consisting of monoethylene glycol and corrosion inhibitors with ρ of 

1.11 g cm-3 and η of 21 Ns m-2. The chosen amount of antifreeze ranges between 5 and 

25 vol%, the latter being the maximum permissible share of glycol in Germany [353–355]. In 

addition, we use a 150 mm transparent pipe to compare the free descent of the GS without 

touching the inner pipe walls. Installed U-pipe BHEs sectionwise have inclination angles 

causing a deviation from its vertical axis. Thus, we additionally perform descent tests with 

pipes of varying inclination angels from 5 to 20°. 
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5.2.5 Site  

The undisturbed T-log measurements in the field are carried out in a water-filled U-pipe BHE 

with a diameter of 32 mm. The site is located in Karlsruhe, Germany. The BHE, which is 

installed without backfilling in unconsolidated sediments, mostly consisting of sand and gravel, 

has a depth D of 35.6 m and a filling volume VBHE of 1.9 × 10-2 m3. The average groundwater 

depth is 6 m below the surface. The BHE is not yet connected to a building and is therefore 

accessible for various test measurements. Since we aim to analyze U of WTMs based on 

measurements of the UGT, care is taken to ensure thermal equilibrium of the BHE fluid with 

the surrounding ground, as pointed out by Gehlin and Nordell [318]. However, anthropogenic 

heat fluxes have already caused an increase in the groundwater temperatures in Karlsruhe [356, 

357]. 

To qualitatively compare the WTMs, we additionally record T-logs with the Distributed 

Temperature Sensing (DTS) method using two fiber optic cables. One cable is installed along 

the outer wall of the U-pipe, whereas the other is manually inserted into the BHE (Figure 5-3c). 

Both cables are connected to an Agilent Technologies DTS unit (N4385A) following the 

proven Raman-Optical Time-Domain Reflectometry (ROTDR) technique [358]. The single-

end DTS measurements are performed with a sampling interval of 30 s and a spatial resolution 

of 1.0 m. Please note that both T-logs recorded with fiber optics represent the average value of 

ten single measurements over a period of 20 min each. Even though we are aware of the 

importance of fiber optic calibration, this comprehensive procedure exceeds the scope of the 

present work, which focuses on WTMs.  

Since the calibration procedure of fiber optics is extensive and still being further improved, the 

whole process is comprehensively discussed in previous studies [359–361]. Hence, our DTS-

measurements only serve as qualitative comparison since this measurement technology is 

mainly used for monitoring of BHEs. However, to compensate for this, Pt100-sensors 

measured with an ALMEMO 2590 are installed in three selected depths (5 m, 10 m, 25 m) on 

the outside of one BHE shank and serve as punctual reference values. The measurement 

frequency of the WTMs is set at 1 Hz. The entire WTM procedure (Figure 5-1) requires 

approximately ten minutes at the site. Since the deviation of the T-logs measured with GS and 

fiber optics to the punctual reference values are systematic errors, we correct these T-logs based 

on the values recorded with the Pt100-sensors. The insertion of the GS causes a small rise of 
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the water level inside the BHE, provided the BHE is not filled to the top. Thus, we correct the 

recorded D using Eq. 5-20, modified after Raymond et al. [329]:  

𝐷∗ = 𝐷 −
𝑉𝑠ℎ

2𝜋𝑟2
𝐵𝐻𝐸

 (Eq. 5-20) 

where r is the inner diameter of the BHE and D* the corrected depth. Vsh displaces the 

corresponding amount of water inside the BHE. When using multiple probes in immediate 

succession, without flushing the probes back to the surface, the correction is particularly 

relevant. Before taking the first measurement, we analyze potential site-specific measurement 

errors, which result from the insertion of the GS in the BHE to reveal necessary corrections of 

the measurements in advance. The measurement error resulting from the influence of 

temperature and pressure at the site on the conversion of the hydrostatic pressure to the actual 

BHE depth is -1.06 mm. This is equal to 0.003 % and therefore negligible. Assuming that c for 

water is 4.18 kJ kg-1 K-1 at 20 °C, X from the thermal input of the GS amounts to 0.04 % for a 

descent time of 30 s which is equal to the descent to a depth of 3.9 m at the site following(Eq. 

5-8 and(Eq. 5-9 and the parameters of Table 5-1. Also negligible is the maximum absolute 

temperature change ΔT in case of a conversion of electric E into thermal energy, which is 

0.23 K conservatively assuming that the conversion takes only one second. Hence, corrections 

of the WTM at this site are not required. However, a decrease in c or m of the BHE fluid, for 

instance by adding antifreeze, can cause a larger error. The same applies to probes with a larger 

energy storage. Thus, we recommend considering these potential measurement errors case 

specific. 

5.3 Results and discussion 

5.3.1 Calibration procedure 

The automated calibration yields several benefits compared to conventional calibration 

procedures, which are predominantly manually performed. The position of each GS and 

therefore, the orientation of the temperature sensor in the calibration bath, as well as the 

distance to the reference thermometer, remains stable over the entire dwell time. Thus, 

discrepancies between each calibration procedure can be avoided. The average accuracy of the 

used GSs amounts to -0.11 K for the given temperature range. The coefficient of determination 

R2 for each calibration is between 0.999 and 1. The calibration of the GS improved the accuracy 
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by an average of 0.08 K, which is equal to 42 %. The average and lowest value of precision u3 

are 0.011 and 0.038 K, respectively. Thus, considering the lowest precision u3, inhomogeneity 

u2 and uncertainty of the reference thermometer u1 the combined standard uncertainty uc1 

amounts to 0.039 K. This means the expanded measurement uncertainty U accounts for 

0.077 K. 

5.3.2 Thermal time constant 

Figure 5-5 illustrates each τ of the GS measurement device for different target temperatures. 

The values of τ are plotted depending on the relative share of the target temperature the GS has 

reached, which are derived from Figure 5-4.  

 

Figure 5-5: Required time (left vertical axis) of the temperature sensor of the GS to reach a prescribed share 

of the target temperature (horizontal axis) as a function of the target temperature. Each point represents one 

single GS measurement performed in the calibration unit. Blue colors indicate a target temperature colder 

than the initial temperature of the GS, while red colors indicate a warmer target temperature. The boxplots 

describe the distribution of the associated scatter plot. 
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The smaller the τ, the faster the thermal equalization between GS and the fluid temperature of 

the calibration unit. The plot predominately shows smaller τ for warmer target temperatures 

above 15 °C, while more time is required to reach thermal equilibrium with colder target 

temperatures (-10 – 5 °C).  

As a result of the relatively high csh, the aluminum shell of the GS stores the initial temperatures 

equal to the ambient air temperature before the insertion of the GS in the fluid over a certain 

time period. Hence, warmer target temperatures (> 15 °C) are reached faster by an average of 

approximately 23 % than colder target temperatures (≤ 10 °C). However, the absolute 

difference between target and initial temperatures seems to have no influence on τ and the 

measurement dynamics of the GS. According to(Eq. 5-13), the thermal time constant τ of the 

GS amounts to 3.2 s. This is slightly smaller than the average value of the measured τ (Figure 

5-5). This discrepancy can be attributed to some uncertainties of the chosen parametric values 

of the Pt1000 sensor, which are difficult to access and determine as a result of its 

miniaturization. However, according to(Eq. 5-15), τ of the Pt1000-sensor alone is 0.6 s, which 

corresponds in terms of magnitude to the response time of 0.12 s provided by the manufactures 

of the sensor [337].  

In addition, the assumed value of the flow velocity v in the calibration unit, which defines the 

heat transfer coefficient α, is considered as heterogeneous and deviates during the calibration 

procedure. Since τ of the GS mostly depends on the protecting shell and α, we focus on the 

latter and the material properties of the shell. Thus, Figure 5-6 provides a sensitivity analysis 

of these parameters based on(Eq. 5-15), which also emphasizes the focus for future probes. It 

can be seen that τ can be improved by an increase of the heat transfer coefficient α and the 

surface A of the probe. The latter is generally limited by the small diameter of the BHE pipe, 

while a high α in the field is ensured by constantly high flow conditions mostly influenced by 

the descent velocity of the GS in the fluid of the BHE. In contrast, an increase of mass m and 

specific heat capacity c of the shell causes higher τ, while τ is less sensitive to changes of 

thermal conductivity λ and thickness d. However, λ of aluminum is already comparatively large 

(Table 5-1) and therefore Rth of the shell, which is 8.0 × 10-3 K W-1, relatively small. On the 

other hand, the convective heat transfer between shell and fluid is more dominant with Rth 50 

times larger compared to the shell alone. Hence, improvements of τ can be achieved by thermal 

decoupling of temperature sensor and shell by exposing the sensor with a free punch in the 

shell. This would lead to an optimized incident flow at the temperature sensor and smaller τ. 

Aranzabal [327] implemented this measure for the Geoball, which resulted in τ of 0.5 s. 
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However, this measure can cause higher susceptibility to sensor drifting or reduce the 

robustness and long-term stability of the sensor. 

 

Figure 5-6: Sensitivity analysis of the thermal time constant τ based on(Eq. 5-16)with respect to relative 

changes of the material properties of the shell of the GS. 

5.3.3 Sinking behaviour  

Experimental descent tests in transparent pipes with a large diameter of 150 mm and without 

disturbance of the inner pipe walls show tumbling movements of the GS during descent. Thus, 

the centroid of the GS does not correspond to the center of mass. Since the cover of the GS is 

a symmetrical and homogeneous object, the spatial arrangement of sensors and other 

components in the inner part mainly influences the center of mass of the GS.  

In BHEs the steady descent of the GS is disturbed by touching the inner walls of the pipe. Thus, 

the impact of the GS on the inner pipe is considered as oblique and eccentric, since the descent 

direction is not parallel to the impact normal, which in turn does not pass the center of mass. 

The descent behaviour of the GS and its contact with the inner pipe walls can have a negative 

effect on τ as a result of the irregular flow conditions, which lead to varying v. The descent rate 

of the GS in the 32 mm outer diameter pipe is generally lower compared to the 40 mm outer 
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diameter pipe resulting from more frequent contact with the inner pipe walls along with friction 

losses as a consequence of the smaller space for the undisturbed descent. It can be assumed 

that the descent velocity of the GS reduces with increasing pipe angle as a result of the 

increasingly frequent contacts with the inner pipe wall. This expected sinking behavior is 

revealed by the descent tests in the 40 mm outer diameter pipe (Figure 5-7a).  

 

Figure 5-7: Relationship between the descent rate of the GS in two different pipes and its inclination angle 

(a) and effects of increasing amount of antifreeze in the fluid on the descent rate (b).  

However, the opposite is observed in the 32 mm outer pipe. Since the descent velocity is higher 

in the 40 mm outer diameter pipe, the rotation around the center of mass and the rebound effects 

are stronger with increasing pipe angle, in turn resulting in a deceleration. It is expected that 

above a certain pipe angle, which is not reached in the present experiments, the same 

deceleration effects as in the 40 mm outer diameter pipe can also be observed in the 32 mm 

outer diameter pipe. Since the descent tests in the present work were carried out to determine 

the effects of different descent velocities of the GS on the uncertainty of the measured T-logs, 

further experimental descent tests as well as numerical solution processes are required to 

comprehensively understand the sinking behavior of the spherical probes.  
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As can be seen in Figure 5-7b, the descent rate of the GS is also sensitive to ρ and η of the fluid, 

here realized by increasing the amounts of antifreeze, which leads to a rise of ρ and η of the 

fluid. This increases the drag force of the fluid, which causes a reduction of the descent rate. 

For example, the quantity of 25 vol% of antifreeze, for instance, decreases the descent rate of 

the GS of up to 40 %. However, the large dispersion of the descent rates of Figure 5-7b shows 

that there is no linear correlation between the amount of antifreeze and the descent rate. Other 

factors, such as the quality of mixing between antifreeze and water, as well as the slightly 

different tare weight of each GS (± 0.05 g), influences its descent rate. Even though the 

temperature dependence of ρ and η of a fluid is well known, the temperature distribution of the 

fluid during the descent of the GS only has minor effects on the descent rate. Thus, the 

geothermal gradient of a site has only minor effects on the descent rates of wireless probes and 

its related expanded measurement uncertainty U. 

5.3.4 Expanded measurement uncertainty  

Laboratory investigations  

Figure 5-8 shows T-logs and their associated U performed in the frame of the experimental 

descent tests. Here, we determine U based on (Eq. 5-18, (Eq. 5-19 and Chapter 5.3.2. The 

calculation of ΔTdyn(t) follows with the average value of τ for 99.3 % of the target temperature, 

which amounts to 19 s (Figure 5-5). The different descent rate, as illustrated in Figure 5-7, 

affects the measurement dynamic of the GS and therefore its related U. The faster the descent 

of the GS, the larger the difference between actual fluid temperature and measured temperature. 

Thus, U of the T-log measured in the vertical 40 mm pipe (Figure 5-8a) is larger and reaches 

to greater depths compared to the T-log of the vertical 32 mm pipe (Figure 5-8b). Similarly, 

faster descent rates in the 32 mm pipe, here caused by an inclination angle of 20°, yield larger 

U compared to the vertical pipe (Figure 5-8c). In addition, U of the T-logs in the 40 mm 

diameter pipe is also more sensitive to possible temperature changes of the fluid during the 

descent, which can be observed at a depth between four to six meters (Figure 5-8a). 

Consequently, slow descent rates are preferred, which yield more time for the same distance to 

compensate for the slow measurement dynamic of the GS. In this context, the common addition 

of antifreeze has a positive effect on the descent rate and therefore on U (Figure 5-8d). 

Generally, slower descent rates can be achieved by using different materials or different 
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geometries of wireless probes. For instance, a larger sphere diameter of the GS for the same 

dsh leads to a decrease in ρsh causing slower descent rates.  

 

Figure 5-8: T-logs and related expanded measurement uncertainty U for four different conditions measured 

with the GS during the experimental descent tests in the laboratory. Each error bar corresponds to one 

measurement value of the GS. The three different U, illustrated with different blue colors, correspond to h = 

0.632 (t = 4 s), h = 0.950 (t = 7 s), h = 0.993 (t = 19 s) as illustrated in Figure 5-5.  

The descent rate of wireless probes with ρ close to the BHE fluid, such as the Geoball [335], 

depends on the chosen pumping rate (e.g. 27 m3 min-1) [334], which is approximately five times 

faster than the descent rate of the GS in a 32 mm BHE. In this example, the descent rate is 

countered by a faster measurement dynamic with response times of 1.5 s to reach 90 % of the 

target temperature [334]. The shell of the NIMO-T probe also consists of aluminum [331] and 

τ is almost the same as for the GS. However, adjustable weight allows lower descent rates of 
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the NIMO-T of up to 2.80 m/min and therefore a smaller U for the first meters of descent is 

expected. Hence, future dynamic measurement devices both wired and wireless should 

consider the connection between descent rate and τ. The device materials defining τ and the 

descent rate, therefore, should be set carefully via experimental investigations in the laboratory. 

Site measurements 

Figure 5-9 shows T-logs measured with GS and fiber optics and punctual Pt100-sensors 

measurements in the aforementioned U-pipe BHE. The measurements represent the UGT at 

the studied site. Due to urbanization and date of measurement (May 2019), the measurements 

show inverse T-logs with a reversed geothermal gradient. The influence of the ground surface 

temperature appears to be relatively high and ranges to a depth of approximately 30 m. The 

three T-logs recorded with the GS are corrected with(Eq. 5-20 and strongly correspond to each 

other, showing an average deviation of 0.025 K. To ensure thermal rebalance between the BHE 

fluid and the subsurface, the WTMs are performed in a one-hour interval. The average descent 

rate of the GS is 6.7 m min-1, which enables the generation of 316 measurement data points 

from the top to the bottom of the BHE. However, the analysis of the descent rate as a function 

of depth allows no conclusion on potential inclination or other deviations of quality of the U-

pipe BHE. 

The WTMs show a high accuracy with an average value of -0.038 (± 0.06) K compared to the 

Pt100-sensors, while the deviation of the fiber optics inside and outside, also referred to as 

offset, is -0.93 and -0.16 K. Thus, we recommend performing DTS measurements in BHEs in 

combination with accurate reference measurements or after a comprehensive dynamic 

calibration procedure using various water baths with changing temperatures [359]. However, 

since the present study focuses on WTMs using the GS, the calibration of the installed fiber 

optics is not further considered here. In addition, longer measuring and sampling time of the 

DTS measurements lead to a higher accuracy. Based on its high accuracy, the GS is also 

suitable for corrections of systematic errors of T-logs recorded with fiber optics. 
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Figure 5-9: Measured T-logs of the undisturbed ground temperature (UGT) in a U-pipe BHE using 

comparative measurement technologies. 

Aranzabal et al. [335] determined an average deviation of 0.075 K between GS and Pt100–

sensors, which is comparable with the values of the present study. However, various reasons 

can affect the accuracy of the measurement with Pt100-sensors. This includes potential sensor 

drifts, accuracy of the calibration procedure, positioning of the sensor with respect to the BHE 

pipe and heterogeneity of the subsurface. Given the relatively short length of the BHE, 

corrections as a result of the attenuation of the fiber optics are not required in this case. The 

larger discrepancy between GS and fiber optics within the very first meters below surface 

indicates a certain sensitivity of the DTS measurements on site specific operating conditions. 

Thus, in order to improve fiber optic measurements, it is important to examine the effects of 

the surface conditions (e.g. temperatures and solar radiation) and the vadose zone on the 

required components of the DTS measurements. 

Figure 5-10 illustrates the related U of the T-logs of the UGT of Figure 5-9. Table 5-3 

additionally summarizes the related errors and uncertainties for various depths. After 

approximately five meters of descent, the GS approaches thermal equilibrium with the fluid 

temperature of the BHE and ΔTdyn(t) approaching zero.  
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Figure 5-10: T-logs of Figure 5-9 provided with their related expanded measurement uncertainty U. The T-

logs measured with fiber optics and GEOsniff are corrected based on the temperature values measured with 

Pt100-sensors. 
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Since the subsequent temperature only slightly changes and the T-log is rather smooth, U of 

the GS measurement is almost negligibly small and mostly consists of the occurring random 

error. In addition, U does not change with further depths. Thus, the GS probe provides reliable 

T-logs of the UGT and is a suitable device for low enthalpy geothermal systems such as shallow 

U-pipe BHEs.  

In comparison, the DTS measurements show a greater U of 0.51 K for the fiber optics inside 

and 0.80 K for the fiber optics outside of the BHE pipe. Please note that U of the DTS 

measurements is derived from the precision of the fiber optics. However, we are aware that 

further investigations are essential to detect all errors related to DTS measurements. The 

influence, for instance, of subsurface heterogeneity, stacking of errors over depths, and 

interpolations between measurement points of the fiber optics on the DTS measurements 

should be investigated. Considering U of 0.031 K, the Pt100-sensors proved to be suitable for 

reliable reference measurements. 

In addition to the technical aspects and their reliability of the measured T-logs, other factors 

such as capital costs, required measurement time, calibration procedure and handling influence 

the usage decision of each measurement technology. Thus, in Table 5-3 we compare and assess 

WTM with DTS measurements using fiber optic cables. The main advantages of the WTM 

using the GS is the fast and easy measurement procedure, the good mobility with respect to 

field measurements and the relatively simple calibration. In comparison to the GS, the DTS 

measurements show a broad range of application and are the preferred technology for long-

term monitoring and thermal response tests. Nevertheless, for initial T-log measurements in 

shallow BHEs, the GS is the more practical and suitable device. 
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Table 5-2: Depths, related temperatures and associated errors and uncertainties of the temperature profile 

illustrated in Figure 5-10 recorded by means of WTM. 

Depth 

[m] 

Measured 

temperature 

Ts [°C] 

Dynamic 

measurement 

error 𝛥Tdyn(t) 

(Eq. 5-18) 

Standard 

measurement 

uncertainty  

u4 (Eq. 5-19) 

Precision 

u1  

Combined 

measurement 

uncertainty 

uc1  

Combined 

measurement 

uncertainty 

uc2 (including 

u1,u2, u3,u4) 

Expanded 

measurement 

uncertainty 

U (k=2) 

5 15.1457 

 

0.9445 0.2730 0.0375 

 

0.0387 

 

0.2757 0.5514 

 

10 15.8551 

 

-0.0310 -0.0090 0.0375 

 

0.0387 

 

0.0398 0.0795 

15 15.4139 

 

-0.2166 -0.0626 0.0375 

 

0.0387 

 

0.0736 0.1472 

20 14.9186 

 

-0.1543 -0.0446 0.0375 

 

0.0387 

 

0.0590 0.1181 

25 14.4117 

 

-0.0616 -0.0178 0.0375 

 

0.0387 

 

0.0426 0.0852 

 

30 14.1662 

 

-0.1230 -0.0356 0.0375 

 

0.0387 

 

0.0525 0.1051 

 

35 14.0726 

 

0.0307 0.0089 0.0375 

 

0.0387 

 

0.0397 0.0795 

 

While currently most of the design tools and software for ground source heat pump systems 

only require the estimated average UGT of a site, the integration of reliably measured T-logs 

would further improve the significance of these tools. According to Radioti et al. [308], the 

error in the UGT estimation should not exceed ±1.5 °C to limit the related error of the extracted 

power of the BHE and the coefficient of performance (COP) of the heat pump to less than 5 %. 

They recommend temperature monitoring by lowering temperature sensors into the pipe to 

provide accurate estimation of the geothermal gradient particularly for short BHEs (~ 40 m). 

In their case study, Kurevija et al. [362] conclude that the consideration of the ground 

temperature in the simulation software can reduce the required pipe length up to 7 %, especially 

for regions with high geothermal gradients. By applying the line source model, the reliability 

of UGT directly influences the borehole resistance derived from a TRT. Urban [363] states that 

the error in the borehole resistance may be up to 35 % if the UGT is measured with a precision 

as high as 1 K. 
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Table 5-3: Summarizing overview and assessment of the applied technologies for the measurement of T-

logs in BHEs. 

 Wireless temperature measurement Distributed temperature sensing 

Requirements 

• GEOsniff 

• Smartphone/Tablet 

• Validation box (Figure 5-1) 

• Fiber optic cables/ hybrid cables 

• Splice box and splice unit 

• DTS unit 

• Power source 

• Laptop and associated software 

Application 

possibilities 

• Shallow (≤ 300 m) U-pipe BHEs  

• T-log measurements of the 

undisturbed and thermally disturbed 

(ETRT/DTRT/TRT) ground 

• Single measurement and long-term 

monitoring 

• Open and closed, high and low 

temperature geothermal systems 

• ETRTs/DTRTs 

• Specifically used for long term 

monitoring [364] 

• Various fields of applications, far 

beyond geothermal systems [365] 

Calibration • Simple (Chapter 5.2.2) 

• Complex and time consuming 

[360][360][73] 

• Calibration strongly affected by 

operation conditions (e.g. ambient 

temperature) [359] 

Investment Cost Moderate (~ 10,000 €) 
High (> 50,000 €) 

[366, 367] 

Measurement time < 20 min >1h 

Handling Easy Moderate, some experience is required 

Mobility Good Poor 

Durability Good Good [368] 

 

Hence, for the practical implementation, design parameters of a BHE including measured UGT, 

effective thermal conductivity and borehole resistance should all be considered with 

uncertainties and applied with sensitivity analyses in the respective design tools. In addition to 

the uncertainties of the recorded UGT resulting from the measurement technology, further 

uncertainties arise from seasonal temperature variations of the surface. Thus, we recommend 

long term temperature monitoring of the UGT over the period of one year in combination with 

climate data of the surface to obtain naturally induced effects on the average UGT, in particular 

for shallow BHE applications. Furthermore, comprehensive and reliable data sets of measured 
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T-logs are the basis of training artificial neural networks, which optimizes flexibility, planning 

reliability and energy efficiency of geothermal systems [369, 370]. Moreover, reliable 

temperature measurements are also important for the assessment of the operational 

performance of geothermal systems. This especially applies to shallow and low enthalpy 

geothermal systems, which are characterized by small differences between injection and 

abstraction temperatures. For example, Fleuchaus et al. [51] showed average temperature 

differences of 5.2 K of 73 monitored ATES systems. Assuming a related U similar to the DTS 

measurements of the present study, the expected performance of the systems may be 

significantly lower. 

5.4 Conclusion 

The measurement of reliable T-logs is indispensable for the design and monitoring of 

geothermal systems. T-log measurements of the undisturbed ground temperature and during 

TRTs are particularly important for large-scale BHE fields. Thus, we analyzed the errors and 

uncertainties of WTM in BHEs by means of the GS measurement sphere to provide insights 

into the significance and reliability of this emerging measurement technology. The applied 

methods, which are based on experimental laboratory and field tests, as well as analytical 

approaches, point out the sources of errors and potential optimization needs. The analyzed 

accuracy of -0.11 K and precision of 0.011 K indicate high suitability of WTMs, which 

constitute an adequate alternative to commonly used measurement technologies such as Pt100-

sensors and fiber optics. The largest potential for improvement for future probes is the 

reduction of the dynamic measurement error. Here, this error is particularly dominant within 

the first five meters of descent and depends on the thermal time constant τ, which is 4 s on 

average, and the descent velocities which amount to 5.0 m min-1 (32 mm diameter BHE pipe) 

and 15.0 m min-1 (40 mm diameter BHE pipe), respectively. Thus, the development of futures 

probes should focus on the smallest possible descent velocity and lower thermal time constants 

τ, which is accessible with a steady descent or smaller specific heat capacity and mass of the 

protecting shell of the probe. While this study mostly focuses on the principles of WTMs, 

quantitative laboratory test, and measurements of the UGT, future research on WTM should 

strive to extend this work by considering the following investigations: 

• The design of the GS enables the usage of the probe during DTRTs and ETRTs using 

heating cables and related power supply as recommended by Wilke et al. [41]. The 
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analysis of ΔTdyn(t) and U of WTMs, which are expected to differ from the UGT 

measurements, should be considered in this context and directly affect the reliability of 

the evaluated thermal properties of the subsurface such as the borehole resistance. 

• Even though we focused on temperature measurements, we are aware that different 

issues require the uncertainty analysis of the pressure and related depths measurement 

of wireless sensors. Thus, laboratory investigation and analytical methods are required 

to determine errors and uncertainties of wireless pressure measurements and their 

effects on site measurements. 

We expect that our study and applied methods help to deepen the knowledge and understanding 

of WTMs, and that we contribute to the quality assurance and further improvement of wireless 

probes. 
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Chapter 6  
6. Synthesis 

Synthesis 

6.1 Conclusion 

Holistic techno-economic feasibility (TEF) studies of low-temperature geothermal heating and 

cooling systems are required to provide a sound basis for the subsequent project planning phase 

and to contribute to the overall project success. Furthermore, TEF studies facilitate the 

demonstration of potential benefits and opportunities of SGE towards customers, energy 

planners and decision-makers who are often not familiar with the considered technologies. The 

individual studies presented in Chapter 2 to 5 aim not only to address site specific issues but 

also to create an awareness of developing holistic TEF analyses. Thus, associated opportunities 

and current shortcomings of TEF studies, particularly for the promotion of large-scale SGE 

systems, are emphasized. The major findings addressing each of the individual stages of the 

TEF are briefly summarized hereinafter: 

The first two studies analyze the cooling supply of the Campus North of the KIT investigating 

capacities, demands and related supply costs of 23 buildings. A novel method is presented 

(Chapter 2) enabling the straightforward detection of air-cooled chillers and the estimation of 

installed cooling capacities by utilizing its correlation with the number of installed fan units. 

The practical applicability was demonstrated for 36 chillers with capacities ranging from 350 

to 1,200 kW, with an average overestimation of 36 %. Even though this method still requires 

optimization with respect to the accuracy of the estimated values as well as the time-efficient 

and area-wide applicability, it is a powerful tool to easily identify and quantify cooling 

demands as a first step. Based on this, potential usage of SGE systems can be derived and the 

approaches of a TEF analysis can be initiated. Furthermore, the approach addresses the huge 

lack of knowledge regarding market figures of chillers and cooling requirements of industrial, 

commercial or public areas in general. On this basis, the approach of Chapter 3 reveals that 

cooling supply costs of 47 chillers at the Campus North range between 

5.4 and 11.4 euro cents kWh-1. The comparison of the mean values of the simulated cooling 

costs with actual data of two reference buildings shows a maximum deviation of 5 % indicating 
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a high validity of the approach. Cumulative annual demand-related costs of €2.5 million to 

power the chillers which provide 70 GWh of cooling energy are determined. There was a large 

knowledge gap regarding cooling requirements and related supply costs at the site, impeding 

the development of sustainable cooling solutions. Considering the findings of Chapter 2 and 3, 

a holistic and centralized cooling supply concept can be developed that focuses on campus 

buildings with high demands or large cooling supply costs to foster a climate-neutral and 

efficient campus operation. The approach in Chapter 3 demonstrates how other facilities can 

easily determine their supply costs without requiring major efforts. In practice, however, this 

is often not addressed resulting in the use of overpriced and inefficient systems. Consequently, 

benchmarking of cooling supply costs with other sites and technologies is usually not possible, 

which leads to a standstill in technological progress impeding the decarbonization of the 

thermal energy sector. 

The third study addresses the stage of the economic analysis by comparing LT-ATES with 

conventional technologies, which include compression chillers and district heating. This 

analysis is performed for a specific building of the municipal hospital to address the lack of 

awareness of ATES technology in general and its economic potential, as pointed out by 

Fleuchaus et al. [45], towards the hospital administration. Since this building is still under 

construction, demand and loads are estimated based on the ambient air temperatures and 

expected heating (1.8 MW) and cooling (3.0 MW) capacity. To meet the demand, the basic 

concept of the considered LT-ATES implies six groundwater wells with a depth of 35 m each 

resulting in average initial capital costs of €1.28 (± 0.08) million. The high efficiency of direct 

cooling using ATES (COP of 29) enables potential electricity cost reduction of 80 % compared 

to the chillers, which significantly contributes to possible payback times of 3 years. The 

economic analysis was carried out shortly after the hospital administration decided to use 

chillers and district heating instead of ATES to supply the new facility. However, the revealed 

economic benefits are rekindling interest in implementing ATES or groundwater cooling 

solutions at the site to either recool the chiller plant or to partially feed the cooling network to 

relieve the chiller operation. This emphasizes the importance of a timely demonstration and 

communication of potential economic benefits of SGE systems towards decision-makers. 

The fourth study focuses on the exploration stage dealing with the measurement of vertical 

temperature profiles (T-logs) in BHEs using wireless probes. In contrast to the studies in 

Chapter 2 to 4, this study is based on actual measurement in the laboratory and at the study 

site, which allows for the detection of errors and uncertainties associated with the applied 



Synthesis 

 

112 

 

technology. Hence, the reliability of the recorded data is higher compared to the previously 

performed simulations. Access to the BHE field of the HsKA enables the measurement of T-

logs of the undisturbed ground and the first-time visualization of its expanded measurement 

uncertainties based on the findings from the laboratory investigations. The expanded 

measurement uncertainty of the recorded T-logs decreases from 0.55 at 5 m depth to 0.08 at 

10 m depth, mainly influenced by the descent velocity of the wireless probe and the thermal 

time constant τ determined as 4 s. The average ground temperature at the site is 15 °C and is 

strongly influenced by the heat sources of the urban area [371, 372]. This impedes the initial 

plans of the university to utilize the BHE for direct cooling of the laboratories and requests for 

additional cooling technologies which are currently in development [125]. Technological 

advancement of existing devices for temperature measurements in SGE systems, which is 

representatively demonstrated for wireless measurement technology in Chapter 5, yields highly 

resolved T-logs even allowing the assignment of expanded measurement uncertainties for each 

of the recorded data points. This enables not only a detailed review of the measured data but 

also the selection of suitable measurement technology depending on the actual requirements at 

the site. Thus, research and development (R&D) activities facilitate a sound exploration phase 

and ensure the robustness of the determined values of the subsurface properties. 

In contrast to the exploration phase, the determination of heating and cooling requirements of 

buildings, as demonstrated from Chapter 2 to 4, is subject to considerable uncertainties. This 

is a major shortcoming not only of the presented thesis but also for TEF studies of SGE in 

general. The Campus North and the municipal hospital data sets currently impede more reliable 

approaches. While new constructions, as described in Chapter 4, only allow the estimation of 

demands and loads, existing systems bear the chance to conduct comprehensive measuring 

campaigns including thermal energy metering [373]. At the Campus North, the latter is, 

however, only carried out on two reference buildings, which reduces the reliability of the 

determined cooling demands and loads. Hence, lack of heating and cooling requirement data, 

together with low priorities in developing approaches to tackle this issue is a major bottleneck 

in implementing SGE systems.  

In order to finally derive the scope of comprehensive TEF analysis of SGE, insights into past 

and present TEF studies of best practice examples of SGE systems are crucial for optimization 

measures. Therefore, Table 6-1 provides a checklist of actual approaches of TEF analysis of 

large-scale SGE projects that were finally implemented and contrasts these with the approaches 

at the study sites considered in this thesis. The latter are derived from the findings of this thesis 
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and the additional investigations and studies carried out as part of the Geospeicher.bw research 

project [374]. 

While the Campus North of the KIT and the municipal hospital lack a common goal and vision, 

typically expressed in a master plan, the latter is an integral part of all considered best practice 

examples and was elaborated prior to the TEF analysis. At the ETH Zürich, for instance, the 

master plan “Science City” was developed in 2005 focusing on a new energy concept to halve 

carbon emissions by 2020 [375]. One year later, the first studies on the energy demand of the 

campus facilities started and a basic concept of the BTES field under consideration was 

developed to feed the anergy network. The goal of Ball State University (BSU) was to 

implement a demonstration site to stimulate broader application of GSHP technology. To 

achieve this, early consultation with policymakers, the university board, consultants, 

geothermal experts and potential funders were undertaken, finally resulting in the largest GSHP 

system in the US. The latter consists of 3,600 boreholes and 10 miles of distribution pipes 

associated with initial capital costs of USD83 million [376]. Furthermore, the implementation 

of large-scale SGE projects at research facilities is also associated with the development of 

research infrastructure where multiple projects and studies can be realized accordingly. At 

BSU, several faculties used the exploration stage as an opportunity to perform various 

measurement campaigns that go beyond the procedure of commercial projects, as exemplified 

in Chapter 5. Table 6-1 shows that at all considered sites, special attention was paid to measure 

the heating and cooling requirements of existing facilities by considering future demand trends. 

On this basis, the economic analysis includes the considered technology variants and all related 

cost factors resulting in possible savings and amortizations. In contrast, there are discrepancies 

in the scope of investigations during the exploration stage. While the geological conditions at 

TU Eindhoven or Utrecht University were already well examined before, less effort was 

required to additionally determine subsurface properties. 
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Table 6-1: Applied investigations of holistic TEF analyses of large best practice SGE projects, summarized 

after consultation with participating experts Lowe [80], Andersson [377], Godschalk [378] Haussler-Pause 

[379] and Kolb [373], are compared with the considered projects and the study sites of this thesis. 
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As concluding remarks of Chapter 2 – 5 by considering the approaches of the best practice 

examples presented in Table 6-1, the following proposed aspects and procedures are derived 

which are considered as key to the development of holistic TEF analyses of large-scale SGE 

systems: 

• Development of a global master plan that defines and compiles common goals, visions 

and actions through consultation with all customers, decision-makers and relevant 

stakeholders.  

• Comprehensive determination of heating and cooling requirements of relevant 

buildings considering the development of future demands. For existing buildings, this 

is fulfilled by thermal energy metering on the currently installed supply technology over 

a representative period to determine capacities, demands and loads. For new 

constructions, the required data can be derived from empirical values of similar projects 

in the past. 

• Investigation and comparison of potential technology options by considering site-

specific characteristics. The pre-dimensioning of the variants includes the evaluation of 

synergetic usage with existing supply technologies (e.g. waste heat) and the required 

supply security of the facilities. 

• Economical analysis of all considered technology options estimating initial investment 

costs as well as demand-related and operation-related costs. Possible economic savings 

and payback times indicate the most economical variant. Furthermore, the sensitivity 

of future energy prices and the development of the energy market situation should be 

evaluated.  

• The initial steps of the exploration stage are typically based on desktop work to identify 

which on-site investigation is required. This stage is more comprehensive when 

conducted as part of a research project, while the approach is simpler for purely 

commercial projects. The test drilling should be implemented in accordance with the 

considered overall design of the entire SGE system to later use the borehole or well for 

operation. 

• When implementing DHC networks fed by SGE, assessments regarding structural 

conditions are particularly important to minimize the expenses of the horizontal 

distribution while still ensuring the reliability of supply. Early considerations of the 
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existing building interface are required to develop solutions for a proper integration of 

retrofit SGE installations. 

• To complete the overall feasibility analysis, previous findings on heating and cooling 

demands, technology variants, exploration and structural conditions are considered in a 

heat transport simulation. For large-scale systems, numerical simulations are required 

to investigate thermal and hydraulic effects on the subsurface and elaborate well or 

borehole arrangements.  

6.2 Perspective 

Based on the findings of chapter 2-5, further research efforts are required to improve techno-

economic feasibility analyses of SGE and to extend the applied approaches and methods of this 

thesis. The identified needs for optimization and research approaches are addressed for each of 

the individual stages of the TEF analysis: 

• Capacity and requirements: Chapter 2 introduces the basic approach to determine the 

spatial distribution and quantity of installed cooling capacities using aerial images. The 

general suitability of this method is demonstrated at the Campus North of the KIT. While 

little is known about the cooling requirements of cities, this approach can address this 

knowledge gap if further applied on a larger scale. A first manual implementation for the 

city of Freiburg, Germany, yields promising results showing a total proportional cooling 

capacity of detected chillers of 118 MW [380]. Currently, further efforts in training 

convolutional neural networks (CNN) are made to automatically detect chillers and 

estimate the related cooling capacities within a reasonable amount of time. This is 

associated with a significant increase in efficiency of the whole process and enables the 

development of entire cooling capacity maps. These maps indicate areas with large cooling 

demands, which can subsequently be utilized for city-planners. To improve the accuracy of 

the estimated capacities, further data of technical specifications from chiller manufacturers 

currently available on the market are essential. While first analyses yield an overestimation 

compared to actual installed capacities, comprehensive data sets and gaining application 

experience should lead to a reliability increase of the determined values. So far, the 

technical potential of LT-SGE systems is associated with the heat demand in the study area 

[124, 381, 16, 382]. In order to tap the large potential of LT-SGE systems for cooling, the 

determined cooling capacities can be linked to thermal groundwater models or analytical 
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approaches, which is particularly promising for regions with large cooling demand 

densities such as cities in warm climate zones or industrial areas.  

• Technology option and (pre-)dimensioning: In order to exploit the full capabilities of 

LT-SGE systems, forward planning and smart usage concepts are required to ensure 

sustainable and efficient operation and to increase the overall acceptance of LT-SGE usage. 

Early pre-dimensioning should therefore examine synergetic SGE usage between buildings 

with heating or cooling dominated loads. This is particularly required for new installations 

utilized for large-scale cooling supply in urban and industrial settings, where anthropogenic 

heat sources and already existing SGE systems result in overall increasing groundwater 

temperatures, defined as subsurface urban heat islands (SUHI) [8, 356, 371]. Expected 

subsurface heat plumes due to groundwater cooling systems should therefore be quantified 

in the early TEF analysis and integrated into heat utilization concepts. An important 

prerequisite for this is available (thermal-) groundwater models, which should be an 

integral part of the subsurface management of large cities. In the absence of heat 

consumers, regeneration measures such as recooling plants or cooling towers should be 

considered [383], to achieve a thermal rebalancing of the subsurface. This reduces potential 

impacts on biology and ecology and conflicts with water authorities can be avoided. 

Furthermore, heating of the aquifer is prevented and energy planners are forced to find 

either heating and cooling consumers equally or consider recooling installations already at 

an early stage of the TEF analysis. Due to its basic operating principle, ATES can be consid-

ered the most suitable SGE technology option to achieve balanced and sustainable usage. 

Fleuchaus et al. [51] reveal only a small thermal imbalance of 2.3 % on average for 73 

Dutch ATES system analyzed, which is additionally induced by the Dutch regulative 

framework claiming a balanced operation of ATES within a three years period [228].  

• Economic analysis: Chapter 4 analyzes the economic viability of LT-ATES compared to 

conventional heating and cooling technologies and additionally marks the operation-related 

CO2 emissions. However, given the ambitious EU-wide targets to reduce carbon emissions, 

decision-makers are forced to reflect more thoroughly upon potential CO2 savings along 

with technology investments. The related expenses to save carbon emissions can be 

specified with CO2 abatement costs (ACs) commonly defined as euros (or the respective 

currency) per metric ton of CO2 emissions avoided [384]. Negative ACs indicate that the 

considered technology option not only saves carbon emissions but also has economic 

advantages over the reference system. While ACs are mostly addressed for large-scale 



Synthesis 

 

118 

 

power plants or renewable electricity producing technologies [385, 386], there is less focus 

on renewable heating and cooling technologies in general and on SGE systems in particular. 

Thus, comprehensive approaches to determine ACs for SGE systems are required 

considering all arising lifetime costs and carbon emissions. Since SGE systems not only 

compete with chillers or conventional heating systems, reference scenarios including 

absorption chillers, air-source heat pumps, bioenergy, or solar thermal energy should be 

considered. 

• Exploration: Chapter 5 provides a comprehensive analysis of measurement uncertainties 

associated with wireless probes used to record vertical temperature profiles of the 

undisturbed ground. As these devices can also be utilized for temperature measurement in 

the context of advanced thermal response tests (TRTs) [372, 387], the examined 

uncertainties should be further applied to evaluation procedures of TRTs considering 

subsurface parameters such as thermal conductivity and borehole resistance. While Witte 

[388] comprehensively analyzes all sources of error of TRTs and their impacts on the 

reliability of the determined subsurface parameters, Schelenz et al. [28] demonstrate a 

reduction of uncertainties in the determination of the required borehole length as a result of 

proper site-specific parametrization in the field. To further emphasize the close relationship 

between on-site exploration and economic viability of BHEs, both approaches can be 

merged and further developed. Thus, the implementation of modified design tools for BHEs 

that specifically consider depth resolved design parameters and related uncertainties is 

proposed. This allows for the first time to quantify the impact of measurement uncertainties 

on borehole lengths directly related to installation costs. Furthermore, sensitivity analyses 

are suggested to quantify the influence of all required design parameters on the installation 

costs. This approach should include not only measured and evaluated subsurface 

parameters but also recorded heating and cooling requirements of a selected building and 

should therefore be comprehensively carried out for a specific case.  

Since feasibility studies strive to evoke the eventual realization of the analyzed initiatives, 

research and development (R&D) should aim to timely realize large-scale demonstration 

projects to promote the types of LT-SGE technologies that are not considered state of the art 

in the respective country. This not only enables the demonstration of operational robustness 

but also allows holistic insights into technical characteristics of the system that can only be 

revealed through actual implementation and operation. Applied to the current situation in 

Germany and considering the major findings of this thesis, a demonstration project is proposed 
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consisting of LT-ATES for heating and cooling supply of a commercial or industrial building 

or to feed a combined low-enthalpy DH and DC network. For the latter, the challenge is to 

combine the comprehensive planning procedure of the LT-SGE system, as shown in Figure 1-

1, with the development processes (Figure 3-1) of thermal networks. The number of low-

enthalpy thermal networks is expected to increase in the coming years, with reduced 

competition from less suitable current market-leading heating and cooling technologies. Hence, 

large-scale LT-SGE applications should strive to take full advantage of this emerging potential 

to become an indispensable key technology in future heating and cooling supply concepts of 

cities. 
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