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Abstract: The fusion of motion data is key in the fields of robotic and automated driving. Most
existing approaches are filter-based or pose-graph-based. By using filter-based approaches, parame-
ters should be set very carefully and the motion data can usually only be fused in a time forward
direction. Pose-graph-based approaches can fuse data in time forward and backward directions.
However, pre-integration is needed by applying measurements from inertial measurement units.
Additionally, both approaches only provide discrete fusion results. In this work, we address this
problem and present a uniform B-spline-based continuous fusion approach, which can fuse motion
measurements from an inertial measurement unit and pose data from other localization systems
robustly, accurately and efficiently. In our continuous fusion approach, an axis-angle is applied as our
rotation representation method and uniform B-spline as the back-end optimization base. Evaluation
results performed on the real world data show that our approach provides accurate, robust and
continuous fusion results, which again supports our continuous fusion concept.

Keywords: uniform B-spline; data fusion; ego-motion estimation; axis-angle; Rodrigues’ formula;
inertial measurement units (IMU); Simultaneous Localization and Mapping (SLAM)

1. Introduction

In the past years, robotic, micro aerial and automated driving technologies have be-
come more and more popular and are intensively investigated. As the localization system is
positioned at the beginning of the whole autonomous pipeline, its robustness and accuracy
strongly affect the performance of the rest of the pipeline, such as environment perception,
decision making and trajectory planning. Therefore, an accurate and robust localization is
a key requirement of these kinds of automated driving/flying systems. In order to achieve
this goal, different sensor systems are combined, that is, the Global Navigation Satellite
Systems (GNSS), feature-based localization system using cameras or LiDARs, odometer
system and inertial measurement units (IMU). These different sensor systems provide
different types of measurements with different frequencies: the GNSS provides global
position measurements; feature-based localization systems provide pose measurements;
the odometer system provides pose difference measurements and IMU sensors provide
linear acceleration and angular velocity measurements with a very high frequency. Even
though this topic is well studied and many approaches have been developed in the past, it
is still challenging to fuse the measurements of different types and frequencies accurately
and efficiently with as little as possible loss of information. Nowadays, most famous
motion fusion approaches are filter-based or pose-graph-based approaches.
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Since the motion of driving/flying platforms is usually limited by some physical
motion models, it is straightforward to use a filter-based approach to fuse those measure-
ments making use of a corresponding motion model. Filter-based approaches can run with
high frequencies so that they can be easily used in realtime applications. However, not
every measurement from highly frequent sensors like IMU can be used due to computation
power limitations. This will lose information actively and influence the accuracy of fusion
results. Besides that, filter-based approaches usually run in a time forward direction and
measurements captured in the future will not affect current fusion results.

In contrast, pose-graph-based approaches can perform the motion fusion problem in
time forward and backward directions, with which the fusion results can be further refined.
Pose-graph-based approaches can theoretically make use of every sensor measurement.
One method is to build a pose graph, which has a number of nodes corresponding to
the highest measure frequency in a time window. However, the increase of the number
of nodes causes an increase of the number of parameters to be optimized and also the
computation complexity. Another way to make use of every measurement is to build the
pose graph with a reduced number of nodes in the time window, which also reduces the
number of parameters and computation complexity. Then, by fusing the high frequency
measurements, the influence of measurements on each node need to be considered by
applying extra interpolation techniques. Pose-graph-based approaches usually suffer from
this problem, since measurements from different sensor systems do not always have the
same time stamps. Additionally, filter-based or pose-graph-based approaches have a big
disadvantage: they can only provide results for discrete points in time, which can also
be unfriendly for further processing steps such as point cloud accumulating and ground
surface estimation, which needs motion estimation with a very high frequency.

As discussed previously, filter-based or pose-graph-based approaches have problems
by fusing asynchronous motion measurements with different types and frequencies. In
this work, we address these problems and present a uniform B-spline-based continuous
motion fusion approach, which is shown in Figure 1 and applies asynchronous motion
measurements with different types and frequencies and can be optimized in both time
forward and backward directions simultaneously. The main contributions of this paper can
be summarized as: We present a uniform B-spline-based motion fusion approach, which

• can fuse asynchronous motion measurements with different types (including poses,
velocities and accelerations) and frequencies directly without loss of information;

• is processed in the time forward and backward directions to refine fusion results;
• provides pose, velocity and acceleration fusion results continuously in time.

    Application example 
Point cloud accumulation

     Continuous estimation
(pose, velocity and acceleration)

Axis-angle

Rodrigues’ Formula

    Uniform B-spline
   based continuous
 motion fusion system

IMU sensor

Visual localization
Pose

Linear acceleration
   Angular velocity

Odometry

Motion model

Figure 1. An application example of applying our Uniform B-spline-based continuous motion fusion
approach. Our approach can apply pose, velocity and acceleration measurements with different
frequencies to optimize two uniform B-splines St and Sr (translation and rotation). Afterwards,
the fused pose, velocity and acceleration results can be estimated continuously in time.
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2. Related Work

Most existing approaches of fusing motion measurements, including pose, veloc-
ity and acceleration, can be divided into two groups: filter-based approaches and pose-
graph-based approaches. Filter-based approaches can be further split into two categories:
approaches using Kalman Filter (KF) and approaches using Particle Filter (PF).

In [1,2], Extended Kalman Filters (EKF) are used to fuse measurements from visual
sensors and IMU to robustly estimate reliable relative robot poses in GNSS denied environ-
ments. In the work presented in [3], an EKF-based motion fusion approach is implemented
to provide robust localization results for an Unmanned Aerial Vehicle (UAV) combined
with a camera mounted on the UAV and a geo-referenced aerial imagery database. The
authors of the work [4] believe that a conventional EKF is limited to application in naviga-
tion systems by integrating IMU and GNSS sensor systems. The EKF algorithm provides
only an approximation to an optimal nonlinear estimation, which may lead to suboptimal
performance and sometimes divergence of the filter. Therefore, they use a PF to represent
the non-linear and non-Gaussian dynamic models of the IMU sensor. In the work proposed
in [5], a robust vehicle self-localization approach in a large scale urban area based on an
outdated point cloud map using an IMU and GNSS sensor system is presented. They
provide a fusion approach based on a PF, which has successfully performed autonomous
vehicle driving in an urban area.

In the above mentioned approaches, the KF or PF algorithms are used to fuse the
motion measurements from different sensor systems. They can achieve good results and
can be used for realtime localization applications of robots, micro aerial and automated
driving vehicles. However, the parameter space in these approaches is usually very large,
due to the high dimension of the state vector. In order to achieve robust and accurate fusion
results, fine-tuning is needed, which is an overhead. Besides that, filter-based approaches
can usually only be optimized in a time forward direction and provide fusion results at
discrete points in time.

In the work presented in [6], a graph SLAM based approach is presented for the ego
motion fusion of a in-pipe mobile robot, which is designed to work in narrow, dark, wet
and dirty environments. In the last ten years, more and more researchers use the pose
graph optimization method to solve the ego motion fusion problem for automated driving
vehicles equipped with multiple sensor systems. In the works presented in [7–9], similar
fusion systems are implemented and presented. Firstly, a pose graph is built corresponding
to the frequency of odometer or IMU sensor measurements as an initialization of a nonlinear
optimization problem. Afterwards, measurements from different sensor systems are
added into this nonlinear optimization problem, in which the poses will be optimized as
parameters. The frequency of the fusion results depends on the density of nodes in the
pose graph. Pose-graph-based approaches can achieve accurate and reliable fusion results
and they are widely used for automated driving vehicles. In comparison to filter-based
approaches, pose-graph-based approaches can fuse motion measurements in forward and
backward directions.

In summary, filter-based approaches work robustly and pose-graph-based approaches
use asynchronous measurements with high frequencies. However, both can only provide
fusion results at discrete points in time, which may affect the further processing steps
and decrease the performance of the whole system. In this work, we present our uniform
B-spline-based continuous motion fusion approach by applying the axis-angle rotation
representation and Rodrigues’ formula. Our approach fuses linear acceleration and an-
gular velocity measurements from IMU sensors directly without any pre-integrations. It
optimizes uniform B-splines in time forward and backward directions, which can refine the
fusion results more accurately. Besides that, our approach provides fusion results including
pose, velocity and acceleration at unlimited accurate points in time. Additionally, since
we only optimize the control points of uniform B-splines, the parameter space is strongly
reduced and makes our fusion approach more efficient than others.
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3. Algorithm Overview

As discussed in Section 1, filter-based and pose-graph-based motion fusion approaches
have problems, which are caused by their discrete structures. In order to overcome this
problem, we need a time-continuous representation of motion. This representation should
have certain properties: continuity in order to be able to model movements and second-
order differentiability in order to be able to model velocities and accelerations implicitly.
At the same time, this representation must be easily parameterizable and locally-supported
in order to avoid unwanted effects. Uniform B-spline satisfies these requirements and
we use uniform B-splines to build continuous functions from time t to the translation
movement T or the rotation movement R. The translation T is modelled as a uniform
B-spline St and the coordinates are used as curve points. The rotation R is modelled as
another uniform B-spline Sr and the axis-angle coordinates θ are used as curve points.
Additionally, the Rodrigues’ formula is applied to compute the rotation matrix R from
the axis-angle coordinates θ. Using this rotation representation, the singularity problem
can be avoided and it also helps us to estimate rotation, angular velocity and acceleration
smoothly and continuously. As we can compute the derivatives of a uniform B-spline,
the velocity and acceleration at any time points can be easily estimated.

In this section, firstly, we present our optimization base, uniform B-spline, and discuss
the spatial rotation representation methods. Afterwards, we focus analytically on time
derivatives of a uniform B-spline. The first and second order time derivatives help us to
estimate velocity and acceleration from uniform B-splines. Conversely, the derivation of a
uniform B-spline can also be used to build our measurement models. The time derivation
and conversion between the axis-angle and rotation matrix are the most important parts
and contributions of our fusion approach.

3.1. Uniform B-Spline

In order to understand what is a B-spline, we firstly introduce the Bézier curve [10].
Based on the description in [10], a Bézier curve is a weighted sum of n + 1 control points,
P0, P1, . . . , Pn, where the weights are the Bernstein polynomials,

X(t) =
n

∑
i=0

(
n
i

)
(1− t)n−itiPi, 0 ≤ t ≤ 1, (1)

where
(

n
i

)
is the binomial coefficients and the variable t denotes a range parameter, which

is the unique independent variable of the Bézier curve function once the control points are
fixed. The Bézier curve of order n + 1 (degree n) has n + 1 control points.

B-splines are a generalization of Bezier curves. In a B-spline, each control point is
associated with a basis function. As the basic theory of B-spline is well known, we only
provide a brief summary of the concepts and notations. For more details, we refer to the
work in [11–14]. Generally, in comparison with the Bézier curve shown in Equation (1),
as shown in [11], a B-spline can be presented with the following function:

S(t) =
n

∑
i=0

Bi,k(t)Pi, tmin ≤ t ≤ tmax, (2)

where P0, P1, . . . Pn are the n + 1 control points in total, the Bi,k(t) is the basis function of
order k + 1(degree k) and the t is the range parameter. The non-decreasing sequence of real
numbers (t0, t1, . . . , tm), ti ≤ ti+1 is called the knot vector of the B-spline, where ti is a knot.
In this work, to model the motion of an agent, a non-open knot vector is used. As defined
in [11], for k = 0, 1, . . . , n, the k + 1th order(kth degree) B-spline basis functions Bi,k(t) in
Equation (2) are recursively defined as follows:
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Bi,0(t) =

{
1, ti ≤ t < ti+1

0, otherwise
(3)

Bi,k(t) =
(t− ti)Bi,k−1(t)

ti+k−1 − ti
+

(ti+k − t)Bi+1,k−1(t)
ti+k − ti+1

. (4)

From Equations (3) and (4), it is clear that the knot vector can be any non-decreasing
sequence of numbers. We call a B-spline a uniform B-spline, if the knots are equally spaced:
ti+1 − ti = constant. Using such equally spaced knot vectors makes the computation much
more efficient, as the basis functions can be precomputed, which makes our motion fusion
approach computationally efficient.

The uniform B-spline basis functions share most properties with the B-spline basis
functions, such as non-negativity, local support, partition of unity, order of continuity,
linear independence and symmetry. These features of a uniform B-spline are also the
reasons why we use it as our optimization base for motion fusion. The order of continuity
of uniform B-splines makes it possible to estimate the velocity and acceleration, when we
present a trajectory with a cubic uniform B-spline. In order to avoid unwanted effects,
the uniform B-spline benefits from its local support character. The linear independence
allows us to model the translation or rotation movement in 3D space with three variables
in one uniform B-spline.

In this work, we use uniform B-splines to fuse linear acceleration and angular velocity
measurements from IMU sensors, for which the first and second derivatives of a uniform
B-spline are required. From Equation (2), we can see that if we want to derive the B-
spline S(t), we only need to compute the derivatives of the basis functions Bi,k(t), since
the control points are given as constants. As the basis functions are defined recursively,
the time derivatives of the basis functions also need to be computed recursively. The
computing of the first and second order time derivatives of the basis functions can be
summarized in the following two equations:

dBi,k(t)
dt

=
dBi,k−1(t)

(ti+k−1 − ti)dt
−

dBi+1,k−1(t)
(ti+k − ti+1)dt

(5)

d2Bi,k(t)
dt

=
d2Bi,k−1(t)

(ti+k−1 − ti)dt2 −
d2Bi+1,k−1(t)
(ti+k − ti+1)dt2 . (6)

We also need to notice that the order (degree) of the used uniform B-spline in this work
needs to be selected properly. In order to make the fusion of acceleration measurements
possible, the used uniform B-spline should be second order time derivable. To satisfy this
requirement, in this work, we chose the uniform cubic B-spline to represent the motion of
an agent, which means the parameter k in Equations (5) and (6) is 3.

3.2. Rotation Parametrization

For the rotation modelling, there are four different parametrization methods: Euler
angles, quaternion, rotation matrix and axis-angles. By applying Euler angles, a rotation
movement is described using three rotation angles α, β and γ around the x-, y- and z-axis.
One disadvantage is that a rotation movement cannot be uniquely defined using three Euler
angles, which is caused by the called “gimbal lock” effect and makes this representation
method unsuitable for our application.

The methods quaternion q and rotation matrix R are also not suitable for our approach
since they are not a minimal parameterization of a rotation movement. A quaternion q
in 3D space is a vector with four elements and a rotation matrix R is a 3 × 3 matrix and
consists of nine elements. The quaternion vector q describes a rotation movement, only
if it is normalized and the matrix R describes a rotation, only if the condition R−1 = RT
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is satisfied. If we use these two methods to represent a rotation movement, some hard
conditions need to be considered, which we actually want to avoid in our approach. A
rotation matrix R cannot describe unique Euler rotate angles. For example, once the
conventions are fixed for Euler angles, the rotation matrix R for the rotate angles α, β and γ
is the same for the new rotation angles α + 2π, β + 2π and γ + 2π. The mapping from the
rotation movements to the rotation matrix is period instead of unique. For these reasons,
we decide to use the axis-angle as the rotation parametrization method.

The axis-angle representation θ = θe of a rotation movement parametrizes a rotation
in a three-dimensional Euclidean space by two quantities: a unit vector e indicating the
direction of the axis of rotation, and an angle θ describing the magnitude of the rotation
about this axis. Each axis-angle coordinate θ represents a rotation and every rotation has
a unique axis-angle representation. A continuous rotation movement is also continuous
in the axis-angle space, which allows us to achieve a very good approximation of the
movement in the real world using axis-angle representation and continuous uniform
B-splines. Additionally, by using the Rodrigues’ rotation formula, a unique rotation
movement can be easily determined from each axis-angle vector. Based on the time
derivatives of a uniform B-spline using the axis-angle representation, the angular velocity
and acceleration can also be estimated. The Rodrigues’ formula provides us an algorithm
to compute the exponential map from so(3), the Lie algebra of SO(3) to SO(3), without
actually computing the full matrix exponential:

R = Id + sin θ[e]× + (1− cos θ)[e]2×, (7)

where

[a]× :=

 0 −a3 a2
a3 0 −a1
−a2 a1 0

 ∈ Skew3 (8)

is the skew-symmetric matrix of the vector a such that [a]×b = a × b, for all a =
(a1, a2, a3)

T , b ∈ R3. The Id represents the identity matrix. The axis-angle coordinates
θ := θe are a natural and compact rotation representation in terms of its geometric build-
ing blocks [15]. The Rodrigues’ formula Equation (7) is a closed form expression of the
exponential map [15],

R = exp([θ]×) :=
∞

∑
k=0

1
k!
[θ]k× =

∞

∑
k=0

θk

k!
[e]k×. (9)

Moreover, the axis-angle coordinate θ can be used either locally or globally [16],
which makes it possible to describe global trajectories. More observations of this rotation
parametrization method can be found in the work proposed in [17]. Therefore, based on
this analysis, we use the axis-angle representation to model the rotational motion.

3.3. Time Derivative of a Rotation

As described in Section 3.1, in order to estimate velocity and acceleration from a
uniform B-spline presenting poses, not only the derivative of the uniform B-spline itself
but also the time derivatives of the poses are required. Considering the translation part,
the linear velocity can be estimated using v = dT/dt and the linear acceleration can be
estimated using a = d2T/dt2 from the translation coordinate vector T = (x, y, z)T.

In contrast to the simple estimation of the linear velocity v and acceleration a, the esti-
mation of the angular velocity ω and acceleration α from a rotation movement w.r.t. the
axis-angle coordinates is more complex and computation unfriendly. Although formulas
exist to express the derivative of the exponential map in general Lie groups [18,19], in this
paper, we use the analytical formula presented in [20], which computes the derivatives of
the rotation matrix itself w.r.t. the axis-angle coordinates in a simple way. The derivative of
R(θ) = exp([θ]×) described in Equation (9) w.r.t. its axis-angle coordinates θ = (θ1, θ2, θ3)

T

can be formulated as follows:
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∂R
∂θi

=
θi[θ]× + [θ× (Id − R)bi]×

‖θ‖2 R, (10)

where bi denotes the i-th vector of the standard basis in R3 and Id is a 3 × 3 identity matrix.
Considering the case θ→ 0, Equation (10) cannot be used directly. Instead, we need to do
some approximations. As presented in [20], the derivative at the identity can be shown by
computing the limit as θ→ 0 of Equation (10). It makes use of the facts that limθ→0 R = Id
and limθ→0(Id − R)/‖θ‖ = −[e]×

lim
θ→0

∂R
∂θi

= lim
θ→0

(
θi[e]× + [e× (Id − R)bi]×

‖θ‖2 R)

= θi[e]× − [e× ([e]×bi)]×

= [θie− [e]2×bi]×

= [bi]×.

(11)

More details on Equations (10) and (11) can be found in [20]. As described in Section 1,
we use uniform B-splines to present the movement of an agent. By applying the axis-angle
coordinate θ as the curve point of the uniform B-spline, this uniform B-spline can be used
to describe the rotational motion: S(t) = θ(t). At the same time, the control points of this
uniform B-spline also use the axis-angle coordinate representation: Pi = Pθ . Using the
axis-angle coordinate θ and the uniform B-spline representation shown in Equation (2), the
first and second order time derivatives of the curve points S(t)(axis-angle coordinate θ)
can be calculated from the rotation uniform B-spline Sr, which are used, combined with
Equations (5) and (6), to estimate the velocity and acceleration:

dS
dt

=
n

∑
i=0

dBi,k(t)
dt

Pi (12)

d2S
dt2 =

n

∑
i=0

d2Bi,k(t)
dt2 Pi, (13)

where Pi are the control points of the uniform B-spline. Additionally, the relationship
between the first order derivative of the rotation matrix R and the skew matrix of the
angular velocity ω can be presented in equation

[ω]× =
dR
dt

R−1 =
dR
dt

RT, (14)

with which we can easily compute the angular velocity ω from the rotation matrix R and
the first order derivative dR/dt. If it is necessary and useful, we can also calculate the
angular acceleration α from R, dR/dt and d2R/dt2 using the equation below:

[α]× =
d2R
dt2 RT +

dR
dt

(
dR
dt

)T
. (15)

Since we do not use any sensors in this work, with which we can directly measure the
angular acceleration α, we do not need Equation (15) to build a corresponding measurement
model for the angular acceleration measurements. However, it can be helpful for other
optimization applications, in which the angular accelerations α are also considered as
measurements. For example, by trajectory planning for an automated driving vehicle, we
also need to consider the angular acceleration to make the rotation motion of the vehicle as
smooth as possible. Combining with Equation (12), afterwards, the angular velocity ω is
carried out using a uniform B-spline Sr with the axis-angle coordinates θ:



Sensors 2021, 21, 5004 8 of 16

[ω]× =
dR
dt

RT =

[
∂R
∂θ1

,
∂R
∂θ2

,
∂R
∂θ3

]
dθ

dt
RT, (16)

which can be used combining with Equations (9)–(14) to compute the angular velocity
ω. Now, the angular velocity ω is derived as a function of the rotation matrix R and the
axis-angle coordinates θ, which can be easily estimated from the uniform B-spline Sr. As
the main contribution of our fusion approach, Equation (16) is used as the measurement
model for angular velocity measurements from an IMU sensor.

3.4. Motion Model

In this paper, we evaluate our fusion approach on the data collected from our exper-
imental vehicle Bertha One [21] equipped with a multiple camera setup, LiDAR system,
an IMU sensor and the car interface speed odometer. In order to fuse the odometer mea-
surements directly, we apply a single bicycle track model, which can be described during
optimization as a cost residual with:

resmotion =
∫ t2

t1

ψ̇− vr ·
tan δ

l
dt, (17)

where the t1 and t2 describe the time interval to be considered. The ψ̇ presents the roll rate
and vr the rear axle velocity of the vehicle. The δ is the steering angle, which can be easily
obtained from the vehicle odometry sensor. The constant l is the distance between the rear
and front axles of the experimental vehicle. During the optimization process, the squared
form of this residual term from Equation (17) is minimized.

3.5. Uniform B-Spline-Based Fusion System Concept

After presenting the uniform B-spline theory, axis-angle rotation representation, Ro-
drigues’ Formula and time derivatives of rotations, we present our novel continuous
motion fusion approach in a system view manner. In order to model the movement of
an agent, we use two uniform B-splines St and Sr to describe the translational and the
rotational motion separately. Both these uniform B-splines present a function from the
independent variable time t to the corresponding definite variable motion: T or R. Like
pose-graph-based approaches, the core of our uniform B-spline-based approach is to solve
a nonlinear optimization problem. In this optimization problem, the control points of the
uniform B-splines are the parameters to optimize and that means that after the optimization
process we obtain the optimized control points/ the optimized uniform B-splines. After
these two uniform B-splines St and Sr are optimized, the motion of the agent at every time
point on the curve could be easily estimated. The measurements from different sensors
are used to build the error residuals by applying the corresponding measurement models.
In order to present the translational motion of an agent, we use a uniform B-spline St,
in which the control points are parametrized directly using the translation coordinate
vector T = (x, y, z)T. For the translational motion, the translation linear velocity measure-
ments from the visual localization system and linear acceleration measurements from the
IMU sensor can be applied. For that, the time derivatives of a uniform B-spline using
Equations (3)–(6) presented in Section 3.1, combined with the time derivatives of the
translation coordinate vector T = (x, y, z)T itself, are used as measurement models. To
present the rotational motion of the agent, we use another uniform B-spline Sr, in which
the control points are parametrized with the axis angle rotation vector θ. For the rotational
motion of the agent, the rotation measurements from the visual localization system and
angular velocity measurements from the IMU sensor can be used. In comparison with
the measurement models used for the estimation of the translational uniform B-spline
St, the measurement models for the rotational uniform B-spline are more complicated.
Excepting the time derivatives of a uniform B-spline itself, the first and second order time
derivatives of a rotation motion (the angular velocity and acceleration) using the axis
angle rotation representation need to be applied to fuse the different rotation measure-
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ments, which are presented in Equations (14)–(16) in Section 3.3. Based on the dynamic
characteristics of a driving vehicle, we chose a reasonable and meaningful control point
density: ten control points per second. The pose measurements coming from the visual
localization system can be used directly to build residuals with the pose difference, due to
the simple measurement model. However, the linear acceleration a and angular velocity ω
measurements from an IMU sensor cannot be used directly and the needed measurement
models are described in Section 3.3. In the case of vehicles, a single bicycle track motion
model can be also modeled as residuals to integrate odometer measurements. During the
optimization process, measurements from different sources are weighted based on the
estimation uncertainty.

4. Experimental Evaluation

In this section, we evaluate our uniform B-spline-based motion fusion approach with a
real world dataset. For evaluation, first we fused the collected sensor motion measurements
using our uniform B-spline-based approach and a baseline approach: the pose-graph-based
approach. As described in Section 3, our uniform B-spline-based approach can directly
handle the IMU measurements and, for the pose-graph-based baseline approach, we
implemented an IMU pre-integration using the method proposed in [22] to initialize the
pose graph. Then, we compared the fused results from both those approaches in two ways:
fusion accuracy and runtime analysis, with which we can show why our uniform B-spline-
based motion fusion approach outperforms the pose-graph-based approaches. Afterwards,
we evaluated the pose, velocity and acceleration estimation of the fused results using our
uniform B-spline-based fusion approach at the time stamps, where the motion information
is estimated by the visual localization system explicitly. Additionally, we plotted the fused
results, including pose, velocity and acceleration, using our approach to show how realistic
and accurate the fused results are, fitted to the movement of an experimental driving
vehicle. In order to show the advantages of time-continuous estimation of the motion
state using our motion fusion approach, we used the fused results to accumulate the
high frequency LiDAR point cloud raw packets, which were also correctly stamped. For
comparison, we used the fused results using the pose-graph-based approach or the directly
linear interpolation of the visual localization vehicle poses for point cloud accumulation.

4.1. Sensor Setup

The real world data for evaluation were collected from our experimental vehicle
equipped with a multiple camera setup behind the windshield, 4 Velodyne VLP-16 Puck
LiDAR sensors, a car interface speed odometer sensor and an Xsens IMU sensor. The
multiple camera setup was intrinsically and extrinsically calibrated using the approach
presented in [23] with checkerboards. In order to calibrate the LiDAR sensors, the multiple
camera setup and our vehicle rear axis coordinate system extrinsically, we applied the
methods proposed in [24,25]. The extrinsic calibration between the Xsens IMU sensor and
the vehicle rear coordinate system was coarsely initialized and jointly optimized within
this work to develop a uniform B-splines-based motion fusion approach together.

4.2. Data Set

For the evaluation of our uniform B-spline-based motion fusion approach, a small
track was recorded using our experimental vehicle with the previously described sensor
setup. In order to show this track more clearly, as shown in Figure 2, we plotted this track
in Bing aerial imagery using the GNSS measurements of the recording. In this evaluation
dataset, there was a total of 613 GNSS global position measurements, 1296 multi-view
image frames, 12,352 car interface speed odometer measurements and 12,348 Xsens IMU
linear acceleration and angular velocity measurements. By applying the surround view
visual mapping approach proposed in [26], we built a visual mapping and localization
system with the multiple camera setup, from which we can estimate the vehicle poses using
the camera images. In this work, the GNSS measurements were only used to visualize
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the track in the Bing aerial imagery and also to coarsely geo-align our visual localization
trajectory. From the Xsens IMU sensor, we received linear acceleration and angular velocity
measurements with a high frequency of 100 Hz. Besides that, we also obtained motion
states measurements from our car interface speed odometer sensor with a frequency of
100 Hz. It should be noted that these measurements were captured with the same time
reference supported by a triggering hardware, but asynchronously.

4.3. IMU Extrinsic Calibration

In order to fuse the different motion measurements from different sensors with differ-
ent frequencies, the introduced sensor systems should first be intrinsically and extrinsically
calibrated together. As mentioned previously, we assumed that our multiple camera setup
and the LiDAR sensors were already intrinsically and extrinsically calibrated to the ve-
hicle rear axis coordinate system. To recalibrate the IMU sensor to our vehicle rear axis
coordinate system, we added the spatial transformation between the IMU sensor and the
vehicle rear axis coordinate system as parameters into the fusion optimization problem
initialized from a manually measured meaningful coarse calibration. Since the spatial
transformation between the IMU sensor and our vehicle rear axis is usually unchanged
without any hardware modification, we only needed to estimate the extrinsic calibration
parameters once. After the optimization problem was solved and the extrinsic calibration
parameters were jointly estimated, we kept hold of the extrinsic calibration parameters
between the Xsens IMU sensor and the vehicle rear axle coordinate system for the further
usage of our motion fusion approach.

Figure 2. The vehicle driving track used for evaluation shown in Bing aerial imagery using the GNSS
measurements for visualization.

4.4. Uniform B-Spline vs. Pose Graph Optimization

In order to show the advantages of our uniform B-spline-based motion fusion ap-
proach in comparison to the pose-graph-based approach, we evaluated both approaches
on our evaluation dataset. As described previously, the IMU linear acceleration and an-
gular velocity measurements were directly applied by our approach. In contrast to that,
for the pose-graph-based approach, we first pre-integrated the IMU measurements for the
initialization of the pose graph. The results are shown in Figure 3 with the original visual
localization poses in blue, the fused motion results using the pose-graph-based approach
in red, and the fused motion results using our uniform B-spline-based approach in green.
From the 3D position plotting in Figure 3a and the 3D orientation plotting using Euler
angles in Figure 3b, we can see that both approaches can basically provide good motion
fusion results, which presents the reasonable driving movement of a vehicle. However,
from the 2D position plotting shown in Figure 3c, it is also clear that the red curve differs
from the blue curve in the zoomed critical area. This means that there are some drifts in
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the fused motion results using the pose-graph-based approach. In comparison to that, our
motion fusion approach provides more accurate results. The reason for this could be the
accumulated drift errors during IMU data pre-integration.
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Figure 3. Plotting of the visual localization poses (highlighted with blue color), motion fusion results
using pose-graph-based approach and IMU pre-integration (highlighted with red color), and using
our uniform B-spline-based approach (highlighted with green color) for comparison. (a) The 3D
position plotting. (b) The 3D orientation plotting with roll, pitch, and yaw angles. (c) The 2D position
plotting with detailed zooming of one critical part. Here, we can see that the green curve is closer to
the blue curve than the red curve, which means that our approach can estimate the motion fusion
results more accurately.
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4.5. Runtime Analysis

By analyzing the evaluation results in Section 4.4, we know that, although some drifts
exist, the fused results using the pose-graph-based approach are basically as good as the
results using our uniform B-spline-based approach. However, to obtain these similar results,
the runtime of the fusion process by using these two different motion fusion approaches is
very different. The pose-graph-based fusion process on our evaluation track, which has a
driving length ofabout 140 s, takes about 10 s running on a single Intel CORE i7 7th Gen
CPU. In contrast to that, the fusion process using our uniform B-spline-based approach
takes less than 1s, which shows a big advantage for online realtime processing applications.
The main technology of these two fusion approaches is a non-linear optimization, and the
two main factors that influence the runtime performance are: the number of parameters to
be optimized and the number of measurements. The number of measurements remains
unchanged for both approaches. However, as described in Section 3, the pose-graph-based
approach optimizes the pose-graph directly, which is built based on the IMU measurement
frequency (in our evaluation dataset: 100 Hz). That means the number of parameters to be
optimized is 12,348 × 6 = 74,008 for 12,348 6d poses. In contrast to that, with a meaningful
selection of control point density of 10 per second, the number of parameters by using
our uniform B-spline-based approach is only 120× 10× 6 = 7200. The strongly reduced
parameter number makes our approach much faster than the pose-graph-based approach.
From this runtime analysis, for the motion fusion in a time horizon of about 10 s, our
motion fusion approach needs less than 100 ms, which shows the realtime capability of
our approach. Actually, for online applications, it is usually enough to fuse data in a time
horizon of 3–5 s instead of 10 s. This shows that the performance of our approach is more
than realtime capable.

4.6. Pose, Velocity and Acceleration of the Fused Results

In order to quantitatively evaluate the fused results using the uniform B-spline-based
approach, we estimate the vehicle poses from the already optimized uniform B-splines at
the time stamps, where we also have the exact vehicle pose measurements from our camera
localization system. The difference between the poses estimated from the fused results
using our approach and the poses from the camera localization system is evaluated in two
parts: the translation part and the rotation part. Figure 4a illuminates the vehicle poses for
a driving length of about 140 s, which has the translation part in the lower part and the
rotation part in the upper part with the roll, pitch and yaw angles. The pose estimated from
the visual localization system is highlighted with the blue color and the fusion results with
the red color. As shown in Figure 4a, the pose differences between the fused results and
the poses estimated from our visual localization system are very small. This evaluates our
fusion approach in a macro way so that the low frequency pose measurements can be very
well approximated in the fusion results. From the pose difference illustrated in Figure 4b,
it is also easy to see that the estimated motion is much smoother and more meaningful for
the driving maneuvers of a vehicle. This proves our fusion approach in a micro way; that
the motion data between two visual localization measurements are continuous, accurate
and reasonably approximated.
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(a) Pose signals

(b) Pose difference signals

Figure 4. Pose signals and pose difference signal details of the visual localization results (highlighted with blue color) and
the fused results by applying our uniform B-spline-based motion fusion approach (highlighted with red color). (a) The
pose signals. (b) The pose difference signals. From the plotting, by fusing the IMU measurements, the fusion results are
smoother and more realistic.
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4.7. Point Cloud Accumulating

After quantitatively evaluating the ego motion fusion results, to show the fusion
results more clearly, we use the fusion results to accumulate the LiDAR point cloud packets
coming with a high frequency of about 750 Hz. In Figure 5a,b, two accumulated point
cloud examples from two different scenarios are shown. In Figure 5c,d, the raw LiDAR
point cloud packets are accumulated using the linear interpolation between two poses
estimated from our visual localization system. By applying the fused motion results using
the pose-graph-based approach, the accumulated raw LiDAR point cloud packets are
shown in Figure 5e,f. In comparison to only using the linear interpolation between visual
localization poses, the pose-graph-based approach generates a smoother trajectory and
the accumulated point cloud is also better motion-compensated. The results shown in
Figure 5g,h use the fusion results from our approach, which are less blurry and more
accurate in comparison with the data presented in Figure 5c–f. This shows that, by ac-
cumulating LiDAR point clouds with a very high frequency—which is also much higher
than the estimated poses using the pose-graph-based fusion approach—we can achieve
better motion-compensated results using the fused motion results with our approach. That
is also one main contribution of this work: after fusing motion measurements using our
uniform B-spline-based approach, we can time-continuously estimate the motion state
without limitations on the time resolution.

(a) (b)

(c) (d)

Figure 5. Cont.
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(e) (f)

(g) (h)

Figure 5. Point cloud accumulation results. (a,b) are two example scenarios. These two cropped
areas are shown in detail in the lower part of images using the green ellipse; (c,d) present the accumu-
lated point cloud using linear interpolation between two visual localization system measurements;
(e,f) show the accumulated point cloud using the fusion results from the pose-graph-based approach;
(g,h) visualize the accumulated point cloud using our fusion results.

5. Conclusions and Future Work

In this work, we propose a continuous fusion approach for motion measurements
from different sensor systems with different types and frequencies. As the optimization
base, we introduce uniform B-splines, which are well suited for this application because
they are continuous, easily differentiable, computationally friendly and local support. To
model rotation movements properly, we use the axis-angle rotation representation. It was
revealed that this way of modelling the rotation can be combined easily with uniform
B-splines and provides reasonable results. By applying different measurement models, we
can fuse pose, velocity and acceleration measurements with different frequencies. As the
fusion result, we achieve a trajectory, from which we can obtain the motion information at
any time point. This benefits the processing steps after motion estimation for automated
systems such as robotics, micro aerial and automated driving vehicles. For a time horizon
of 10 s in our experiments, the optimization running on a single i7 CPU core takes less than
100 ms, which proves the suitability of our approach for realtime applications. In the future,
we will introduce our fusion approach to LiDAR and visual or multi-modal SLAM systems,
since they can benefit from the continuous estimation of motion for motion compensation
and also from the asynchronous fusion of measurements from different sensor systems.

Author Contributions: Conceptualization, H.H. and J.B.; Data curation, H.H.; Formal analysis, H.H.;
Funding acquisition, C.S.; Methodology, H.H. and J.B.; Project administration, C.S.; Resources, C.S.;
Software, H.H.; Supervision, M.L.; Validation, H.H.; Visualization, H.H.; Writing—original draft,
H.H.; Writing—review and editing, H.H. and M.L. All authors have read and agreed to the published
version of the manuscript.



Sensors 2021, 21, 5004 16 of 16

Funding: We acknowledge the support from the KIT-Publication Fund of the Karlsruhe Institute
of Technology.

Conflicts of Interest: The authors declare no conflict of interest.

References
1. Yun, S.; Lee, Y.J.; Sung, S. IMU/Vision/Lidar integrated navigation system in GNSS denied environments. In Proceedings of the

2013 IEEE Aerospace Conference, Big Sky, MT, USA, 2–9 March 2013; pp. 1–10.
2. Alatise, M.; Hancke, G. Pose Estimation of a Mobile Robot Based on Fusion of IMU Data and Vision Data Using an Extended

Kalman Filter. Sensors 2017, 17, 2164. [CrossRef] [PubMed]
3. Samadzadegan, F.; Abdi, G. Autonomous navigation of Unmanned Aerial Vehicles based on multi-sensor data fusion. In

Proceedings of the 20th Iranian Conference on Electrical Engineering (ICEE2012), Tehran, Iran, 15–17 May 2012; pp. 868–873.
4. Ren, Y.; Ke, X. Particle Filter Data Fusion Enhancements for MEMS-IMU/GPS. Intell. Inf. Manag. 2010, 2, 417–421. [CrossRef]
5. Kim, H.; Liu, B.; Goh, C.Y.; Lee, S.; Myung, H. Robust Vehicle Localization Using Entropy-Weighted Particle Filter-based Data

Fusion of Vertical and Road Intensity Information for a Large Scale Urban Area. IEEE Robot. Autom. Lett. 2017, 2, 1518–1524.
[CrossRef]

6. Murtra, A.C.; Mirats Tur, J.M. IMU and Cable Encoder Data Fusion for In-Pipe Mobile Robot Localization. In Proceedings of the
2013 IEEE Conference on Technologies for Practical Robot Applications (TePRA), Woburn, MA, USA, 22–23 April 2013; pp. 1–6.

7. Merfels, C.; Stachniss, C. Pose Fusion with Chain Pose Graphs for Automated Driving. In Proceedings of the 2016 IEEE/RSJ
International Conference on Intelligent Robots and Systems (IROS), Daejeon, Korea, 9–14 October 2013; pp. 3116–3123.

8. Mascaro, R.; Teixeira, L.; Hinzmann, T.; Siegwart, R.; Chli, M. GOMSF: Graph-Optimization Based Multi-Sensor Fusion for robust
UAV Pose estimation. In Proceedings of the 2018 IEEE International Conference on Robotics and Automation (ICRA), Daejeon,
Korea, 9–14 October 2018; pp. 1421–1428.

9. An Experimental Study on Relative and Absolute Pose Graph Fusion for Vehicle Localization. In Proceedings of the 2018 IEEE
Intelligent Vehicles Symposium (IV), Changshu, China, 26–30 June 2018; pp. 630–635.

10. Chang, H.H.; Yan, H. Vectorization of Hand-Draw Image Using Piecewise Cubic Bezier Curves Fitting. Pattern Recognit. 1998,
31, 1747–1755. [CrossRef]

11. de Boor, C. On Calculating with B-splines. J. Approx. Theory 1972, 6, 50–62. [CrossRef]
12. Cox, M.G. The Numerical Evaluation of B-Splines. IMA J. Appl. Math. 1972, 10, 134–149. [CrossRef]
13. Cohen, E.; Lyche, T.; Schumaker, L.L. Degree Raising for Splines. J. Approx. Theory 1986, 46, 170–181. [CrossRef]
14. Wang, G.; Chen, Q.; Zhou, M. NUAT B-spline Curves. Comput. Geom. Des. 2004, 21, 193–205. [CrossRef]
15. Murray, R.M.; Sastry, S.S.; Zexiang, L. A Mathematical Introduction to Robotic Manipulation, 1st ed.; CRC Press, Inc.: Boca Raton, FL,

USA, 1994.
16. Ritto-Corrêa, M.; Camotim, D. On the Differentiation of the Rodrigues Formula and Its Significance for the Vector-like Parameter-

ization of Reissner–Simo Beam Theory. Int. J. Numer. Methods Eng. 2002, 55, 1005–1032. [CrossRef]
17. Hartley, R.; Zisserman, A. Multiple View Geometry in Computer Vision, 2nd ed.; Cambridge University Press: Cambridge, UK, 2004.

[CrossRef]
18. Helgason, S. Differential Geometry and Symmetric Spaces; Pure and Applied Mathematics; Elsevier Science: Amsterdam,

The Netherlands, 1962.
19. Hall, B. Lie Groups, Lie Algebras and Representations; Graduate Text in Mathematics; Springer: Berlin/Heidelberg, Germany, 2004.
20. Gallego, G.; Yezzi, A. A Compact Formula for the Derivative of a 3-D Rotation in Exponential Coordinates. J. Math. Imaging Vis.

2015, 51, 378–384. [CrossRef]
21. TaS, Ö.S.; Salscheider, N.O.; Poggenhans, F.; Wirges, S.; Bandera, C.; Zofka, M.R.; Strauss, T.; Zöllner, J.M.; Stiller, C. Making

Bertha Cooperate–Team AnnieWAY’s Entry to the 2016 Grand Cooperative Driving Challenge. IEEE Trans. Intell. Transp. Syst.
2018, 19, 1262–1276. [CrossRef]

22. Irie, K. A Graph Optimization Approach for Motion Estimation using Inertial Measurement Unit Data. Robomech J. 2018, 5.
[CrossRef]

23. Strauß, T.; Ziegler, J.; Beck, J. Calibrating Multiple Cameras with Non-overlapping Views using Coded Checkerboard Tar-
gets. In Proceedings of the 17th International IEEE Conference on Intelligent Transportation Systems (ITSC), Qingdao, China,
8–11 October 2014; pp. 2623–2628.

24. Kümmerle, J.; Kühner, T. Fast and Precise Visual Rear Axle Calibration. In Proceedings of the 2019 IEEE Intelligent Transportation
Systems Conference (ITSC), Auckland, New Zealand, 27–30 October 2019; pp. 3942–3947.

25. Kümmerle, J.; Kühner, T.; Lauer, M. Automatic Calibration of Multiple Cameras and Depth Sensors with a Spherical Target.
In Proceedings of the 2018 IEEE/RSJ International Conference on Intelligent Robots and Systems (IROS), Madrid, Spain,
1–5 October 2018.

26. Sons, M.; Lauer, M.; Keller, C.G.; Stiller, C. Mapping and Localization using Surround View. In Proceedings of the 2017 IEEE
Intelligent Vehicles Symposium (IV), Los Angeles, CA, USA, 11–14 June 2017; pp. 1158–1163. [CrossRef]

http://doi.org/10.3390/s17102164
http://www.ncbi.nlm.nih.gov/pubmed/28934102
http://dx.doi.org/10.4236/iim.2010.27051
http://dx.doi.org/10.1109/LRA.2017.2673868
http://dx.doi.org/10.1016/S0031-3203(98)00045-4
http://dx.doi.org/10.1016/0021-9045(72)90080-9
http://dx.doi.org/10.1093/imamat/10.2.134
http://dx.doi.org/10.1016/0021-9045(86)90059-6
http://dx.doi.org/10.1016/j.cagd.2003.10.002
http://dx.doi.org/10.1002/nme.532
http://dx.doi.org/10.1017/CBO978-0511811685
http://dx.doi.org/10.1007/s10851-014-0528-x
http://dx.doi.org/10.1109/TITS.2017.2749974
http://dx.doi.org/10.1186/s40648-018-0110-1
http://dx.doi.org/10.1109/IVS.2017.7995869

	Introduction
	Related Work
	Algorithm Overview
	Uniform B-Spline
	Rotation Parametrization
	Time Derivative of a Rotation
	Motion Model
	Uniform B-Spline-Based Fusion System Concept

	Experimental Evaluation
	Sensor Setup
	Data Set
	IMU Extrinsic Calibration
	Uniform B-Spline vs. Pose Graph Optimization
	Runtime Analysis
	Pose, Velocity and Acceleration of the Fused Results
	Point Cloud Accumulating

	Conclusions and Future Work
	References

