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Abstract
In recent years, in-situ measurements on Kongsvegen, a surge-type glacier
located in the Kongsfjorden area, have showed an acceleration in the flow
speeds of the glacier. This could indicate the onset of a surging event, which
presents the opportunity to study the dynamics of a glacier surge using remote
sensing techniques with in-situ data for reference. Synthetic aperture radar
(SAR) is well suited for this, as it does not rely on the sun for illumination and is
not obstructed by clouds. In addition, SAR can be used to measure displacement
with high accuracy and resolution through the use of interferometric SAR
(InSAR).

This study investigates the acceleration of Kongsvegen using InSAR, MAI and
offset tracking. Velocity measurements from the combination DInSAR - MAI
are then compared to in-situ data as well as the offset tracking measurements.
For image pairs where InSAR measurements are not possible due to phase
decorrelation, offset tracking is attempted as a back-up. Data from 2015, 2018
and 2019 was available, and the evolution of flow speeds over time could
therefore be evaluated. The image pairs from 2018-2019 were acquired with
14 days separation in time, while the 2015 image pairs were acquired with 28
and 42 days separation. Due to the longer separation in time, the 2015 image
pairs decorrelated in time. In addition, a pair acquired in the summer of 2018
decorrelated as a result of surface melting on the glaciers. Therefore only 3 of
the total 8 pairs available were suited for interferometric analysis.

For the image pairs from 2018-2019, the InSAR measurements were in good
agreement with the in-situ data, as they also indicated an acceleration of
the flow speeds on Kongsvegen. The offset tracking results on these pairs
overestimated the velocity magnitudes, but also showed an increase in time.
Similar to the InSAR estimates, the offset tracking failed to produce reasonable
results on the 2015 image pairs, likely because of the large temporal baseline
and lack of surface features on Kongsvegen. Overall, InSAR could be used to
measure flow speeds on Kongsvegen successfully, but more data with a short
temporal baseline is needed for an in-depth analysis.
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1
Introduction
Since the turn of the 20th century, the global annually averaged surface tem-
perature has increased by approximately 1.0° C as a result of anthropogenic
greenhouse gas emissions [1]. In response to this warming, glaciers worldwide
are losing mass at a rate unprecedented in modern time. This has major impli-
cations for the global climate, as increased glacier melt and calving rates are
major contributors to global sea level rise (SLR), which can have catastrophic
consequences for people living in coastal areas around the world. In addition,
surface melt on glaciers darkens the glacier surface. This reduces the amount
of solar irradiation reflected by the glacier surface, which leads to an increase
in surface temperatures, further increasing surface melt [2].

In response to the increase in global temperatures, an acceleration of the flow
speeds of ocean terminating glaciers (tidewater glaciers) in Svalbard has been
observed [2]. The acceleration of flow speeds increases the mass loss from
these glaciers as the amount of ice discharged to the ocean through a process
known as calving increases, contributing further to SLR [2]. Measuring glacier
flow speeds is therefore important for assessing the contribution from glaciers
to SLR.

As most glaciers are located in remote and hazardous regions, measuring flow
speeds in-situ can be challenging [3]. Remote sensing is therefore a valuable
tool, as it can supply data routinely with global coverage. Glacier flow speeds
have successfully been measured from both synthetic aperture radar (SAR) and

1



2 chapter 1 introduction

optical remote sensing platforms (see for example [4] and [5]). Two techniques
for measuring glacier flow speeds from remote sensing data are interferometric
SAR (InSAR) and offset tracking.

InSAR techniques have previously been used to measure glacier flow success-
fully (see for example [6], [7] [8]), and can deliver displacementmeasurements
at cm accuracy. A major limitation of InSAR is however changes in surface
properties, which decorrelates the signals used. This is particularly challeng-
ing for velocity measurements on snow covered glaciers, as the snow cover
is easily affected by changing meteorological conditions. For this application,
the L-band SAR sensor Phased Array type L-band Synthetic Aperture Radar
2 (PALSAR-2) carried by the Advanced Land Observing Satellite 2 (ALOS-2)
satellite presents a promising option, as it operates with a longer wavelength
(L-band) than other systems such as Sentinel-1 (C-band). This is beneficial for
InSAR, as longer wavelength signals can penetrate deeper into snow, which
reduces phase decorrelation due to changing surface properties [9].

Offset tracking is a technique based on estimating the displacement of small
patches in images acquired at different times. As with InSAR, offset tracking is
also an established technique for measuring glacier flow speeds (e.g. [4, 5, 9]).
In this study, offset tracking will mainly be used for comparisons with InSAR,
but will also be used as an alternative in situations where InSAR fails to produce
reliable velocity estimates.

The focus of this study will be to use both InSAR and offset tracking for mea-
suring flow speeds on the glacier Kongsvegen. Kongsvegen is a surge type
tidewater glacier located in the vicinity of Ny-Ålesund, where in-situ measure-
ments have been made since 1987 by the Norwegian polar institute (NPI). A
surge type glacier is characterized by long periods of slow movement, followed
by shorter periods of high flow speeds [10]. In-situ measurements provided by
NPI is also used for comparisons with the remote sensing velocity estimates
where possible. As the in-situ measurements on Kongsvegen indicate an accel-
eration over the past 15 years, the main goal of this study is to investigate if it
is possible to observe this acceleration using remote sensing techniques.

While Kongsvegen is accelerating, a surging event is not yet initiated. The
flow speeds on Kongsvegen are therefore still relatively slow

(
∼15m a−1) . A

secondary goal of this study is therefore to compare the performance of InSAR
and offset tracking on Kongsvegen, to see how the techniques perform on a
slow moving glacier.

In chapter 2 the relevant theory on electromagnetism (EM) and SAR will be
presented. Chapter 3 will contain a description of the techniques used for
measuring velocities. Relevant glacier theory and a description of the glacier
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studied, as well as the area it is located in, will be presented in chapter 4.
Chapter 5 contains information about the data used in this study. A description
of the methods used will be given in chapter 6, while the results obtained will
be presented in chapter 7. This includes the results from InSAR, as well as the
results from the combination of InSAR and MAI and from offset tracking. In
chapter 8, the achieved results will be evaluated and compared to the in-situ
data. Known limitations and sources of error will also be discussed. Finally, the
study will be summarized in chapter 9, where possible future work also will
be presented.





2
SAR Theory
In this chapter, relevant theory about SAR for this project will be presented. As
SAR operates by transmitting and receiving EM radiation, a basic introduction
to EM is required. This chapter will therefore start with a brief introduction to
some key aspects of EM theory.

An EM wave can be expressed as:

K = G48 (:A−lC+i) (2.1)

where K is the electric field vector,G is the amplitude of thewave,: = 2c
√
nA_
−1

is the wave vector in the propagation medium, _ is the wavelength of the EM
wave, l is the angular frequency of the wave

(
l = 2c2_−1) and i is the phase

of the wave. Here, 2 denotes the speed of light in vacuum and nA is the relative
permittivity. The term (:A − lC + i) is referred to as the phase term, which
from here on is denoted as q [11].

The relationship between the frequency and wavelength of a sinusoidal wave
travelling at constant speed E is given as

_ =
E

5
(2.2)

5



6 chapter 2 sar theory

where _ is the wavelength of the wave and 5 is the frequency of the wave. For
an EM wave travelling in vacuum, the speed of the wave is 2.

2.1 Fundamentals of SAR

A SAR is, as its name suggests, a radar system where the forward motion of a
radar is used to synthesize a larger aperture than the physical aperture. This
allows a SAR system to image the Earth at a high spatial resolution from orbit.
A SAR sensor is an active system, meaning that it both transmits and receives
signals. As such, factors such as the ratio between transmitted and received
power, phase and polarization can be controlled, which can be used to extract
useful information about the scene imaged [12].

The image resolution of a SAR in the heading direction (azimuth or along track)
is given as

-Az =
1
2
! (2.3)

where ! is the length of the radar antenna. As the length of a radar antenna
is usually on the order ! ∼101 m, this results in an azimuth resolution on the
order -Az ∼ 101 m, regardless of the wavelength of the system [11].

The resolution in the direction perpendicular to the antenna (range or across
track) on the ground is given as

-gr =
2g

2 sin\
=

2

2� sin\
(2.4)

where g is the length of the radar pulse and � is the bandwidth of the trans-
mitted pulse. g and � are related as g = 1

�
. This will be referred to as the slant

range resolution. The range resolution in radar coordinates (azimuth, range),
referred to as slant range resolution, is given as

-sr =
2g

2
=
2

2�
= -gr · sin\ (2.5)

The slant range and range resolution only differs by the factor 1
sin\ , which is

the projection of the radar pulse onto the ground [11].
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In an active microwave imaging system, the time a pulse uses to travel from
the antenna to a point and then back to the antenna again is referred to as the
round-trip time. The round-trip time is used to discriminate between points
in the range direction. The system must therefore be side-looking, as it can
only measure total distance, and can not discriminate between left and right
[11]. The geometry of a SAR system can be seen in Figure 2.1, with key aspects
such as the look angle (\), azimuth and range and the imaged area (swath)
highlighted.

Figure 2.1: The geometry of a SAR system. The flight direction (azimuth or along-
track) and the look direction (range or across-track) is shown, as well as
the area imaged by the system (swath). Modified from Lauknes (2011)
[13].

In a SAR, both the amplitude and phase of the backscattered EM radiation is
measured. The received phase follows a uniform distribution on the form

q ∼ * (0, 2c) (2.6)

where * (0, 1) denotes a uniform distribution between 0 and 1. The phase
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component of a single SAR scene is therefore random, and does not convey any
meaningful information about the scene. The phase difference between two
or more SAR scenes can however be used to extract useful information, such
as topography or displacement with high accuracy [14]. This will be further
explained in section 3.2.

The resolution of a SAR image is typically in the range 100 − 101 m, while
the wavelength of the radar beam is typically on the order 10−2 − 10−1 m. As
the dimensions of a pixel in the SAR image are significantly larger than the
wavelength of the system, the returned signal is the sum of the return of the
independent scatterers contained in the pixel area. This is the source of the
effect referred to as speckle. Speckle is an effect that has a salt and pepper
noise-like appearance, but as it is a part of the measured signal it is not actual
noise. Speckle is a result of constructive or destructive interference between
the returns from the scatterers contained in a resolution cell. This can degrade
the visual appearance of an image, but the visual degrading can be reduced by
processes such as multi-looking or averaging [12].

Another benefit of SAR is that since it is an active system, it does not rely on an
external source of illumination. There is also low atmospheric interaction with
EM waves in the microwave region, which is the region where SAR operates.
This means that SAR systems can view the surface of the Earth regardless of
external conditions such as weather and sun illumination, which are limiting
factors for optical imaging systems [12]. This is particularly useful in the polar
regions of the Earth, as there is a limited amount of sunlight during large parts
of the year.

2.2 SAR Data

SAR data can generally be divided into three categories: level-0, -1 and -2
data. Level-0 data refers to raw SAR-data, level-1 data is focused SAR data and
level-2 consists of products derived from level-1 data. In this study, level-1 data
will be used. Level-1 data consists of two sub-categories: single look complex
(SLC) data and ground range detected (GRD) data. SLC data is complex,
thus the phase information of the signal is preserved and therefore suitable
for interferometric applications. GRD data on the other hand only contains
amplitude information, and can therefore not be used with interferometric
techniques. The advantage of GRD data is that it is projected to ground range
and terrain corrected, which makes it more visually intuitive. GRD data is also
multi-looked, which reduces speckle and creates an image with approximately
square pixels. This does however degrade the spatial resolution of the image
[15].
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2.3 Penetration Depth

The relationship between the ability of EM wave to penetrate a medium and
the wavelength of the EM wave is given as

3? =
_

4c#8
=

2

4c 5 #8
(2.7)

where 3? is the penetration depth, also referred to as skin depth and #8 is the
imaginary part of the complex index of refraction, = = #A + 8#8 [11]. From
this expression it can be seen that penetration depth is proportional to the
wavelength of an EM wave, and must therefore be inversely proportional to the
corresponding frequency. Some common radar frequencies are listed in Table
2.1, which gives an indication of the ability of different SAR systems to penetrate
a given medium, compared to each other. Penetration depth is also dependent
on incidence angle, which is the angle between the surface normal and the
incident radar beam, with greater penetration at steeper angles. [12].

Table 2.1: Overview of common radar frequency bands for SAR [16]

Frequency band Frequency range [GHz] Wavelength range [cm].
P 0.25 - 0.5 60 - 120
L 1 - 2 15 - 30
S 2 - 3.75 8 - 15
C 3.75 - 7.5 4 - 8
X 7.5 - 12 2.5 - 4
Ku 12 - 17.6 1.7 - 2.5
Ka 25 - 40 0.75 -1.2

SAR systems carrying lower frequency P- or L-band radars would therefore
penetrate further into a medium than other commonly used radar frequencies
in SAR applications, such as C- or X-band. This is beneficial in glacier flow
studies, especially in cases where the glaciers are covered by snow. As the
characteristics of snow covered surfaces change rapidly due to meteorological
effects, which decorrelates radar signals, deeper penetration could increase
the coherence between images acquired at different times [5]. The coherence
is increased as longer wavelength signals penetrate further through the snow
cover into glacier ice, where surface characteristics are more stable in time
[17]. Rignot et al. (2001) found that L-band signals penetrated 5− 10m deeper
than C-band signals over most forms glaciated terrain, and 60 − 120m deeper
on smooth cold exposed ice [18].
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2.4 Polarization

The polarization of an EMwave refers to the direction the corresponding electric
field oscillates in. Three main types of polarization exists, linear, elliptical and
circular polarization [11]. The polarization of the transmitted SAR signal is
determined by the orientation of the radar antenna, while the polarization of
the return signal is influenced by the surface viewed. As the polarization of
the transmitted signal is known, the polarization of the received signal can be
used to gather information about surface properties. Different configurations
for transmitting and receiving exists, with the most common being single-
polarization, dual-polarization and quad-polarization. In these configurations,
the antenna can be in horizontal (H) or vertical (V) position. Single-polarization
refers to transmitting and receiving on the same polarization, dual-polarization
refers to transmitting on one polarization and receiving on both, while quad-
polarization refers to transmitting and receiving on both polarizations. HH
polarization refers to transmitting and receiving on H polarization, HV refers to
transmitting on H and receiving on V, etc. [11]. A newer configuration referred
to as compact-polarization consists of transmitting either on H + V or circular
polarization and receiving on H and V [19].

2.5 Terrain Correction

Because of the side-looking configuration of SAR systems, geometric distortions
related to topography can occur in SAR images. The three main sources of
geometric distortions in SAR images are foreshortening, layover and shadowing.
These distortions depends on the topography of the imaged area, as well as the
look angle of the imaging system. Foreshortening occurs in areas of modest
topography, and causes slopes to appear steeper in the near-range portion of
the image and shallower in the far-range portion of the image. Layover occurs
in more rugged terrain, where the return signal from the top of an object
reaches the satellite before the return signal from the base of the object. In
slant-range geometry, this causes the top of the object to appear closer to the
receiving antenna than the base does, while the top and base appears to occupy
the same space in ground range. Shadowing occurs when an object blocks
the radar beam such that areas behind the object are not. This manifests as
black regions in radar images [12]. Terrain correction is used for correcting
these geometric distortions. In addition, terrain correction is also required for
comparison between SAR data and external sources of information, such as
digital elevation models (DEMs), field data and external remote sensing data
[20].

A common method for terrain correcting SAR images is the Range-Doppler



2.5 terrain correction 11

(RD) method [20]. The RD method is based on solving the Doppler and range
equations to determine the position in radar coordinates that corresponds to
a given position on Earth. A detailed description of the RD terrain correction
method can be found in [21]. The transformation to map geometry position
from radar coordinates is known as geocoding. For geocoding the image, an
external DEM is used. DEMs are represented in a 2D cartographic (northing,
easting) system or a geographic system (latitude, longitude). For geocoding,
the DEM is transformed from its original reference system to a cartesian
representation (G,~, I). The SAR image is usually multi-looked such that the
pixels are approximately square before geocoding [21].





3
SAR Interferometry and
Offset Tracking

This chapter will present a description of the methods used for measuring
displacement, interferometric SAR (InSAR), multiple aperture InSAR (MAI)
and offset tracking, used in this study. As InSAR is the man focus of this study,
a more detailed description of this method compared to the other methods will
be given.

InSAR refers to a group of techniques where phase differences between SAR
images acquired from different positions or at different times are used to extract
information such as topography and displacement within the scenes imaged.
InSAR has been used to measure surface displacement at millimeter accuracy
[6] and to create high resolution DEMs [22].

To produce an interferogram, two SAR images of the same area acquired from
different positions or at different times are required. The InSAR technique
involving two images acquired simultaneously but separated in space is referred
to as single-pass interferometry. Single-pass interferometry can be performed
on two images separated in across-track or along-track direction (see Figure
2.1), referred to as across-track interferometry and along-track interferometry.
Using two images acquired at separate times is referred to as repeat-pass
interferometry. Repeat-pass interferometry utilizes the retracing of trajectories
by satellites in orbit, which enables images from nearly the same viewing point

13
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but separated in time to be acquired [23].

Differential SAR interferometry (DInSAR) refers to InSAR products where ei-
ther the phase variation from the altitude variations of targets or the phase
contribution from the displacement of scatterers has been removed from the in-
terferogram. The DInSAR application where displacements have been removed
is used for measuring topography, and is performed by subtracting two interfer-
ograms covering the same area, but acquired at different times. By assuming
that the displacement in the scene is the same for both interferograms, the
difference between the two interferograms should contain only information
about the topography in the scene [24]. As displacement measurements are
the main focus of this study, this technique will not be discussed any further,
and DInSAR will from here on refer to the technique for measuring surface
displacement. DInSAR is the technique most commonly used in repeat-pass
interferometry [25] when measures of surface displacements are of interest. In
general, InSAR is more sensitive to surface displacement than to topography
[23].

3.1 Coregistration

The first step in InSAR processing is coregistration. This refers to the alignment
of two images from the same geometry, such that the overlapping pixels in the
images correspond to the same areas on the ground. The image that is aligned
is referred to as the secondary image, while the image used as a reference
is referred to as the reference image. After coregistration, both images are
in the reference image geometry. For InSAR purposes, subpixel accuracy in
coregistration is required in order to obtain useful interferograms. It is also
important that movement within the scene does not affect the coregistration
[5]. An accuracy of 0.1 pixel is widely considered sufficient for conventional
stripmap data [17].

Among many different types of coregistration, the processing software Sentinel
Application Platform (SNAP) [26] offers 3 options: cross-correlation (CC) based
coregistration, DEM-assisted coregistration and DEM-assisted coregistration
with cross-correlation. A description of the three methods will be given in the
following subsections, starting with CC based coregistration.

A common method used for the coregistration of two images is based on using
CC to detect offsets between the images. This is usually performed in two steps:
an initial coarse coregistration and shift of the secondary image, followed by a
fine coregistration. In the coarse coregistration, the offset between the reference
and secondary image is determined on pixel level accuracy, whereas the fine
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coregistration determines the offset between the reference and secondary
image on subpixel level accuracy. The CC based coregistration operates by
segmenting the reference image into patches around selected ground control
points (GCPs), and finding the patch in the secondary image that gives the
highest correlation. By calculating the correlation between the patch in the
reference image and every patch in the secondary image, a correlation surface
is formed. To increase the accuracy of the coregistration, the correlation surface
can be upsampled [4][27]. For the coarse coregistration in SNAP, a large patch
size is used, while the correlation surface is upsampled with a small number of
points. A smaller patch size is used in fine coregistration, while the correlation
surface is upsampled with a large numper of points.

After the subpixel offset between the reference and secondary image is de-
termined, the secondary image must be transformed to the geometry of the
reference image, such that the two images overlap. This is achieved by ap-
plying a set of transformation equations to the secondary image, where the
coefficients are estimated from the offset derived from the fine coregistration.
The order of the equations depends on how much the two images overlap. For
images with only a small difference in geometry, a first order polynomial is
sufficient, while a higher degree polynomial may be required if the difference is
large. A second order transformation is required if highly distorted images are
used. The amount of parameters in the equations also depends on the degree
of offset. The transform equations for a first order transformation are on the
form

GB = G< + 0G< + 1~< + 2
~B = G< + 3G< + 4~< + 5

(3.1)

where (GB, ~B) is the position in the secondary image and (G<, ~<) is the
corresponding position in the reference image. The first order coefficient for ~
can in many cases be omitted, as the offset between images in azimuth is often
negligible. After the transformation equations have been determined from the
coregistration, the secondary image can be resampled to the reference image
geometry. Different methods of resampling exists, such as nearest neighbour
interpolation, bilinear interpolation and cubic convolution [12][27].

Another method for coregistering images is DEM-assisted coregistration. This
method often performs better than the CC based method in areas with large
topographic differences. In DEM-assisted coregistration, the similarity between
the reference and secondary image is calculated using orbital data and a refer-
ence DEM as additional data sources. For comparisons between the reference
and secondary images and the DEM, the DEM is transformed to radar coordi-
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nates, a process referred to as radarcoding. The precision of the applied DEM
is a source of error in the DEM-assisted coregistration method. Another source
of error, although not as significant as the precision of the DEM, is the accuracy
of the radarcoding of the DEM [28]. A major drawback of using the DEM
assisted coregistration approach is that it is computationally more expensive
than the standard CC based method for coregistration, as the offset between
the reference and secondary image is estimated for each pixel [29].

A third method for performing coregistration combines the two previous meth-
ods. This is referred to as DEM-assisted coregistration with CC. In this method,
a DEM-assisted coregistration is performed on the image pair, followed by a CC
based coregistration on the coregistered pair. As coregistration is performed
twice in this method, it is more computationally expensive than the previous
methods. A comparison of the performance of the three methods is presented
in section 6.1.1.

3.2 Interferogram

After a precise coregistration of the secondary image to reference image geom-
etry is performed, the phase difference between the reference and secondary
image can be computed. The phase difference is calculated for each pixel, and
the resulting image is referred to as the interferogram.

As SAR data is complex, the phase can be calculated as the argument of a
complex variable. The phase difference between the reference and secondary
image at pixel location (G,~) is therefore given as

Δq (G,~) = arctan

(
Im

(
�' (G,~) �̄( (G,~)

)
Re

(
�' (G,~) �̄( (G,~)

) ) (3.2)

where �' is the reference image, �( is the secondary image and �̄ denotes the
complex conjugate of an image � [25][30].

The phase difference between two complex SAR images can be modelled
as

Δq = Δqflat + Δqtopography + Δqdisplacement + Δqnoise (3.3)

where Δq is the total phase difference, Δqflat is the phase contribution from
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the curvature of the Earth, often referred to as the flat Earth contribution,
Δqtopography is the phase contribution from the topography of the terrain,
Δqdisplacement is the phase contribution from displacement within the scene and
Δqnoise is the phase contribution from varying noise sources. Noise sources
include interactions with the neutral atmosphere and the ionosphere, thermal
noise and changes in the surface properties of scatterers [31]. For displacement
applications, Δqdisplacement is the signal of interest. The remaining phase terms
must therefore be removed, or assumed negligible.

If a scatterer changes its location between reference and secondary image, the
resulting change in the interferometric phase is given as

Δq3 =
4c
_
3 (3.4)

where d is the displacement of the scatterer projected on the slant range
direction. The topographic phase contribution is given as

Δqtopography = −
4c�=@
_' sin\

(3.5)

where �= is the perpendicular baseline between the reference and secondary
image, @ is the altitude difference between point targets, ' is the distance
from the satellite to a point target and \ is the beam incidence angle [25]. An
in depth description of the remaining phase terms can be found in [25] and
[30].

3.2.1 Phase Noise

In the ideal case, each resolution cell in a SAR image would contain only one
dominant scatter that was stable in time. In reality, this is not the case. As such,
each pixel in a SAR image contains many scatterers, with characteristics that
can change over time, independently of each other. These changes can introduce
phase noise in the interferograms. While it is not possible to remove this source
of phase noise, it is possible to improve the temporal correlation between images
by increasing the wavelength of the signal. As longer wavelength signal can
penetrate deeper into surfaces (Eq. 2.7), where the scatterers are less affected
by external factors and are therefore more stable over time, the temporal
correlation is improved. This is particularly useful for glaciers covered by snow,
as the snow cover changes rapidly, while the glacier ice beneath is more stable
[9].
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Other important sources of noise for DInSAR are atmospheric interactions
(ionospheric effects and tropospheric delay) and thermal noise. While it is
currently impossible to remove the thermal noise [32], several techniques exists
for removing the influence of the atmosphere on interferograms. Tropospheric
delay is caused by interactions between the troposphere and the radar signals.
Several methods exists for estimating and correcting for the influence of the
neutral atmosphere on phase measurements, which are described in detail in
[33].

Signal delay caused by ionospheric disturbances is proportional to the total
electron content (TEC) of the ionosphere, as well as the squared wavelength
of the signal. L-band SAR is therefore more susceptible to ionospheric dis-
turbances than for instance C-band or X-band SAR [34]. These ionospheric
disturbances are most severe close to the auroral zones around the northern
and southern magnetic poles, and often manifest as so-called azimuth streaks
in interferograms and coherence images. Ionospheric disturbances cause errors
mainly in azimuth direction as the disturbances affects the travel time of radar
signals, which is used for focusing SAR images. This causes a pixel shift in
azimuth direction, which for L-band data can be several pixels. Such a shift
can have considerable effects on the coregistration of an image pair, which in
turn degrades the coherence of the signal [35].

3.3 Noise Filtering

To lower the amount of phase noise present in interferograms, an adaptive
filtering algorithm commonly referred to as the Goldstein phase filter is often
applied. This algorithm is based on dividing the interferogram into overlapping
patches, and computing the power spectrum for each patch by smoothing the
intensity of its 2-D fast Fourier transform (FFT). The Goldstein phase filter
algorithm is described in detail in [31].

Another technique used for reducing phase noise in interferograms is multi-
looking. Multi-looking the interferogram refers to averaging over neighbouring
pixels, which improves the signal-to-noise ratio (SNR). This procedure has the
added benefit of creating square pixels in the interferogram [14]. Multi-looking
is however unable to remove noise from spatially correlated sources, such as
atmospheric effects and errors in flattening and topographic phase removal
[30]. In addition to noise reduction, multi-looking the interferogram reduces
computational costs, as the number of pixels is decreased. This is particularly
important for phase unwrapping (see section 3.6), as this is a computationally
expensive operation. This does however lower the spatial resolution of the
interferogram and the measurements derived from it.
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3.4 Orbital Errors

Removing of the flat earth phase contribution (Eq. 3.3) is referred to as flatten-
ing the interferogram. For performing this operation, the orbital information of
satellites is used [25]. Inaccuracies in the orbital data therefore leads to errors
in the interferogram flattetning. These errors manifest as long-wavelength
signals which causes a ramping effect in the unwrapped interferogram. The
phase contribution from orbital errors is therefore often referred to as a phase
ramp, which can be modelled on the form

q̂orbit(G,~) = 00 + 01G + 02~ (3.6)

where (G,~) is the position in the interferogram given in radar coordinates and
00, 01, 02 are the coefficients of the phase ramp. If no precise orbital information
is available, the orbital errors can be accounted for by estimating this phase
ramp [36].

Several methods exists for compensating for orbital errors, such as estimating
the coefficients of the phase ramp in the frequency domain or estimating the
phase ramp from the unwrapped phase in the spatial domain using a least
squares (LS) approach. The spatial method for removing orbital errors is based
on modeling the orbital errors as a polynomial, usually of the 1st or 2nd degree.
These models will be referred to as linear and quadratic models from here on.
For estimating the coefficients of these models, the unwrapped phase values
are used [36][37][38]. Only the methods based in the spatial domain will be
used in this project, as they are simple to implement.

Linear Model

The linear model is given by Eq. 3.6. For the spatial method, the ramp coeffi-
cients are estimated using a LS approach:

� =
(
�)�

)−1
�)Φ (3.7)

where � =
[
00 01 02

]
is the 3 × 1 vector containing the coefficients to be

determined, � =
[
1 - .

]
is the # ×3 coordinate matrix containing a # ×1

column of ones to account for the constant term, as well as the coordinates
of the # phase values, -

#×1, .#×1, used in the estimation, and Φ is a # × 1
vector containing the phase values used in the estimation. A drawback of this
method is that it is susceptible to unwrapping errors. It also does not take into
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consideration the quality of the interferogram, but this can be accounted for
by introducing a weighting matrix [36][37][38].

Quadratic Model

The previous method is based on the assumption that the orbital error is
linear. If this is not the case, a nonlinear error model could be required. Even
though high order polynomials will account for small scale errors better than a
quadratic model, they introduce oscillations which cause computational error.
The quadratic model is therefore a popular choice for orbital error removal.
The quadratic model is on the form

q̂orbit(G,~) = 00 + 01G + 02~ + 03G~ + 04G
2 + 05~

2 (3.8)

The coefficients in this model can also be estimated using a LS approach, as
described in Eq. 3.7. For the quadratic model, the coordinate matrix is given
as � =

[
1 - . -. - 2 . 2] [37].

3.5 Coherence

The influence of phase noise on the interferogram can be estimated from the
coherence image. Coherence is a measure of the phase similarity, calculated as
a cross-correlation between two complex SAR images over small patches of the
images. Assuming that the scatterers present in the images follow a Gaussian
distribution [39], the coherence can be estimated as

ΔΩ(G,~) =
〈
�1(G,~) �̄2(G,~)

〉√〈
�1(G,~) �̄1(G,~)

〉 〈
�2(G,~) �̄2(G,~)

〉 ∈ [0, 1] (3.9)

where �1 and �2 are two complex SAR images and 〈〉 denotes the average over
a small image patch.

Loss of coherence for glacier surfaces could be caused by rapid incoherent
surface flow or meteorological conditions, such as precipitation and wind
displacement of snow [5]. As L-band signals penetrate deeper into snow cover
than C-band signals, the temporal stability of the signals are increased which is
important for repeat-pass interferometry [18]. On the other hand, as previously
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discussed, L-band signals are highly susceptible to ionospheric disturbances,
which could degrade the coherence between signals.

3.6 Phase Unwrapping

As the phase in the interferogram is only knownmodulo 2c , the correct number
of phase cycles of the unambiguous phase must be determined to convert the
phase to displacement. This is expressed as

k = q + 2c · = (3.10)

where k is the unambiguous phase value, q is the ambiguous phase value
and = is the integer number of phase cycles [30]. The process of converting
the ambiguous phase values to unambiguous values is referred to as phase
unwrapping. In this context, the ambiguous phase values can also be referred
to as the wrapped phase, and the unambiguous phase values as the unwrapped
phase.

If no discontinuities were present in an interferogram, unwrapping would sim-
ply be a matter of selecting a reference point, and integrating the fringes from
that point along a path. However, as most interferograms contain discontinu-
ities, the process of unwrapping is not that straight-forward. Discontinuities in
the interferogram are usually caused by either phase noise or steep terrain [30].
When discontinuities are present in the interferogram, the point chosen as a
reference points affects the resulting unwrapped phase. More sophisticated
methods are therefore required for unwrapping interferograms [40].

A common method for performing phase unwrapping is the Statistical-Cost,
Network-Flow Algorithm (snaphu), which estimates the most likely unwrapped
solution given the data by posing the phase unwrapping as a maximum a pos-
teriori (MAP) estimation problem. As the statistical relationship between the
input data (wrapped interferogram) and the solution (unwrapped interfero-
gram) depends on the quantity to be measured (displacement or topography),
three different statistical models are built-in in the snaphu software. The mod-
els are for topography data, deformation data and smooth generic data. In
addition, a mode with no statistical cost function can be selected [41]. For ini-
tializing the network solver, a minimum spanning tree (MST) or minimum cost
flow (MCF) algorithm can be used. Both initialization options are L1 optimal
for solving the phase unwrapping [42]. For large interferograms, snaphu can
segment an interferogram into smaller tiles that can be unwrapped individu-
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ally to reduce computational costs, before being assembled into a complete,
unwrapped interferogram. A more thorough description of snaphu is given in
[40].

After successful phase unwrapping is performed, the slant range displacement
can be calculated as

3unw =
_

4c
k (3.11)

3unw is given in units meters. The displacement can then be used to calculate
the flow speed as

E =
3unw

C
(3.12)

where C is the temporal baseline, given in units days.

As the phase value measured by interferometry is a difference, and not an
absolute value, the corresponding velocities are not absolute values. Instead,
the velocities are measured relative to an arbitrary point in the image. By
choosing a point with known velocity, such as stable ground, the absolute value
of the velocities can be obtained [6].

3.7 Multiple Aperture InSAR

A major drawback of DInSAR for measuring surface displacement is that it
can only be used to measure displacement in the slant range direction unless
interferometric pairs from ascending and descending passes are available. A
method for solving this limitation is the MAI method. In MAI, the synthetic
aperture is split in azimuth direction which creates a forward- and backward-
looking interferogram with slightly different line of sight (LOS). Taking the
difference between the two interferograms results in a phase value that is
proportional to the displacement in azimuth [43].

Assuming that the squint angle and beam width are small, the phase can be
estimated as

qaz ≈
2cUG
_

=
2c
;
G (3.13)
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as the beam width can be approximated as U ≈ _
;
, where ; is the length of the

antenna and G is the displacement in azimuth direction [43].

The MAI method produces the phase component of the azimuth displacement
directly, as the topographic phase and the range and vertical phase contributions
are equal in both the forward- and backward-looking interferograms, and
therefore cancel each other out. Similarly, the neutral atmospheric contributions
can also be assumed to cancel each other out [43]. As well as measuring the
azimuth displacement component, MAI can also be used for detecting the
presence of azimuth streaks [44].

3.8 Offset Tracking

Offset tracking, also known as image matching or template matching, is an
established technique for measuring glacier flow [4], which can either be
used to measure the velocity by itself or for estimating the azimuth velocity
component for combination with DInSAR measurements [5]. If the coherence
between SAR images is sufficiently high, the speckle pattern of the reference
and secondary image is correlated. The speckle pattern can then be tracked,
which is referred to as speckle tracking. Offset tracking can also be based on
intensity tracking, where surface features such as crevasses and rock debris is
tracked. This is particularly useful in situations where coherence is low, as this
both limits the performance of DInSAR and speckle tracking.

Offset tracking is based on looking for similarities between patches in the
images. As with InSAR techniques, the reference and secondary image needs
to be coregistered with subpixel accuracy before offset tracking can be applied.
After coregistration is performed, the reference and secondary images are
divided into smaller patches, with the patch size in the reference image being
smaller than or equal to the patch size in the secondary image. For every patch
in the reference image, the normalized cross-correlation (NCC) with every
patch in the secondary image is calculated [4]. NCC is calculated as

NCC(8, 9) =
∑
:,; (A (8 + :, 9 + ;) − `A ) (B (8 + :, 9 + ;) − `B)√∑

:,; (A (8 + :, 9 + ;) − `A )2
∑
:,; (B (8 + :, 9 + ;) − `B)2

(3.14)

where (8, 9) is the position of the search patch in the search image, (:, ;) is the
position in the reference patch, A is the pixel value from the reference patch, B
is the pixel value from the search image, `A is the mean value of the reference
patch and `B is the mean value of the search image.
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This results in a 2-D correlation surface,where the correlation peak corresponds
to a match. Sub-pixel accuracy can be achieved by fitting a function, such as
a Gaussian or a quadratic, to the neighbourhood around the peak [45]. The
distance between the patch in the reference image and the peak can then be
calculated to estimate the displacement between the images. This method for
estimating offsets follows a similar procedure as the CC based coregistration
technique.

Calculating NCC requires gliding each patch in the reference image with every
patch in the secondary image. This is in essence a convolution operation,
and is computationally expensive. The computational costs can be reduced by
computing the CC in the frequency domain. Calculating the CC in the frequency
domain is more efficient as this only involves cross-multiplying the reference
image with the secondary image, which follows from the convolution theorem.
CC in the frequency domain is calculated as

CC(8, 9) = F −1 (�8 9 (D, E) �̄ (D, E)) (3.15)

where �8 9 (D, E) is the FFT of the patch in the reference image and� (D, E) is the
FFT of the search image. The denominator in Eq. 3.14 can be estimated from
the mean and variance of the patch in the reference image, which can be used
to estimate NCC from the Fourier based CC. This is referred to as Fourier-based
NCC [46].

A crucial parameter in offset tracking is the size of the search and reference
patches. When determining the size of these patches, a trade off between
the spatial resolution and the chance of getting a good match has to be made.
Choosing a larger patch size means that more pixels are included when comput-
ing the NCC, which increases the chances of getting a good match. The larger
patch size also means that there will be fewer displacement measurements,
and that each measurement will cover a larger area. This results in a coarser
displacement map.

Offset tracking can be a useful alternative to DInSAR for measuring displace-
ment in situations where the displacement of features exceeds the maximum
detectable displacement from DInSAR. In cases where strong velocity gradi-
ents are present, offset tracking can also perform better than DInSAR as phase
unwrapping algorithms may be unable to resolve these gradients [47]. The
downside of using offset tracking instead of DInSAR is that offset tracking
produces coarser velocity maps with lower accuracy than DInSAR [48] [49].
DInSAR also performs better than offset tracking when measuring the velocity
of slow moving glaciers, as well as glaciers containing small scale velocity
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gradients [47].

3.9 Displacement

From Eq. 3.4 it can be seen that the interferometric phase is only sensitive to
LOS displacement. DInSAR can therefore only be used to measure displace-
ment in the slant range direction. As such, additional measurements in different
directions are required to estimate the full 3-D velocity field. If interferometric
image pairs from both ascending and descending orbits are available, this can
be used to estimate the full 3-D (azimuth, range, vertical) velocity field by
generating azimuth and slant range components from both ascending and de-
scending passes [50]. Alternatively, the 3-D velocity field can also be estimated
from velocity measurements in two directions, by assuming surface parallel
glacier flow. Measurements in both azimuth and slant range can be obtained by
combining DInSAR with MAI or the azimuth component from offset tracking
[5].





4
Glaciers and Study Area
The necessary theory on glaciers for this study will be presented in this chap-
ter, as well as a description of the study area. A description of the glaciers
Kongsvegen and Kronebreen will also be given.

4.1 Glacier Theory

A glacier is a body of ice formed by the compression of snow, as the snow is
accumulated over several years. Due to the influence of gravity and the relative
softness of the glacier ice, glaciers can flow similar to a slow moving river. This
is referred to as plastic deformation. In addition, glaciers that are not frozen to
the glacier bed also move by sliding. As water acts as a lubricant between the
glacier and its bed, movement by sliding increases during the melting season
of a glacier. Generally, the magnitude of the glacier flow speed is highest in the
central part of the glacier and decreases towards the the sides of the glacier.
The flow speed is also highest at the glacier surface and decreases towards
the bed of the glacier because of increased friction though this effect is not
as significant for glaciers where sliding is the dominant movement form. Due
to the tension in the glacier ice caused by movement, fractures in the ice can
form. These fractures are referred to as crevasses [10].

The mass balance of a glacier is the sum of the mass added to the glacier
(accumulation) and the mass lost (ablation). The area of a glacier where the
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annual mass balance is positive is called the accumulation zone, while the
area where the annual mass balance is negative is referred to as the ablation
zone. The boundary between these zones is called the equilibrium line, and the
altitude of the equilibrium line is referred to as the equilibrium line altitude
(ELA). The main source of mass increase for glaciers is precipitation in the
form of snow, but avalanches, rime formation and freezing of rain can also be
sources of accumulation. Ablation is the collective term for all processes were
a glacier loses mass. Surface melting and sublimation are common ablation
processes for all glaciers [10]. For tidewater glaciers, which are glaciers that
terminate in a body of water, calving and submarine melting are additional
major sources of mass loss. These processes are collectively referred to as the
frontal ablation rate, as they occur near the front of the glacier [51]. The front,
or terminus, of a glacier is the lowest end of the glacier [52]. Normally, glacier
fronts retreat and advance periodically, depending on the balance between
accumulation and ablation. This is the case for most glaciers in the world [52].
Glaciological processes relevant for tidewater glaciers can be seen in Figure
4.1.

Figure 4.1: Illustration of key processes for a tidewater glaciers. The accumulation
and ablation zones are highlighted, as well as processes in each zone. The
transformation from snow to glacier ice is also illustrated. Modified from
[53].
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4.1.1 Surge Type Glaciers

While most glaciers have fronts that retreat and advance periodically with
changes in climate, a small portion of the worlds glaciers exhibit what is
known as surging behaviour. A surge refers to a sudden, large increase in the
velocity of a glacier accompanied by an advance of the glacier front. Glaciers
that undergoes surges are known as a surge type glaciers or a surging glaciers.
Surge type glaciers have two phases: the quiescent phase, where the glacier
is characterized by low flow speeds, and the surge phase, where the flow
speed of the glacier is high. During a surge, flow speeds can increase by ten
to one hundred times the flow speed during its quiescent phase. The surge
phase often lasts for a relatively short period of time, from several months to
several years, while the quiescent phase often lasts for a long period of time.
In Svalbard, quiescent phases usually last from 50 to 500 years [10]. Leading
up to a surging event, Svalbard surge type glaciers have been shown to have
a steady increase in flow speed magnitude. This period typically lasts a few
years, and is followed by a months long period of large increases in flow speed
[48]. Surge type glaciers in Svalbard have previously been studied using both
DInSAR and offset tracking [5][8].

4.2 Study Area

Svalbard is an archipelago situated between 74° and 81° North that contains
over 2100 glaciers, covering roughly 60% of its land area. A portion of the
glaciers in Svalbard are surge type glaciers, with estimates ranging from 13%
to over 90% of the total amount of glaciers exhibiting surging behaviour [54].
One such Svalbard surge type glacier is Kongsvegen, which will be the main
focus of this study. Flow speed measurements on Kongsvegen’s neighbouring
glacier, Kronebreen, will also be made for comparisons, as Kronebreen has a
high flow speeds, contrasting the slow movement of Kongsvegen. Both glaciers
can be seen in Figure 4.2.

4.2.1 Kongsvegen and Kronebreen

Kongsvegen and Kronebreen are two of the four glaciers situated near Ny-
Ålesund where mass balance is measured annually by the Norwegian polar
institute (NPI) using stakes in the ice to measure accumulation and ablation.
The mass balance of Kongsvegen and Kronebreen has been measured since 1987
and 2003 respectively, with both glaciers exhibiting a negative mass balance in
these periods [55]. Kongsvegen shared the same front as Kronebreen in the past,
but as the front of Kongsvegen has had a large retreat in recent years their fronts
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have been separated [56]. A largemedialmorainemarks the boundary between
Kongsvegen and Kronebreen [57]. While Kronebreen has a crevassed surface,
particularly near the front, the surface of Kongsvegen is almost featureless.
This can be seen in Figure 4.2, where the surface of Kongsvegen is almost
completely smooth and covered in snow while the surface of the lower part of
Kronebreen is bare ice without any smooth regions.

The Kongsvegen drainage basin is composed of two main tributaries, Kongsve-
gen and Sidevegen, and has a total area of approximately 102 km2 [57].
Kongsvegen is currently in its quiescent phase, with its last surge occurring
in 1948. Since this surging event, the front of Kongsvegen has retreated over
4 km. The mean surface velocity of Kongsvegen was found to be 2 − 3m a−1

for the period 1987-1997 [58]. In the last few years, in-situ measurements have
indicated an acceleration of Kongsvegen’s flow speed (see Figure 5.3 and Figure
5.4). This will be further discussed in section 5.2.

Kronebreen is a fast flowing tidewater glacier, that actively calves in Kongsfjor-
den. Schellenbreger et al. (2015) found a peak summer flow speed of 3.2m d−1

for Kronebreen in 2013 [56], which is considerably higher than the flow speeds
seen on Kongsvegen. The total area of Kronebreen and its drainage baisins,
Holtedahlfonna and Infantfonna, was found to be ∼390 km2. A surging event
on Kronebreen has never been observed, but one likely occurred around the
turn of the 20th century [59]. Kronebreen has previously been successfully
studied with both X- and C-band offset tracking [51] [56] and C-band InSAR
[60].
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Figure 4.2: Overview of Kongsvegen and the nearby glaciers Kronebreen and Sideve-
gen seen in a Sentinel-2 image from 24.08.2020. The mass balance stakes
for in-situ measurements of annual or seasonal displacements are shown
as red dots, and the morraine separating Kongsvegen and Kronebreen is
marked with the letter "A". © Copernicus data (2020).





5
Data
This chapter contains descriptions of the data used. The two types of data used
in this study are remote sensing data (ALOS-2) and in-situ data (GPS stake
measurements). A description of the ALOS-2 data will be given first, followed
by a description of the in-situ data.

5.1 ALOS-2

The data used in this study is from the ALOS-2 mission, launched by the
Japanese space agency (JAXA) in 2014. ALOS-2 carries the PALSAR-2 sensor,
which is an L-band (wavelength: 22.9 cm) SAR system. ALOS-2 is in a sun-
synchronous orbit at an altitude � ≈ 628 km, with a revisit time of 14 days
[61]. The specifics for the different imaging modes can be found in Table 5.1.
One of the scenes used in this study, converted to GRD format can be seen in
Figure 5.1.

The data used in this project were SLC images acquired in 2015, 2018 and 2019.
The data acquired in 2015 was High-sensitive mode Full (Quad.) polarimetry
data, from right-looking descending passes. The data acquired in 2018 and
2019 was Fine mode dual polarization (HH and HV) data, from right-looking
ascending passes. See Figure 5.2 for an overview of the area covered by the
different scenes. Data specifics for each image pair can be found in Table 5.2
and Table 5.3. As the acquisition mode of the 2018-2019 data differed from the
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Figure 5.1: Speckle filtered GRD image of the HH channel displayed on dB scale. The
scene used was acquired on 11.02.2019 (see Table 5.2). Kongsvegen and
Kronebreen are highlighted, as well as Ny-Ålesund for context. The image
is displayed in geographical coordinates.

Table 5.1: ALOS-2 PALSAR-2 imaging modes. Single polarization (SP): HH or HV or
VV, dual polarization (DP): HH and HV or VV and VH, quad polarization
(QP): HH, HV, VH and VV [62]. The imaging modes used in this study are
marked with a bold font.

Imaging
mode

Mode Pixel reso-
lution [m]

Spatial cover-
age [km]

Channels

Spotlight - 3 × 1 25 × 25 SP
Ultrafine 3 × 3 50 × 50 SP/DP

Stripmap High sensi-
tive

6 × 6 50 × 50 SP/DP/QP/CP

Fine 10 × 10 70 × 70 SP/DP/QP/CP
ScanSAR Normal 100 × 100 350 × 350 SP/DP

Wide 60 × 60 490 × 490 DP/DP

acquisition mode of the 2015 data, the data is separated into two tables. The
data was ordered from JAXA in 2021, and therefore has the latest updates for
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calibration parameters [63]. Only the HH channel of the data was used, as
this channel preserves amplitude better and has a higher SNR than the other
channels over glacier ice [47]. All available image pairs as of January 2021, with
a time separation of 42 days or less, that could enable InSAR analysis over the
two chosen glaciers were included in this analysis.

Table 5.2: 2018-2019 image pairs. �= denotes the perpendicular baseline. \ is the look
angle in the middle of each scene.

Pair 1 Pair 2 Pair 3 Pair 4
Reference 12.02.2018 30.03.2018 14.06.2018 11.02.2019
Secondary 26.02.2018 13.04.2018 28.06.2018 25.02.2019
Temporal
baseline

14 days 14 days 14 days 14 days

Image size 18266 × 9990 21348 × 8742 21114 × 10226 18266 × 9990
�= −132.95 m −29.33 m −59.50 m −70.30 m
\ [°] 36.336 31.446 40.620 36.333
Spatial reso-
lution [m2]

3.95 × 7.24 3.38 × 8.22 3.42 × 6.59 3.95 × 7.24

Table 5.3: 2015 image pairs. �= denotes the perpendicular baseline. \ is the look angle
in the middle of each scene.

Pair 5 Pair 6 Pair 7 Pair 8
Reference 04.01.2015 01.02.2015 15.03.2015 25.10.2015
Secondary 01.02.2015 15.03.2015 26.04.2015 06.12.2015
Temporal
baseline

28 days 42 days 42 days 42 days

Image size 23023 × 6032 23023 × 6032 23023 × 6032 23023 × 6032
�= −57.62 m −337.21 m −101.28 m −176.39 m
\ [°] 19.814 19.807 19.804 19.801
Spatial reso-
lution [m2]

3.14 × 8.44 3.14 × 8.44 3.14 × 8.44 3.14 × 8.44

5.2 In-situ Data

The in-situ data used in this study is repeated GPS measurements of stakes
collected between 2004 and 2020. The stakes are measured annually in Au-
gust/September. In addition,measurements were made for the summer periods
in 2018, 2019 and 2020. The summer period flow speeds are made by measur-
ing the position in April and calculating the difference between this position
and the position in August/September. For the years 2018, 2019 and 2020 the
ratios between the summer average speeds and the yearly average speeds were
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Figure 5.2: Map with the scenes used, and some key locations highlighted for spatial
context. The rectangular windows show the areas imaged in each scene.
The different swaths are highlighted with different colors. The red arrow
indicates the heading for the images highlighted in red, the purple arrow
indicates the heading for the images highlighted in blue, green and pink,
and the black arrow indicates the heading for the images highlighted in
black. The range directions are not included, but as the scenes are acquired
from a right looking pass, range direction is to the right of the heading
(see Figure 2.1). The background map is created from the "S100 Raster"
from NPI [64]. The corresponding image pairs to the dates can be found
in Table 5.2 and 5.3.

1.33, 1.57 and 1.21 respectively. This suggests that Kongsvegen has a higher
flow speed in the summer than in the winter (see Figure 5.4).

From Figure 5.3, a gradual increase in flow speeds, particularly in the upper
part of Kongsvegen, can be seen. The overall shape of the flow speed profile
seems consistent, while the magnitude of the flow speed is gradually increasing.
This is in line with previous observations of onsets of glacier surges in Svalbard,
which suggests that a surging event on Kongsvegen is imminent [48].

5.2.1 Meteorological Data

Meteorological data from the Ny-Ålesund meteorological station is included
for discussing the performance of DInSAR and offset tracking on pair 3, which
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Figure 5.3: Time series of the flow speed profile on Kongsvegen, from in-situ data.

Figure 5.4: Figure showing the flow speeds averaged over the whole flow speed profile
±1f (standard deviation). The lines show the average flow speed over a
whole year, while the dots show the average flow speed over the summer.

will be presented in section 8.2.4. The data included is daily average, minimum
and maximum temperatures and precipitation from the period June 15th - June
28th. This can be seen in Figure 5.5.
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Figure 5.5: Figure showing selected meteorological conditions in Ny-Ålesund for the
period June 15th - June 28th. In figure (a) the daily average temperature, as
well as daily maximum and minimum temperatures are shown. In figure
(b), daily precipitation is shown. Retrieved from seklima.met.no [65].



6
Methods
A thorough description of the different methods used for measuring flow speeds
will be given in this chapter, based on the background theory on InSAR, MAI
and offset tracking presented in chapter 3. For the DInSAR method (section
6.1) this includes the methods for producing interferograms and transforming
these to displacements. In section 6.2 the method for determining the azimuth
velocity component using MAI will be presented. Following this, the procedures
for performing offset tracking will be presented in section 6.3. Finally, the gen-
eration of velocity fields and flow speeds from DInSAR, MAI and offset tracking
will be presented in section 6.4 while section 6.5 will present the methods used
for evaluating error sources in the measurements obtained.

6.1 DInSAR Workflow

In this section the methods for testing the performance of different algorithms,
determining what operations are required and determining optimal param-
eters for DInSAR are described. The workflow for generating displacement
measurements using DInSAR is illustrated in Figure 6.1, where each of the
different stages are explained in the subsections below. Unless otherwise is
stated, all operations in the DInSAR workflow were performed in SNAP.
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Figure 6.1: Schematic illustration of the interferometric workflow. The red boxes
indicate input/output, the orange boxes indicate operations performed in
SNAP and the green box indicates operations performed outside of SNAP.
The details for the operations are described in section 6.1.

6.1.1 Coregistration

As precise coregistration is crucial for InSAR, several coregistration procedures
were tested. The coregistration techniques tested were CC based coregistration,
DEM-assisted coregistration and DEM-assisted coregistration with CC, which
were the coregistration methods available in SNAP. To compare the perfor-
mance of each coregistration method, the coherence image is used. An example
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of this can be seen in Figure 6.2. For the DEM-assisted coregistration, the Arc-
ticDEM [66] projected in geographic coordinate system WGS 84 (EPSG:4326)
was used.

Figure 6.2: Comparison of the coherence for pair 4 (February 2019) from the different
coregistration methods used: CC based coregistration (a), DEM-assisted
coregistration (b) and DEM-assisted with CC (c). The images are multi-
looked 2 times in azimuth and displayed in radar coordinates.

Visual inspection of the coherence images produced with the different coregis-
tration methods (Figure 6.2) was used to determine which method produced
the best results. If visual inspection was not adequate for choosing one method
over another, the average coherence value was used as a criterion [27]. The
reason for not using the average coherence value as the primary decision crite-
rion was that isolated regions of low or high coherence could greatly impact
the average value, giving an inaccurate representation of the overall coherence
in the image.

The average coherence values can be seen in Table 6.1. The DEM does not
contain values over open water and these areas were therefore not included
in the coherence images from the DEM based coregistration methods. For this
reason the open water areas were also removed from the analysis using the CC
based method. The open water areas can be seen as the white regions in the
coherence images.

Table 6.1: Average coherence ±1 SD for the different coregistration methods tested
on pair 4 (February 2019).

Coregistration
method

Cross-
correlation

DEM-assisted DEM-assisted
with cross-
correlation

Average coher-
ence

0.508 ± 0.229 0.411 ± 0.208 0.506 ± 0.227

In Figure 6.2 (b) low coherence regions can be seen in the top part of the
coherence image from the DEM-assisted coregistration. This was not present
for the other methods. This method was therefore discarded from further
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analysis in this thesis. The average coherence from this method was also the
lowest out of the three. The coherence images from CC based coregistration
and DEM-assisted with CC based coregistration visually looked similar, and the
difference in average coherence and SD for the two methods was negligible.
The GCP movement was therefore used for determining which coregistration
method to proceed with.

To evaluate if the glacier flow between the reference and secondary image
had an impact on the coregistration, the movement of the GCPs from the CC
based coregistration algorithm was extracted. This can be seen in Figure 6.3.
The arrows indicate the GCP movement used to estimate the coefficients in Eq.
3.1. The GCP movement in Figure 6.3 (a) is much larger than in 6.3 (b). This
is because the reference and secondary images are already coregistered with
the DEM-assisted method in 6.3 (b), and so the CC based coregistration only
does minor coregistration adjustments. In 6.3 (b) several of the GCPs have
movement close to 0 (white arrows), but there is an almost uniform movement
downwards in the top half of the image. Glacier movement does not appear
to have a big impact on the coregistration from either method, but least in
the DEM-assisted with CC, as almost all the vectors with significant magnitude
were pointing straight down. Most of the GCPs in this method also appear to be
on stable ground, whereas more appears to be on glaciers from the CC method.
The higher average coherence from this method could therefore be a result of
overfitting, if some glacier movement was used for coregistration.

For the CC based coregistration, a 128 × 128 patch size and an oversampling
factor of 4 in both azimuth and range was used for the coarse coregistration.
For the fine coregistration, a patch size of 32 × 32 and an oversampling rate
of 16 was used, with a coherence threshold of 0.6. For both the coarse and
fine coregistration, up to 2000 GCPs were used. The transform function was a
first order polynomial, and cubic convolution with six points was used for inter-
polation. A root mean square (RMS) threshold of 0.05 on the pixel accuracy
of the coregistration was used. For the DEM-assisted coregistration, bilinear
interpolation was used for resampling the DEM to radar coordinates and for
resampling the secondary image to the reference image geometry.

6.1.2 Interferogram Formation

When forming the interferogram, the flat Earth phase contribution from Eq.
3.3 was removed using a 5th degree polynomial, estimated from the orbit state
vectors. The topographic phase contribution was not removed as an error was
present in the topographic phase removal operator in SNAP [67]. This error
remained unsolved for the duration of this project. The implications this had
for the results will be discussed in section 8.2.1.
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Figure 6.3: GCPmovement from normal CC based coregistration (a) and DEM-assisted
with CC coregistration (b) on pair 4 (February 2019). The vectors are dis-
played in unit length, with the colorbar indicating magnitude. The back-
ground image is the intensity image of the image acquired on 11.02.2019.
The images are displayed in radar coordinates.

The operator used for producing the interferogram in SNAP also has the option
of producing the corresponding coherence image. This is useful for an early
indication of the quality of the interferogram.

6.1.3 Noise filtering

After the interferograms were produced, the Goldstein phase filter was applied
to reduce phase noise. The size of the patches in the filter were 64 × 64 pixels
and the filter parameter, U , was set to 1.

multi-looked was also applied to the interferograms. The wrapped phase of
the pairs 1 - 4 data was multi-looked 2× 1 times, producing square pixels with
a resolution of 7.39 × 7.39m2 for pairs 1 and 4, 7.90 × 7.90m2 for pair 2 and
6.83 × 6.83m2 for pair 3. Pairs 5-8 were multi-looked 3 × 1 times, producing
square pixels with a resolution of 9.43 × 9.43m2. The different multi-looking
levels were due to the different image sizes (see Table 5.2 and Table 5.3).
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Figure 6.4 shows a comparison between an unfiltered interferogram (Figure
6.4 (a)) and a filtered and multi-looked interferogram (Figure 6.4 (b)) from
pair 4.

Figure 6.4: Raw (a) and filtered (b) interferogram computed from pair 4 (February
2019). The filtered interferogram was filtered with the Goldstein phase
filter and multi-looked 2 times in azimuth. The uniform green regions
in (b) are ocean areas, where no coherent phase was obtained. Note the
difference in the y-axis of the two images. The images are displayed in
radar coordinates.

Atmospheric Effects

No correction for neutral atmospheric effects were made, as SNAP offered no
such software packages, and implementing the required methods was deemed
to be beyond the scope of this study. Moreover, no designated step for correcting
ionospheric azimuth streaking was included either, which affected some of the
image pairs.

6.1.4 Phase Unwrapping

The software snaphu was used for performing the phase unwrapping. Several
configurations were tested, to optimize the parameter settings in the initial-
ization algorithm. The parameters evaluated were the number of tiles, the
statistical cost mode, the tile cost threshold (TCT) and the overlap between
adjacent tiles. Snaphu has four different options for the statistical cost mode
used: DEFO, TOPO, SMOOTH and NOSTATCOSTS. Only DEFO and SMOOTH
were tested, as TOPO is designed for topography measurements while NOS-
TATCOSTS is intended for initialization purposes [42].



6.1 dinsar workflow 45

The performance of the unwrapping algorithm for the different configurations
was evaluated by visual inspection of the unwrapped interferograms. Ideally,
the unwrapped interferogram should be smooth, without the presence of block-
like features. The parameters in snaphu were then tuned manually to find the
parameters that resulted in the smoothest interferogram. Different amounts
of tile overlap were not tested, as this parameter is only used for "stitching"
together the tiles after individual unwrapping. The tile overlap should therefore
be kept low, as computational costs increase with a larger overlap, and the tile
overlap was therefore set to 100. The procedure for determining the remaining
parameters is presented in the subsections below.

Number of Tiles

As the tiling process is only performed to reduce computational costs, and the
reassembling of adjacent tiles is a challenging operation, the number of tiles
should be kept as low as possible to reduce errors in the unwrapped interfer-
ogram. The unwrapped interferograms computed from different numbers of
tiles can be seen in Figure 6.5, where prominent block-like features or discon-
tinuities are highlighted by black boxes. All tile numbers produced block like
features to some degree. This was most prominent in the top right corner of
the interferograms, but as this region corresponds to ocean, which contains no
coherent phase it can be discarded from the evaluation process. Unwrapping
the interferogram with 3 × 3 tiles introduced a horizontal line which can be
seen in the black box in Figure 6.5 (a). For the unwrapped interferograms
with 10 × 10 and 20 × 20 tiles, a region of discontinuities can be seen in the
black boxes in Figure 6.5 (c) and (d). Of the selected number of tiles, 5 × 5
tiles produced the smoothest interferogram (Figure 6.5 (b)), with block-like
features mainly occurring over ocean areas.

Tile Cost Threshold

A comparison between TCT values 0, 500 and 1000 can be seen in Figure 6.6.
For TCT 0, discontinuities between the adjacent tiles were introduced, which
can most clearly be seen in the yellow/red region, marked by a black rectangle
in Figure 6.6 (a). A clear vertical line was introduced in the top half of the
unwrapped interferogram computed with TCT 1000. This is marked by the
arrow in Figure 6.6 (c). TCT 500 was therefore selected as the TCT value to
proceed with, as this produced the least amount of discontinuities.
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Figure 6.5: Unwrapped interferograms from pair 4 (February 2019) computed with
3 × 3 tiles (a), 5 × 5 tiles (b), 10 × 10 tiles (c) and 20 × 20 tiles (d).
Discontinuities are highlighted by black boxes. The initialization mode
was MCF, the statistical cost mode was DEFO and the TCT was 500. The
images are displayed in radar coordinates.

Figure 6.6: Unwrapped interferograms from pair 4 (February 2019) computed with
TCT 0 (a), 500 (b) and 1000 (c). Regions of discontinuities are highlighted
by a black rectangle (a) and an arrow (c) The number of row and column
tiles was 5, the initialization mode was MCF and the statistical cost mode
was DEFO. The images are displayed in radar coordinates.
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Statistical Cost Mode

The statistical cost modes SMOOTH and DEFO were also compared. The un-
wrapped interferograms produced with the different statistical cost modes can
be seen in Figure 6.7. DEFO produced a generally smooth unwrapped interfer-
ogram, with clear areas of displacement (Figure 6.7 (a)). In the unwrapped
interferogram computed with SMOOTH, some edges were introduced, marked
by arrows in Figure 6.7 (b). Also, the displacement appears visually smoothed
out in this interferogram. DEFO mode was therefore selected as the optimal
statistical cost mode. As the SMOOTH mode is best suited for smooth interfero-
grams without discontinuities [42], which is not the case in the interferograms
produced, this was as expected.

Figure 6.7: The unwrapped interferograms from pair 4 (February 2019) produced with
the two different statistical cost modes, DEFO (a) and SMOOTH (b). The
number of row and column tiles was 5, the initialization mode was MCF
and the TCT was 500. The images are displayed in radar coordinates.

Initialization Mode

Both initialization methods produced similar unwrapped interferograms that
were generally smooth, see Figure 6.8. Overall, the results from the two initial-
ization methods were consistent. This can be seen from Figure 6.8 (c), which
shows the difference between the unwrapped interferograms computed with
each initialization mode. The difference was equal or close to 0 for most of the
image, indicating that they produce similar results. The MCF was therefore
selected as the initalization mode, as this is the default mode in SNAP.
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Figure 6.8: Unwrapped interferograms from pair 4 (February 2019) using the two
initialization methods, MCF (a) and MST (b), as well as the difference
between the two results (c). The number of tiles was 5, the statistical cost
mode was DEFO and the TCT was 500. The images are displayed in radar
coordinates.

6.1.5 Orbital Error Correction

As the orbit data contained in ALOS-2 data is not precise, but calculated from the
raw on board GPS data, orbital fringes were present in the interferograms [68].
Orbital error corrections were therefore applied, as no precise orbit data was
available. There is no built-in function for performing orbital error correction
in SNAP, so the corrections were applied externally in Python. The methods
for computing the phase ramps introduced by the orbital errors described in
section 3.4 were implemented in Python based on descriptions from [36, 37, 38].
The corrected unwrapped interferograms were then imported to SNAP for
georeferencing. For both techniques, the whole unwrapped phase image was
used for estimating the ramp coefficients.

To aid in determining which model produced the best results, the performance
over stationary ground, such as mountains, was evaluated. This was done by
masking out the glaciers in the deramped images, and assessing to what degree
displacement occurred over stable features. The glacier mask used was a subset
of the glacier shapefile from the S100 Map Data from NPI [69]. As the mask
was geocoded, the deramped images were georeferenced before the mask was
applied. The performance over stable ground from both methods is shown in
Figure 6.10.

Some regions of significant displacement over stable ground are marked in
Figure 6.10. Relatively large displacements over stable ground could be seen
in the bottom corners and the top right corner in Figure 6.10 (b) which were
not present in Figure 6.10 (a). There were however larger displacements in
the centre part of Figure 6.10 (a) than in Figure 6.10 (b), but overall the
performance over stable ground appeared better for the linear spatial method
than for the quadratic method. The linear spatial methodwas therefore selected
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Figure 6.9: The phase ramps (top row) and corresponding corrected unwrapped
interferograms (bottom row) using the linear (a, c) and quadratic (b, d)
spatial methods on pair 4 (February 2019). The images are displayed in
radar coordinates.

as the orbital error removal method for all image pairs. In addition to errors
in orbital error correction, some of the displacement over stable ground is also
likely attributable to the remaining topographic phase component. This will
be discussed further in section 8.2.1.

6.1.6 Georeferencing

After the orbital error correction was applied, the unwrapped phase measure-
ments were georeferenced using the Range Doppler Terrain Correction operator
in SNAP. By georeferencing the measurements, they were converted from radar
coordinates to geographical coordinates. This was necessary for comparisons
between displacement measurements from the different image pairs, as well
as for the comparison with the in-situ data. The ArcticDEM [66] projected to
WGS 84 (EPSG:4326) was used for the RD terrain correction.
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Figure 6.10: Performance over stable ground using the linear spatial method (a) and
quadratic spatial method (b) on pair 4 (February 2019). Regions of
significant displacement are marked. The images are georeferenced and
displayed in geographical coordinates.

6.1.7 Phase to Displacement

The unwrapped, orbit corrected and georeferenced phase was converted from
phase values to slant range displacement using Eq. 3.11.

6.2 Multiple Aperture InSAR

For generating the azimuth velocity component the coregistered SLCs were
bandsplit in azimuth to create backward- and forward looking interferograms.
These were subtracted to create an MAI-interferogram as described in [43]1.
Multi-looking was applied to the MAI interferograms to increase the SNR, with
the added drawback of a lower spatial resolution. The SNR of the interferograms
was estimated as

(#' =
`2

f2 (6.1)

where ` and f is the mean and standard deviation over a given region. To get
a good estimate of the noise presence, a region assumed to contain a constant
phase value was selected.

1. The data processing of SLC pairs to MAI interferograms was carried out by Jelte van
Oostveen at the Norwegian Research Centre (NORCE).
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MAI measurements were only included for pairs 1, 2 and 4 (see section 7.1).
Image pairs 1, 2 and 4 were multi-looked 8 × 16, 7 × 18 and 8 × 16 times
respectively, which produced square pixels with resolutions 63.23 × 63.23m2,
60.93×60.93m2 and 63.24×63.24m2. A different number of looks was applied
to pair 2 to achieve a similar spatial resolution as pairs 1 and 4. The multi-looked
MAI interferogram from pair 4 can be seen in Figure 6.11 (b). The multi-looked
greatly reduced the amount of noise in the interferograms, increasing the SNR
from (#'raw = 0.010 in the unfiltered interferogram to (#'ML = 0.207 in
the multi-looked interferogram. The island in the region of open water in the
bottom left corner of Figure 6.11 (a) and Figure 6.11 (b) was used to calculate
the SNR, as the island should be stable ground such that movement within the
scene was separated from the SNR estimation. After multi-looking, the azimuth
velocity component from MAI was georeferenced.

Figure 6.11: Azimuth velocity measurements from the unfiltered MAI interferogram
(a) and azimuth velocity measurements multi-looked with 8 × 16 looks
(b) from pair 4 (February 2019). Note the difference in the y-axis of
the images. The black rectangle in (a) marks the region used for SNR
estimation. Both images are displayed in radar coordinates. Note the
difference in the x- and y-axes of the images.

6.3 Offset Tracking

The third method used in this thesis for displacement measurements was
offset tracking. Offset tracking was performed on intensity images derived
from the coregistered SLC stacks created in the interferogram processing
chain (see section 6.1.1).The offset tracking software used in this study, Icedrift,
was implemented in-house based on an offset tracking method developed at
the Alfred Wegener Institute (AWI) [70][71][72]. The software was primarily
developed to measure sea ice drift, but can also be used for measuring glacier
flow.
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Before the offset tracking algorithmwas applied to the image pairs, the intensity
images were converted to dB scale to enhance surface features. For performing
offset tracking, a modified version of Icedrift was used, where NCC was used
to find the maximum correlation peak.

As the offset tracking was performed on the images in radar coordinates,
the resulting velocity measurements had to be georeferenced in order to be
compared to the InSAR measurements. Georeferencing was performed using
the Georeferencer plugin in QGIS, where pixels are assigned coordinates in
the unprojected raster, specifying a target coordinate system and using a
transformation function to project the raster. The corners of the unprojected
rasters and the scene outlines shown in Figure 5.2 were used for assigning
coordinates to pixels. The corners were selected as the geographical coordinates
were extracted manually, and corners are easily identifiable features. A first
degree polynomial was used for projecting the raster. This is in essence the
same procedure as the resampling procedure in the CC based coregistration
method. The georeferencing was not of high precision, as only four points
were used for determining the projection parameters, but as the offset tracking
results has a significantly coarser resolution than the original SAR images and
the InSAR results, high precision was not required.

After the displacement measurements were made, unrealistic measurements,
from here on referred to as outliers, were removed. This was done in two
steps: an initial removal of values exceeding a set threshold, followed by a
3 × 3 median filter. The initial threshold was set significantly higher than any
expected glacier movement (9999 pixels), while the median filter was used for
removing local discontinuities. If the filtered velocity field still contained some
isolated outliers, these were removed manually by a second threshold.

For all pairs, a 50 % overlap between adjacent patches was used. A threshold
on the correlation between matches was set to 0, meaning that as long as
there was a positive correlation between patches the match was accepted. The
patch sizes for each pair had to be determined individually, as factors such as
temporal baselines and image resolution had to be taken into consideration
for this. A patch size of 50 × 50 was used on pairs 1, 2 and 4. For these pairs,
this patch size was deemed to be a reasonable compromise between spatial
resolution and coverage of matches. To achieve approximately square images,
the measurements were averaged 2 times in azimuth,which resulted in a spatial
resolution of 184.8 × 184.8m2, for pairs 1 and 4, and 180.1 × 180.1m2 for
pair 2. For pairs 5-8, a larger patch size of 100 × 100 was used. The resulting
measurements were averaged 4 times in azimuth to produce approximately
square pixels, with a spatial resolution of 444.4 × 444.4m2.

As the offset tracking was applied to the images in radar coordinates, the
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resulting velocity field could be written as

\ = +OT-srâ'0 ++OT-azâ�I (6.2)

where (â'0, â�I) are the unit vectors in range and azimuth and (+OT-az,+OT-sr)
are the azimuth and slant range components of the velocity field from offset
tracking. The flow speeds from offset tracking could then be calculated as

+OT =

√
+ 2
OT-az ++ 2

OT-sr (6.3)

Offset tracking was attempted to measure the slant range and azimuth compo-
nents of the velocity field for the image pairs with low coherence. It was also
applied to the image pairs with sufficiently high coherence for DInSAR and
MAI measurements, for comparisons between the techniques.

6.4 Generating the Velocity Field

The azimuth - slant range velocity field was generated in two different ways,
the combination of DInSAR and MAI, and offset tracking. For the image pairs
with sufficiently high coherence, DInSAR was used to measure the slant range
component of the velocity field and MAI was used to measure the azimuth
component. This combination is from here on referred to as DInSAR - MAI. A
3-D velocity field can be estimated if the slant range and azimuth components
from ascending and descending orbits are available. As no coincident ascending
and descending acquisitions were available in this project, this method could
not be used to measure the 3-D velocity field. The 3-D velocity field can also
be estimated using DInSAR - MAI combined with constraints on the assumed
flow of the glacier, but this was beyond the scope of this study. The DInSAR
measurements are therefore given in slant-range throughout this project.

The combination DInSAR - MAI resulted in a velocity field on the form

\ = +DInSARâ'0 ++MAIâ�I (6.4)

where+DInSAR is the slant range velocity from DInSAR and+MAI is the azimuth
velocity fromMAI. The flow speeds from DInSAR - MAI could then be calculated
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as

+InSAR =

√
+ 2
DInSAR ++ 2

MAI (6.5)

The flow speeds from DInSAR - MAI and offset tracking were sampled along a
line connecting the sampling points corresponding to the stake locations shown
in Figure 4.2. The number of sampling points along this line was determined by
the spatial resolution of the velocity measurements. For the DInSAR measure-
ments, the line was upsampled into evenly spaced points with 15m separation.
A separation of 15m was chosen to avoid sampling the same point multiple
times. For sampling the MAI and offset tracking measurements, a lower number
of sampling points was used. The number of sampling points was determined
by the amount of multi-looking performed on the MAI measurements and the
patch size of the offset tracking measurements.

6.5 Error Assessment

The displacement of stable features in offset tracking flow speed measurements
can be used to provide an indication of errors in the coregistration [8]. This can
be achieved by georeferencing the velocity measurements, and masking out
non-stable ground in the image. A mask covering stable ground was generated
by combining the glacier, water, river plain and ocean shapefiles from NPI [69].
Residual glacier movement due to the coarse georeferencing was removed
manually.

As the ability to successfully unwrap an interferogram is closely linked to the
coherence image, the coherence was used as an indication of the quality of the
InSAR measurements. Similarly, the quality of the matches in offset tracking
could be used to get an idea of how reliable the velocity measurements from
this technique were.
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Results
This chapter presents the main results obtained and will be split into three
main parts. Section 7.1 contains an evaluation of the produced interferograms
and coherence images. This is used to determine which image pairs are suited
for DInSAR measurements. In section 7.2, the obtained results from DInSAR,
MAI and offset tracking will be presented. Finally, in section 7.3 the measure-
ments from DInSAR - MAI and offset tracking will be compared to the in-situ
measurements.

7.1 Evaluation of the Interferograms

Interferograms and coherence images were produced for all 8 image pairs (see
Table 5.2 and Table 5.3). The filtered and multi-looked interferograms can be
seen in Figure 7.1. High quality interferograms were generated from pairs 1,
2 and 4 (Figure 7.1 (a), (b) and (d)), while the interferograms from pairs 3
and 5-8 were largely dominated by noise (Figure 7.1 (c) and (e)-(h)) although
some structure was present in the bottom part of the interferogram from pair 5.
The orbital errors can be seen as large scale undulations in the interferograms
from pairs 1-4.

Coherent phase structure could be seen in the interferograms from pairs 1, 2
and 4 (Figure 7.1 (a, b, d)), indicating that unwrapping could successfully be
performed on these pairs. A band of phase decorrelation could be seen in the

55
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Figure 7.1: Multi-looked and filtered interferograms from pair 1 (a), pair 2 (b), pair 3
(c), pair 4 (d), pair 5 (e), pair 6 (f), pair 7 (g) and pair 8 (h). All images
are displayed in radar coordinates. Note the difference in shape for the
images.

bottom part of Figure 7.1 (b), which was caused by severe azimuth streaking.
Some phase structure could also be seen in parts of the interferogram from
pair 3 (Figure 7.1 (c)), but these regions correspond mostly to stable ground
and were therefore not useful for displacement measurements.

The coherence image gives a good indication of the quality of an interferogram,
and can therefore be used in combination with the interferograms to determine
if performing phase unwrapping is feasible. Moreover, the coherence image
is also useful for detecting the presence of azimuth streaking, which can be
a major source of error in L-band InSAR (see section 3.2.1). The coherence
images from all the image pairs can be seen in Figure 7.2.

Figure 7.2: Coherence images from pair 1 (a), pair 2 (b), pair 3 (c), pair 4 (d), pair 5
(e), pair 6 (f), pair 7 (g) and pair 8 (h). All images are multi-looked, and
displayed in radar coordinates. Note the difference in shape between the
images.
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Image pairs 1, 2 and 4 had generally high coherence, while the coherence of
the remaining image pairs was low overall. Unsurprisingly, the interferograms
corresponding to the low coherence images were dominated by noise. Based on
the quality of the interferograms and the coherence images, only pairs 1, 2 and 4
were suitable for phase unwrapping and further interferometric analysis.

Azimuth streaking was observed in the coherence images for pair 1, pair 2
and pair 4. The streaking was most severe in pair 2, moderate in pair 4 and
almost negligible in pair 1. Unfortunately, the streaking in the bottom part
of the coherence image from pair 2 (Figure 7.2 (b)) covers the upper part
of Kongsvegen. This limited the usefulness of this pair for measuring flow
speeds on Kongsvegen using InSAR. As the overall coherence for pairs 5-8 was
significantly lower than for pairs 1, 2 and 4, detecting azimuth streaking by visual
inspection of the coherence images from these pairs was more challenging.
Azimuth streaking appears to be present in pair 5, while pair 8 appears more
or less unaffected (Figure 7.2 (e) and (h)). For pairs 6 and 7 the coherence was
too low for visual detection of azimuth streaking. The effects of the azimuth
streaking will be discussed in section 8.2.2.

7.2 Velocity Fields

For the pairs with a sufficiently high coherence (see Figure 7.2), the combination
DInSAR - MAI was used for generating the slant range and azimuth components
of the velocity field. As the coherence was too low for DInSAR measurements
on pairs 5-8, offset tracking was attempted for measuring flow speeds from
these pairs. Offset tracking was also applied to the pairs where the DInSAR -
MAI combination was used, for comparison purposes.

7.2.1 DInSAR Measurements

For pairs 1, 2 and 4, the coherence, and therefore also the phase stability, was
sufficiently high for successful phase unwrapping. DInSAR could thus be used
to estimate the slant range velocity component from these pairs. The slant
range velocity component estimated from pair 4 using DInSAR can be seen
in Figure 7.3. Negative slant range velocities for these pairs corresponds to a
South-West flow direction (see Figure 5.2). Non-glacier regions in this scene
were removed using the glacier mask from section 6.1.5.

Pairs 1 and 4 were acquired from approximately the same viewing geometry
(see Figure 5.2), with one year separation. The slant range velocity measure-
ments from these pairs could therefore be directly compared, without requiring
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Figure 7.3: Multi-looked and georeferenced slant range velocity measurement over
glaciers from pair 4 (February 2019) using DInSAR, overlayed an ALOS-2
GRD from 11.02.2019 displayed on dB scale. Displayed in geographical
coordinates.

knowledge of the azimuth component. The slant range velocity profile, as well
as the corresponding coherence values can be seen in Figure 7.4. An increase
in the magnitude of the velocity measurements between pair 1 and pair 4 can
be seen, while the shape of the profiles are similar. This is in agreement with
the in-situ measurements, which show an increase in flow speed magnitude
between 2018 and 2019, while the shape flow speed profile remained relatively
consistent (see Figure 5.3).

As previously mentioned, the coherence for pair 4 was higher than for pair 1.
This can also be seen in Figure 7.4. The velocities from the two pairs differ
significantly in the lower part of Kongsvegen, as the measurements from pair 1
are heavily influenced by noise in this region. The coherence values from pair 1
were also low in this region, which indicates that the large difference between
the velocities from pair 1 and pair 4 were a result of phase decorrelation.

DInSAR was also applied to pair 2. As this pair had regions with severe azimuth
streaking (Figure 6.2 (b)) and subsequently low coherence, there was some
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Figure 7.4: Slant range velocity profiles (blue lines) and coherence values (red lines)
plotted against distance from stake 1 for pair 1 (a) and pair 4 (b).

uncertainty regarding to what degree the interferogram could be successfully
unwrapped. The regions unaffected by ionospheric disturbances were however
unwrapped successfully. A slant range velocity profile could then be extracted
for pair 2,which can be seen in Figure 7.5. As a result of azimuth streaking, there
were regions of low coherence in this profile. The velocity measurements from
these regions were heavily influenced by noise (∼5000−12500m from stake1).
The influence and effects of the ionospheric disturbances on the InSAR mea-
surements from pair 2 will be further discussed in 8.2.4.

Pair 2 partially overlapped pairs 1 and 4 and was acquired with similar viewing
geometry (see Figure 5.2). The DInSAR velocitymeasurements from pair 2 could
therefore be compared to the measurements from these pairs. This can be seen
in Figure 7.6 (a). In this figure, the velocity measurements corresponding to
coherence values below 0.4 were removed from pair 2. The coherence threshold
of 0.4 was set empirically from Figure 7.5. These measurements were removed
to improve the visual comparison between the velocity profiles, as they were
heavily influenced by noise. The glacier bed topography, sampled at 275m
intervals along the sampling profile is shown in Figure 7.6 (b). This is included
for evaluating the shape of the DInSAR profiles, which will be further discussed
in section 8.1.1.
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Figure 7.5: Slant range velocity profile (blue line) and coherence values (red line)
plotted against distance from stake 1 for pair 2 (a).

Figure 7.6: Slant range velocity profiles from pairs 1 (February 2018), 2 (March/April
2018) and 4 (February 2019) measured with DInSAR (a) and glacier bed
topography (b). The velocity measurements corresponding to coherence
values below 0.4 were removed from pair 2 for visualization purposes.
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The slant range velocity profiles measured with DInSAR and the corresponding
coherence values from pair 5 can be seen in Figure 7.7. Note the difference in
range direction for pair 5 compared to pairs 1, 2 and 4 (see Figure 5.2). The
profile was heavily influenced by noise, and showed an almost linear increase
in velocity towards the upper section of Kongsvegen. There were also large
discontinuities in the profile. As the corresponding coherence was also low,
below ∼ 0.3 for most of the profile, the poor quality of these measurements
were likely a result of phase decorrelation. The results where similar for pairs
6 -8, but as the coherence was even lower for these pairs, a higher degree of
noise was present. The DInSAR profiles from these pairs were therefore not
included. Due to the large influence of noise on the DInSAR measurements
from pairs 5-8, these were not included in any further interferometric analysis.
Similarly, no reasonable measurements could be made with DInSAR from pair
3. This was as expected from the evaluation of coherence images and wrapped
interferograms in section 7.1.

Figure 7.7: Slant range velocity profile (blue line) and coherence (red line) plotted
against distance from stake 1 for pair 5 (January/February 2015).

MAI Measurements

As the main motivation behind using MAI was to construct the full velocity field
in combination with DInSAR, the MAI results were only included for the pairs
where satisfactory DInSAR measurements were obtained. MAI measurements
were therefore only included for pairs 1, 2 and 4.

Flow speed maps estimated from the DInSAR - MAI combination can be seen
in Figure 7.8. The effects of azimuth streaking on pairs 2 and 4 can be seen
clearly in Figure 7.8 (b) and (c), as the blue/green banding. In contrast, only
a few weak bands could be seen in Figure 7.8 (a), as pair 1 was affected to a
much smaller degree by ionospheric interactions than pairs 2 and 4.

The velocity field from pairs 1, 2 and 4 over a subset covering Kongsvegen can
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Figure 7.8: Flow speeds estimated from the combination DInSAR - MAI for pairs 1
(a), 2 (b) and 4 (c) overlayed an ALOS-2 GRD from 11.02.2019. Both the
DInSAR and MAI velocities were multi-looked 8× 16 times for pairs 1 and
4, and 7× 18 times for pair 2. Subsets covering Kongsvegen are marked by
red squares. The images are georeferenced and displayed in geographical
coordinates.

be seen in Figure 7.9. A subset over Kongsvegen was selected for display to
enhance the visual appearance of the velocity vectors over this region. The
direction of the velocity vectors was dominated by the presence of azimuth
streaking in the velocity measurements from pairs 2 and 4 (Figure 7.9 (b) and
(c)). A smooth and uniform velocity field was obtained over the upper section
of Kronebreen from pairs 1 and 4 (Figure 7.9 (a) and (c)). As the flow speeds
on this glacier was higher compared to the flow speeds on Kongsvegen, the
vectors from Kongsvegen were difficult to interpret visually, but they seem to
follow the expected flow direction towards Kongsfjorden, particularly in the
upper part. Due to the heavy azimuth streaking present, no useful information
could be obtained from the velocity vectors in pair 2 (Figure 7.9 (b)).

Figure 7.9: Velocity fields produced from the combination DInSAR - MAI over subsets
covering Kongsvegen (see Figure 7.8) from image pairs 1 (a), 2 (b) and
4 (c). The images are georeferenced and georeferenced. Note that the
vectors are displayed in an azimuth - slant range coordinate system.
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7.2.2 Offset Tracking Measurements

Offset tracking was attempted on all pairs. For pairs 1, 2 and 4, InSAR mea-
surements were successfully made, but offset tracking was still performed on
these pairs for comparisons. As InSAR measurements were not possible on
pairs 3 and 5-8, offset tracking was attempted for measuring velocities from
these pairs.

As expected, reasonable results could also be achieved with offset tracking
on the pairs with sufficiently high coherence for InSAR applications. The flow
speed image derived from offset tracking applied to pair 4 can be seen in Figure
7.10. Vectors showing the glacier velocities in the scenewere not included, as the
large displacements from fast flowing glaciers like Kronebreen and erroneous
matches made visual interpretation of the vectors difficult. For an indication of
the direction of flow on some of the glaciers in the scene, see Figure 7.9.

Figure 7.10: Georeferenced flow speed map produced from offset tracking on pair
4 (February 2019). A region covering Kongsvegen and the lower part
of Kronebreen is marked by a red rectangle. The image is displayed in
geographical coordinates. Note the difference in the flow speed range
compared to the DInSAR - MAI measurements.
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A comparison between the flow speed measurements from DInSAR - MAI and
offset tracking can be seen in Figure 7.11. The DInSAR - MAI measurements
were filtered with a 5× 5 moving average filter to reduce noise. As the DInSAR
- MAI measurements had significantly higher spatial resolution than the offset
tracking measurements, the number of sampling points for the DInSAR - MAI
data was also higher. Erroneous measurements were removed from the offset
tracking profiles by setting a threshold of 2 times the maximum flow speed
value from DInSAR - MAI. This threshold was set empirically based on the
assumption that the DInSAR - MAI measurements were reasonable and should
not deviate from the actual in-situ measured flow speeds by more than a factor
2. The root mean square error (RMSE) between the DInSAR - MAI and the
filtered offset tracking flow speed measurements was then calculated. These
scores can be found in Table 7.1. The RMSE was somewhat high for all pairs
given the expected flow speed range on Kongsvegen

(
∼10−2) , and was almost

twice as high for pair 2 as for pairs 1 and 4. The relatively high RMSE values
were likely caused by the large spikes present in the offset tracking profiles,
as the methods can be seen to be in good agreement for some parts of the
flow speed profiles. Good agreement between the DInSAR - MAI and offset
tracking could especially be seen in the upper parts of Kongsvegen, apart from
the regions affected by azimuth streaking (see Figure 7.11 (b) and (c)). This
was also a region with high quality matches for all three pairs (see Figure
7.14).

Table 7.1: RMSE between the offset tracking and DInSAR - MAI measurements for
pairs 1, 2 and 4.

Image pair RMSE [m d−1]
Pair 1 0.028
Pair 2 0.058
Pair 4 0.033

Offset tracking was also attempted on pair 3, as the coherence for this pair was
too low for InSAR measurements to be made. However, the temporal decor-
relation limited the performance of offset tracking as well, and no reasonable
measurements on Kongsvegen could therefore be made from pair 3 with either
technique. The flow speed image for pair 3, measured with patch size 40 × 40,
was largely dominated by noise, which can be seen in Figure 7.12 (a). Low
quality of matches was also found for most of the scene (Figure 7.12 (b)),
except over stable ground. No flow speed measurements on Kongsvegen could
therefore be made on pair 3. Reliable measurements could however be made
in the lower part of Kronebreen, likely due to the presence of distinct surface
features in the form of crevasses. The quality of matches was also somewhat
higher in this region.
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Figure 7.11: Flow speed profiles estimated with DInSAR - MAI and offset tracking for
pair 1 (a), pair 2 (b) and pair 4 (c). The flow speed profiles from DInSAR -
MAI were smoothed with a 5×5 moving average filter. Note the difference
in the range of the y-axis for the figures.

Figure 7.12: Flow speeds (a) and the corresponding quality of matches (b) from pair
3. Kronebreen is marked by a red rectangle. The images are displayed in
geographical coordinates.

The flow speed images from offset tracking on pairs 5-8 can be seen in Fig-
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ure 7.13. From this it can be seen that reasonable results were not achieved
on Kongsvegen from this method either, as the flow speeds on Kongsvegen
were several orders of magnitude larger than what was expected. As such, no
flow speed profile or average flow speeds was extracted from offset tracking
on pairs 5-8. Reasonable measurements could however be made on faster
flowing glaciers in the area, such as Kronebreen and Aavatsmarkbreen which
are highlighted in Figure 7.13 (a). This will be discussed further in section
8.1.2.

Figure 7.13: Flow speed measurements from offset tracking on pairs 5-8 (a-d), with
the glaciers Kronebreen and Aavatsmarkbreen highlighted. The measure-
ments were made with patch size 100 × 100 and averaged 3 times in
azimuth. Displayed in geographical coordinates.

The quality of the matches for pairs 1, 2, 4 and 5-8 along the sampling profile
is shown in Figure 7.14. For pairs 1, 2 and 4, the quality of the matches was
relatively high (∼ 0.3 − 0.7) for large parts of the profile, particularly in the
upper section of Kongsvegen. A region of low quality matches was however
found around 6000−13000 m from stake 1 (the gray region in Figure 7.14). For
pairs 5-8, the quality of the matches was close to 0 for most of the profile, except
for the uppermost section of Kongsvegen where somewhat higher qualities
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(∼ 0.1 − 0.3) were found. This, in combination with the large magnitudes of
the flow speeds on Kongsvegen from pairs 5-8 suggests that errors in matching
likely occured.

Figure 7.14: The quality of the matches for all pairs except pair 3 along the sampling
profile, sampled at 1 km intervals. The gray section marks a region of low
quality matches for most pairs.

Estimation of Coregistration Accuracy Using Offset Tracking

The displacement over stable ground from pair 4 can be seen in Figure 7.15.
From this figure it can be seen that the displacement over stable ground was
overall low (i.e. below ∼0.2 pixels), indicating a relatively precise coregistra-
tion. There were however regions of large displacement present, for instance
the region marked in Figure 7.15. Most of these regions were either regions close
to the ocean, or smaller glacier valleys. These displacements could therefore
be a result of imprecise masking. The average displacement over stable ground
was 0.874 ± 2.32 pixels, but these values were skewed by the presence of the
large displacements which were not representative of the general displacement
over stable ground. This is further supported by the large SD. The median
could therefore give a more accurate representation of the displacement over
stable ground. The median displacement was 0.071 pixels, which was an order
of magnitude less than the average displacement. The median displacement
over stable ground was less than what was suggested as a criterion for precise
coregistration by Zhou et al. (2009) [17], while the average exceeded this
value. As the median was deemed to be a more representative measure, the
coregistration was considered sufficiently accurate.
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Figure 7.15: Displacement over stable ground from offset tracking on pair 4. The red
box indicates a region of large displacement. The image is georeferenced
and displayed in geographical coordinates.

7.3 Comparison With In-situ Data

After the velocity fields were generated for all pairs possible, the flow speeds
could be calculated using Eq. 6.5 or Eq. 6.3. The flow speeds were then
sampled along a line drawn between the sampling points shown in Figure 5.2
for comparisons with the in-situ data. The comparison between DInSAR - MAI
and offset tracking flow speeds with the in-situ measurements could not be
done one-to-one, as the in-situ measurements are yearly averages, while the
DInSAR - MAI and offset tracking measurements covered time periods of only
14 days. In addition, the remote sensing measurements were in an azimuth
- slant range coordinate system while the in-situ data was in geographical
coordinates. The implications this had for the comparisons will be discussed
in section 8.1. Nevertheless, the flow speed measurements could be used to
determine if the acceleration of Kongsvegen seen in the in-situ data could be
detected using the two different remote sensing techniques. Both the entire
flow speed profiles and the average flow speed values were used for this purpose.
The shapes of the measured flow speed profiles were also compared to the
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shapes of the in-situ profiles, which could be used to verify the measured flow
speeds to a certain degree.

The flow speed profiles produced from DInSAR - MAI for pairs 1, 2 and 4 and
the in-situ data from 2017-2018 and 2018-2019 can be seen in Figure 7.16. As the
DInSAR - MAI measurements contained some noise, they were filtered with a
5×5 moving average filter. The in-situ flow speed profiles show a characteristic
bulge shape, highlighted in the gray region in Figure 7.16. This shape could to
some degree also be seen in the profiles from pairs 1 and 4, but not from pair 2,
as this profile was dominated by azimuth streaking. No comparison between
the in-situ data and pairs 3 and 5-8 was made, as satisfactory results could not
be obtained from InSAR or offset tracking from these pairs.

Figure 7.16: Flow speed profiles from the DInSAR-MAI combination filtered with a
5 × 5 moving average filter and in-situ data for the period 2017-2018 (a)
and 2018-2019 (b). The unfiltered data is included as the translucent
profiles. The gray region marks a characteristic increase in flow speed
magnitudes in the in-situ profiles. Note the difference in the range of the
y-axis for the figures.

In Table 7.2, the average flow speeds from the flow speed profiles measured
with DInSAR - MAI and offset tracking can be found. Between pairs 1 and 4,
which were acquired over the same region and with similar viewing geometry
with one year separation (see Figure 5.2), an increase in the average flow
speed can be seen. This is in agreement with the acceleration seen in the
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in-situ measurements. The average flow speed from pair 2 was higher than
the average flow speeds from pairs 1 and 4, likely a result of ionospheric
streaking. This will be discussed further in section 8.1.3. Overall, the flow
speed measurements from DInSAR - MAI and offset tracking indicates an
acceleration on Kongsvegen.

Table 7.2: Flow speeds averaged over the sampling profile on Kongsvegen, ±1 SD[
m d−1] for pairs 1, 2 and 4.

Method
Image Pair InSAR Offset Tracking

1 0.014 ± 0.009 0.030 ± 0.023
2 0.039 ± 0.022 0.087 ± 0.061
4 0.022 ± 0.012 0.049 ± 0.023



8
Discussion
This chapter contains two main sections. Section 8.1 contains an in-depth
discussion of the results obtained from DInSAR, MAI and offset tracking and
the comparison with the in-situ measurements. Particular attention will be
given to the performance of DInSAR as this technique was the main focus
of this study. In section 8.2, the sources of error in the measurements from
DInSAR, MAI and offset tracking will be discussed. Limiting factors for the
techniques will also be discussed.

8.1 Comparison Between Remote Sensing and
In-situ Measurements

As the flow speed measurements from DInSAR - MAI and offset tracking were
derived from azimuth - slant range measurements, they were not directly com-
parable to the in-situ data, which were measured in geographical coordinates.
The evolution in time for the different measurements could however be com-
pared, which was the main goal of this project. As the coherence was high for
pairs 1, 2 and 4, the combination DInSAR - MAI could be used to estimate the
velocity field and flow speeds on Kongsvegen successfully. The flow speeds mea-
sured with this combination can be seen in Figure 7.16. Pairs 1 and 4 were both
acquired in February, from similar viewing geometries with one year separation.
These pairs were therefore well suited for verifying the acceleration seen in the

71
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in-situ measurements on Kongsvegen in recent years. The average in-situ flow
speed increased from 0.028±0.017m d−1 in 2017-2018 to 0.029±0.020m d−1

in 2018-2019. The flow speeds from pair 4 were overall higher than the flow
speeds from pair 1, which was in agreement with the evolution of the in-situ
flow speeds. The average flow speed increased from 0.014 ± 0.009m d−1 in
February 2018 (pair 1) to 0.022 ± 0.012m d−1 in February 2019 (pair 4). The
higher SD for the measurements from pair 4 compared to pair 1 was likely due
to the presence of azimuth streaking in this pair, which likely also accounted
for some of the observed increase in average flow speed. Overall, the InSAR
measurements from pairs 1 and 4 indicate a speed-up of Kongsvegen. An ac-
celeration could also be seen in the offset tracking measurements from these
pairs, where the average flow speed increased from 0.030 ± 0.023m d−1 to
0.049±0.023m d−1. The magnitudes of these measurements was however not
in line with the in-situ and DInSAR - MAI measurements, as the average flow
speeds from offset tracking were almost twice the magnitude of the DInSAR -
MAI measurements, and exceeded the in-situ measurements as well. The SD
of the offset tracking measurements was also larger than the SD of the in-situ
and DInSAR - MAI measurements. This was likely caused by the presence of
large spikes in the offset tracking flow speed profiles (Figure 7.11) which could
be a result of mismatches.

It should be noted that the flow speeds measured from DInSAR - MAI were
significantly lower than the in-situ measurements from the corresponding
time periods (Figure 7.16). This was as expected, as the winter velocities on
Kongsvegen are lower than the yearly average (see Figure 5.4), but the different
coordinate systems of the measurements must also be taken into consideration
for this. The characteristic bulge in the in-situ profiles (the gray region in Figure
7.16) could be observed in the smoothed DInSAR - MAI flow speed profile from
pair 1 (Figure 7.16 (a)) to some degree, but not as distinct as in the in-situ
measurements. The bulge also appeared to be present in the profile from pair
4 (Figure 7.16 (b)), but was obstructed by azimuth streaking in the uppermost
part of the profile. The profile from pair 2 was dominated by azimuth streaking,
except for the very uppermost section. As such, no bulge could be observed in
this profile. The bulge was overall less distinct in the DInSAR - MAI profiles,
which could indicate that the magnitude of the bulge relative to the remaining
profile has a seasonal behaviour. Melvold et al. (1998) also found a seasonal
variation in the shape of the flow speed profile on Kongsvegen, but this variation
showed the opposite trend. In this study, the summer profile had a different
shape than the annual profile, while the winter profile had a similar shape,
only with lower magnitudes [57].

The in-situ measurements could also be seen as an upper limit for the DInSAR -
MAI flow speed magnitudes. In regions affected by azimuth streaking, the flow
speeds from pairs 2 and 4 exceeded the in-situ flow speeds. Flow speeds from
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pair 1 were greater than the in-situ flow speeds near the front of Kongsvegen,
whichwas a region of low coherence for this pair (see Figure 7.4 (a)). Apart from
these low coherence regions, the DInSAR - MAI flow speed measurements did
not exceed the in-situ flow speed measurements. This indicates that reasonable
flow speed measurements can be made on Kongsvegen from DInSAR - MAI,
given sufficiently high coherence.

The average flow speed from pair 2 was approximately twice the average flow
speed from both pair 1 and 4 (see Table 7.2). This was likely caused by the
significant amount of azimuth streaking present for this pair. The flow speed
profile from pair 2 subsequently also showed greater magnitudes than the flow
speeds from pairs 1 and 4 for most of the profile (see Figure 7.16), and even
exceeded the in-situ measurements. At the uppermost section, from stake 14
and upwars, the flow speeds from pair 2 were however comparable to the flow
speeds from pair 1. This region corresponded to the region of, low ionospheric
interactions and subsequently high coherence for pair 2 (see Figure 7.5). This
supports the claim that azimuth streaking was the cause of the high average
flow speed for pair 2. The increase in average flow speed could also be explained
by the difference in acquisition times for these pairs. Pair 2 was acquired in the
March/April of 2018, while pairs 1 and 4 were acquired in February 2018 and
2019 respectively. As the average summer flow speeds from the in-situ data
were higher than the average yearly flow speeds (Figure 5.4), an increase in
flow speeds from winter to spring could be expected. Melvold et al. (1998)
found that the increase in flow speeds on Kongsvegen had already begun in
May, before the start of the melting season [57]. This further supports this
claim. The magnitude of the increase is however not in line with this pattern,
as the ratio between the spring 2018 flow speeds and winter 2018 flow speeds
was ∼2.79, which is approximately twice the ratio between the summer and
annual flow speeds from the in-situ data (1.33 for 2018). This suggests that
azimuth streaking was the dominant factor for the high average flow speed
from pair 2. The uncertainty of these measurements was also high compared
to the uncertainties from pairs 1 and 4 (see Table 7.2). Another contribution to
the high average flow speed from pair 2 compared to pairs 1 and 4 could be
that the flow speed profile from pair 2 did not cover the section near the front
of Kongsvegen, where the flow speeds are generally the lowest.

A similar bulge as in the flow speed profile of Kongsvegen was found by Haga
et al. (2021) on the Svalbard glacier Negribreen, which recently underwent a
full surge cycle [73]. Prior to the surge, Negribreen was a slow moving glacier,
with summer velocities in the range 0−0.2m d−1 and an almost stagnant front.
The bulge was present prior to the phase leading up to the surge, but broke up
as the surge initiated. This period was characterized by an increase in elevation
over the bulge, and a decrease in elevation, accompanied by an increase in
flow speeds, near the front. They also found that frontal flow speeds were
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consistently high year round as the surge was initializing, indicating a change
in flow speed dynamics. To evaluate if it could be expected that Kongsvegen
follows a similar evolution during its surge cycle, the flow speed measurements
could be combined with elevation data from the corresponding periods. If a
similar pattern could be found from combining the flow speed measurements
with elevation data, this could give an indication of how the surging event on
Kongsvegen might proceed.

8.1.1 DInSAR Results

From the DInSAR profiles and corresponding coherence values (Figure 7.4 and
Figure 7.5), good coherence was determined to be ΔΩ > 0.4. For the pairs
with a temporal baseline of 14 days, the coherence was considered good for
large parts of the images, except for pair 3 which had a coherence close to 0 for
most of the scene. For the pairs with the longer temporal baselines (28 and 42
days) the coherence was significantly lower. There was therefore a significant
amount of noise present in these DInSAR measurements (see Figure 7.7), and
they were subsequently discarded from further interferometric analysis.

A wave-like structure could be seen in the DInSAR profiles, particularly from
from pairs 1 and 4 (see Figure 7.16). This structure could also be observed in the
uppermost part of the profile from pair 2, where the presence of noise was low
(see Figure 7.6 (a)). As the same undulation was present in the profiles from
both pair 1 and 4, it is unlikely that it was a result of ionospheric streaking. The
wave-like structure could be related to the glacier bed topography, which can be
seen in Figure 7.6 (b). While there were some peaks and bottoms in this profile
that could account for some of the waviness, it did not match up completely
with the flow speed profile. Another contribution to the undulation could
be the relationship between the flow direction of Kongsvegen, the sampling
points and the range direction. As Kongsvegen is not flowing in a straight
direction, the slant range component of its velocity varies. As such, the amount
of movement detected with DInSAR would vary. This is also a contributor to the
significant bulge seen in the DInSAR measurements, as the range component
for Kongsvegen is larger in the uppermost part (see Figure 7.3). The presence of
noise in the profiles from pairs 5-8 made it impossible to determine if the wave-
like structure could also be seen in these profiles. A higher frequency signal
was however present in these profiles, which was likely an artifact introduced
in the phase unwrapping.

The range direction for pairs 1, 2 and 4 was not ideal for DInSAR measurements
on Kongsvegen, as the flow direction was almost parallel to the heading of the
satellite in these scenes (see Figure 5.2). Pairs 5-8 had an ideal range direction
for DInSAR measurements on Kongsvegen, but these were unfortunately not
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usable for this purpose as a result of temporal decorrelation. The range direction
in pairs 1 and 4 was however ideal for measurements on Kronebreen, where
measurements could be made further up the glacier. This can be seen in
Figure 7.3. Low velocities were however found near the front of Kronebreen,
which was not in agreement with previous offset tracking studies made on this
glacier [51] [56]. The reason for these low velocities was likely errors in phase
unwrapping in this section, which was also observed in a previous InSAR study
of Kronebreen by Eldhuset et al. (2003) [60]. This was further supported by
the low coherence in this region (see Figure 7.2 (a) and (d)).

8.1.2 Offset Tracking Results

Overall, the performance of offset tracking on the 2018-2019 data was fairly
good. As the coherence, and subsequently the temporal correlation, was high
for pairs 1, 2 and 4, a patch size of 50× 50

(
198× 362m2) could be used while

still achieving a good coverage of matches. This patch size was relatively small
compared to the patch size used for pairs 5-8, but large compared to patch
sizes used in previous offset tracking studies [56]. The lack of features on
Kongsvegen was likely the reason a large patch size was required to obtain a
good coverage of matches. This resulted in flow speed and velocity maps with
reasonably high spatial resolution. The measurements were also somewhat
consistent with the DInSAR - MAI measurements, which will be discussed
further in section 8.1.3.

Offset tracking was also attempted on pair 3, but was ultimately unsuccessful
in retrieving satisfactory velocity measurements on Kongsvegen. This can be
seen in Figure 7.12 (a). Similarly to the coherence image from pair 3, the
quality of the matches were close to 0 for most of the scene (see Figure
7.12 (b)) except over bare ground. The performance was however better over
Kronebreen, where a smooth flow speed image was obtained. This could be
explained by the heavily crevassed front of Kronebreen, as the crevasses are
prominent features which are largely unaffected by meteorological conditions,
and as such could be tracked by the offset tracking algorithm. Such features
are to a large degree absent from Kongsvegen, making its surface features
more susceptible to meteorological interactions. This will be discussed further
in section 8.2.4.

As the coherence was too low for InSAR to produce reasonable results on pairs
5-8, offset tracking was attempted as a means of retrieving flow speed measure-
ments for these pairs. A large patch size was required to get a good coverage
of matches over Kongsvegen on the pairs, due to temporal decorrelation. The
need for a larger patch size for pairs 5-8 compared to pairs 1-4 could also be a
result of the higher spatial resolution of these pairs. A larger patch size would
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therefore be required to cover a sufficiently large region to contain significant
surface features. For pairs 5-8, a patch size of 100 × 100

(
314 × 844m2) was

used. This resulted in a coarse flow speed map, but a reasonable coverage over
Kongsvegen was achieved (see Figure 7.13). The measured flow speeds were
however several orders of magnitude larger than the flow speeds from DInSAR -
MAI and offset tracking on pairs 1, 2 and 4. These measurements were therefore
discarded. As such, no flow speed measurements could be made from 2015.
These measurements would have been useful for verifying the acceleration
seen on Kongsvegen, as it had not yet initiated in 2015 (see Figure 5.4). While
reasonable measurements could not be made on Kongsvegen from pairs 5-8,
flow speeds that appeared to be in line with previous measurements near the
front of Kronebreen

(
∼1 − 3m d−1) were made. This supports the claim that

the lack of surface features on Kongsvegen was the reason behind the poor
performance of offset tracking on pairs 5-8.

Reasonable results were also obtained on Aavatsmarkbreen from pairs 5-8,
where an apparent deceleration throughout 2015 could be seen. As Aavats-
markbreen had a surging event from 2013 to 2015, this deceleration is a result
of the surging event ending. During the surge, flow speeds on Aavatsmarkbreen
reached up to ∼5m d−1 [74]. The deceleration is most clearly seen in pairs 5
and 8 (Figure 7.13 (a) and (d)). The flow speeds on Aavatsmarkbreen decreased
dramatically between pair 5 (January/February 2015) and pair 8 (October/De-
cember 2015), from maximum values of ∼5m d−1 to < 2m d−1.

8.1.3 Comparison Between DInSAR - MAI and Offset
Tracking

Both DInSAR - MAI and offset tracking was applied to pairs 1, 2 and 4. This
presented an opportunity to compare the performance of the two techniques.
The offset tracking and DInSAR - MAI measurements were in good agree-
ment for parts of the flow speed profile from pairs 1 and 4 (see Figure 7.11
(a) and (c)), but relatively high RMSE values were found for these pairs
(0.028 and 0.033m d−1 respectively). For pair 2, offset tracking produced sig-
nificantly higher flow speedmeasurements than DInSAR -MAI for large sections
of the flow speed profile. These were deemed to be erroneous measurements
and subsequently removed (see Figure 7.11 (b)). This resulted in a higher
RMSE value for pair 2 (0.058m d−1), approximately twice the RMSE for pairs
1 and 4. The difference between DInSAR - MAI and offset tracking was large for
both pairs 1 and 4 near the front of Kongsvegen, where very high flow speeds(
> 0.1m d−1) were measured from offset tracking.

Strozzi et al. (2008) observed that L-band offset tracking produced less accurate
results than InSAR in regions where flow speeds were below 20m a−1 (

∼
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0.05m d−1) [9]. As the flow speeds on Kongsvegen are for the most part below
this limit (see Figure 5.3), the poor performance of offset tracking compared to
DInSAR - MAI over Kongsvegen was in agreement with this observation.

While being advantageous for InSAR, the slow movement and lack of surface
features on Kongsvegen makes offset tracking challenging on this glacier.
Finding matches proved to be particularly challenging in the middle part of
Kongsvegen, which can be seen in Figure 7.10. In this part of Kongsvegen,
several sections of missing data are present, which were a result of a lack of
matches with sufficiently high quality (correlation between patches greater
than 0). The quality of the matches was also low in this region for all pairs
(Figure 7.14).

With offset tracking, it was possible to achieve a good coverage of matches near
the front of Kronebreen, which was a region where InSAR failed to produce
reasonable measurements (Figure 7.8). This illustrates how offset tracking and
InSAR can complement each other, with InSAR being able to measure slower
movement at a high spatial resolution and offset tracking being able to capture
higher flow speeds, albeit at a coarser resolution. Similarly to Kongsvegen,
in-situ measurements are being made regularly on Kronebreen by NPI. A more
comprehensive, dedicated study of Kronebreen using a combination of DInSAR,
MAI and offset tracking with ALOS-2 data could therefore be performed,with in-
situ data as reference data. This would be useful for comparing the performance
of the two techniques, but also for getting a better understanding of the flow
dynamics of Kronebreen.

Another illustration of how InSAR and offset tracking can complement each
other can be seen in the difference in the range of velocities measured by each
method. The flow speeds from DInSAR - MAI ranged from ∼0 − 0.175m d−1,
while the flow speeds from offset tracking ranged from ∼ 0 − 4m d−1. This
shows how InSAR is limited to measuring slowermovement than offset tracking,
but can do so with better accuracy, as previously discussed.

8.2 Sources of Error and Limitations

In this section, the main sources of error in the flow speed measurements will
be presented and discussed. The errors in the DInSAR measurements will be
the main focus of this section, although MAI and offset tracking errors will also
be discussed. Following this, the limitations of both DInSAR - MAI and offset
tracking will be discussed.
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8.2.1 Topographic Phase Errors

As an error was present in the topographic phase removal operator in SNAP,
this step of the DInSAR processing chain was omitted. While the topographic
phase contribution is small for repeat-pass interferometry, this introduces a
source of error in the DInSAR measurements. The error consisted of a removal
of topographic phase from a different area than what was covered by the
interferogram. This is illustrated in Figure 8.1. An external topographic phase
removal operator was not implemented as this would require radarcoding a
DEM, which was beyond the scope of this study.

Figure 8.1: Multi-looked intensity image of the reference image on dB scale (a) and
the topographic phase removed (b) from pair 4 (February 2019). The area
marked by the red box highlights a distinct surface feature, from which
it can be seen clearly that the two images do not cover the same region.
The topographic phase is computed from the ArcticDEM [66] projected
to WGS 84 (EPSG:4326). The images are multi-looked 2 times in azimuth
and displayed in radar coordinates.

A rough estimate of the magnitude of the topographic phase component could
however be made from Eq. 3.5 using values for the perpendicular baseline,
which can be found in Table 5.2 and Table 5.3, the local incidence angle, \ (G,~)
calculated in SNAP, as well as elevation data from a DEM. The elevation data
used for estimating the topographic phase contribution for a pair was extracted
from the region of the ArcticDEM [66] covered by that pair. The distance from
the satellite to each scatterer in the scene was approximated as

'̂(G,~) = � cos
(
\ (G,~)

)
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which assumes that all the scatterers in the scene are at the same distance to
the satellite. In reality, this is not the case, but as the elevation differences in
these scenes are on the order 100 − 103 m while the altitude of the satellite
is on the order 106 m, the differences in distance are negligible for this error
assessment.

The estimated topographic phase contribution over Kongsvegen from pair 4 can
be seen in Figure 8.2, displayed in m d−1. A subset covering Kongsvegen was
selected for this display to enhance the visibility of the error over this glacier, as
it was the main focus of this project. The magnitude of the topographic phase
contribution over Kongsvegen appears small from this estimate (< 0.01m d−1)
for the most part, with a somewhat larger contribution in the uppermost
section.

Figure 8.2: Estimated topographic phase contribution for a subset covering Kongsve-
gen from pair 4 (February 2019). A subset over Kongsvegen was used to
enhance the visibility over this glacier. The image is displayed in geograph-
ical coordinates.

8.2.2 Ionospheric Interactions

In both the azimuth velocity component estimated from MAI (Figure 6.11) and
the flow speed image from the DInSAR - MAI combination (Figure 7.8) for
pair 4, the effects of azimuth streaking can be clearly seen. This effect was less



80 chapter 8 discussion

noticeable in the slant range velocity measurements from DInSAR for pair 4
(see Figure 7.3), but had a significant influence on the DInSAR profile from pair
2 (see Figure 7.5). The effect was more severe in the azimuth component as
this was generated by splitting the bandwidth of the signal, making it sensitive
to changes in the ionosphere occurring during acquisition of the image. As the
interaction between the ionosphere and the radar pulses affects the travel time
of the pulse, which is used for focusing in azimuth direction, this can cause
misplacement of pixels in the images, causing decorrelation. In Figure 7.9, the
direction of the velocity vectors was dominated by the azimuth streaking in
the regions where this effect was present. The azimuth streaking can also be
observed in the flow speed image from offset tracking (Figure 7.10), but not
as significantly as in the flow speed image from DInSAR - MAI.

As previously mentioned, pair 2 was severely impacted by ionospheric distur-
bances. This resulted in a loss of coherence over several regions,which impacted
the quality of the interferogram and caused artifacts in the unwrapped interfer-
ogram. This can be seen in Figure 8.3. An area of significant displacement in
the unwrapped interferogram (Figure 8.3 (b)) is marked in red in all subfigures
in Figure 8.3. The coherence in this region was close to zero, as can be seen in
Figure 8.3 (a). From Figure 8.3 (c) it can be seen that for the most part this area
is mountains and sea ice,which should not produce such a uniform region of dis-
placement in the unwrapped interferogram. This displacement was therefore
likely a result of unwrapping errors caused by phase decorrelation.

Figure 8.3: Coherence image (a), unwrapped interferogram with orbital correction
(b) and the intensity image on dB scale (c), from pair 2 (March/April 2018).
The red box highlights a region were a noticeable error in the unwrapping
can be seen. The images are displayed in radar coordinates.

As pair 2 was acquired from a similar viewing geometry as pairs 1 and 4 (see
Figure 5.2), only further south, the slant range velocity measurements from
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pair 2 could be directly compared to the slant range velocity measurements
from these pairs. In the regions with the lowest coherence in Figure 7.5
(a) (5 − 15 km from stake 1) the velocity measurements from pair 2 were
significantly higher than the corresponding measurements from pairs 1 and 4.
The shape of the profile from pair 2 also did not match the profile from pairs 1
and 4. These differences in velocity were therefore likely also a result of the
phase decorrelation for pair 2 caused by ionospheric interactions.

8.2.3 Errors in Coregistration

By evaluating the displacement over stable ground from offset tracking, the
accuracy of the coregistration was estimated (Figure 7.15). The median dis-
placement over stable ground was used as the accuracy estimate, yielding a
lower offset than the criterion for precise coregistration suggested by Zhou et
al. (2009) [17]. In contrast, the average displacement over stable ground was
almost an order of magnitude larger than this criterion, 0.874 ± 2.32 pixels,
with an even larger SD. This was likely caused by errors in masking out moving
features. The scale of Figure 7.15 ranges from 0 to over 20 pixels, but most
of the data points are in the region < 1 pixels. The presence of these large
displacements contributed to the large average pixel displacement. As this
estimate was made on pair 4, the presence of azimuth streaking likely also
influenced the average value. The median pixel displacement was therefore
selected as the measure of coregistration accuracy, as this gave a more accurate
representation of the pixel displacement over stable ground in the presence of
the aforementioned outliers. The median pixel displacement was comparable
to what was found by Strozzi et al. (2007), using L-band ALOS data cover-
ing arctic regions, including Svalbard [9]. They found a coregistration error
of 1.17 ± 0.52m when azimuth streaking was present but not compensated
for. The median coregistration error was 0.071 pixels, which corresponds to
∼ 0.561m. This was deemed sufficiently accurate.

8.2.4 Meteorological Influence

The cause of the low coherence for pair 3 was likely warm temperatures or
precipitation in the form of rain. From June 15th to June 28th 2018, there was a
period of temperatures consistently above 0 °C in Ny-Ålesund. In this period
there were also six precipitation events in the form of rain. Temperature and
precipitation data from Ny-Ålesund can be seen in Figure 5.5. It is likely that
Kongsvegen experienced similar meteorological conditions, as it is located in
the vicinity of Ny-Ålesund. These meteorological factors therefore likely led to
an increase in surface melt, which contributed to the low coherence for pair 3.
This illustrates the limitations of InSAR during the summer melt season, due to
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the sensitivity to changes in surface properties. Offset tracking is also sensitive
to changes in surface properties, but if prominent surface features are present,
measurements can still be made, as exemplified over Kronebreen.

8.2.5 Temporal Decorrelation

From Figure 6.2 it can be seen that the pairs from 2015 had significantly lower
coherence values than the pairs from 2018-2019 (excluding pair 3 and the
regions of pair 2 affected by azimuth streaking). This was likely a result of the
larger temporal baseline for the 2015 data,which had 28 and 42 days separation
compared to 14 days for the 2018-2019 data. As the temporal baseline increases,
the likelihood of changes in the surface properties of scatterers increases. This
leads to temporal decorrelation, which causes loss of coherence and phase
stability. The low coherence of the 2015 greatly reduced the potential for
successful phase unwrapping, and as such no InSAR measurements were made
using the 2015 data.

Offset tracking also failed to produce reasonable results from these pairs. The
changes in surface properties led to low quality of matches. While 28 and 42
days is a long temporal baseline for InSAR purposes, previous studies using
L-band SAR data have obtained good results with even longer separation times
between images [9]. The low coherence for these pairs can therefore not be
attributed to the large separation in time between the acquisitions alone. While
reliable measurements could not be made on Kongsvegen with these pairs, the
measurements on Kronebreen and Aavatsmarkbreen were of high quality and
in line with external measurements from these glaciers [56][74]. The lack of
distinct surface properties of Kongsvegen was therefore likely a part of the
reason why offset tracing failed for these pairs.

8.2.6 Orbital Errors

The residual flat Earth contribution in the interferograms is another potential
another source of error in the velocity measurements. While these errors
were compensated for by the linear spatial method described in section 3.4,
residual errors not captured by this model could still be present. A more refined
method, where both the coherence and elevation of the scene are included in
the estimation of the ramp coefficients is described in [37]. This method would
likely have produced better results in the orbital error correction, but was not
implemented as this was beyond the scope of this study.



9
Conclusion
The main objective of this project was to investigate if the recent flow speed
acceleration seen in the in-situ measurements on Kongsvegen also could be
observed with remote sensing techniques. Three remote sensing methods for
measuring surface displacement were used for this purpose, using 8 ALOS-2
image pairs from both ascending and descending orbits. The methods used
were InSAR, MAI and offset tracking, with the results from InSAR being the
main focus of this study. MAI was used to measure the azimuth velocity
component, as InSAR is only sensitive in slant range direction, while offset
tracking was mainly used for comparisons with the InSAR and MAI results.
Offset tracking was also used as an alternative for measuring flow speeds in
cases where InSAR failed to produce accurate results. In-situ data provided by
NPI was used for comparisons with both the InSAR, MAI and offset tracking
measurements were suitable.

For the 2018-2019 data, there was a 14 day difference in acquisition times. These
pairs produced InSAR measurements with high coherence, and subsequently
high phase stability, except for the pair that was acquired in June 2018. The high
coherencemeant that InSARmeasurements could bemade and thereby produce
flow speed measurements with high spatial resolution and accuracy. Overall,
high quality measurements were obtained with InSAR from these image pairs,
apart from regions in the images affected by ionospheric disturbances of the
SAR signals. This effect was most severe in the azimuth velocity measurements
from MAI, but could also be observed in the DInSAR measurements in cases
where the degradation was particularly strong. Offset tracking was also applied
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to these pairs for comparing with the DInSAR - MAI results. The results from
offset tracking and DInSAR - MAI were in fairly good agreement, although the
offset tracking measurements had a significantly coarser resolution than both
the InSAR and MAI measurements, which is inherent to the technique.

The pairs acquired in 2015 were acquired with longer separations in time,
28 days for pair 5 and 42 days for pairs 6-8. As a result, the coherence was
significantly lower for these pairs and InSAR failed to produce useful results.
Offset tracking was therefore attempted on these pairs as a means of retriev-
ing velocity measurements, but this did not result in reasonable results on
Kongsvegen from these pairs either. This could also be explained by the longer
separation in time leading to the signals decorrelating. As such, no velocity
measurements on Kongsvegen could be made from 2015. Reasonable offset
tracking measurements could however be made on other glaciers within these
scenes, suggesting that the lack of surface features on Kongsvegen was the
cause of the low quality measurements.

The final conclusion from these results is that L-band InSAR could successfully
be used to measure flow speeds on the slow moving glacier Kongsvegen, but
a short separation in time between image acquisitions was required to avoid
phase decorrelation. For answering the question whether the flow speed accel-
eration seen in the in-situ data could also be observed from remote sensing
techniques applied to ALOS-2 data, more data would be needed. As the data
from 2015 failed to produce satisfactory results, only results from the period
2018-2019 was in essence available. Pairs 1 and 4 were however acquired with
one year separation, and could therefore to some extent be used to verify the
acceleration seen in the in-situ data. An increase in flow speeds was observed
between February 2018 and February 2019, with the averages along the InSAR
profiles being 0.014±0.009m d−1 and 0.022±0.012m d −1 respectively. This
is in agreement with the observed acceleration of Kongsvegen, but more InSAR
measurements would be required to make a definitive conclusion from this
method exclusively. Additionally, only measurements from pairs acquired in the
winter/spring were available, resulting in significantly lower averages than the
in-situ measurements, which were yearly averages. If more data from different
periods of the year were available, this would have given a more complete
picture of the evolution of flow speeds on Kongsvegen. Ideally, data from both
ascending and descending orbits should have been available, as this would al-
low higher resolution and more accurate flow speed measurements and would
have allowed the 3-D velocity field of the glacier flow to be derived. Data from
a descending orbit would have been especially beneficial, as the flow direction
of Kongsvegen is almost parallel to the azimuth direction for ascending passes,
limiting the usefulness of DInSAR for this configuration.
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9.1 Future Work

While the use of InSAR to measure flow speeds on Kongsvegen was successful,
more data with a 14 day separation in time is required for a more thorough
analysis of its flow dynamics. This would allow a more thorough investigation
of the evolution of flow speeds on Kongsvegen to be made. It would also
be beneficial to have data acquired from ascending and descending orbits
from roughly the same time periods, to evaluate both range- and azimuth
velocities using only DInSAR. While it certainly is possible to combine DInSAR
with techniques such as MAI and offset tracking, these techniques produce
measurements at a lower accuracy and spatial resolution than DInSAR. Having
both the range and azimuth component from DInSAR would therefore allow
measurements with high accuracy and resolution to be made. More data
would therefore allow a more comprehensive study of the flow dynamics of
Kongsvegen, and Svalbard glaciers in general, to be conducted.

A source of error in the DInSAR measurements made in this study was the
presence of the topographic phase component. This signal was not removed,
due to an error in the topographic phase removal operator in SNAP. For more
precise InSAR measurements, this contribution must be removed. This would
require removing the error in SNAP, but fixing this bug was beyond the scope
of this project. Alternatively, a different InSAR software could be used.

Another source of error in the InSAR measurements was azimuth streaking as
a result of ionospheric interactions. Designated methods for correcting these ef-
fects exists, but were not implemented in this study. Implementing and applying
an azimuth streaking correction could improve the InSAR results, particularly
from pairs 2 and 4. This would also be desirable if a more comprehensive study
with more L-band data was to be conducted on Kongsvegen, as L-band signals
are highly susceptible to ionospheric interactions.

Promising results were also obtained for other glaciers covered by the scenes,
most notably Kronebreen. As regular in-situ measurements are also made on
Kronebreen by NPI, this presents an interesting opportunity for evaluating the
performance of ALOS-2 InSAR and offset tracking on a faster flowing glacier.
These measurements could also be valuable for improving our understanding
of the dynamics of Kronebreen.

Within this thesis L-band SAR images were used and proved that they could
be used to measure displacement on a slow flowing glacier through the use
of InSAR. Upcoming L-band missions include ALOS-4 Palsar-3 [75] (JAXA, to
be launched in 2022), NASA-ISRO SAR (NISAR, to be launched in 2022) and
ROSE-L (ESA, planned launched for 2028). Additionally, ALOS-4 and ALOS-
2 are planned to be flown as a tandem mission, enabling also along-track
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intereferometric measurements. As the main conclusion of this project was
that L-band InSAR could successfully be used for measuring flow speeds on
Kongsvegen, but that more data was required for a complete analysis, this could
be enabled by the launch of these additional L-band SAR missions.
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