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ABSTRACT

In order to implement a remote monitoring system for post-surgical patients using wearable de-
vices, research on photoplethysmography measuring systems for heart beat detection is done so
as to verify requirements for said systems and project processing algorithms for heart rate es-
timation. A performance comparison is carried out between implemented algorithms based on
ESPRIT, FFT, autocorrelation, zero crossing and peak detection for evaluating the efficiency of
each one under various operational conditions on a photoplethysmography sensor. Results are
obtained for distinct values of LED current level, LED pulse width and sample rate. Addition-
ally, a prototype for an online monitoring platform is proposed for health care data gathered with
wearable devices. The implemented prototype contain features such as user accounts, chart visu-
alization, text reminders and team sharing.

RESUMO

De modo a implementar um sistema de monitoramento remoto de pacientes pós-cirúrgicos com
dispositivos vestíveis, é feito um estudo sobre sistemas de medição de batimentos cardíacos por
fotopletismografia para verificar requisitos de tais sistemas e esquematizar algoritmos de proces-
samento para estimação da frequência cardíaca. Uma comparação de desempenho é feita entre
implementações de algoritmos baseados em ESPRIT, FFT, autocorrelação, cruzamento de zero
e detecção de picos para avaliar a eficiência de cada um sob diferentes condições operacionais
com um sensor de fotopletismografia. São obtidos resultados para diferentes valores de corrente
de LED, largura de pulso do LED e frequência de amostragem. Ainda, é proposto um protótipo
de plataforma online de monitoramento para dados de saúde aplicado à dispositivos vestíveis.
Tal protótipo possui funcionalidades de contas de usuário, visualização de gráficos, lembretes de
texto e compartilhamento com equipes.
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1 INTRODUCTION

1.1 MOTIVATION

Modern advancements in embedded systems technology allow for new applications in numer-
ous fields. At the same time, breakthroughs in the Internet of Things (IoT) made possible for
miniaturized and low-power sensors to be worn by users. Data can be then gathered with small
form-factor components and transmitted wirelessly to computers, mobile devices or cloud servers.
This technology has created additional requirements to enable and optimize use of such devices.
Thus, new techniques in power saving, signal processing and wireless communications are being
developed currently. One of the most recent epitomes of these technological advancements are
wearable devices, gadgets that are worn by users. Available to be used on various parts of the
body, such as wrists or forehead, wearables carry sensors that measure data and communicate via
wireless protocols.

Wearable devices are ideal for constant and non-obtrusive monitoring. A large market for
fitness wearable trackers formed in the last few years, with a global revenue of 21.66 billion
dollars as of 2017, with projection of an increase to 93.69 billion dollars in 2027, according
to [1]. These wearable devices are usually found in form of wristbands, being used seamlessly
by users during physical activities and throughout their day. Users can then synchronize gathered
data to their computers and smartphones to monitor information such as heartbeat, steps taken
and calories spent during use of the device. General fitness information gathered in modern
smartbands has been linked to improve users’ commitment to their health [2]. Thus use of similar
wearables directed towards healthcare applications is of interest.

In hospital environments, many patients are admitted to intensive treatment units (ITU) for
emergence treatments and closer supervision. Having limited resources, a number of hospitals
nationwide report usual lack of capacity for their ITU to admit new patients with various manage-
ments challenges [3]. This situation then creates obstacles to treat more serious cases and to admit
new patients with urgent conditions. In the case of post-surgical cases, patients can be relocated
from ITU to rooms or their homes, depending on their recovery conditions. Hence, by providing
appropriate remote supervision, it is possible to unburden ITU and hospitals. Combining mod-
ern wearable technology with the given healthcare scenario, remote monitoring of post-surgical
patients are of great significance for society.

On a personal scale, a real-time monitoring system allows medical professionals to assist mul-
tiple cases remotely. Doctors could then get simultaneous logs on their patients’ conditions and
focus their attention on more serious situations. Therefore, the health monitoring suite would
consist of wearable devices – to gather data from patients – and a monitoring platform – deliver-
ing information to doctors and assistants. The devices would connect to the monitoring platform
(such as a mobile application or an online website), allowing medics to check patients’ health
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information during the day and get alerts on anomalous events. Furthermore, doctors could in-
teract with each other, collaborating in teams and leaving text reminders to each one regarding
their shared patients. The link between wearable sensors and online platforms has the potential to
further improve the effectiveness of remote monitoring of post-surgical patients.

1.2 OBJECTIVES

A study directed towards a non-obtrusive heart rate monitoring wearable device, comprising
operational parameters and signal processing, is proposed. Alongside it, an online application for
assessment of health-oriented data is developed. On the sensor hardware system, it is necessary to
outline and validate optimal operational conditions in order to guarantee low power consumption
and precise output data. Based on the experimental sensor measurements acquired with different
operational parameters, digital signal processing is applied in order to filter and detect heart rate
using different algorithms. Thus, precision and robustness are assessed for a number of methods.

The online platform is developed to enable monitoring of health information from multiple
wearable devices users. It shall also enable collaboration among physicians, leaving text re-
minders in patients profiles and sharing them in teams.

1.3 OUTLINE

This work is presented in the following chapters:

Chapter 2 explores heart rate measuring in a wearable device context, analyzing various hard-
ware requirements to achieve an appropriate system implementation. Chapter 3 then introduces
frequency estimation algorithms directed towards heart rate detection. The characteristics of each
algorithm is discussed comparatively, focusing on precision and feasibility in embedded systems.
In sequence, Chapter 4 explains the experimental methodology to acquire, filter, process and an-
alyze data from heart rate sensors. Also, comparative standards are defined to test suitability of
each algorithm used to calculate heart rate.

Chapter 5 traces the technological and usability requirements for an online platform aimed at
real-time monitoring of health conditions from users of wearable devices. Thus, a minimal viable
prototype is designed to address initial specifications.

Chapter 6 presents experimental results of the project in order to give a deeper understanding
of how each parameter affects the wearable system in terms of power and precision. Following,
Chapter 7 concludes the work, discussing implications of results and proposing further develop-
ment and improvement.
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1.4 RELATED WORK

Signal processing techniques presented in this work have various related applications, as
present in publications from the Laboratory of Array Signal Processing (LASP) in University
of Brasília (UnB). The ESPRIT algorithm may be used for audio tampering detection and au-
thentication for forensic analysis, as shown in [4] and [5] respectively, as well as applications in
unmanned aerial vehicles (UAV), such as accurate attitude estimation presented in [6] and [7].
Additionally, a multiple-input and multiple-output (MIMO) architecture for use in mobile appli-
cations using wearable monitoring devices is proposed in [8], which is related to the monitoring
platform build for this work.
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2 HEART-RATE MEASURING

2.1 PROBLEM STATEMENT

General health of an individual is strongly related to its heart-rate, for instance [9] shows that
mortality from both cardiovascular and non-cardiovascular causes generally increases with in-
creasing heart rate. In specialized medical situations – for instance, post-surgical recovery – this
information can be critical. Symptoms like tachycardia or sudden drops in heart rate can indicate
serious health conditions or adverse effects of medication [10]. Therefore, constant monitoring of
post-surgical patients’ heart rate is a major necessity in ITU and hospitals. In many situations, the
monitoring equipments are very costly and might not available in sufficient quantities for all hos-
pital inmates. Hence, these monitoring equipments can represent a strong burden on capabilities
of hospitals to admit more patients.

Along with this context, different patients have varying needs of supervision for a successful
recovery. Smaller surgical procedures usually require less time and medical attention than major
interventions. Therefore, it is interesting to adapt the focus given to each case. Also, studies from
the World Health Organization (WHO) show that more than 45% WHO Member States report
to have less than 1 physician per 1000 population [11]. By choosing the correct approach to
the needed supervision, it’s possible to alleviate less serious patients of an uneasy stay in ITUs,
simultaneously allowing physicians to pay closer attention to most severe cases.

The solution proposed in this work is to use wearable monitoring devices, that would drive
down equipment costs and allow for remote medical supervision. Initially, it is imperative to
discuss requirements for such devices and the approach necessary to achieve them. This chapter
examines non-invasive methods of acquiring heart signals in embedded systems. In particular,
the reflective photoplethysmography method has a deeper focus, as it is the better alternative for
reasons shown next.

2.2 NON-INVASIVE METHODS

Medical procedures are deemed non-invasive when there is no break through the patient’s skin
and there is no contact with the mucosa or other unnatural body cavities [12]. This form of proce-
dure is advantageous in a post-surgical context, since incisions and other invasive contacts should
be avoided at all costs to prevent infections on recovering patients. The current main methods of
visualizing a person’s heart rate are electrocardiography (ECG or EKG) and photoplethysmog-
raphy (PPG). Electrocardiography is briefly cited in the next subsection, showing characteristics
and considerations made regarding this method during the present work.
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2.2.1 Electrocardiography

The ECG was invented more than a century ago and is considered the gold standard for non-
invasive heart diagnostics [13]. Since heartbeats are caused by natural electrical impulse in the
heart’s muscles, it is possible to measure the electrical activity of said heartbeat. An ECG is
characterized by it’s waveform, in which each part of the signal is an electrical impulse resulting
from muscle movements. In a simplified manner, as illustrated in Fig. 2.1, the heart’s upper
chambers make the first impulse – called a “P wave” – followed by a flat line when the electrical
impulse goes to the bottom chambers. Next, the bottom chambers are contracted causing what is
called a “QRS complex”. The last part of the signal is the “T wave”, representing a return to the
resting state of the heart [14].

Figure 2.1: An illustration of an ECG waveform and the main points of interest noted.

The ECG exam is used to detect physical anomalies in the heart, e.g. the effects of drugs
or devices used to control the heart, and also the size and position of heart’s chambers [15].
Regarding heart rate, cardiac rhythm can be determined by the interval between two successive
QRS complexes [16].

With all its advantages, the ECG is an indispensable test for correct diagnostics of heart dys-
functions and diseases. With that said, the standard 12-Lead ECG test is dependent on specialized
equipment and the placement of electrical recording leads in various limbs of patients [17]. There-
fore, ECG is manly used in clinical settings and is rather unfit for daily or continuous usage under
normal health circumstances. Hence, the PPG measurements are favored in wearable applications
mainly due to its portability, as explained in the following section.
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2.3 PHOTOPLETHYSMOGRAPHY

Photoplethysmography (PPG) is a technique that is used to detect blood volume changes in the
microvascular bed of tissue [18]. In contrast to ECG, the PPG technique can be used to monitor
heart rate non-invasively as well, but may use only one probe at the surface of the skin, leading to
better acceptance of users for daily use. Based on the interaction between light and organic tissue,
PPG measurements are achieved with simple constructions, such as an LED and a photodetector.
Consequently, PPG has developed into a low-cost solution for primary care and specially for
wearable health signal sensing. Its main applications are measuring heart rate, oxygen saturation,
blood pressure and cardiac output [18].

2.3.1 The PPG signal

The interaction between light and skin tissue constituents – mainly water, melanin and blood
tissue – can be absorptive, reflective or transmissive. These interactions are highly dependent
on the wavelength used, due to tissue constituents’ variant absorption and scattering coefficients.
Relevant measured data and mathematical modeling of tissue interaction with light is shown in
[19].

Given the theoretical background and relevant measurements cited, the main focus of this ap-
plication is measuring blood volume changes related to heartbeats. Therefore, it is important to
select the proper light signal used to probe the blood tissue. Light-emitting diodes (LED) are
compact and reasonably low-powered devices that emit light. Their signal is distinguished by its
wavelength and full width at half maximum (FWHM) parameter. Since light is and electromag-
netic wave, its wavelength is given in terms of its frequency and the speed of light:

λ =
c

f
. (2.1)

For describing light emissions in LEDs, it is preferred to use the central wavelength value λ0
and its correspondent FWHM value. In photonics, the FWHM is given by the wavelength interval
between the two extreme values of the light wave at which the it’s intensity is equal to half of
its maximum value [20], centered in its central wavelength. Thus, the shorter FWHM is, sharper
light wave emitted is.

Therefrom, investigating light-tissue interaction along the visible spectrum – but also includ-
ing infrared (IR) and ultraviolet (UV) spectra – is fundamental. UV and longer IR light are
strongly absorbed by water [18]. Simultaneously, melanin absorbs shorter wavelength more in-
tensely, as presented in Fig. 2.2, and, since its concentration varies depending on skin pigmen-
tation, different people will have distinct amounts of melanin absorption. Thus, an optical water
window – as defined in [18] – exists in the interval that comprises red and near-infrared light,
as is illustrated in Fig. 2.2 [21], allowing for a better quality of measurement in these wave-
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lengths. However, it is interesting to note that an interval encompassed along green wavelengths
has stronger absorption for blood tissues than that of melanin, displayed in Fig. 2.2, making green
LED capable of measuring PPG signals correctly. Reflected green light has been shown to have
an advantages over reflected infrared light [21], being a appropriate alternative depending on the
application needed. However, since infrared light is invisible to the human eye, it is not perceived
by users, as opposed to green light that can become uncomfortable.

Figure 2.2: Diagram illustrating the absorption coefficients of the main components of human tissue (H2O, Hb,
HbO2, and Melanin) along the visible and near-infrared spectra, with the main wavelengths used for PPG (green, red
and near-infrared) in evidence.

Following, it is significant to discuss differences in light absorption between oxygen-saturated
hemoglobin (oxyhemoglobin or HbO2) and desaturated hemoglobin (deoxyhemoglobin or Hb),which
are also illustrated in Fig. 2.2. By binding itself to oxygen molecules during respiration, hemoglobin
alters its chemical characteristics, showing stronger absorption coefficient for near-infrared (∼940
nm) than for red wavelengths (∼660 nm). On deoxyhemoglobin though, the inverse is observed,
with stronger absorption in the red spectrum [19]. Hence, PPG is also capable of determining
blood oxygen saturation in what is called pulse oximetry by combining red and infrared light
emitters. Even though it is an interesting feature for a health-oriented wearable device, it is out-
side the scope of this projects, thus only the heart rate sensing application is considered.

The PPG waveform constitutes of a pulsating AC component – attributed to cardiac syn-
chronous changes in the blood volume with each heart beat – superimposed by a slowly varying
DC component with various lower frequency components attributed to respiration, sympathetic
nervous system activity and thermoregulation [18].

The format of a PPG pulse is defined as two phases, as illustrated in Fig. 2.3 [22]: the
anacrotic phase (beginning at the rising edge of the pulse at TSP/2), and the catacrotic phase (until
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Figure 2.3: Illustration of a PPG pulse waveform, the main points are denoted along with their corresponding time
of occurrence.

the falling edge of the pulse at T2SP/2). The first phase is primarily due to systole, and the second
phase results from diastole and wave reflections from the periphery [18]. In the former phase, the
point of interest is a systolic peak (at TSP), and in the latter phase, a diastolic peak is present at TDP.
Also, a dicrotic notch, at TDN, is usually seen in between heartbeat phases of subjects with healthy
compliant arteries [18]. A peak-to-peak interval, or the distance between two consecutive systolic
peaks, represents a complete heart cycle [22]. A pulse may also be considered to start at the signal
foot shown in Fig. 2.3. The systolic amplitude indicates the changes in blood volume caused by
arterial blood flow and has been related to stroke volume, which could indicate vasoconstriction
or vasodilation; it can also reflect cold sensitivity, reaction to anesthetics, blood loss, hypothermia,
etc. Pulse width and area also correlate with the systemic vascular resistance, which could reflect
drug interaction of the patient or blood viscosity [22].

An important aspect to consider is that the PPG wave is measured as the blood volume
changes. Light detected by PPG systems is correspondent to the light emitted subtracted from
the absorbed portion. Additionally, an increase in blood volume results in more light absorbed.
Thus, the detected PPG signal corresponds to the inverse of blood volume changes, with measured
waveform being a flipped version the one presented in Fig. 2.3.
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2.3.2 PPG Modes

PPG measuring devices may function in two modes – reflection and transmission modes –
depending on the placement of the photodetector in relation to the light emitter. If both are placed
in the same side of a surface (e.g. the skin), it works on reflection mode. In this configuration, the
photodiode captures light scattered back and reflected from the tissue. On the other side, if the
photocoupler is placed on opposite sides of a surface (e.g. across a finger), transmission mode is
attained [21]. Both mechanisms are illustrated in Fig. 2.4 [21]. The LED emits light through the
skin tissue with added background light interference. Transmission mode detects light that passes
through the tissue unabsorbed and its photodetector receives more ambient light interference.
Light that is reflected or scattered back in the skin is detected in reflectance mode, also subject to
ambient light interference.

Figure 2.4: A schematic representation of both transmissive and reflective mode in PPG. The illustration shows
pathways of light in both scenarios, as well as positioning of the devices and sources of ambient light noise.

Although transmission mode generally obtains an appropriate signal, it can may be limited
to fewer measurement sites. This is due to the fact that the sensor must be located on the body
at a site where transmitted light can be readily detected, such as the fingertip, nasal septum,
cheek, tongue, or earlobe [23]. Another possible disadvantage of transmission mode sensors is
the use of either a cuff or a clip to attach the sensor to the body. This causes a probe-dependent
increase in transmural pressure, potentially causing vasoconstriction in the veins, degrading signal
quality [21].

Reflection mode, on the other hand, may be attached to more sites on the body. Thus, placing
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the PPG wearable devices in unobtrusive spots, such as at user’s wrist, is possible. Nonetheless,
reflection mode presents some disadvantages as well. Mainly, it is affected by motion artifacts –
due to physical activity, for instance – and pressure disturbances – for example, variations in the
contact force between the PPG sensor and measurement site [23].

Both PPG modes are relevant depending on the application, contemplating aspects such as
measurement site, device build and user acceptance. All things considered, reflection mode is
deemed more versatile for daily-use wearable, since it can be place in unobtrusive sites and does
not necessarily depends on cuffs of clips for probing.

2.3.3 Measuring PPG

By focusing on the simple and low-cost solution for building a PPG device, using at least one
LED and a photodetector, this section determines further requirements for this system. Additional
treatment of the measured signal, including filtering and amplification, is discussed in richer detail
during this subsection. LEDs are highly efficient semiconductor devices with operation based on
injection electroluminescence, a more extensive description is available at [24]. Photodiodes are
commonly used to detect light signals in PPG systems. These devices are semiconductor junctions
that rely on photogenerated charge carriers [24].

In order to correctly operate LEDs in PPG systems, it is important to add a proper driver
circuit. Various LED drivers are available in the market as integrated circuits. Also, it is possible
to build driver circuits using regular discrete components. Important characteristics of an LED
driver are good power regulation and stable sourced current. As another key characteristic, the
LED driver circuit must generate minimal noise, as any noise inside the signal bandwidth will
degrade the overall performance [25]. Additionally, features such as adjustable current values
and possibility of pulsed operation allow for further optimizations in power consumption, which
is key in wearable devices due to battery size and power limitations.

As for photodiode interfacing, it is generally achieved by using a transimpedance amplifier
(TIA). Such amplifiers take current input signals and output a correspondent amplified voltage
signal. Thus, by connecting the photodiode as shown in Figure 2.5, in what is called photovoltaic
mode, the small photocurrent generated into a short circuit is amplified by the TIA as a voltage
signal with gain given by Equation (2.2) [26]. The 3 dB frequency of TIA is given in Equation
(2.3) where GPB is the gain-bandwidth product of the operational amplifier. The key specifica-
tions for the TIA are extremely low input current, input current noise, and input voltage noise, as
well as high-voltage operation [25].

Vout = RfIP , (2.2)
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Figure 2.5: A transimpedance amplifier construction, commonly used to interface current input from photodiodes
and amplifying it to a voltage signal output.

where IP is the photodiode input current, Rf the feedback resistor and Vout the output voltage.

f3dB =

√
GBP

2πRf (Cf + CD + CTIA)
, (2.3)

where, additionally, Cf is the feedback capacitor, CD is the photodiode capacitance and CTIA is
the amplifier’s capacitance.

After the PPG signal passes through the TIA, it is advisable do add further stages of filtering
and amplification. Since the heart signal comprises of a short bandwidth in low frequencies (not
more than 5 Hz), active low-pass filtering provides noise reduction and signal amplification. As
an illustrative purpose, a voltage-controlled voltage-source (VCVS) filter is presented next. The
circuit topology, shown in Figure 2.6, presents a non-inverting voltage gain greater than unity
equals to K in Figure 2.6 [26]. The filter can be realized as Butterworth, Bessel or Chebyshev
filters depending on the application, each pole of the filter is represented by one stage of a VCVS.
Given as an example here, filters and amplifiers similar to the VCVS can be used for this appli-
cation. As a relevant note, the DC component of the PPG signal is not necessary for heart rate
detection, which only depends on the pulsating AC component. However, the DC signal can-
not be filtered if pulse oximetry is carried out in parallel to heart rate measurements, due to its
dependence on this part of the PPG signal.

Finally, the amplified signal must then be sampled by an analog-to-digital converter (ADC)
to be digitally processed. The key specifications for the ADC are high resolution, signal-to-noise
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Figure 2.6: A proposed topology for an active low-pass filter, allowing the PPG signal to be amplified while high-
frequency noise is filtered. Component values are chosen according to the desired gain and bandwidth.

ratio (SNR) and short acquisition time [25]. Such ADCs are present in microcontrollers or as
separate components.

The complete set of the components described above is commonly referred as an analog front
end (AFE) and is available as chipsets encompassing the necessary devices and additional digital
bus interfaces for measurement reading, for instance.

2.3.4 Sources of noise in PPG

Noise is a prevalent aspect when dealing with signal processing. In wearable PPG sensors,
many sources of noise are present, hence a brief analysis regarding this parameter is proposed in
this subsection.

In PPG sensor systems, noise arise from either external or internal sources. The most signif-
icant external noise source is ambient light. Background ambient noise can be specially harmful
to mid and far IR systems due to thermal radiation emitted by objects at room temperature [21].
Crosstalk in systems consisting of multiple LEDs is also present.

As for internal sources of noise, that is, present in the detection and amplification circuitry,
the following list is presented as a summary of relevant factors [24]:

• Photon Noise: arises from the inherent uncertainty of the incident mean photon flux Φ,
where this quantity fluctuates randomly;

• Photoelectron noise: occurs due to the probabilistic nature of the photogeneration of charge
carriers, according to the probability of a photoevent to happen given the detector’s quantum
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efficiency η;

• Gain noise and receiver circuit noise: random thermal noise added by amplifier and receiv-
ing circuitry;

By using appropriate signal processing techniques, ambient background light can be satisfac-
torily deducted from the PPG signal. Also, it is possible to isolate the PPG sensors from external
light and from adjacent light emitters by building appropriate enclosures. On the other side, in-
ternal sources can only be reduced by low-noise circuit construction techniques, as photoelectric
limitations are inherent to the system used. Thus, filtering processes have to take into account the
various sources of noise present in PPG systems.
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3 HEART-RATE DETECTION ALGORITHMS

3.1 PROBLEM OUTLINE

In digital signal processing (DSP), it is a common objective for frequency estimation of dig-
italized signals, with applications spanning from communication networks to medical imaging.
Thus, many algorithms for frequency estimation have been well established up until the present
time. Fundamentally, for application in this project, heart rate detection can be formulated as a
frequency estimation problem. Heart rate is usually reported in beats-per-minute (BPM). Thus,
by measuring the frequency parameter of a periodic heart signal, heart-rate is given by:

fheart · 60 = BPM. (3.1)

As explained in section 2.3.1, the PPG signal is composed of both an pulsating AC component
and a slowly varying DC component. Again, for HR detection, only the former (AC) part of the
signal is necessary, with the latter (DC) part considered noise for all practical purposes. Therefore,
the PPG signal may be considered periodic, with period equals to N and 60/N corresponds to the
BPM value. By then sampling the PPG signal through an ADC for further digital processing,
the result is a discrete-time signal x(n) with an N amount of samples, and x(n) = 0 if n < 0

or n ≥ N . The sampling rate fs is equipment-dependent and must be taken into account. This
concludes that the algorithms selected must be defined in terms of discrete signals.

HR, measured as beat-to-beat intervals, is not constant and varies in time. This property is
known as heart rate variability (HRV) [27]. A noteworthy simplification is the disregard of said
Heart Rate Variability (HRV) or Inter-beat intervals (IBI) in the measuring timeframe. Hence, the
PPG signal is considered to have a single main frequency in a given timeframe. This simplification
results no loss for HR detection in the application studied, only being relevant in other specialized
utilizations.

This chapter explores five major algorithms for frequency estimation with different complex-
ities implemented using MATLAB R©(source code available in Appendix I), them being:

• ESPRIT (Estimation of Signal Parameters by Rotational Invariance Techniques);

• Frequency Analysis using FFT (Fast Fourier Transform);

• Autocorrelation;

• Zero crossing;

• Peak detection.
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This comparative analysis is inserted in the wearable technology context. Therefore, a number
of limitations are present, such as reduced processing capabilities and low memory storage. It
is interesting then to assert the trade-offs between each algorithms, considering the demanded
implementation costs and overall precision for the applications that each one offers. This chapter
presents the theoretical basis of all the algorithms considered in this work. Selecting the best
suited algorithm can be done through theoretical methodology – presented in this chapter – as
well as experimental investigation – elucidated in the next chapter.

3.2 ESPRIT

3.2.1 Definition

Based on a technique of signal subspace decomposition, the Estimation of Signal Parameters
by Rotational Invariance Techniques (ESPRIT) algorithm is an advanced method that can be used
for frequency estimation. The algorithm exploits a property of rotational invariance of signal
subspaces spanned by two temporally displaced data sets [28]. A simplified description of the
least-squared version of ESPRIT algorithm is shown next based on [29].

Considering a single complex exponential s0(n) = αej2πfn with complex amplitude α and
frequency f , said signal has the following property:

s0(n+ 1) = αej2πf(n+1) = s0(n)ej2πfn, (3.2)

thus the next sample is equal to a phase-shifted version of the current sample. This can be viewed
as a rotation on the unit circle ej2πf . Thus, by representing a signal composed of the complex
exponentials s(n) with added noise component w(n) in a time-window vector model given in
[29]:

x(k) =
P∑
p=1

αpv(fp)e
−j2πnfp + w(n) = VΦnα + w(n) = s(n) + w(n) ∈ CM , (3.3)

where the P columns of matrix V are length-M time-window frequency vectors of the complex
exponentials

V = [v(f1) v(f2) . . . v(fP )] ∈ CM×P . (3.4)

Vector α contains the amplitudes of complex exponentials αp and matrix Φ is a diagonal
matrix, also known as the rotational matrix, containing the phase shifts between adjacent time
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samples of s(n):

Φ = diag{φ1, φ2, . . . , φP} = WN =


ej2πf1 0 . . . 0

0 ej2πf2 . . . 0
...

... . . . ...
0 . . . 0 ej2πfP

 , (3.5)

where φp = ej2πfp for p = 1, 2, . . . , P . Knowing that the frequencies of the complex exponentials
fp completely describe the rotation matrix Φ, estimates of frequency can be obtained by finding
Φ. This is done by using the ESPRIT technique as explained in [29]. Once the rotation matrix Φ

is found, the frequency estimator is given by:

f̂p =
∠φp
2π

. (3.6)

The technique for calculating the frequency estimations is summarized next, as of [30]. Ini-
tially, consider a data matrix X ∈ CN×M containingN data records of the length-M time-window
vector signal x̂(n), an analytical representation of signal s(n) defined previously, thus:

X = [x(0) x(1) . . . x(N − 1)]T ∈ CM×N , (3.7)

where x(n) = [x̂a(n) x̂a(n+ 1) . . . x̂a(n+M − 1)]T, and ()T is the transposition operator of
matrices.

By then using the Eigenvalue Decomposition (EVD) method on the sample covariance matrix
Rx = XXT/N , corresponding to the correlation matrix of the recorded signal X in (3.7), it is
obtained that:

Rx = UΣUH, (3.8)

where U is an M ×M matrix of right singular vectors and ()H denotes the Hermitian operator.
Both matrices are unitary, given that UHU = I, where I is the identity matrix. Matrix Σ has
dimensionsN×M and is composed of singular values on the main diagonal ordered in descending
magnitude.

Matrix U can be decomposed as U = [us|Unoise], where us, the first column of U, is the
vector that generates the signal subspace, of dimensions M × 1, formed by the singular vector
corresponding to the maximum singular value of the data matrix X. The remaining singular vec-
tors form a matrix in which its columns correspond to the basis that generate the noise subspace
Unoise, of dimensions M × (M − 1), orthogonal to the signal subspace.

By writing vectors uu and ud formed by the first and last M − 1 elements of uu , respectively,
the rotational invariance presented previously, and exploited by ESPRIT, guarantees that:

uuΦ = ud, (3.9)
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where Φ corresponds to the rotation matrix. By solving 3.9, the phase value is given by:

∠φp = ∠
uHu ud
uHu uu

, (3.10)

hence the frequency estimator is calculated using Equation (3.6).

From this summary, the ESPRIT-based algorithm for heart rate detection is formulated [30]:

Algorithm 1: ESPRIT-based heart rate estimator

Given signal x(n), sampled with frequency fs, during a time window T do:

1) Compute the correlation data matrix estimate R between the signal x(n) and bT ·fs
2
c

derived using nonwindowed data.
2) Calculate by eigendecomposition matrix E, whose columns are the corresponding right
eigenvectors of R.
3) Determine the number or rows of R.
4) Decompose R in the corresponding EVD matrices.
5) Derive the signal subspace from matrix E.
6) Estimate the rotation matrix Φ from the EDV matrices and the signal subspace.
7) Calculate the φ eigenvalues of Φ.
8) Determine the frequency estimator by computing the angle of eigenvalues φ:

f̂p =
∠φ
2π
· fs

9) Calculate the estimated BPM value form f̂ :

estimated BPM = f̂ · 60

3.2.2 Complexity analysis

The upper-bound time and space complexity analysis are presented next, in accordance to the
steps enlisted in Algorithm 1.

3.2.2.1 Time complexity

Step 1) calculates the data matrix estimate R, which corresponds to the correlation of size-N
signal X(n) through a N × N matrix multiplication, which corresponds to complexity O(N3).
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Step 2) through 7) calculates the EVD of matrix R, the signal subspace and eigenvalues of the
rotation matrix Φ, which involve matrix multiplication, accounting for aO(N3) total complexity.
Steps 7) and 8) are direct calculations, and are thus O(1). Overall, the upper time bound for
Algorithm 1 is O(N3).

3.2.2.2 Space complexity

To simplify the analysis, the largest data matrix size is taken as the upper bound for space
in Algorithm 1. The data matrix estimate R consists of N data records of the length-M time-
window vector signal, as postulated in the definition of ESPRIT. This brings the space complexity
of Algorithm 1 to be O(NM), which depends on input size N and time window size M .

3.3 FREQUENCY ANALYSIS USING FFT

3.3.1 Definition

Frequency analysis is a powerful tool in digital signal processing. In order to use this tech-
nique, its necessary to represent a discrete-time signal – which is the case of a sampled PPG signal
– in its frequency domain representation. Given a time-discrete signal x(n), instead of calculat-
ing the continuous Fourier transform X(ω), it is more convenient to sample its spectrum. This
representation results in a Discrete Fourier Transform (DFT), as demonstrated in [31]. Given a
periodic finite-duration sequence x(n), with length N , its DFT is given by:

X(k) =
N−1∑
n=0

x(n)e−j2πkn/N . (3.11)

The direct computation of the DFT for a real arbitrary signal is computationally demanding.
Consider alternative representation of the DFT:

X(k) =
N−1∑
n=0

x(n)W kn
N , k = 0, 1, ..., N − 1, (3.12)

in which WN is as defined in Equation (3.11):

WN = e−j2π/N . (3.13)

By representing Equation (3.12) as a linear transformation on x(n), it is possible to visualize
its computational complexity. For there, an N -point vector xN corresponding to the sequence
x(n) is defined, as well as the corresponding N -point vector XN for the frequency samples and
an N ×N matrix WN as follows:
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xN =


x(0)

x(1)
...

x(N − 1)

 , XN =


X(0)

X(1)
...

X(N − 1)

 ,
(3.14)

WN =


1 1 1 . . . 1

1 WN W 2
N . . . WN−1

N

1 W 2
N W 4

N . . . W
2(N−1)
N

...
...

... . . . ...
1 WN−1

N W
2(N−1)
N . . . W

(N−1)(N−1)
N

 .

From this definitions, the N -point DFT is given by:

XN = WN · xN . (3.15)

By taking the dimensions of matrix WN , the reason for direct computation of the DFT being
computationally inefficient can be verified. Mainly, the direct DFT calculation does not benefit
from the periodicity and symmetry of the phase factors WN , namely:

Symmetry property: W
k+N/2
N = −W k

N , (3.16)

Periodicity property: W k+N
N = −W k

N . (3.17)

Thus, by taking a divide-and-conquer approach to calculating the DFT, a better family of
algorithms is achieved, know as the Fast Fourier Transform (FFT) algorithms. The approach of
the FFT is to decompose theN -point DFT into smaller DFTs, exploiting the symmetry (3.16) and
periodicity (3.17) properties. Many different realizations of the FFT exist, such as the Radix-2
algorithms, presented on [31].

By using the frequency domain representation of a PPG signal, it is possible to determine the
dominant frequency estimator of the signal by selecting the maximum argument of the absolute
value of the FFT across half the frequency range [32]:

f̂ =
1

N ′
arg max

−N ′/2≤m≤N ′/2

∣∣∣∣∣
N−1∑
n=0

x(n)e−j2πmn/N
′

∣∣∣∣∣
2

. (3.18)
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Specifically for the application of processing PPG signals, it is important to reinforce that
the measurement contain a strong DC component, that is, low-frequency noise due to reasons
explained in 2.3.1. Thus, correct filtering of low and high frequency noise is fundamental for the
correct application of the FFT algorithm.

Another important aspect is the use of zero padding to increase the resolution of the signal’s
FFT. By padding the finite-duration signal of length LwithN−L zeros as the end and computing
the result’s FFT, the frequency resolution is increased [31]. Hence, this allows for higher precision
when selecting the dominant frequency estimator through Equation (3.18), especially in the PPG
signal’s narrow frequency band. This, however, increases the computational effort of calculating
the FFT for introducing additional point but no extra information, whatsoever.

From the above definitions and considerations, the FFT heart rate estimator algorithm is de-
scribed as follows:
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Algorithm 2: FFT-based heart rate estimator

Given signal x(n), sampled with frequency fs, during a time window T do:

1) Form the zero-padded signal by appending N − T · fs zeros at its end, totalizing N
points. The achieved frequency resolution is given by:

∆R =
fs
N

2) Calculate the N -point FFT of the signal and its corresponding frequency arguments.

• Calculate the absolute value of the frequency domain representation:

|X(f)| =

∣∣∣∣∣
N−1∑
n=0

x(n)e−j2πfn/N

∣∣∣∣∣
• Calculate the vector f of length N corresponding to frequency values from 0 to fs:

f = [0, fs/N, 2fs/N, . . . , fs]

3) Compute the frequency argument corresponding to maximum amplitude of the FFT
from half the spectrum 0 ≤ k ≤ N/2:

f̂ = arg max
0≤n≤N/2

∣∣∣∣∣
N−1∑
n=0

x(n)e−j2πmn/N

∣∣∣∣∣
4) Calculate the estimated BPM value form f̂ :

estimated BPM = f̂ · 60

3.3.2 Complexity analysis

The upper-bound time and space complexity analysis are presented next, in accordance to the
steps enlisted in Algorithm 2, based on FFT.
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3.3.2.1 Time complexity

Step 1) takesN−L steps to zero pad the size-L input, hence it isO(N−L). Step 2) calculates
the FFT for the zero padded input of size N , computing (N/2)log2N complex multiplications,
according to [31]. Thus, step 2) is upper-bounded by O(N logN). Then, step 3) computes the
maximum value of the resultingN -point FFT for half of its frequency spectrum, thus having com-
plexityO(N). Step 4) is a direct calculation of the BPM value, corresponding toO(1). Therefore,
the algorithm is time bounded by step 3), making its time complexity of class O(n log n).

3.3.2.2 Space complexity

Aside from the size L of the input, the Algorithm 1 has the following auxiliary space com-
plexity: step 1) turns the input into a size N zero-padded array, thus it is O(N); step 2) can
store in its worst case scenario a total of (N/2)log2N data points corresponding to its complex
multiplications performed, making it O(N logN); steps 3) and 4) store each one single variable
– corresponding to the frequency of maximum FFT amplitude and estimated BPM value – mak-
ing both a O(1) complexity. Hence, the space complexity of Algorithm 2 is upper bounded by
O(n log n).

3.4 AUTOCORRELATION

3.4.1 Definition

Correlation is used to measure how similar a signal is to another. By taking two real signal
sequences x(n) and y(n), their crosscorrelation is defined as in [31]:

rxy(l) =
∞∑

n=−∞

x (n) y (n− l) , l = 0,±1,±2, ... (3.19)

The index l corresponds to a time shift (or lag) parameter and the subscripts x, y on the cross
correlation sequence rxy(n) indicates the sequences being correlated. In the special case in which
y(n) = x(n), an autocorrelation is performed, as defined by the sequence:

rxx(l) =
∞∑

n=−∞

x (n)x (n− l) , l = 0,±1,±2, ... (3.20)

When calculating the autocorrelation of a finite duration signal, it is accepted to define the
limits of the summation as those of the finite sequence.
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rxx(l) =

N−|k|−1∑
n=l

x (n)x (n− l) , l = 0,±1,±2, ... (3.21)

Some important properties of correlation are shown next. Initially, considering two finite-
energy sequences x(n) and y(n), forming a linear combination:

ax(n) + by(n− l), (3.22)

where a and b are arbitrary constants and l is a lag introduced. By calculating the combination’s
energy, it results in:

∞∑
n=−∞

[ax (n) by (n− l)]2 = a2
∞∑

n=−∞

x2 (n) + b2
∞∑

n=−∞

y2 (n− l)

+ 2ab
∞∑

n=−∞

x (n) y (n− l) (3.23)

= a2rxx(0) + b2ryy(0) + 2abrxy(0),

It is noted that rxx(0) = Ex and ryy(0) = Ey, correspondent to the energies of x(n) and y(n),
respectively. Thus, it is concluded that:

a2rxx(0) + b2ryy(0) + 2abrxy(0) ≥ 0. (3.24)

Equation (3.24) can be treated as quadratic of coefficients rxx(0), 2rxy(l) and ryy(0). Since
Equation (3.24) shows that it is nonnegative, then its discriminant must be nonpositive, thus:

4[r2xy(l)− rxx(0)ryy(0)] ≤ 0. (3.25)

From then, the following inequality is satisfied:

|rxy(l)| ≤
√
rxx(0)ryy(0) =

√
ExEy. (3.26)

For the particular case in which y(n) = x(n), 3.26 is given by:

|rxx(l)| ≤ rxx(0) = Ex. (3.27)

From 3.27, it is affirmed that the autocorrelation sequence of a signal reaches its peak value at
zero lag, given that the signal matches itself with zero shift. Therefore, rxx(0) is the upper bound
of the autocorrelation sequence and this property must be taken into account while designing a
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correlation algorithm.

A further property of interest is the relation of signal scaling and autocorrelation. Since the
autocorrelation sequence does not varies with signal amplitude – only scaling its values accord-
ingly –, it is often desirable to normalize the autocorrelation sequence by dividing it by its upper
bound, namely rxx(0). Thus, the normalized autocorrelation sequence is defined:

ρxx(l) =
rxx(l)

rxx(0)
, −1 ≤ ρxx(l) ≤ 1. (3.28)

Additionally, from the definition of autocorrelation in 3.20, it is possible to demonstrate using
symmetry of the lag shifts l that:

rxx(l) = rxx(−l). (3.29)

Concluding that the autocorrelation sequence is an even function, consequently it is sufficient
to compute rxx(l) for l ≥ 0.

Applying the above definitions in the heart rate estimation case, it is assumed that the PPG
signal is periodic. The definition of autocorrelation for periodic signals becomes:

rxy(l) = lim
M→∞

1

2M + 1

M∑
n=−M

x (n) y (n− l) , (3.30)

corresponding to the autocorrelation of power signals. For the particular case which the periodic
sequences y(n) = x(n), both with period N , the average over the infinite interval indicated by
3.31 is equal to the averages over a single period, reducing the definition to:

rxx(l) =
1

N

N−1∑
n=0

x (n)x (n− l) , (3.31)

in which the factor 1
N

can be viewed as a normalization scale factor.

Applying the above definitions in the heart rate estimation case, the main interest in calculating
the lags correspondent to the maximum values of the autocorrelation sequence. Because the PPG
signal is periodic – and its period is related to the BPM values, as show in Section 3.1 –, the lag
between two subsequent autocorrelation peaks is equal to the signal’s period. From an arbitrary
periodic signal x(n) with period N :
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rxx(l = N) =
1

N

N−1∑
n=0

x (n)x (n−N) ,

since x(n) = x(n−N) (3.32)

thus rxx(N) =
rxx(0)

N
.

Equation (3.32) is valid for any harmonics kN, k = 0,±1,±2, ..., corresponding to peaks of
the autocorrelation sequence. Thus, it is possible to calculate the period of the PPG signal by
computing the lag shift between autocorrelation peaks. From then, the calculation of BPM is
direct.

Another relevant characteristic of the autocorrelation is its robust noise resistance. Given the
received signal affected by an additive random interference factor w(n) added to the arbitrary
signal x(n), of unknown period N , given by:

y(n) = x (n) + w (n) . (3.33)

ObservingM samples of y(n), given 0 ≤ n ≤M−1 whereM � N . Thus, it can be assumed
that y(n) = 0 for n < 0 and n > M . The autocorrelation of y(n), with the normalization factor
of 1/M , is:

ryy(l) =
1

M

M−1∑
n=0

y (n) y (n− l) . (3.34)

Substituting 3.33 into 3.34, results in:

ryy(l) =
1

M

M−1∑
n=0

[x (n) + w (n)][x (n− l) + w (n− l)]

=
1

M

M−1∑
n=0

x (n)x (n− l)

+
1

M

M−1∑
n=0

[x (n)w (n− l) + x (n− l)w (n)] (3.35)

+
1

M

M−1∑
n=0

w (n)w (n− l)

= rxx(l) + rxw(l) + rwx(l) + rww(l).

From Equation (3.4.1), the first factor represents the autocorrelation sequence of x(n). Be-
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cause x(n) is periodic, the autocorrelation sequence presents the same periodicity, containing
peaks at lags equal to 0 and to harmonics of N. Yet, the peaks’ amplitudes decay as th lag shift l
approaches M , since the products x(n)x(n − l) become zero outside the bounds of the sampled
signal. Thus, it is recommended to avoid calculating ryy(l) for large values of l.

The remaining factors of 3.4.1 are two crosscorrelations between x(n) and the random inter-
ference w(n) (rxw(l) and rwx(l)) and an autocorrelation of the interference rww(l). Since x(n)

and w(n) are expected to be totally uncorrelated, the additive crosscorrelation factors are insignif-
icant. The interference’s autocorrelation is expected to have a peak at l = 0, as shown in 3.27,
but decays fast for random interference is predictably not correlated to itself. Therefore, only the
autocorrelation of x(n) is expected to have significant peaks at l ≥ 0, allowing the signal to be
detected in the presence of random interference.

From this theoretical background, an algorithm to calculate BPM from a periodic PPG signal
with N samples, sampled with frequency fs is proposed:

Algorithm 3: Autocorrelation-based heart rate estimator

Given signal x(n), sampled with frequency fs, during a time window T do:

1) Compute the autocorrelation of the signal for l ≥ 0:

rxx(l) =

T ·fs∑
n=0

x (n)x (n− l) , l = 0, 1, 2, . . . ,

2) For l 6= 0, compute the lag corresponding to the maximum argument of rxx(l):

lp = arg max
l≥0

(rxx(l)); (3.36)

3) Calculate the frequency estimator f̂ form lp:

f̂ =
1

lp
; (3.37)

4) Calculate the estimated BPM value form f̂ :

estimated BPM = f̂ · 60. (3.38)
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3.4.2 Complexity analysis

The upper-bound time and space complexity analysis are presented next, in accordance to the
steps enlisted in Algorithm 3, based on autocorrelation.

3.4.2.1 Time complexity

The step 1) calculates the autocorrelation of a size-N input by computing N multiplications,
considering only lags greater than 0, making its upper bound equals to O(N). Step 2) computes
the maximum value of the resulting N multiplications, thus having a time complexity ofO(N) as
well. Steps 3) and 4) are direct computations, resulting in a complexity of O(1) for both. Hence,
the time complexity of Algorithm 3 is O(n).

3.4.2.2 Space complexity

Additionally to the space complexity of the N -size input, Algorithm 3 has its auxiliary space
complexity given by: step 1) stores up to N variables for the lag values and the corresponding
N multiplication results, characterizing a complexity of O(2N); step 2), 3) and 4) store a single
variable each – corresponding to the lag of maximum argument, the estimated frequency and the
resulting BPM value – making it all of them O(1). Thus, Algorithm 3 has a space complexity of
class O(n).

3.5 ZERO-CROSSING

3.5.1 Definition

Zero-crossing detection is a common method for measuring the frequency of a periodic signal
[33], which is applicable to HR estimation. For discrete time signals, it is possible to define
zero-crossing as a function based on conditions such as those in [34], which is equal to one if the
sequence x(n) (indexed by an arbitrary sample n ≥ 2) unequivocally crossed the zero-axis:

z(x) =



1 if xn < 0 and xn−1 < 0

1 if xn > 0 and xn−1 < 0

1 if xn > 0, xn−1 = 0 and xn−2 < 0

1 if xn < 0, xn−1 = 0 and xn−2 > 0

0, otherwise.

(3.39)

Two approaches can be taken, counting the amount of zero crossings in a given interval or
calculating the time difference between sequences of two zero crossings. From the most basic
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case, considering a sine wave with average equal to 0 in its period, it is known that during one
period, the function is equal to 0 twice. Alternatively, the period of the signal is also given by the
time delay between two zero crossings intercalated by another for a time frame longer than one
single period.

By treating the PPG signal properly, it is possible to apply principles considered previously to
estimate its frequency. Thus, in a given measurement time frame T , considering the time-discrete
signal x(n) sampled with frequency fs is defined for 0 ≤ n < T · fs. Using the definition of 3.39,
the frequency using the counting method is given by:

fheart =

∑T ·fs−1
n=0 z(x(n))

2
. (3.40)

The definition for the time interval method, considering zm as the position of samples in which
a zero crossing occurred, is given by:

fheart = [(zm+2 − zm) · fs]−1. (3.41)

The BPM value can then be calculated directly using Equation (3.1).

It is then possible to construct an algorithm from the definitions above to calculate BPM from
the PPG signal. Some conditions for its functioning, though, are presumed and must be taken into
account for the design of signal treatment filters. Initially, it is assumed that the signal contains
no DC bias. Presence of additional DC bias might render the algorithm conditions useless if there
are no zero-crossings in a given time frame. Thus, proper high-pass filtering or other DC blocking
treatment is necessary to be applied in the sampled PPG signal.

Other important aspect is that of multiple outputs for a single zero crossing due to noise,
resulting in inaccurate results. In order to mitigate this, [33] proposes two approaches: rule
based and digital filtering. Rule based design eliminates events that don’t meet expected timing
requirements. This approach inhibits zero crossing detection for a specified period after the first
event, relying on the statistical probability that the next zero crossing will be close to the next half
period. The threshold timing for inhibiting zero crossing detection must be designed in order to
allow natural variations in the input signal. The other approach of Digital filtering has the ability
to discriminate events based upon frequency of occurrence just as passive filtering but overcomes
their disadvantages by having high accuracy and predictability [33].

The alternative considered will be the simpler zero crossing counting approach, defined next:
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Algorithm 4: Frequency estimation by counting zero crossings

Given signal x(n), sampled with frequency fs, during a time window T do:

1) Compute the number of zero-crossings in the signal during T according to:

z(x) =



1 if xn < 0 and xn−1 < 0

1 if xn > 0 and xn−1 < 0

1 if xn > 0, xn−1 = 0 and xn−2 < 0

1 if xn < 0, xn−1 = 0 and xn−2 > 0

0, otherwise.

zero-crossings =

T ·fs∑
n=0

z(x(n))

2) Divide the number of zero crossings by during T by 2;

3) Calculate the frequency estimator from half the number of zero crossings during T :

f̂ =
zero-crossings/2

T
;

4) Calculate the estimated BPM value form f̂ :

estimated BPM = f̂ · 60. (3.42)

A alternative implementations can also be explored, such as using the derivative of the signal.
Since the signal is a periodic function, therefore it can be written as a Fourier Series:

f(x) =
a0
2

+
∞∑
n=1

an cos
nπx

L
+ bn sin

nπx

L
. (3.43)

By differentiating the signal in relation to time:

f(x) =
nπx

L

(
∞∑
n=1

bn cos
nπx

L
− an sin

nπx

L

)
. (3.44)
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Which results in a scaled periodic signal with the same frequency as the original one and
a phase difference of 90◦. Since phase and amplitude information are irrelevant for heart-rate
measurement, the frequency parameter is kept and can be estimated by the zero crossing algorithm
in the same manner as described above. Note that the DC bias – represented by a0 – vanishes when
applying differentiation. Therefore, this approach can be fruitful due to the requirement of DC
blocking posed above. However, it is not considered in this work due to the additional filtering
introduced by the derivative, which poses a possibly unfair advantage.

3.5.2 Complexity analysis

The upper-bound time and space complexity analysis are presented next, in accordance to the
steps enlisted in Algorithm 4, based on zero crossings counting.

3.5.2.1 Time complexity

The comprised steps in Algorithm 4 are: step 1), that calculates the amount of zero crossings
of the size-N signal by inspecting it in its complete length, thus is as O(N) process.; steps 2),
3) and 4) are direct calculations, thus making all of them O(1). So, the upper bound of time
complexity of Algorithm 4 is O(n).

3.5.2.2 Space complexity

Auxiliary space complexity – which excludes mandatory N -size array allocation for the input
– is given in accordance to Algorithm 4. Step 1) allocates a counter variable corresponding to the
amount of zero crossings of the input, and is then O(1). Step 2) computes half the amount of a
variable, and is also O(1). Finally, steps 3) and 4) are also single variable calculations, making
them both O(1). Therefore, the space complexity considered for Algorithm 4 is O(1).

3.6 PEAK-DETECTION

3.6.1 Definition

Considering the waveform of a PPG signal exposed in Section 2.3.1, the correspondent defini-
tion of a heartbeat (complete heart cycle) is the interval between two consecutive systolic peaks.
Thus, by detecting the number of peaks in a given interval of the sampled signal, it is possible to
determine the heart-rate.

Two definitions of peak are relevant for an arbitrary function x(t), the first being in terms
of absolute amplitude in a given time interval T (3.45), and the second in terms of the signal’s
derivative (3.46):
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peak = max(x(t)), 0 ≤ t ≤ T, (3.45)

x′(t) = 0, and x′(t−∆t) > 0, x′(t+ ∆t) < 0, then x(t) is a peak. (3.46)

Thus, by applying these definition as algorithms, the procedure is to checks either the maxi-
mum amplitude in a heart-beat impulse (between two signal’s feet) or zero-crossings of its deriva-
tive. By taking into consideration the reasons given in Section 2.3.1, it is fundamental to flip the
detected PPG signal along the x-axis if it is intended to detect systolic peaks. Disadvantages of
amplitude detection are misreadings due to fluctuations caused by noise or slight body movement
and the definition of the time interval T in which the maximum value of the function is verified,
which must be accounted for and thus properly treated. As for derivative checking, disadvantages
of the zero-crossing algorithm are introduced (e.g., sensibility to high-frequency noise).

Another problem of both algorithms is that additional local peaks, such as the weaker diastolic
peak, may also be detected causing inaccurate readings. Therefore, it is viable to set a threshold
that guarantees only systolic peaks are detected, or to account for two peaks (systolic and dias-
tolic) in a given hearbeat interval. The algorithm proposed uses a direct computation of PPG
signal feet, thus making it unnecessary to flip the signal and only one foot is expected in each
heartbeat.

The peak detection counting algorithm is defined as follows:

Algorithm 5: Peak detection using maximum value in a given interval

Given signal x(n), sampled with frequency fs, during a time window T do:

1) Find the number of local peaks, in order to detect only the PPG signal’s feet during
interval T ;
2) Calculate the frequency estimator from the sample interval:

f̂ =
number of peaks

T
;

3) Calculate the estimated BPM value form f̂ :

estimated BPM = f̂ · 60.

Alternatively, since systolic peaks occur after the fastest variation in the signal, it is possible to
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detect amplitude of the derivative instead of the signal itself. Thus, peaks in the derivative give a
slightly delayed version of the systolic peaks, since the former is followed by the latter. This also
results in a proper heart-rate measurement, as shown in the property of derivatives in Equation
(3.44). This algorithm is achieved by inputing the derivative of the signal to Algorithm 5 instead
of the signal itself.

3.6.2 Complexity analysis

The upper-bound time and space complexity analysis are presented next, in accordance to the
steps enlisted in Algorithm 5, based on zero crossings counting.

3.6.2.1 Time complexity

Step 1) registers the peak locations of the N -size input, thus making this process O(N).
Next steps, 3) and 4) are direct calculations of complexity O(1). Hence, the time complexity of
Algorithm 5 is O(n).

3.6.2.2 Space complexity

The considered auxiliary space complexity, not taking into account theN -size array allocation
for the input, is calculated for Algorithm 5. Step 1) logically marks the location of pulse peaks
along the signal’s length, which is of complexity O(N). Step 2) and step 3) and 4) allocate
one variable for the frequency estimator and one to the BPM values, respectively, resulting in
complexity O(1) for both. The derived space complexity for Algorithm 5 is O(n).
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4 METHODOLOGY

In order to apply the processing techniques explored in the previous chapter, it is necessary
to assemble a suitable circuit to save data from a photoplethysmography (PPG) sensor. Then, the
appropriate filtering and calculations are applied to the captured heart signal. Each algorithm is
treated as an estimator for the real measured heart-rate value, referred market-available devices.
The resulting data is presented and analyzed in the next chapter.

The component selected for this project is the MAX30100 pulse oximeter and heart-rate sen-
sor integrated circuit (IC). The device bought comes in a breakout board model RCWL-0530,
containing all the necessary peripherals to operate the sensor. In order to serve as a communi-
cation bridge between the sensor I2C bus and the computer’s serial port, an Arduino Pro Mini
board is used. Raw data from the sensor is captured with a Python script and processed using the
software MATLAB R©.

4.1 PPG SENSOR

4.1.1 MAX30100

The MAX30100 pulse oximeter and heart-rate sensor IC used in this project is produced by
Maxim Integrated. The component comes in a small form factor (5.6mm x 2.8mm x 1.2mm) and
is integrated with the following components (which are specified in the correspondent datasheet
[35]):

• infrared LED;

• red LED;

• photodiode;

• LED driver;

• ambient light cancellation filter;

• analog-digital converter (ADC);

• internal temperature sensor;

• proprietary digital filter;

• I2C communication interface.
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The LEDs integrated allows for measuring both heart-rate (using infrared only) and pulse
oximetry (both red and infrared). The latter parameter (oximetry) is interesting for a complete
health-oriented wearable device, but it’s analysis and implementation is outside the scope of this
project. The IC also comes integrated with the so-called analog front-end – consisting of ampli-
fiers, filters, ADC and digital communication interface – reducing the need for additional circuitry.
Thus, this device serves the purpose of a PPG measuring system established in Chapter 2. Addi-
tional parts are necessary for power sourcing the sensor with appropriate voltage levels, I2C bus
interfacing and prototyping with the surface-mounting device.

4.1.2 RCWL-0530

Since faster prototyping facilitates development of the project, the MAX30100 sensor was
bought in the breakout board RCWL-0530, produced by the company RCWL. The board contains
the MAX30100 biosensor soldered and all the necessary peripherals for operation, such as a 1.8
V and a 3.3 V voltage regulators, I2C pull-up resistors and pin connectors for protoboard use in
its printed circuit board (PCB).

4.2 DATA ACQUISITION

Readings from the MAX30100 are stored in data registers of the device and can be read
through the I2C bus. To save data from the sensor to a computer for further processing, it is
necessary to communicate with the MAX30100 and the computer simultaneously. For this appli-
cation, an Arduino Pro Mini is used to bridge the I2C bus to an USB interface used by desktop
computers.

4.2.1 Arduino Pro Mini

The Arduino platform is an open-source project that started in 2009 with the objective of
bringing the electronics hobby to a wider audience. The platform has become widely used pro-
totyping with its accessible Integrated Development Environment (IDE), cheap breakout boards
based on ATMEL AVR chips and user-contributed libraries.

The selected board for the project application is the Arduino Pro Mini, based on the AT-
mega328P chip and running at 8 MHz on 3.3 V. The board contains pins that can be configured
as SDA and SCL ports for I2C communication, as well as separate ports RX and TX for serial
communication. An USB interface is provided additionally for flashing and communicating with
the Arduino board using a FTDI breakout board.
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4.2.2 Recording data

The software used to interface the Arduino board with MAX30100 is freely available on
GitHub as open-source [36]. The code enables the Arduino Pro Mini to access raw data from
the sensor readings, transmitting them over serial bus to the computer. The code was modified to
output data in a convenient form, separating readings of the IR and red LEDs, together with the
milliseconds of each reading since the system started running, separated by commas. Thus, by
connecting it the computer via USB, a Python script monitors the serial port Arduino uses and
logs the data to a .csv (comma separated values) file.

4.3 EXPERIMENTAL SETUP

4.3.1 Circuit assembly

The test circuit was assembled on a 830 tie points breadboard. The Figure 4.1 illustrates
the layout using the software Fritzing [37], which is described next. A breadboard-mountable
power supply set at 3.3 V, produced by YwRobot, is used along a decoupling ceramic capacitor
between the positive power supply and reference point. This power source was used to power
both the Arduino and the MAX30100 breakout board at 3.3 V. The SDA and SCL lines of the
I2C bus were connected to pins A4 and A5 of the Arduino Pro Mini (according to its datasheet
[38]) and the corresponding terminals of the MAX30100. For interfacing with a computer (for
firmware programming and data communication), the Arduino Pro Mini was connected to the
FTDI breakout board according to the Serial communication specification, that is, TX terminal of
one device connected to RX of the other, for both terminals. Communication with a computer is
then established by using an USB cable. The circuit illustration produced using the open-source
Fritzing is presented next, using additional open-source parts form [39]:

Figure 4.1: Circuit assembled for gathering PPG data from MAX30100, consisting of (from left to right) an YwRobot
power source, a decoupling ceramic capacitor, an RCWL-0530 breakout board, an Arduino Pro and an FTDI breakout
board. This illustration was produced using the software Fritzing.
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4.3.2 Measurements references

In order to establish a referential target value for sensor readings, two market-available devices
were used simultaneously as the experiment was carried out. The first was an medical oximeter,
that measures heart-rate and oximetry using red and infrared light for transmissive PPG , used
on user’s finger. The second device is a fitness smartband, that uses two green light LEDs for
reflective PPG, used on user’s wrist. Immediately before and after each measurement, heart-rate
values of both devices were logged. This gives a initial and final values reference for each device
in the measurement time frame, allowing for heart-rate variation during the experiment to be taken
into account.

4.3.3 Experimental procedure

The experiment consisted of reseting the Arduino board’s software, starting the Python script
in the computer, positioning the subject’s finger firmly over the MAX30100 sensor and measuring
his heart signals for a determined time of approximately 10 seconds. Thus, data acquired with
this procedure provides several heart beat cycles, as well as a reasonable amount of samples to
process using the algorithms specified in the project.

4.4 SIGNAL PREPROCESSING

In order to better analyze the proposed algorithms, additional signal processing is introduced
to the sampled data, as exemplified in Fig. 4.2, in order to eliminate detrimental factors that could
hinder the performance of each HR estimator. Such processes are described in this section, with
intention to simulate signal processing present in real operation of PPG systems and maintaining
the scope of this work.

4.4.1 Movement Artifact Removal

As explained in Section 2.3.2, reflective PPG sensors are prone to interference arising from
motion artifacts due to user’s movement. Artifact removal algorithms are a rich topic, but are not
concerned in this work.

Nonetheless, motion artifacts are present in the test data originating from the positioning of
the test subject’s finger over the sensor at the beginning, and removing it after the measurement
ended. This behavior can be observed in Fig. 4.2 during the edges of the measured PPG signal.
They are identifiable by abrupt variations in the signal. Thus, in order to mitigate these artifacts,
a simple filter was designed. Based on the successive differences of the signal (analogous to its
derivative in discrete time), parts of the signal deviating from the mean above a certain threshold
– corresponding to the motion artifacts – were removed.
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Figure 4.2: Example of an unprocessed PPG signal recorded using the experimental setup. In red, the highlighted
part is plotted separately in order to show the PPG waveform. In the detected signal, the valleys represent systolic
peaks, followed by dicrotic notches, diastolic peaks and signal feet, which are the highest values of each cycle, as
described in Subsection 2.3.1. Motion artifacts are visible as abrupt variations at the beginning and end of the signal.

4.4.2 DC Filtering

The PPG signal measured by MAX30100 consists of a AC and DC components, as charac-
terized in Section 2.3.1. For HR estimation, only the pulsating AC signal is necessary. Thus, the
slowly varying DC components represent noise, and thus need to be blocked. As shown in Fig.
4.2, the highlighted part of the PPG signals contains a slowly varying behavior due to DC noise.
A simple Infinite Impulse Response (IIR) recursive filter is implemented, as proposed by [40]
and [41]. This DC blocker filter is specified by the following difference equation:

y(n) = x(n)− x(n− 1) +Ry(n− 1), (4.1)

where x(n) is the input signal, y(n) is the filter output and R is a parameter chosen between
0.9 and 1, directly proportional to the frequency bands that is allowed to through the filter and
inversely proportional to the convergence speed of the filter. The corresponding transfer function
is given by:

H(z) =
1− z−1

1−Rz−1
(4.2)

Thus, there is a zero at z = 1 and a pole at z = R, blocking mostly DC components. For higher
frequencies, the pole and zero approximately cancel each other, not affecting higher frequencies
perceptively.
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4.4.3 Additional Filtering

Along with the previous processes, additional filtering is necessary to attenuate high frequency
noise. Thus, supplementary filtering is used on the experimental PPG signals. The filters are
designed as Butterworth filters in order to achieve a flat passband. Multiple filters are used and
are properly defined with the correspondent results chapter.

The significance frequency interval of the PPG signal is estimated to be between 0.4 and 4
Hz, corresponding to 24 and 240 BPM. This interval guarantees that the signal band has signifi-
cance most of the time, since the cutoff values of BPM represent extreme cases in which medical
intervention is necessary.
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5 MONITORING PLATFORM

Gathered health data must be securely stored, sorted and displayed in a friendly manner to
the end-user, in this case, medical professionals. It is then necessary to develop a platform for
data monitoring that can be easily accessible everywhere – personal computers, smartphones and
tablets – to deliver health information collected by the wearable device. As part of this project,
requirements for such platform are proposed and a minimum viable prototype is built directed at
health-related data monitoring and acceptable end-user experience.

5.1 REQUIREMENTS

Based on validated medical needs [42] and projected features of a new wearable hardware,
the development of a prototype visualization platform to display gathered sensor data started by
outlining requirements for said platform. The first decision taken was to develop it as a web
application, since web browsers are prevalent in all computers and mobile devices (such as smart-
phones). Thus, the project need to run well on computers and mobile devices. This is possible by
using responsive design.

Requirements for development include selecting a programming environment that allows for
versatile and maintainable code. This provides a development setting with more capabilities of
adapting to user feedback and expanding functionalities.

Regarding the aspect of user experience, it is important to emphasize that the target public
are physicians and healthcare professionals looking for a remote supervision platform for post-
surgical patients in hospitals. Therefore, the features developed must allow said users to perform
the necessary activities – monitor patients’ health conditions using wearable sensors – and also
provide element for improving the effectiveness of said activity. Some tools that may be useful
for the final users are:

• text reminders for patients;

• use of visual graphics for data visualization;

• capabilities of sharing patients with teams.

The above features are going to be targeted in the scope of this project. They will be in-
cluded in the prototype developed in order do demonstrate and further validate these tools for the
healthcare platform concerned.

Finally, it is necessary to note that this project only covers the front end of the application
prototype. That is, only the visual aspects and functionalities available to the end user are ex-
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plored. The part concerning data storage, processing and network interfaces – knows as backend
– are treated in separate works, such as [42]. Scrutinizing only the frontend part of the prototype
poses no loss of functionality, since the built website can be easily adapted for different backend
architectures.

5.2 DEVELOPMENT OF THE APPLICATION

Web applications are currently based on well-established technologies. By studying such
technologies and the capabilities of HTML5, CSS3 and the programming language JavaScript,
the project settled with the Vue.js framework [43]. This toolchain allows the project requirements
to be technically achievable, simultaneous providing a modular programming paradigm. Since
Vue.js is centered around web components, it’s more convenient to organize the project and reuse
code, avoiding unnecessary work.

Additional open-source libraries are selected to provide extra features and make development
more agile. Some noteworthy add-ons are:

• VUEX [44]: used for state management, that is, storing, updating and passing data between
components;

• Vue Router [45]: allows for navigation between webpages by defining URL routes;

• Bulma CSS [46]: a CSS framework used for styling components;

• Chart.js [47]: library used for creating data charts showing healt information;

• Axios.js [48]: web client used to make HTTP requests, allowing the webiste interface with
backend architectures.

Using of the above tools, development of the visualization platform website was carried out
in parallel with hardware development. The following section presents the achieved results and
scrutinizes features objectives and usability.

5.3 FEATURES

The website built is centered around main features and additional tools. The main parts con-
sists of an user login and registration systems, patients list, a news feed and user profile with the
main contact and professional information of the medical user. Additional tools, discussed previ-
ously, are text reminders in patients profiles, data visualization through charts and a team sharing
system. Each individual components are commented next.
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5.3.1 Login and Registration

For users to retain their profiles and other data, as well as accessing it in different platforms, it
in mandatory for the application to support user accounts. Hence, a login and registration systems
were built, allowing users to create unique accounts with their e-mail and relevant information and
access it with a secured password in any web browser. Both systems share the same screen and
are separated by tabs, each one of them shown in Fig. 5.1 and Fig. 5.2. This allows new users to
quickly create a new account and start using the platform.

Figure 5.1: Login component of the web application, where registered users can access their accounts.

In the login component, presented in Fig. 5.1, users can access their accounts by using the
registered e-mail and corresponding password, in the designated fields, and clicking the “Login”
button. Users can also recover their lost password in case of forgetfulness.

New users have to create a unique account by inputing their relevant personal data, with in-
formation fields shown in Fig. 5.2. Selected user information are:

• Name;

• Medical specialty;
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• CRM (Regional Council of Medicine registration number);

• Telephone number;

• E-mail address;

• Password (with confirmation);

• CPF (personal registration number);

• User profile picture (optional).

Users are prompted the above information so as to check their personal identity – since the
CPF number is unique to each Brazilian citizen –, medical credentials and contact information.
Only the medical specialty, telephone number and e-mail may be shared with other users in the
platform. Registration is only processed if every information field is provided – optionally for the
user profile picture – and both password and confirmation are the same.

5.3.2 Patients list

The main objective of the platform is to provide a remote supervision system for multiple
patients simultaneously. Therefore, users utilize this component to add new supervised patient
and list all the current monitored patients.

To register a new patient in the component presented in Fig. 5.3, users must provide the
following information:

• Patient name;

• Responsible physician;

• Birth date;

• Reason for hospitalization;

• Current hospital;

• Patient profile picture (optional).

Registered patients are listed in an additional screen in from the most recently added, as shown
in Fig. 5.4.

From the screen in Fig. 5.4, users can check basic data from registered patients, such as
birth date, reason for hospitalization and responsible physician. Through this list, user can access
individual patients’ profiles to check more detailed information.

From the patient’s profile, users can check their full information as displayed in Fig. 5.5.
Also, it is possible to verify user health situation through charts, add text reminders and share
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them with teams with the menu present in the left part of Fig. 5.5. These functionalities are
extended in ensuing sections.

5.3.3 News feed

The news feed provides an overview of user’s activities. Actions including newly registered
patients and added text reminders are displayed in chronological order, from the most recent. By
clicking an item, such as a new text reminder or a new patient as exhibited in Fig. 5.6, users can
check new information.

This feature allows for users to quickly control new actions, for instance reading a new text
reminder left by another user for a common supervised patient or verify if a new inmate has
stabilized his heartbeat in the last few hours.

5.3.4 User profile

Users’ profiles display general information of their accounts, as discussed in the registration
section, and enables them to edit or correct their data, as well as update their profile picture, all
presented as in 5.7. Users can also change their password, for increased security, by inputing their
current password and providing a new one and confirming it, in the appropriate fields illustrated
in Fig. 5.8. Account’s security is then updated if both the current password is correct and both
new keys match.

5.3.5 Text reminders

Keeping attention on many patients can be a arduous task for a doctor. Busy schedules and
working on different workplaces can lead to loss of information or forgetfulness. It is then impor-
tant to allow users to record information regarding patients. Text-based reminders proved to be
effective and versatile ways of conveying reports. Considering these scenario, the web application
contains capabilities of writing and saving text notes on individual patients’ profiles, allowing ev-
ery doctor with whom the patient was shared. That enables users to conveniently share memos
with one another, making the task of multiple supervision more favorable.

The reminders list, shown in Fig. 5.9, contains notes added to a patient for the most recent.
Basic information contained in each memo is shown in this list, including its text content, added
date and author. By clicking an item, the user can read and edit it, in the same interface displayed
in Fig. 5.10.

Creation of text memos are available as shown in Fig. 5.10. Users input the desired informa-
tion in the text area. Additionally, inputs for basic metabolic panel (BMP) and complete blood
count (CBC) of the patient are available. Since both of these medical examinations are commonly
used to give the general state of patient’s health, adding it to text reminders are of interest in the
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application. Details of both exams can be obtained on [49] and [50], respectively.

5.3.6 Data visualization

Data visualization gives detailed health information of each patient using a wearable device.
Hence, it is important to present data clearly and allow for searching and classifying depending
on doctor’s necessities. The library Chart.js was utilized along with bindings for Vue.js to make
integration between frameworks uncomplicated. User can select to view data including calories
spent, steps taken, floors climbed and heart-rate from the menu presented on Fig. 5.11. This set
of data options is present as available in the Fitbit environment, which was used to validate earlier
versions of the web application prototype. Data can be filtered by date, displaying values from
daily, weekly or monthly periods with the menu on the right of Fig. 5.11.

5.3.7 Team sharing

Sharing patients is made possible in the application so as to enable doctors to cooperate in
supervision. The sharing feature is centered around medical teams. By creating private groups,
users can add others through e-mail, as desired, with the interface present in Fig. 5.14. They can
then add common patients to a team from the patient’s profile, as shown in Fig. 5.12, allowing
other members to visualize inmates’ profiles and health data, as well as adding text memos to
share information regarding the patient’s situation. Shared patients are listed in similar manner
to the regular list (Fig. 5.12), but is accessible through the teams interface presented as in Fig.
5.13. Component shown in Fig. 5.14 also enable users to edit a team’s name or erase it from the
application.

5.4 FUTURE WORK

As the time of this writing, the web application is under active development. It has been
submitted to the local health ethics Council in order to approve it for further testing and validation
in real hospitals. Based on future user’s feedback, the project is committed to improve user
experience and add new features. The main future objective is to integrate the web platform to the
developed wearable hardware that this project handles. The current state of the web applications
is ready for quick extension to accommodate new necessities of the wearable device being build.
By integrating relevant data, for instance real-time heart-rate and pulse oximetry, doctor can have
richer reports on patients’ conditions.
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Figure 5.2: New users must register to use the application, entering their information using this component.
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Figure 5.3: To add new supervised patients, users must register their corresponding information as indicated in this
component.
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Figure 5.4: Patients supervised personally by users are displayed in a list from the most recently registered, allowing
for users to access each patient’s profile.
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Figure 5.5: Patient profiles contain relevant information and a menu to access components to visualize health data,
add a text reminder or share with a team.
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Figure 5.6: The latest user activity is show in the news feed component from the most recent, informing of recently
registered patients or a new text reminder.

Figure 5.7: Users’ profiles allow editing account information and changing password.
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Figure 5.8: Password can be updated by inputing the current password, choosing a new one and confirming it.

Figure 5.9: Reminders are listed from the most recent, showing the included text information, date added and author.
Clicking a reminder allows users to check exam values and to edit it.
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Figure 5.10: Reminders are text messages that can also include exams results form BMP and CBC, allowing users to
record information relevant to each patient.
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Figure 5.11: Health data measured with wearable devices can be visualized through charts in this component. The
prototype includes information for calories, steps, floors and hear rate.

Figure 5.12: Patients can be shared with the users’ teams by adding them with this component.
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Figure 5.13: Users can access one of their teams profile by choosing it in this list, and also create a new team.

Figure 5.14: Team members can add new members through e-mail, change the team’s name or delete it. Other
members’ contact information are also listed.
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6 RESULTS AND DISCUSSION

The experimental procedure established in the previous chapter is carried out in order to find
optimal operational parameters, aiming to achieve lowest power consumption and processing time
without compromising precision. For this, the parameters of IR LED current, IR LED pulse width
and ADC sample rate were configured to an assortment of values in the MAX30100 IC, according
to its datasheet [35]. From the experimental data, each considered sample was preprocessed, as
specified in Section 4.4, and the corespondent HR was estimated using the algorithms stated in
Chapter 3.

Results BPM values are presented along each of the references from the oximeter and the
smartband equipments at the start and at the end of each measurement. The samples only consider
IR LED data, but the MAX30100 IC was operated at SPO2 mode, that is, the red LED was
functioning as well. This configuration is done to simulate HR detection in a real PPG system,
which could also allow for pulse oximetry, when the red LED would be another aspect to consider.
Any experimental or processing alterations are stated in the matching section. Discussion of the
results are commented along each section, and a concluding remark is given at the end of the
chapter.

Filtering of the data gathered experimentally is described in the methodology, more specifi-
cally at Section 4.4. The DC blocker filter is realized with R = 0.95 for Equation (4.1), which
is sufficient for filtering most of the low frequency noise in the signal. The low-pass filter used
is a 6-th order Butterworth filter with cutoff frequency of 4 Hz, attenuating high frequency noise
satisfactorily. The next table presents a summary of the time and space complexities of each
algorithm, regarding Chapter 3, for comparison purposes:

Algorithm Time complexity T(n) Space complexity S(n)
ESPRIT O(N3) O(NM)

FFT O(n log n) O(n log n)
Autocorrelation O(n) O(n)
Zero crossing O(n) O(1)
Peak detection O(n) O(n)

Table 6.1: Time and space complexities considered for each algorithm tested.

6.1 LED CURRENT LEVEL

The LED Driver included in the MAX30100 IC can be digitally configured to typical current
values between 0 mA and 50 mA. Although the datasheet states that these values can vary widely
due to proprietary methodology used in the IC, they are significant as a mean current level of the
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LED. Thus, it is possible to gather conclusions regarding the power consumption in each current
level and its implications on overall precision of the studied algorithms. The other parameters are
kept constant, at pulse width of 1600 µs and sampling rate of 100 sps.

During the experimental procedure, current level configurations of 50 mA, 46.8 mA, 43.6 mA,
40.2 mA, 37 mA, 33.8 mA, and 30.6 mA saturated the IC’s ADC, meaning that no significant
measurements could be achieved for these values of current in the experiment proposed. The
remaining measurements were processed with a signal time window of 5 seconds, corresponding
to 500 samples. In Fig. 6.1, results are presented in relation to the oximeter reference, while Fig.
6.2 refers to the smartband values from the start and the end of the experimental measurements.

Figure 6.1: Estimated BPM values for each algorithm for different current level configurations. The reference BPM
values are given by the oximeter during the start and at the end of the measurement.

6.1.1 Discussion

Some comments regarding the performance of algorithms in the various current levels con-
sidered are necessary. Initially, it is possible to conclude that the algorithms showed consistent
results across all IR LED current levels, maintaining similar error margins in reference to the
oximeter or the smartband. The expected results were that decreasing current values would hin-
der signal performance. Since there is lower signal power with smaller current levels, lower SNR
occurs, with the sources of noise remaining constant. Although there is no evidence in the pre-
sented data that varying current affects precision of BPM estimation, it is sufficient information
to assure that significant PPG measurements are possible on all current levels. Thus, operating at
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Figure 6.2: Estimated BPM values for each algorithm for different current level configurations. The reference BPM
values are given by the smartband during the start and at the end of the measurement.

lower current values still result in satisfactory signal quality.

Regarding each algorithm, ESPRIT, FFT and autocorrelation presented sharper results overall.
However, zero crossing and peak detection have shown mixed results.

The algorithm based on ESPRIT resulted in reasonable estimation to BPM. In relation to Fig.
6.1 (the oximeter reference), the ESPRIT estimation were close to either the starting or stopping
values (e.g. for current levels 14.2 mA and 17.4 mA), or around the mean of the two oximeter
reference values (e.g. for 24 mA and 4.4 mA). Comparing to the smartband reference, ESPRIT
estimations differed widely from starting values of the smartband (in Fig. 6.2), but became closer
at the end reference values of the measurements shown in Fig. 6.2. This observation may show
that the smartband considers a longer measurement time window, taking more time to converge
to actual values during experimental measures.

The performance of the FFT and autocorrelation were similar to the ESPRIT algorithms, re-
sulting in close BPM estimation for most of the cases. Both of these algorithms may show a
tendency to overestimate the BPM values, as they were usually above both the starting and stop-
ping values for both references and the ESPRIT estimations. However, this overestimation is not
too significant, differing less than 10 BPM to the values compared.

As for zero crossing and peak detection, both showed a clearer overestimation bias. The zero
crossing algorithm especially presented disparities from 10 BPM up to 30 BPM from the refer-
ences and other estimators. This poor performance may be noise-related – computing additional
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incorrect zero crossings – or due to baseline fluctuations in the PPG signal – dislocating its curve
downward or up, and thus registering the other regions of the PPG wave as zero crossings. Peak
detection, on the other hand, displayed less flagrant disparities, differing from around 5 up to 10
BPM higher than the estimators and references.

A noteworthy outlier is the 24 mA current value, in which results mostly agreed with each
other and stayed at the mean value of the oximeter reference. Yet, the smartband reference differed
from other results by nearly 40 BPM, but at the end of the measurement became consistent with
the rest, as evident in Fig. 6.2. This is another evidence of the longer time window that the
smartband may consider for its estimation. Also, zero crossing and peak detection showed good
performance in this outlier, but since they are suspected to have an overestimation bias, these
might be false positives.

6.2 LED PULSE WIDTH

For power saving reasons, LEDs are operated in pulsed mode with a low duty cycle in the
MAX30100. Thus, the LEDs are not always on, but proper measurements are still made. Power
saving is achieved since the power consumption is approximately proportional to the percentage
of the duty cycle of the LED [26]. This technique is commonly known as Pulse Width Modula-
tion (PWM). The components datasheet provide average current values of the LED for different
pulse width configurations [35], which are considered for discussion regarding power saving and
algorithm precision. The IC also contains a “High Resolution Enable” bit flag, which, when set
high, fixes the ADC resolution to 16 bits and pulse width to 1.6 ms. For any other pulse width
configuration, this flag must be set low.

In the MAX30100, pulse width configuration implies an alteration in the component’s ADC
resolution due to internal functioning of the IC. Thus, shorter pulse widths are compulsorily
linked to smaller ADC resolutions. Possible values of LED pulse width and the corresponding
ADC resolution in SPO2 mode is present in the following table:

Pulse width (µs) ADC resolution (bits)
1600 16
800 15
400 14
200 13

Table 6.2: LED pulse width configurations tested and the implied ADC resolution.

Varying the LED pulse width, and consequently the ADC resolution, experimental data was
gathered fixing the LED current level at 27.1 mA and sample rate at 100 sps. Data was processed
with an amount of 500 samples, corresponding to a 5 seconds time window. The BPM estimations
are show in accordance to the initial and final readings of each reference considered, in Fig. 6.3
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to the oximeter, and in Fig. 6.4 to the smartband.

Figure 6.3: Estimated BPM values for each algorithm for different pulse width and corresponding ADC resolution
configurations. The reference BPM values are given by the oximeter during the start and at the end of the measure-
ment.

6.2.1 Discussion

Results of the estimator are consistent with the previous test case in Section 6.1 for the situa-
tions with 1.6 ms and 800 µs of IR LED pulse width. In these cases, estimations using ESPRIT,
FFT and autocorrelation algorithms are observed to be around the average values measured by the
oximeter reference in Fig. 6.3. Zero crossing and peak detection estimator show an previously
noted overestimation bias for the 1.6 ms case and are consistent with other values for 800 µs.

The references – oximeter and smartband – agree between each other in Figs. 6.3 and 6.4,
showing good convergence after the measurements for reasons noted before. From this observa-
tion, strong evidence of unsatisfactory performance is present in cases with 400 µs and 200 µs of
IR LED pulse width for all estimators. For 400 µs the errors observed for the estimators range
from 10 BPM (ESPRIT and peak detection) up to 20 BPM (zero crossing), with an error around
15 BPM for both FFT and autocorrelation algorithms. As for the 200 µs configuration, errors
increased to around 25 BPM for all estimators in comparison to either reference.

These tests showed significant results regarding algorithm performance with reduced pulse
width and ADC resolution. Pulse width shorter that 50% of the maximum value were believed
to considerably degrade estimation precision. The shortest pulse width generated higher error
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Figure 6.4: Estimated BPM values for each algorithm for different pulse width and corresponding ADC resolu-
tion configurations. The reference BPM values are given by the smartband during the start and at the end of the
measurement.

values than other configurations. This might be due to signal ripple caused in PWM operation,
which is more substantial the shorter the pulse is. Another factor to take into consideration is the
lower ADC resolution corresponding to lower LED pulse width. Therefore, along with suspected
ripple noise, the loss in sampling resolution could further impair the output PPG signal.

6.3 SAMPLE RATE

Sample rate corresponds to the amount of samples taken bit the MAX30100 ADC each sec-
ond, given in samples per second (sps). Thus, this is equivalent to the sampling frequency (fs)
of the system. The sample rate can be set from 50 sps up to 1 ksps. It is important to note that,
for a given ADC resolution, not all sample rates are available to use. For example, with an ADC
resolution of 13 bits, all sample rates can be used. However, for a resolution of 16 bits, only
values of 50 or 100 sps are obtainable [35].

The experimental procedure was carried out with current level fixed at 27.1 mA and ADC
resolution – and the implied pulse width, as described in the previous section – to the maximum
value available. Sample rates of 600, 800 and 1000 sps were not supported by the recording
equipment used, thus no test were made with these values. The values used in this experiment are
present in the following table:
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Sample rate (sps) ADC Resolution (bits)
50 16

100 16
167 15
200 15
400 14

Table 6.3: Maximum available ADC resolution for each sample rate configuration tested.

The resulting BPM values are shown with the corresponding sample rate. In Fig. 6.5, estima-
tions are compared to the oximeter reference. In Fig. 6.2 the reference for estimation values are
the smartband readings.

Figure 6.5: Estimated BPM values for each algorithm for different sample rate configurations, with the maximum
ADC resolution available. The reference BPM values are given by the oximeter during the start and at the end of the
measurement.

6.3.1 Discussion

This experimental stage presented results aligned to the preceding sections. The algorithms
based on ESPRIT, FFT and autocorrelation displayed acceptable performance in relation to the
references and they mutually agree. The peak detection algorithm has an overall increase in its
performance, being in line with the references and the previous cited algorithms. Zero crossing-
based algorithm once more shows a general overestimation bias, except for one outlier case (50
Hz), both in Fig. 6.5 and in Fig. 6.6, in which it underestimated the BPM value and thus sig-
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Figure 6.6: Estimated BPM values for each algorithm for different sample rate configurations, with the maximum
ADC resolution available. The reference BPM values are given by the smartband during the start and at the end of
the measurement.

nificantly differed form references and other measurements. This strengthens the unfitness of the
implemented zero crossing algorithms for this application, with a global poor performance.

In terms of the effect of the sample rate configuration in the signal estimation, no strong
indicators point to any performance alteration. Since significant measurements were achieved
with all sample rates tested, as evident in adhering references of the oximeter values in Fig.
6.5 to the smartband values in Fig. 6.6, it is possible to draw conclusions based on previous
experimental observations. For instance, higher sampling rates are only available for shorter pulse
widths, which were suggested to decrease estimator precision and signal resolution. Therefore,
operating at lower sampling rates (either 50 or 100 Hz) might be advantageous in terms of general
performance.
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7 CONCLUSION

Research presented in this work allowed for a wider understanding of characteristics of photo-
plethysmography systems, applied to the context of healthcare wearable devices. In order to im-
plement a heart rate monitoring IoT device for post-surgical patients, a PPG system is outlined.
Details for achieving a low-cost device using a near-infrared LED – deemed better alternative
for being able to deliver reasonable measurements as well as being invisible, and thus unobtru-
sive, for users’ vision – and a photodiode are posed. Consideration regarding addition aspects of
the implementation, including photodiode interfacing using a TIA and filtering and amplification
staged are also made.

Digital signal processing of PPG sensor signals are likewise studied, contemplating algorithms
with distinct complexities are analyzed, namely ESPRIT, FFT, autocorrelation, zero crossing and
peak detection. A discussion of each specific algorithm characteristics, possible advantages and
disadvantages is carried out. From this, a code-implementable algorithm is proposed based on
each technique considered.

To validate each signal processing method projected for heart rate estimation systems, exper-
imental measurements are executed using a MAX30100 reflective PPG system to detect heart-
beats through the test subject’s finger. Afterward, the sample signals are filtered according to
application’s necessities and processed with each algorithm using MATLAB and compared to
measurement references of an oximeter equipment and a commercial smartband.

Results show evidences that algorithms based on ESPRIT, FFT and autocorrelation show ac-
ceptable performance of HR estimation in relation to the references used. The implemented peak
detection and zero crossing methods were deemed unfit for the application for showing incon-
sistent results. Although the peak detection had a suspected overestimation bias, its performance
was tolerable for some test cases and could be optimized in the future. However, the zero crossing
algorithm tested presented clear overestimation bias and was not considered reliable enough for
heart rate estimation in this case.

Using different operational conditions, optimal conditions for power and processing saving
are outlied. Algorithms based ESPRIT, FFT and autocorrelation were capable of computing rea-
sonable BPM values for low IR LED current level as well as low sample rate. Moreover, the
reduction of the LED’s pulse width and ADC resolution resulted in sensible degradation of esti-
mators , thus considered an inadequate mean of achieving power reduction.

In terms of processing power, although ESPRIT-based algorithms may be regarded as more
precise, its higher processing complexity was considered and unreasonable trade off in compari-
son to other algorithms in the wearable context. Other high-precision algorithms such as FFT and
autocorrelation present similar precision results with simpler implementations for targeted wear-
able devices. The most simple algorithms – namely zero crossing and peak detection – resulted in
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rather unreliable HR estimation and thus need additional optimization to be used for PPG signal
processing. Therefore, the simplicity of said algorithms may be counterbalanced for its lack of
robustness and supplementary need for development.

Another noteworthy observation regards the measurement time window used for the commer-
cial smartband used as reference. Experiments carried out showed that the smartbands refresh
rate is slower than the oximeter and results from the algorithms, latter converging to more com-
patible measurements. It is then apparent that the smartband uses a longer window of time for
its resulting BPM values, which can be estimated to around 10 seconds, which was the time each
experimental measurement.

All in all, the results presented offer a solid basis for future work on building heart rate mon-
itoring wearable devices. Additional studies may consider implementing and optimizing the al-
gorithms proposed in deployable microcontrollers in order to garner real-time estimation results
or integrating a blood oxygen saturation (SPO2) capability. Other topic of interest is to adapt the
proposed experiment for different measurement sites on the body, such as users’ wrists. Related
topics are the development of more robust filtering systems, especially concerning motion arti-
facts mitigation in PPG sensors. The monitoring platform prototype can be further validated and
integrated the PPG sensor used during this work.
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I. SOURCE CODE

This appendix presents the source code used in this work implemented in MATLAB R©. The
filters explained in Chapter 4 are presented, followed by the algorithms used in Chapter 6.

• Removing motion artifacts:

1 function signal_noart = remove_artifacts(signal)

2

3 % Calculates the differences of the signal

4 d = [0; diff(signal)];

5

6 % Compute valid sections based on a difference criteria

7 isValid = ~logical(abs( d ) > 100);

8

9 % Cuts invalid regions of the signal (motion artifacts)

10 signalCut = signal;

11 signalCut(~isValid) = NaN;

12 signalCut(isnan(signalCut(:))) = [];

13 indices = abs(signalCut)<100;

14 signalCut(indices) = [];

15

16 % Returns the valid regions of the signal

17 signal_noart = signalCut;

18

19 end

• DC Blocker:

1 function signal_out = dc_blocker(signal, alpha)

2

3 % Defines de numerator coefficients of the difference equation

4 b=[1 -1];

5

6 % Defines de denominator coefficients of the difference equation

7 a = [1 -alpha]; % alpha is the DC blocker ration

8

9 % Defines the initial condition as the first sample of the signal

10 zi = signal(1);

11

12 % Returns the signal filtered by difference equation defined by [b, a]

13 signal_out = filter(b,a,signal,zi);

14

15 end
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• ESPRIT:

1 function result = estimator_esprit(raw_data, fs, timeWindow)

2

3 % Removes motion artifacts

4 signal_noart = remove_artifacts(raw_data);

5

6 % DC Blocker

7 signal_nodc = dc_blocker(signal_noart, 0.95);

8

9 % Low pass filter

10 fc = 4; % cutoff frequency of4 Hz

11 [b,a] = butter(6,fc/(fs/2)); % 6th order Butterworth filter

12 signal_filt = filter(b,a,signal_nodc);

13

14 % Convergence time of the filter

15 filt_converg = floor(150*log10(fs));

16

17 % Option to plot the filtered signal

18 %plot(signal_filt(filt_converg:end))

19

20 % Calculates the correlation data matrix estimate

21 % in the time interval given

22 [~, R] = corrmtx(signal_filt(filt_converg:end), ...

23 floor((timeWindow*fs)/2), cov );

24

25 % Returns 0 if frequency estimation is empty or

26 % the BPM estimation otherwise

27 if isempty(estFreqEsprit(R, fs))

28 result = 0;

29 else

30 result = estFreqEsprit(R, fs)*60;

31 end

32

33 end

34

35 function [freq] = estFreqEsprit(R, fs)

36

37 % Eigendecomposition

38 [E, ~] = eig(R);

39

40 % Number of rows on R

41 nRows = size(R, 1);

42

43 % Number of harmonics desired (2 * the actual number if real signal)

44 nHarmonics = 2;

45

46 % Selection matrices

47 J1 = [eye(nRows-1,nRows-1) zeros(nRows-1,1)];

48 J2 = [zeros(nRows-1,1) eye(nRows-1,nRows-1)];

49
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50 % Signal subspace

51 Es = E(:, (nRows - nHarmonics + 1):nRows);

52

53 % Compute Phi

54 Phi = pinv(J1 * Es) * J2 * Es;

55

56 % Compute eigenvalues of Phi

57 eigenvaluesPhi = eig(Phi);

58

59 % Compute the frequencies from the eigenvalues of Phi

60 freqs = angle(eigenvaluesPhi);

61

62 % Extract the harmonic of interest

63 freq = freqs(freqs > 0)/(2 * pi) * fs;

64

65 end

• FFT:

1 function result = estimator_fft(raw_data, fs, timeWindow)

2

3 % Removes motion artifacts

4 signal_noart = remove_artifacts(raw_data);

5

6 % DC Blocker

7 signal_nodc = dc_blocker(signal_noart, 0.95);

8

9 % Low pass filter

10 fc = 4; % cutoff frequency of4 Hz

11 [b,a] = butter(6,fc/(fs/2)); % 6th order Butterworth filter

12 signal_filt = filter(b,a,signal_nodc);

13

14 % Convergence time of the filter

15 filt_converg = floor(150*log10(fs));

16

17 % Option to plot the filtered signal

18 %plot(signal_filt(filt_converg:end))

19

20 % Zero pads the signal with 1000 zeros,

21 % cutting it in the time window defined

22 signal_zeros = [signal_filt(filt_converg:(timeWindow*fs), ...

23 + filt_converg);zeros(1000,1)];

24

25 % Calculates the FFT and the corresponding frequencies of the signal

26 [fft_data, freqs_data] = fft_signal(signal_zeros, fs);

27

28 % Option to plot the FFT

29 %plot(freqs_data, fft_data)

30

31 % Returns the BPM estimation
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32 result = bpm_calc_fft(fft_data, freqs_data);

33

34 end

35

36 function bpm = bpm_calc_fft(signal, freqs)

37

38 % Defines interval equal to half of the spectrum

39 interval = signal(1:fix(length(signal)/2));

40

41 % Calculates the index of maximum amplitude in the FFT

42 [M, I] = max(interval);

43

44 % Calculates BPM from the dominant frequency of the signal

45 bpm = freqs(I)*60.0;

46

47 end

• Autocorrelation:

1 function result = estimator_corr(raw_data, fs, timeWindow)

2

3 % Removes motion artifacts

4 signal_noart = remove_artifacts(raw_data);

5

6 % DC Blocker

7 signal_nodc = dc_blocker(signal_noart, 0.95);

8

9 % Low pass filter

10 fc = 4; % cutoff frequency of4 Hz

11 [b,a] = butter(6,fc/(fs/2)); % 6th order Butterworth filter

12 signal_filt = filter(b,a,signal_nodc);

13

14 % Convergence time of the filter

15 filt_converg = floor(150*log10(fs));

16

17 % Option to plot the filtered signal

18 %plot(signal_filt(filt_converg:end))

19

20 % Calculate the autocorrelation of the signal in the given timewindow

21 corr = calculate_correlation(signal_filt(filt_converg:, ...

22 (timeWindow*fs)+filt_converg));

23

24 % Returns the estimated BPM value

25 result = bpm_calc_corr(corr, fs);

26

27 end

28

29 function correlation = calculate_correlation(signal)

30

31 % Returns the autocorrelation of the input signal
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32 correlation = xcorr(signal);

33

34 % Option to plot the autocorrelation

35 % plot(correlation)

36

37 end

38

39 function bpm = bpm_calc_corr(corr, fs)

40

41 % Computes the peak location of the autocorrelation

42 % with a minimum distance of 1/3 second in between

43 % to avoid detection of secondary peaks

44 [~,locs]=findpeaks(corr, MinPeakDistance ,fs/3);

45

46 % Option to plot the peaks locations

47 % findpeaks(corr, MinPeakDistance ,fs/3)

48

49 % Estimates BPM from the average lag between peaks

50 % corresponding to the signal s period

51 bpm = mean(fs./diff(locs))*60.0;

52

53 end

• Zero crossing:

1 function result = estimator_zc(raw_data, fs, timeWindow)

2

3 % Removes motion artifacts

4 signal_noart = remove_artifacts(raw_data);

5

6 % DC Blocker

7 signal_nodc = dc_blocker(signal_noart, 0.95);

8

9 % Low pass filter

10 fc = 4; % cutoff frequency of4 Hz

11 [b,a] = butter(6,fc/(fs/2)); % 6th order Butterworth filter

12 signal_filt = filter(b,a,signal_nodc);

13

14 % Convergence time of the filter

15 filt_converg = floor(150*log10(fs));

16

17 % Option to plot the filtered signal

18 %plot(signal_filt(filt_converg:end))

19

20 % Calculates the zero crossings of the signal

21 zc = calculate_zero_crossing(signal_filt(filt_converg:end), fs*timeWindow);

22

23 % Returns the estimated BPM value

24 result = bpm_calc_zc(zc, timeWindow);

25
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26 end

27

28 function zero_crossings = calculate_zero_crossing(signal, samples)

29

30 % Returns the number of zero crossings of the signal

31 zcd = dsp.ZeroCrossingDetector;

32 zero_crossings = zcd(signal(1:samples));

33

34 end

35

36 function bpm = bpm_calc_zc(zero_crossings, timeWindow)

37

38 % Estimates BPM by the counting the amount of zero crossings

39 % in the time interval considered divided by 2

40 bpm = (zero_crossings/2)*(60.0/timeWindow);

41

42 end

• Peak detection:

1 function result = estimator_pk(raw_data, fs, timeWindow)

2

3 % Removes motion artifacts

4 signal_noart = remove_artifacts(raw_data);

5

6 % DC Blocker

7 signal_nodc = dc_blocker(signal_noart, 0.95);

8

9 % Low pass filter

10 fc = 4; % cutoff frequency of4 Hz

11 [b,a] = butter(6,fc/(fs/2)); % 6th order Butterworth filter

12 signal_filt = filter(b,a,signal_nodc);

13

14 % Convergence time of the filter

15 filt_converg = floor(150*log10(fs));

16

17 % Option to plot the filtered signal

18 % plot(signal_filt(filt_converg:end))

19

20 % Calculate the number of peaks in the given time interval

21 pk = calculate_peaks(signal_filt(filt_converg:end),fs*timeWindow, fs);

22

23 % Returns the estimated BPM value

24 result = bpm_calc_pk(pk, timeWindow);

25

26 end

27

28 function num_peaks = calculate_peaks(signal, samples, fs)

29

30 % Computes the number of peaks in the time interval
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31 % with a minimum distance of 1/3 second in between

32 % to avoid detection of secondary peaks

33 pks = findpeaks(signal(1:samples), MinPeakDistance ,fs/3);

34

35 % Option to plot the peaks locations

36 %findpeaks(signal(1:samples) , MinPeakDistance ,fs/3)

37

38 % Returns the amount of peaks detected in the interval

39 num_peaks = length(pks);

40

41 end

42

43 function bpm = bpm_calc_pk(num_peaks, timeWindow)

44

45 % Estimates BPM from the number of peaks corresponding

46 % to periods in the time intervall given

47 bpm = num_peaks*(60.0/timeWindow);

48

49 end
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