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Abstract 

The paper substantiates the use of multispectral optoelectronic sensors intended to solve the 
problem of improving the positioning accuracy of autonomous mobile platforms. A mathemati-
cal model of the developed device operation has been suggested in the paper. Its distinctive fea-
ture is the cooperative processing of signals obtained from sensors operating in ultraviolet, visi-
ble, and infrared ranges and lidar. It reduces the computational complexity of detecting dynamic 
and stationary objects within the field of view of the device by processing data on the diffuse re-
flectivity of materials. The paper presents the functional organization of a multispectral optoe-
lectronic device that makes it possible to detect and classify working scene objects with less 
time spending as compared to analogs. In the course of experimental research, the validity of the 
mathematical model was evaluated and there were obtained empirical data by means of the pro-
posed hardware and software test stand. The accuracy evaluation of the detected object, at a dis-
tance of up to 100m inclusive, is within 0.95. At a distance of more than 100 m, it decreases. 
This is due to the operating range of a lidar. Error in determining spatial coordinates is of expo-
nential character and it also increases sharply at a distance close to 100 m. 
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Introduce 

At present, optoelectronic devices (OED) are widely 
used in various branches of the national economy, sci-
ence, and industry. They allow forming an image of ob-
jects observed and analyzing their parameters under 
changing observation conditions [1 – 2]. Such devices can 
be used in tracking systems, contactless monitoring of the 
state of objects, environmental situation recognition, and 
route construction [3 – 4]. 

One of the goals is to build an optoelectronic control 
device for an autonomous mobile platform. Such plat-
forms can be applied under the conditions that are dan-
gerous to human health, in the analysis of radiation, 
chemical, and bacteriological contamination, and in 
round – the-clock monitoring of geographically remote 
places [5]. But the operation of these devices implies 
their application in territories being not prepared before-
hand, with a complex landscape, and the presence of ob-
stacles, both temporary and permanent ones [6 – 7]. 

Data processing in modern OED is based on infor-
mation received from an optoelectronic sensor, methods 
and algorithms for image analysis, criteria for evaluating 
the quality of the device’s operation, and is usually due to 
observation in a separate wavelength range, which does 
not always provide the necessary quality for solving 
problems of recognizing complex, multicomponent imag-
es. Therefore, to improve the quality of image object 

recognition and the ability of the device to work with var-
ious external interference, it is necessary to use multi-
spectral sensors that allow you to obtain images in several 
spectral ranges. 

Using data obtained in different spectral ranges makes 
it possible to improve the quality and information content 
of the result when identifying and selecting image ob-
jects. The analysis of scientific publications has revealed 
that the works presented by scientists do not throw 
enough light on the problem of using the information 
from sensors working in different spectral ranges. While 
developing control devices for autonomous mobile plat-
forms it is necessary to use multifunctional methods and 
image processing algorithms to improve performance and 
reliability of the results, which reduces computational 
complexity and increases the accuracy of the results [8 –
 9]. This allowed us to formulate the main objectives of 
the study. 

Research objective 

Currently, the problem of all existing autonomous ro-
botic systems is the navigation subsystem [10 – 12]. For 
successful orientation in space, a mobile platform subsys-
tem must plot a route, manage motion parameters, receive 
and reliably process data about the environment from 
sensors, specify its location based on georeferencing. An 
autonomous platform must determine its own coordinates 
and select the motion vector only independently, without 
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human intervention, based on sensor data. Artificial intel-
ligence-based control systems being developed for auton-
omous mobile platforms are designed to support continu-
ous sensors’ scanning for rapid decision – making about 
path changes. There can be several such cycles – one is 
responsible for avoiding obstacles, the other for following 
the trajectory, and so on. 

To construct a route, you need to get information 
about objects and obstacles located on the working scene, 
the shape and size of which may vary. A special attention 
should be paid to the situation when obstacles are mobile, 
i.e. they can change their location during the mobile plat-
form movement. In this case, they may end up on the path 
of a robot following a pre-formed route, which leads to 
the initialization of the process of changing the original 
route. A similar situation occurs when an obstacle located 
behind another object is detected [13 – 14]. 

The structure and nature of obstacles are also different, 
for example, it is difficult to determine a water barrier or 
cliff, which must be taken into account when laying a route. 

To handle such problems, it is necessary to use spe-
cialized devices that allow us reliably and with a given 
accuracy to localize areas of the working scene contain-
ing obstacles in constantly changing observation condi-
tions. As the input data of a control device for autono-
mous mobile platforms contain uncertainty in the process 
of movement due to the location of surrounding objects, 
both dynamic and stationary ones, the complexity of the 
landscape, and weather events, such devices must operate 
automatically without the constant presence of a person. 

The engineering challenge is to create a multispectral 
optoelectronic device for an autonomous mobile platform 
that localizes the objects of the working scene from im-
ages having been obtained in various spectral ranges, 
controls the platform and identifies stationary and dynam-
ic objects within the field of view of the device. 

1. Mathematical model of operation of multispectral 
optoelectronic device for an autonomous mobile 

platform 

The mathematical model MPS of operation of a multi-
spectral optoelectronic device for an autonomous mobile 
platform (AMP) consists of the following particular sub-
models: 
– data input model Minpfrom optoelectronic sensors: 

( , ) ( ( , ), ) ,n inpI x y M E u w S  (1) 

where In – pixel brightness amplitude in the image 
from sensor n, (x, y) – pixel coordinates in the image, 
E – radiation flow from a continuous working scene 
from a point with coordinates (u, w), S – sensor spec-
tral range; 

 data input model Minp from lidar:  

2
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where P (R) – instantaneous power received from a 
distance R; P0 – laser pulse power; R = (c *  / 2) – 
spatial resolution; c – light velocity;  – laser pulse 
duration;  – volume coefficient of back scattering; 
A– effective area of receiving aperture;  – attenua-
tion ratio; 

 model Mfn for filtering systematic and random image 
noise: 

1 2( , ) ( ( ( ))),fn fn nI x y M v v I  (3) 

where Ifn
 (x, y) – value of brightness level of image 

point after filtering with coordinates (x, y), obtained 
from sensor n, v1, v2, – filter function of image noise; 

– model Mq for detecting a set of objects in the field of 
view of the device by obtaining a multispectral image 
combined from frames being received in several spec-
tral areas (400 – 500 nм, 500 – 600 nм, 600 – 700 nм): 

( , ( )) ,n q nQ M I P R  (4) 

where Qn – a set of objects in space obtained by com-
bining individual image segments in different spectral 
ranges into single objects, based on the distance to 
them; 

– model Mxyz of spatial reference of detected objects rel-
ative to the device coordinate system; 

– model of route update with regard to detected obstacles: 

,
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where < xi, yi
 > – a set of objects in space obtained by 

of updated route for AMP, < Xi, Yi
 > – a set of points 

of the original route, having been built with the use of 
the positioning system. 
The developed mathematical model MPS is written as 

follows:  
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and it describes the process of building a route for an 
AMP, taking into account the detected dynamic and static 
objects on the route. 

The novelty of the developed mathematical model 
consists in calculating the three-dimensional coordinates 
of the geometric center and the dimensions of objects de-
tected in space from a sequence of images obtained in 
various spectral ranges from optoelectronic sensors and a 
mobile observation system under complex conditions, 
which allows you to adjust the original route of an AMP 
that has been formed with the help of positioning systems 
taking into account the detected obstacles, thereby in-
creasing the accuracy of spatial reference. Improved 
speeding is achieved by detecting heterogeneous objects 
in different spectral ranges by color and classification 
based on albedo value. Accuracy increase of calculating 
the distance to the object is achieved by using infor-
mation from a laser rangefinder. 
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2. Method and algorithms of multispectral 
optoelectronic device operation 

Based on the developed mathematical model, a meth-
od has been proposed for identifying dynamic objects 
from a mobile platform. Identifying dynamic images is 
achieved through images obtained in different spectral 
ranges and lidar data, which includes: filtering images 
from random and systematic interference, forming a mul-
tispectral image combined from several images in differ-
ent spectral zones, identifying spatial objects due to the 
difference characteristics of spectral images, adjusting the 
range estimation of detected objects based on data ob-
tained from a lidar, calculation of the three-dimensional 
coordinates of scene objects taking into account the 
movement of a mobile platform, visual alignment of its 
own position, and dynamic calibration of a multispectral 
optoelectronic device.  

 
Fig. 1. Algorithm for identifying dynamic objects  

from a mobile platform from images obtained  
in different spectral ranges and lidar data 

The algorithm for identifying spatial objects and cal-
culating the three-dimensional coordinates of their geo-
metric center and dimensions (Fig. 1.) consists in per-
forming the following operations: input and prepro-
cessing data from multispectral optoelectronic sensors 

(blocks 1 – 2), forming a multispectral image (block 3), 
the block diagram of a multispectral image shaping algo-
rithm is shown in fig. 2, identifying image objects (block 
6), calculating the three-dimensional coordinates of iden-
tified objects (blocks 7 – 9), performing calibration of a 
multispectral optoelectronic device (blocks 10 – 15).  

The mobile platform control algorithm makes it pos-
sible to increase the accuracy of spatial reference in a dy-
namically changing environment by adjusting the original 
route that has been formed through positioning systems 
with regard to the detected obstacles. 

The novelty of the proposed algorithms consists in 
forming a pre-compressed, quantized, multispectral im-
age from a sequence of images obtained from a multi-
spectral optoelectronic sensor, which reduces computa-
tional costs when identifying stage objects. In its turn, it 
results in the accuracy increase of calculating the three-
dimensional coordinates of geometric centers of objects 
and their sizes by adjusting the range estimation, the accu-
racy of spatial reference of a mobile platform and updating 
the initial route, taking into account the detected obstacles. 

 
Fig. 2. Algorithm for forming a multispectral image 

3. Development of the functional organization  
of a multispectral optoelectronic device  

for an autonomous mobile platform 

The functional organization of a multispectral optoe-
lectronic device for an autonomous mobile platform is 
shown in fig. 3. The device contains a group of individual 
modules that perform operations according to the devel-
oped algorithms. All modules, with the exception of mul-
tispectral optoelectronic sensor (MOES), optoelectronic 
sensor (OES), lidar (LD), positioning system controller 
(PSC), RAM unit (RAM), radio transmission unit (RTU) 
are implemented in FPGA [15 – 16]. The novelty of the 
optoelectronic device for localization of working scene 
objects based on images obtained in various spectral 
ranges is the introduction of multispectral sensors and an 
object identification module, which reduces the computa-
tional complexity of the problem of identifying working 
scene objects. The other novelties include modules for 
correcting the range estimation, calculating the three-
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dimensional coordinates of objects, a calibration module 
for a reference object with radiation sources in the ultra-
violet (UV), visible (VI) and infrared (IR) regions of the 

spectrum, and clarifying the initial route, which makes it 
possible to increase the accuracy of autonomous mobile 
platform positioning. 

 
Fig. 3. Multispectral optoelectronic device for autonomous mobile platform 

The device operates as follows. The image from 
MOES in the form of an array of five frames obtained in 
different spectral ranges (475 nm, 560 nm, 670 nm, 
720 nm, 850 nm) enters the filter module where the pro-
cess of detecting and smoothing systematic and random 
interference takes place, then the image array is transmit-
ted to the multispectral image generation unit (MIGU) 
where images are processed in accordance with the algo-
rithm shown in fig. 3. Concurrently, the image frame 
from the optoelectronic sensor (OES) is transmitted to the 
filter module and processed. The device initialization 
command and the initial route of autonomous mobile 
platform movement in the form of a sequence of points 
presented in the format – degrees, minutes and seconds – 
(51°44'42.8", 36°11'58.2") is received by the radio trans-
mission unit (RTU). 

Range estimation adjustment module (REAM) re-
ceives an array of data on the distance to working scene 
objects with a horizontal angular resolution step of 0.05° 
from LD. Then, a multispectral image is received by the 
working scene objects identification module (WSOIU) 
where the identified and selected image areas correspond-
ing to the objects are transmitted to RAM unit (RAM) 
and a three-dimensional coordinates calculation module 
(TCCM) where the calculation of geometric centers of 
the identified and selected objects and their sizes occurs. 
The calculation result as an array of coordinates (x, y, z) 
of object n is received by REAM, where they undergo a 
process of clarification about the data obtained from LD.  

It improves the accuracy of determining the three-
dimensional coordinates and dimensions of objects. Then, 
they are passed to the initial route refinement module. By 
processing a multispectral image, the device makes it 
possible to identify and select objects located on the mo-
tion plane, such as ground depressions filled with liquid. 
The initial route refinement module performs the calcula-
tion of the identified objects’ effect on the specified route 
of an autonomous mobile platform. If an object was de-
tected on the route, it is reconstructed with regard to ob-
stacle avoidance and transmitted to the control unit; the 
control unit generates commands for the engine controller 
unit. The data received from the current frame is stored in 
RAM unit. For further use, the data obtained in the previ-
ous step must be deleted. 

4. Experimental results 

The study of parameters of a multispectral optoelec-
tronic device for an autonomous mobile platform was 
carried out in accordance with the experimental test 
procedure based on real images of the working scene 
with a priori known location of reference objects. The 
obtained data on the number of identified and selected 
objects, their three-dimensional coordinates, and the co-
ordinates of the specified route were used to estimate 
the calculation error. 

Fig. 4 shows an image of the working scene captured 
by a multispectral sensor in the ultraviolet, visible, and 
infrared ranges. 

(a)   (b)   (c)  
Fig. 4. Working scene captured by a multispectral sensor  
in the ultraviolet (a), visible (b), and infrared ranges (c) 

During the operation of the presented device, images 
obtained in different spectral ranges are used to detect 
heterogeneous objects in color and size, and classify them 
based on albedo value. 

The classifier of the reflective power of various mate-
rials was obtained by machine learning of the working 
scene objects identification module under different envi-
ronmental conditions. The learning was aimed at obtain-
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ing the result of object classification with a predeter-
mined veracity. As a result of the experiment, the follow-
ing groups were added to the classifier: water bodies, 
green plants biomass, soil, plant bark – tissue that is not 
capable of photosynthesis, and metals. 

Fig. 5 shows the result of identifying and selecting a 
water feature located on the working scene. 

(a)  

(b)  
Fig. 5. Allocation of water body (a), working scene image (b) 

After classifying the image and coloring the identi-
fied objects in different colors, we obtain the result 
shown in fig. 6. 

 
Fig. 6. Object classification result 

As a result of the conducted experiments, probability 
estimation P of a reliable classification of objects was 
performed, depending on the size and distance to them 
(fig. 6). In this case, the objects were divided into three 
groups, the assignment of an object to a specific group 
was determined based on value N.  

( ).N f L  (7) 

Dependence N is calculated based on the parameters 
of the lens used and the resolution of an optoelectronic 
device matrix receiver. The following rules were used for 
classification: 

10 ,5 10 , 5 ,N q K N q C N q M           (8) 

where q – detected object, K – a set of large objects, C – a 
set of medium size objects, M – a set of small objects. 

The figure shows that the probability of classification 
decreases with increasing distance to an object and de-
pends on the size. This is due to the fact that it is more 
difficult to classify objects by diffusive reflection at a 
great distance, but it is still possible to distinguish them 
without classification, which reduces the computational 
complexity of image recognition problem [17 – 19]. 

 
Fig. 7. Dependence of the threshold of distinguishability  

of objects on the distance to the object 

 
Fig. 8. Measurement error of coordinates of model objects  

and experimental data 

Fig. 8 shows a comparative analysis of the measure-
ment error of the identified objects’ coordinates obtained 
during modeling, marked in red, and by means of exper-
iment, in black. 

Conclusions 

In the course of the research, the developed multi-
spectral optoelectronic device for an autonomous mobile 
platform was studied under different conditions and at 
different distances of the detected object from the mobile 
platform with a technical vision system. The data ob-
tained allow us to assess the correspondence of the error 
in determining the coordinates of the observed object by 
calculation and experimental means. The analysis of the 
experimental research and mathematical modeling results 
has proved the adequacy of the developed method and al-
gorithm and determines the three-dimensional coordinates 
of objects with the acceptable error. The accuracy of the 
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identified object, at a distance of up to 100 m inclusive, is 
within 0.95, at a distance of more than 100 meters, the reli-
ability decreases; this is due to the range of a lidar. 
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