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#### Abstract

Inspired by recent measurements with the CLAS detector at Jefferson Lab, we perform a self-consistent analysis of world data on the proton structure function $g_{1}$ in the range $0.17<Q^{2}<30(\mathrm{GeV} / c)^{2}$. We compute for the first time low-order moments of $g_{1}$ and study their evolution from small to large values of $Q^{2}$. The analysis includes the latest data on both the unpolarized inclusive cross sections and the ratio $R=\sigma_{L} / \sigma_{T}$ from Jefferson Lab, as well as a new model for the transverse asymmetry $A_{2}$ in the resonance region. The contributions of both leading and higher twists are extracted, taking into account effects from radiative corrections beyond the next-to-leading order by means of soft-gluon resummation techniques. The leading twist is determined with remarkably good accuracy and is compared with the predictions obtained using various polarized parton distribution sets available in the literature. The contribution of higher twists to the $g_{1}$ moments is found to be significantly larger than in the case of the unpolarized structure function $F_{2}$.


DOI: 10.1103/PhysRevD.71.054007

## I. INTRODUCTION

One of the fundamental characterizations of nucleon structure is the distribution of the nucleon spin among its quark and gluon constituents. The classic tool for studying the quark spin distributions experimentally has been inclusive lepton scattering off polarized protons and neutrons. These experiments have determined the $g_{1}$ structure function of the nucleon, which, in the framework of the naive Quark-Parton Model (QPM), is proportional to the difference between the distributions of quarks with spins aligned and antialigned to the nucleon spin. Surprisingly, one finds that only $20 \%-30 \%$ of the proton spin is carried by quarks - an observation which came to be known as the "proton spin crisis." Considerable effort, both experimentally and theoretically, has subsequently gone into understanding where the remaining fraction of the proton spin resides - see Ref. [1] for recent reviews.

In terms of kinematics, most of the experimental study has been focused on the high- $Q^{2}$ region, where the QPM description is most applicable, and in the region of intermediate and small Bjorken- $x$, which is important for evaluating parton model sum rules such as the Bjorken sum rule. Qualitatively new information on the proton spin structure can be obtained by studying the $g_{1}$ structure function in the region of large Bjorken- $x$, at moderate values of the squared four-momentum transfer $Q^{2}$, in the range from 1 to $5(\mathrm{GeV} / c)^{2}$. Such a kinematic region is

[^0]PACS numbers: 12.38.Cy, 12.38.Lg, 12.38.Qk, 13.60.Hb
characterized by the presence of nucleon resonances which contribute to higher twist effects in the structure functions.

According to the operator product expansion (OPE) in QCD, the $Q^{2}$-evolution of structure function moments can be described in terms of a $1 / Q^{2}$, or twist, expansion, where the leading twist $\left[\mathcal{O}(1)\right.$ in $\left.1 / Q^{2}\right]$ represents scattering from individual partons, while higher twists $\left[\mathcal{O}\left(1 / Q^{2}\right)\right.$ and higher] appear due to correlations among partons. The inclusion of the contribution from the nucleon resonance production regions is a relevant point of our study, because resonances and Deep Inelastic Scattering (DIS) are closely related by the phenomenon of local quark-hadron duality [2-4]. The latter has been extensively investigated at Jefferson Lab (JLab) for the case of the unpolarized structure function $F_{2}$ of the proton [5,6]. In the polarized case, the contribution of the $\Delta(1232)$ resonance makes the analysis rather more interesting: Since this resonance gives rise to a negative contribution to the $g_{1}$ structure function, while $g_{1}$ at high $Q^{2}$ is positive, one expects a breaking of local duality to occur in the $\Delta$ region at least up to several $(\mathrm{GeV} / c)^{2}$ [7].

In this paper we report the results of a self-consistent extraction of the proton structure function $g_{1}\left(x, Q^{2}\right)$ and its moments from the world data on the longitudinal polarization asymmetry $A_{\|}$. The extraction is based on a unique set of inputs for the structure function $F_{2}$, the ratio $R=$ $\sigma_{L} / \sigma_{T}$ and the transverse asymmetry $A_{2}$. The complete data set measured at Jefferson Lab [8-10], which covers the entire resonance region with high precision, allows for the first time the $Q^{2}$-evolution of the $g_{1}$ moments to be
accurately evaluated up to $n=7$. The results for the first moment have been presented in Ref. [11], where the twist4 matrix element was extracted, and the proton's color electric and magnetic polarizabilities determined. Here we give the details of our analysis for all the moments up to $n=7$.

In Sec. II we describe the OPE framework of the moment analysis for the polarized structure function $g_{1}$. In Sec. III we discuss the extraction of $g_{1}$ from the longitudinal asymmetry $A_{\|}$. The evaluation of the moments of $g_{1}$ and their uncertainties is presented in Sec. III, and the extraction of both leading and higher twists is described in Sec. IV. Finally, conclusions from this study are summarized in Sec. V.

## II. MOMENTS OF THE STRUCTURE FUNCTION $g_{1}$

The complete $Q^{2}$-evolution of the structure functions can be obtained using the OPE [12] of the time-ordered product of the two currents which enter into the virtual photon-nucleon forward Compton scattering amplitude,

$$
\begin{equation*}
T[J(z) J(0)]=\sum_{n, \alpha} f_{n}^{\alpha}\left(-z^{2}\right) z^{\mu_{1}} z^{\mu_{2}} \ldots z^{\mu_{n}} O_{\mu_{1} \mu_{2} \ldots \mu_{n}}^{\alpha} \tag{1}
\end{equation*}
$$

where $O_{\mu_{1} \mu_{2} \ldots \mu_{n}}^{\alpha}$ are symmetric traceless operators of dimension $d_{n}^{\alpha}$ and twist $\kappa_{n}^{\alpha} \equiv d_{n}^{\alpha}-n$, with $\alpha$ labeling different operators of spin $n$. In Eq. (1), $f_{n}^{\alpha}\left(-z^{2}\right)$ are coefficient functions, which are calculable in perturbative QCD (pQCD) at short light-cone distances $z^{2}=(c t)^{2}-\vec{z}^{2} \approx$ 0 . Since the imaginary part of the forward Compton scattering amplitude is simply the hadronic tensor containing the structure functions measured in DIS experiments, Eq. (1) leads to the well-known twist expansion for the Cornwall-Norton (CN) moments of $g_{1}\left(x, Q^{2}\right)[13,14]$,

$$
\begin{align*}
M_{n}^{\mathrm{CN}}\left(Q^{2}\right) & \equiv \int_{0}^{1} d x x^{n-1} g_{1}^{N}\left(x, Q^{2}\right) \\
& =\sum_{\kappa=2,4 \ldots}^{\infty} E_{n \kappa}\left[\mu, \alpha_{s}\left(Q^{2}\right)\right] O_{n \kappa}(\mu)\left(\frac{\mu^{2}}{Q^{2}}\right)^{(\kappa-2) / 2} \tag{2}
\end{align*}
$$

for $n=1,3,5, \ldots$. Here $\mu$ is the renormalization scale, $O_{n \kappa}(\mu)$ are the (reduced) matrix elements of operators with definite spin $n$ and twist $\kappa$, containing information about the nonperturbative structure of the target, and $E_{n \kappa}\left(\mu, Q^{2}\right)$ are dimensionless coefficient functions, which can be expressed perturbatively as a power series of the running coupling constant $\alpha_{s}\left(Q^{2}\right)$.

In the Bjorken limit $\left(Q^{2}, \nu \rightarrow \infty\right.$, with $x=Q^{2} / 2 M \nu$ fixed, where $\nu$ is the energy transfer and $M$ the nucleon mass), only operators with spin $n$ contribute to the $n$th CN moment (2). At finite $Q^{2}$, however, operators with different spins can contribute. Consequently, the $1 / Q^{2}$ expansion of the CN moment $M_{n}^{\mathrm{CN}}\left(Q^{2}\right)$ contains in addition target-mass terms, proportional to powers of $M^{2} / Q^{2}$, which are formally leading twist and of pure kinematical origin. It was
shown by Nachtmann [15] in the unpolarized case, and subsequently generalized to the polarized structure functions in Ref. [14], that, even when $M^{2} / Q^{2}$ is nonzero, the moments can be redefined in such a way that only spin- $n$ operators contribute to the $n$th moment. This is achieved by defining the "Nachtmann moments" of $g_{1}$ as

$$
\begin{align*}
M_{n}\left(Q^{2}\right) \equiv & \int_{0}^{1} d x \frac{\xi^{n+1}}{x^{2}}\left\{g_{1}\left(x, Q^{2}\right)\left[\frac{x}{\xi}-\frac{n^{2}}{(n+2)^{2}} \frac{M^{2} x^{2}}{Q^{2}} \frac{\xi}{x}\right]\right. \\
& \left.-g_{2}\left(x, Q^{2}\right) \frac{M^{2} x^{2}}{Q^{2}} \frac{4 n}{n+2}\right\} \tag{3}
\end{align*}
$$

where $\xi=2 x /\left(1+\sqrt{1+4 M^{2} x^{2} / Q^{2}}\right)$ is the Nachtmann scaling variable. Note that the evaluation of the polarized moments $M_{n}\left(Q^{2}\right)$ requires the knowledge of both structure functions $g_{1}$ and $g_{2}$. In the DIS regime the contribution of $g_{2}$ to Eq. (3) turns out to be typically small (see Ref. [7]). On the other hand, in the nucleon resonance production region the impact of $g_{2}$ is expected to be more significant, and here the lack of experimental information on the structure function $g_{2}$ can lead to systematic uncertainties.

Since the moments in Eq. (3) are totally inclusive, the integral in the right-hand side of Eq. (3) contains also the contribution from the elastic peak located at $x=1$,

$$
\begin{align*}
& g_{1}^{\mathrm{el}}\left(x, Q^{2}\right)=\delta(x-1) G_{M}\left(Q^{2}\right) \frac{G_{E}\left(Q^{2}\right)+\tau G_{M}\left(Q^{2}\right)}{2(1+\tau)}  \tag{4}\\
& g_{2}^{\mathrm{el}}\left(x, Q^{2}\right)=\delta(x-1) \tau G_{M}\left(Q^{2}\right) \frac{G_{E}\left(Q^{2}\right)-G_{M}\left(Q^{2}\right)}{2(1+\tau)} \tag{5}
\end{align*}
$$

with $G_{E}\left(G_{M}\right)$ the proton electric (magnetic) elastic form factor and $\tau=Q^{2} / 4 M^{2}$.

Note that the structure function moments include the resonance production region at low $Q^{2}$ and high $x$, which would be otherwise problematic to include in a twist analysis performed directly in $x$-space. In addition, since target-mass corrections are by definition subtracted from the moments (3), the twist expansion of the Nachtmann moments $M_{n}\left(Q^{2}\right)$ directly reveals information on the nonperturbative correlations between partons, without relying on specific assumptions about the $x$-shape of the leading twist.

For the leading twist contribution [ $\kappa=2$ in Eq. (2)], one finds the well-known logarithmic $Q^{2}$ evolution of both singlet and nonsinglet moments. However, if one wants to extend the analysis to small $Q^{2}$ and large $x$, where the rest of the perturbative series becomes significant, some procedure for the summation of higher orders of the pQCD expansion, such as infrared renormalon models $[16,17]$ or soft-gluon resummation techniques [18-20], has to be applied. For higher twists, $\kappa>2$, the power-suppressed terms are related to quark-quark and quark-gluon correlations, as schematically illustrated in Fig. 1, and should become important at small $Q^{2}$.
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$$
\begin{equation*}
g_{1}\left(x, Q^{2}\right)=\frac{F_{1}\left(x, Q^{2}\right)}{1+\gamma^{2}}\left\{\frac{A_{\|}\left(x, Q^{2}\right)}{D}+(\gamma-\eta) A_{2}\left(x, Q^{2}\right)\right\} \tag{6}
\end{equation*}
$$

with

$$
\begin{equation*}
\gamma=\frac{2 M x}{\sqrt{Q^{2}}}, \quad \eta=\frac{\epsilon \sqrt{Q^{2}}}{E-\epsilon E^{\prime}}, \quad D=\frac{1-\epsilon E^{\prime} / E}{1+\epsilon R\left(x, Q^{2}\right)}, \tag{7}
\end{equation*}
$$

where $E$ and $E^{\prime}$ are the incident and scattered electron energies and $\epsilon$ is the virtual photon polarization. The ratio $R$ entering above was taken from the parametrization given in Ref. [10] for the resonance production region, while in the DIS domain the fit R1998 [29] was used.

Since the main goal of our analysis is a model independent extraction of the moments of $g_{1}$, the structure function $F_{1}\left(x, Q^{2}\right)$ has been obtained directly from experimental data. This has been possible because of the large amount of high quality data on the inclusive electron scattering cross section $d \sigma / d \Omega d E^{\prime}$ and on the structure function $F_{2}$, covering both the resonance and DIS regions (for the list of data used see Ref. [9]). Therefore, for each point of the measured longitudinal asymmetry $A_{\|}$we can find several nearby points with either $F_{2}$ or the inclusive cross section known from experiments. For the interpolation of $F_{1}\left(x, Q^{2}\right)$ points, a simple procedure has been used, which is described below.

Having a data point with the measured $A_{\|}$at some fixed $x_{0}$ and $Q_{0}^{2}$, we search in the combined database on the inclusive cross section $d \sigma / d \Omega d E^{\prime}$ and the structure function $F_{2}$ for several nearby experimental points. The search procedure chooses a rectangular bin around the point with coordinates $\left(x_{0}, Q_{0}^{2}\right)$ of such a size that the selected area contains a number $N$ of experimental points either from $d \sigma / d \Omega d E^{\prime}$ or from $F_{2}$. The procedure then selects only those configurations whose number of points $N_{\text {min }}<N<$ $N_{\max }$, where $N_{\min }=2$ and $N_{\max }=6$ in the resonance region and $N_{\text {min }}=1$ and $N_{\max }=4$ in the DIS case. Once a number of configurations have been collected (no more than 20 sets), the procedure looks for a minimum in the sum of the path integrals from each point $\left(x_{i}, Q_{i}^{2}\right)$ of measured $d \sigma / d \Omega d E^{\prime}$ or $F_{2}$ to the bin center $\left(x_{0}, Q_{0}^{2}\right)$,

$$
\begin{equation*}
S\left(x_{0}, Q_{0}^{2}\right)=\frac{1}{N F_{1}\left(x_{0}, Q_{0}^{2}\right)} \sum_{i}^{N} \int_{\left(x_{i}, Q_{i}^{2}\right)}^{\left(x_{0}, Q_{0}^{2}\right)} d l\left|F_{1}\left(x, Q^{2}\right)\right| \tag{8}
\end{equation*}
$$

where the integral over $d l$ is taken along a straight line connecting the point $\left(x_{i}, Q_{i}^{2}\right)$ to the bin center $\left(x_{0}, Q_{0}^{2}\right)$. The structure function $F_{1}\left(x, Q^{2}\right)$ in this integral is constructed using the fits of $F_{2}$ from Ref. [30] and of $R$ from Ref. [29] in DIS, while in the resonance production region $F_{1}$ is taken directly from Ref. [10]. The configuration selected is that which minimizes the function $S\left(x, Q^{2}\right)$ in Eq. (8).

From Fig. 2, and also from Fig. 1 of Ref. [9], one can see that in the resonance region, which is covered by the data from Ref. [8], the interpolation distances are very small, thanks to the measurements of inclusive cross section in the same kinematic range [5,9]. A set of experimental points of $d \sigma / d \Omega d E^{\prime}$ or $F_{2}$ identified above is converted to the structure function $F_{1}$ according to

$$
\begin{equation*}
F_{1}\left(x, Q^{2}\right)=\frac{M Q^{2} E}{2 \alpha^{2} E^{\prime}} \frac{1-\epsilon}{1+\epsilon R\left(x, Q^{2}\right)} \frac{d \sigma}{d \Omega d E^{\prime}} \tag{9}
\end{equation*}
$$

and

$$
\begin{equation*}
F_{1}\left(x, Q^{2}\right)=\frac{1+4 M^{2} x^{2} / Q^{2}}{2 x\left[1+R\left(x, Q^{2}\right)\right]} F_{2}\left(x, Q^{2}\right) \tag{10}
\end{equation*}
$$

All the $F_{1}$ points obtained within the given bin are averaged together with their $x_{i}$ and $Q_{i}^{2}$ coordinates,

$$
\begin{gather*}
\bar{F}_{1}\left(x, Q^{2}\right)=\frac{1}{\delta^{2}} \sum_{i} \frac{F_{1}\left(x_{i}, Q_{i}^{2}\right)}{\delta_{F_{1}}^{2}\left(x_{i}, Q_{i}^{2}\right)},  \tag{11}\\
\bar{x}=\frac{1}{\delta^{2}} \sum_{i} \frac{x_{i}}{\delta_{F_{1}}^{2}\left(x_{i}, Q_{i}^{2}\right)}  \tag{12}\\
\bar{Q}^{2}=\frac{1}{\delta^{2}} \sum_{i} \frac{Q_{i}^{2}}{\delta_{F_{1}}^{2}\left(x_{i}, Q_{i}^{2}\right)} \tag{13}
\end{gather*}
$$

where

$$
\begin{equation*}
\delta=\sqrt{\sum_{i} \frac{1}{\delta_{F_{1}}^{2}\left(x_{i}, Q_{i}^{2}\right)}} \tag{14}
\end{equation*}
$$

and $\delta_{F_{1}}$ is the statistical error of $F_{1}$. The mean value of $\bar{F}_{1}\left(x, Q^{2}\right)$ is then corrected by the bin centering correction using the models of Refs. [10,29,30]. The value of the correction turns out to be very small with respect to statistical and systematic errors of the $A_{\|}$data. Nevertheless, the correction value has been propagated in the total systematic error obtained for $\bar{F}_{1}$.

Once the transverse asymmetry $A_{\perp}$ is known, $A_{2}$ can be determined according to

$$
\begin{equation*}
A_{2}=\frac{1}{(1+\eta \zeta)}\left[\frac{\zeta A_{\|}}{D}+\frac{A_{\perp}}{d}\right] \tag{15}
\end{equation*}
$$

where

$$
\begin{equation*}
d=D \sqrt{\frac{2 \epsilon}{1+\epsilon}}, \quad \zeta=\eta \frac{1+\epsilon}{2 \epsilon} \tag{16}
\end{equation*}
$$

Since there are no experimental data on $A_{\perp}$ in the resonance region (see Fig. 3), we consider several models:
(i) The model-independent constraint provided by the Soffer limit [31]:

$$
\begin{equation*}
\left|A_{2}\right|<\sqrt{\frac{A_{1}+1}{2} R} \tag{17}
\end{equation*}
$$



FIG. 4. $Q^{2}$ dependence of the structure function $g_{1}$ at $x=$ $0.38-0.42$ obtained from the data in Refs. [8,21-28] using the procedure described in the text. Open squares represent central values obtained with the $A_{2}$ model described in Appendix A, while the filled triangles indicate upper and lower Soffer limits. The upper hatched area represents the difference between $g_{1}$ data points extracted with two different parametrizations of $R$ [10,17]; middle hatched area $F_{1}^{M M}$ shows the difference between $g_{1}$ data points extracted using two different parametrizations of $F_{1}[10,50]$; lower hatched area $F_{1}^{D M}$ shows the difference between $g_{1}$ extracted from the $F_{1}$ parametrization and data interpolation as described in the text.

This inequality is exact and, provided $A_{1}$ and $R\left(x, Q^{2}\right)$ are measured, gives unambiguous limits.
(ii) Since it was shown in previous experiments that $A_{2}$ is in fact much smaller than the Soffer limit [22], one can simply assume $A_{2}=0$, with possible deviations from zero included in the systematic error.
(iii) In the present analysis we use a somewhat more sophisticated model for $A_{2}$ which is described in detail in Appendix A.
The $Q^{2}$ dependence of $g_{1}\left(x, Q^{2}\right)$ at $x=0.38-0.42$ is shown in Fig. 4 using different assumptions about $A_{2}$ and $F_{1}$, which provides an estimate of the systematic errors. The ranges and the averages for the various sources of systematic errors on $g_{1}$ are collected in Table I.

TABLE I. Range and average of systematic errors on $g_{1}$ (absolute value).

| Source of uncertainties | Variation range | Average |
| :---: | :---: | :---: |
| $A_{\\|}$ | $10^{-4}-0.14$ | 0.015 |
| $F_{1}$ | $10^{-7}-1.7$ | 0.014 |
| $\sigma_{L} / \sigma_{T}$ | $10^{-4}-0.015$ | 0.002 |
| $A_{2}$ | $10^{-7}-0.015$ | 0.004 |
| Total | $10^{-4}-1.7$ | 0.025 |

## C. Moments of the structure function $\boldsymbol{g}_{\mathbf{1}}$

As discussed in the introduction, the final goal of our data analysis is the evaluation of the Nachtmann moments of the structure function $g_{1}$. The total Nachtmann moments were computed as the sum of the elastic ( $M_{n}^{\mathrm{el}}$ ) and inelastic ( $M_{n}^{\text {in }}$ ) moments,

$$
\begin{equation*}
M_{n}\left(Q^{2}\right)=M_{n}^{\mathrm{el}}\left(Q^{2}\right)+M_{n}^{\mathrm{in}}\left(Q^{2}\right) \tag{18}
\end{equation*}
$$

The contribution from the elastic peak can be calculated by inserting Eqs. (4) and (5) into Eq. (3),

$$
\begin{align*}
M_{n}^{\mathrm{el}}\left(Q^{2}\right)= & \frac{\xi_{\mathrm{el}}^{n}}{2} G_{M}\left(Q^{2}\right)\left\{\frac{G_{E}\left(Q^{2}\right)+\tau G_{M}\left(Q^{2}\right)}{1+\tau}\right. \\
& \times\left[1-\frac{n^{2}}{(n+2)^{2}} \frac{M^{2}}{Q^{2}} \xi_{\mathrm{el}}^{2}\right] \\
& \left.+\frac{G_{M}\left(Q^{2}\right)-G_{E}\left(Q^{2}\right)}{1+\tau} \frac{n}{n+2} \xi_{\mathrm{el}}\right\}, \tag{19}
\end{align*}
$$

where $\xi_{\text {el }}=2 /(1+\sqrt{1+1 / \bar{\tau}})$.
The evaluation of the inelastic moments $M_{n}^{\mathrm{in}}$ involves the computation at fixed $Q^{2}$ of an integral over $x$. In practice the integral over $x$ was performed numerically using the standard trapezoidal method in the program TRAPER [32].

The $Q^{2}$-range from 0.17 to $30(\mathrm{GeV} / c)^{2}$ was divided into 24 bins increasing logarithmically with $Q^{2}$. Within each bin the world data were shifted to the central bin value $Q_{0}^{2}$ using the fit of $g_{1}^{S}\left(x, Q^{2}\right)$ from Ref. [7], which covers both the resonance and DIS regions,

$$
\begin{equation*}
g_{1}\left(x, Q_{0}^{2}\right)=g_{1}\left(x, Q^{2}\right)+\left[g_{1}^{S}\left(x, Q^{2}\right)-g_{1}^{S}\left(x, Q_{0}^{2}\right)\right] . \tag{20}
\end{equation*}
$$

The difference between the actual and bin-centered data,

$$
\begin{equation*}
\delta_{g_{1}}^{\mathrm{cent}}\left(x, Q^{2}\right)=\left|g_{1}^{S}\left(x, Q_{0}^{2}\right)-g_{1}^{S}\left(x, Q^{2}\right)\right| \tag{21}
\end{equation*}
$$

is added to the systematic error of $g_{1}$ in the Nachtmann moments extraction procedure. As an example, Fig. 5 shows the integrands $I_{n}\left(x, Q^{2}\right)$ of two of the low-order moments as a function of $x$ at fixed $Q^{2}$. The significance of the large- $x$ region for higher moments can be clearly seen.

To obtain a data set dense in $x$, which reduces the error in the numerical integration, we performed an interpolation at each fixed $Q_{0}^{2}$ when two contiguous experimental data points differed by more than $\nabla$. The value of $\nabla$ depends on kinematics: In the resonance regions, where the structure function exhibits strong variations, $\nabla$ has to be smaller than half of the resonance widths, and is parametrized as $\nabla=0.03 M^{2} / Q^{2}$. Above the resonances, where $g_{1}$ is smooth, to account for the fact that the available $x$ region decreases with decreasing $Q^{2}$, we set $\nabla=0.1$. Finally, in the low $x$ region $(x<0.03)$ where the $g_{1}$ shape depends weakly on $Q^{2}$, but strongly on $x$, we set $\nabla=0.005$.

To fill the gap between two adjacent points $x_{a}$ and $x_{b}$, we used the interpolation function $g_{1}^{\text {int }}\left(x, Q_{0}^{2}\right)$, defined as the parametrization from Ref. [7] offset to match the experi-


FIG. 5. Integrands of the Nachtmann moments at $Q^{2}=$ $1 \mathrm{GeV}^{2}$ for the $n=1$ (upper) and the $n=3$ (lower) moments.
mental data on both edges of the interpolating range. Assuming that the shape of the fit is correct, one has

$$
\begin{equation*}
g_{1}^{\mathrm{int}}\left(x, Q_{0}^{2}\right)=\rho\left(Q_{0}^{2}\right)+g_{1}^{S}\left(x, Q_{0}^{2}\right), \tag{22}
\end{equation*}
$$

where the offset $\rho\left(Q_{0}^{2}\right)$ is defined as the weighted average, evaluated using all experimental points located within an interval $\Delta$ around $x_{a}$ or $x_{b}$ :

$$
\begin{align*}
\rho\left(Q_{0}^{2}\right)= & \delta_{N}^{2}\left(Q_{0}^{2}\right)\left[\sum_{i}^{\left|x_{i}-x_{a}\right|<\Delta} \frac{g_{1}\left(x_{i}, Q_{0}^{2}\right)-g_{1}^{S}\left(x_{i}, Q_{0}^{2}\right)}{\left[\delta_{g_{1}}^{\operatorname{sta}}\left(x_{i}, Q_{0}^{2}\right)\right]^{2}}\right. \\
& \left.+\sum_{j}^{\mid x_{j}-x_{b}<\Delta} \frac{g_{1}\left(x_{j}, Q_{0}^{2}\right)-g_{1}^{S}\left(x_{j}, Q_{0}^{2}\right)}{\left[\delta_{g_{1}}^{\text {stat }}\left(x_{j}, Q_{0}^{2}\right)\right]^{2}}\right], \tag{23}
\end{align*}
$$

where $\delta_{g_{1}}^{\text {stat }}\left(x_{j}, Q_{0}^{2}\right)$ is the $g_{1}$ statistical error and

$$
\begin{align*}
\delta_{N}\left(Q_{0}^{2}\right)= & {\left[\sum_{i}^{\left|x_{i}-x_{a}\right|<\Delta} \frac{1}{\left[\delta_{g_{1}}^{\text {stat }}\left(x_{i}, Q_{0}^{2}\right)\right]^{2}}\right.} \\
& \left.+\sum_{j}^{\left|x_{j}-x_{b}\right|<\Delta} \frac{1}{\left[\delta_{g_{1}}^{\text {stat }}\left(x_{j}, Q_{0}^{2}\right)\right]^{2}}\right]^{-1 / 2} \tag{24}
\end{align*}
$$

is the statistical uncertainty of the normalization. Therefore, the statistical error of the moments calculated according to the trapezoidal rule [32] was increased by adding the linearly correlated contribution from each in-
terpolation interval as

$$
\begin{align*}
\delta_{n}^{\text {norm }}\left(Q_{0}^{2}\right)= & \delta_{N}\left(Q_{0}^{2}\right) \int_{x_{a}}^{x_{b}} d x \frac{\xi^{n+1}}{x^{2}} g_{1}^{S}\left(x, Q_{0}^{2}\right) \\
& \times\left[\frac{x}{\xi}-\frac{n^{2}}{(n+2)^{2}} \frac{M^{2} x^{2}}{Q_{0}^{2}} \frac{\xi}{x}\right] . \tag{25}
\end{align*}
$$

Since we average the difference $g_{1}\left(x_{i}, Q_{0}^{2}\right)-g_{1}^{S}\left(x_{i}, Q_{0}^{2}\right)$, $\Delta$ is not affected by the resonance structures, and its value is fixed to have more than two experimental points in most cases. Therefore, $\Delta$ is chosen to be equal to 0.15 .

To fill the gap between the last experimental point and one of the integration limits ( $x_{a}=0$ or $x_{b}=1$ ), we performed an extrapolation at each fixed $Q_{0}^{2}$ using $g_{1}^{S}\left(x, Q_{0}^{2}\right)$ including its uncertainty given in Ref. [7]. The results, together with their statistical and systematic errors, are presented in Table II.

## D. Systematic errors of the moments

The systematic error consists of experimental uncertainties in the data given in Refs. [8,21-28] and uncertainties in the evaluation procedure. To estimate the first type of error, we have to account for using many data sets measured at different laboratories and with different detectors. In the present analysis we assume that different experiments are independent and therefore only systematic errors within a particular data set are correlated.

An upper limit for the contribution of the systematic error from each data set was thus evaluated as follows:
(i) We first applied a simultaneous shift to all experimental points in the data set by an amount equal to their systematic error.
(ii) The inelastic $n$th moment obtained using these distorted data $\tilde{M}_{n(i)}^{\text {in }}\left(Q^{2}\right)$ is then compared to the original moments $M_{n}^{\text {in }}\left(Q^{2}\right)$ evaluated with no systematic shifts.
(iii) Finally, the deviations for each data set were summed in quadrature as independent values,

$$
\begin{equation*}
\delta_{n}^{D}\left(Q^{2}\right)=\sqrt{\sum_{i}^{N_{S}}\left[\tilde{M}_{n(i)}^{\mathrm{in}}\left(Q^{2}\right)-M_{n}^{\mathrm{in}}\left(Q^{2}\right)\right]^{2}} \tag{26}
\end{equation*}
$$

where $N_{S}$ is the number of available data sets. The resulting error is summed in quadrature with $\delta_{n}^{\text {norm }}\left(Q^{2}\right)$ to get the total systematic error on the $n$th moment.
The second type of error is related to the bin centering, interpolation and extrapolation. The bin centering systematic uncertainty was estimated as

$$
\begin{equation*}
\delta_{n}^{C}\left(Q^{2}\right)=\sum_{i} K_{n}\left(x_{i}, Q^{2}\right) w_{i}\left(Q^{2}\right) \delta_{g_{1}}^{\mathrm{cent}}\left(x_{i}, Q^{2}\right), \tag{27}
\end{equation*}
$$

where, according to the Nachtmann moment definition and

TABLE II. The inelastic Nachtmann moments for $n=1,3,5$ and 7 evaluated in the interval $0.17 \leq Q^{2} \leq 30(\mathrm{GeV} / c)^{2}$. The moments were evaluated for $Q^{2}$ bins with more than $50 \%$ data coverage. The data are reported together with the statistical and systematic errors; the low- $x$ extrapolation error is given for the first moment only (last number in the second column).

| $Q^{2}\left[(\mathrm{GeV} / c)^{2}\right]$ | $M_{1}\left(Q^{2}\right) \times 10^{-3}$ | $M_{3}\left(Q^{2}\right) \times 10^{-4}$ | $M_{5}\left(Q^{2}\right) \times 10^{-5}$ | $M_{7}\left(Q^{2}\right) \times 10^{-6}$ |
| :---: | :---: | :---: | :---: | :---: |
| 0.17 | $-27.1 \pm 7 \pm 12 \pm 6$ | $-16.8 \pm 2.5 \pm 5$ | $-8.5 \pm 1 \pm 2.5$ | $-4.8 \pm 0.6 \pm 1.3$ |
| 0.20 | $-23.0 \pm 5 \pm 9 \pm 6$ | $-17.0 \pm 2 \pm 4$ | $-8.4 \pm 0.8 \pm 2$ | $-4.3 \pm 0.4 \pm 1.1$ |
| 0.24 | $-4.2 \pm 4 \pm 18 \pm 7$ | $-16.1 \pm 2 \pm 11$ | $-11.0 \pm 1 \pm 7$ | $-7.3 \pm 0.7 \pm 4.5$ |
| 0.30 | $-8.9 \pm 4 \pm 19 \pm 4$ | $-26.6 \pm 2 \pm 14$ | $-22.8 \pm 1.5 \pm 11$ | $-18.8 \pm 1.2 \pm 9.3$ |
| 0.35 | $9.6 \pm 3 \pm 12 \pm 6$ | $-23.9 \pm 2 \pm 8$ | $-28.9 \pm 2 \pm 7.5$ | $-31.2 \pm 1.5 \pm 7.4$ |
| 0.42 | $28.0 \pm 5 \pm 11 \pm 7$ | $-13.9 \pm 4 \pm 9$ | $-26.6 \pm 4 \pm 10$ | $-37.9 \pm 5 \pm 12$ |
| 0.50 | $36.3 \pm 4 \pm 17 \pm 3$ | $-13.2 \pm 4 \pm 16$ | $-31.0 \pm 5 \pm 20$ | $-48.4 \pm 6 \pm 27$ |
| 0.60 | $43.4 \pm 3.5 \pm 15 \pm 4$ | $-12.2 \pm 3 \pm 16$ | $-35.9 \pm 4 \pm 24$ | $-64.5 \pm 7 \pm 38$ |
| 0.70 | $56.0 \pm 3 \pm 14 \pm 6$ | $-0.1 \pm 3 \pm 18$ | $-28.4 \pm 4 \pm 30$ | $-71.7 \pm 7 \pm 53$ |
| 0.84 | $69.0 \pm 3 \pm 13 \pm 1.5$ | $15.3 \pm 3 \pm 19$ | $-8.7 \pm 5 \pm 36$ | $-48.4 \pm 11 \pm 74$ |
| 1.00 | $85.3 \pm 3 \pm 11 \pm 0.7$ | $25.7 \pm 2.5 \pm 17$ | $-7.0 \pm 5 \pm 37$ | $-81.1 \pm 11 \pm 84$ |
| 1.20 | $94.2 \pm 3.5 \pm 10 \pm 1$ | $53.7 \pm 3 \pm 17$ | $57 \pm 7 \pm 39$ | $62.5 \pm 18 \pm 101$ |
| 1.40 | $102 \pm 4 \pm 11 \pm 2$ | $68.6 \pm 4 \pm 20$ | $88 \pm 7 \pm 48$ | $123 \pm 19 \pm 133$ |
| 1.70 | $114 \pm 3 \pm 16 \pm 2$ | $92.9 \pm 5 \pm 20$ | $150 \pm 11 \pm 48$ | $295 \pm 32 \pm 142$ |
| 2.40 | $120 \pm 2.5 \pm 9 \pm 3$ | $108 \pm 4 \pm 16$ | $218 \pm 14 \pm 46$ | $572 \pm 53 \pm 152$ |
| 3.00 | $124 \pm 3 \pm 8 \pm 3$ | $107 \pm 4 \pm 10$ |  |  |
| 3.50 | $113 \pm 7 \pm 18 \pm 1$ |  |  |  |
| 4.20 | $125 \pm 4 \pm 9 \pm 3.5$ | $110 \pm 4.5 \pm 7$ | $153 \pm 18 \pm 59$ |  |
| 5.00 | $118 \pm 5 \pm 11 \pm 4$ | $85.3 \pm 7 \pm 16$ | $219 \pm 17 \pm 18$ | $398 \pm 61 \pm 236$ |
| 6.00 | $122 \pm 5.5 \pm 8 \pm 2$ | $102 \pm 6 \pm 8$ |  | $664 \pm 84 \pm 56$ |
| 8.40 |  | $102 \pm 4 \pm 7$ |  |  |
| 10.00 | $128 \pm 11 \pm 13 \pm 4$ |  |  | $187 \pm 10 \pm 30$ |
| 15.50 | $130 \pm 3 \pm 16 \pm 4$ | $78.7 \pm 3 \pm 16$ |  | $595 \pm 85 \pm 66$ |
| 30.00 | $125 \pm 4 \pm 10 \pm 2.5$ |  |  |  |

the trapezoidal integration rule, one has

$$
\begin{align*}
K_{n}\left(x_{i}, Q^{2}\right) & =\frac{\xi_{i}^{n+1}}{x_{i}^{2}} g_{1}\left(x, Q^{2}\right)\left[\frac{x_{i}}{\xi_{i}}-\frac{n^{2}}{(n+2)^{2}} \frac{M^{2} x_{i}^{2}}{Q^{2}} \frac{\xi_{i}}{x_{i}}\right] \\
w_{i}\left(Q^{2}\right) & =\left(x_{i+1}-x_{i-1}\right) / 2 \tag{28}
\end{align*}
$$

The systematic error of the interpolation was estimated by considering the possible change of the fitting function slope in the interpolation interval, and was evaluated as a difference in the normalization at different edges:

$$
\begin{align*}
\delta_{S}\left(Q_{0}^{2}\right)= & \left\lvert\, \frac{1}{N_{i}} \sum_{i}^{\left|x_{i}-x_{a}\right|<\Delta}\left[g_{1}\left(x_{i}, Q_{0}^{2}\right)-g_{1}^{S}\left(x_{i}, Q_{0}^{2}\right)\right]\right. \\
& \left.-\frac{1}{N_{j}} \sum_{j}^{\left|x_{j}-x_{b}\right|<\Delta}\left[g_{1}\left(x_{j}, Q_{0}^{2}\right)-g_{1}^{S}\left(x_{j}, Q_{0}^{2}\right)\right] \right\rvert\, \tag{29}
\end{align*}
$$

where $N_{i}$ and $N_{j}$ are the number of points used to evaluate the sums. Since the structure function $g_{1}\left(x, Q^{2}\right)$ is a smooth function of $x$ below resonances, on the limited $x$-interval (smaller than $\nabla$ ) the linear approximation gives a good estimate. Thus, the error given in Eq. (29) accounts for such a linear mismatch between the fitting function and the data on the interpolation interval. Meanwhile, the CLAS data cover all the resonance region and no interpolation
was used there. The total systematic error introduced in the corresponding moment by the interpolation can therefore be estimated as


FIG. 6. Errors of the inelastic Nachtmann moment $M_{1}$ : The open circles represent statistical errors; the stars show the systematic error obtained in Eq. (31); the low- $x$ extrapolation error is indicated by filled squares.

$$
\begin{align*}
\delta_{n}^{I}\left(Q_{0}^{2}\right)= & \delta_{S}\left(Q_{0}^{2}\right) \int_{x_{a}}^{x_{b}} d x \frac{\xi^{n+1}}{x^{2}} g_{1}^{S}\left(x, Q^{2}\right) \\
& \times\left[\frac{x}{\xi}-\frac{n^{2}}{(n+2)^{2}} \frac{M^{2} x^{2}}{Q^{2}} \frac{\xi}{x}\right] \tag{30}
\end{align*}
$$

The systematic errors obtained by these procedures are then summed in quadrature to give

$$
\begin{equation*}
\delta_{n}^{P}\left(Q^{2}\right)=\sqrt{\left[\delta_{n}^{D}\left(Q^{2}\right)\right]^{2}+\left[\delta_{n}^{C}\left(Q^{2}\right)\right]^{2}+\left[\delta_{n}^{I}\left(Q^{2}\right)\right]^{2}} \tag{31}
\end{equation*}
$$

In order to study the systematic error on the extrapolation at very low $x$, we compared the moments extracted using different parametrizations of $g_{1}$. We choose a Regge inspired form from Ref. [7] and two QCD fits from Refs. [33,34]. The difference was significant only for $M_{1}$,
for which the various errors are shown in Fig. 6 and separately given in Table II.

According to Eq. (18) the contribution from the proton elastic peak should be added to the inelastic moments obtained above. The $Q^{2}$ dependence of the proton elastic form factors is parametrized as in Ref. [35], modified accordingly to the recent data on $G_{E} / G_{M}$ [36], as described in Ref. [37]. The uncertainty on the form factors is taken to be equal to 3\% according to the analysis of Ref. [35], and is added quadratically to both the statistic and the systematic errors. The elastic contribution $M_{n}^{\text {el }}\left(Q^{2}\right)$ turns out to be a quite small correction for $Q^{2} \gtrsim n(\mathrm{GeV} / c)^{2}$. Our final results for the total (inelastic + elastic) moments with $n=1,3,5$ and 7 are shown in Fig. 7. Note also that the amount of the measured experimental contribution to $M_{n}\left(Q^{2}\right)$ is at least $50 \%$, and the systematic uncertainties increase significantly as $Q^{2}$ increases.


FIG. 7. Total (inelastic + elastic) Nachtmann moments $M_{n}\left(Q^{2}\right)$ (filled circles) [see Eq. (18)] extracted from the proton world data in the range $0.17 \leq Q^{2} \leq 30(\mathrm{GeV} / c)^{2}$ for $n=1,3,5$ and 7 . Open squares and triangles correspond to the inelastic and elastic contributions, respectively. Statistical errors are reported for all three terms; in the case of the total moments the systematic errors are represented by the shaded bands.

## IV. EXTRACTION OF LEADING AND HIGHER TWISTS

In this section we present our analysis of the moments $M_{n}\left(Q^{2}\right)$ with $n>1$. We extract both the leading and higher twist contributions to the moments, including a determination of the effective anomalous dimensions.

Results for the first moment $M_{1}\left(Q^{2}\right)$ were presented in Ref. [11]. There the highest $Q^{2}$-points [ $Q^{2}>5(\mathrm{GeV} / c)^{2}$ ] were used to obtain the singlet axial charge, which for the renormalization group invariant definition in the $\overline{\mathrm{MS}}$ scheme (which is adopted throughout this paper) gave $a_{0}^{\text {inv }}=0.145 \pm 0.018$ (stat) $\pm 0.103$ (syst) $\pm$
0.041 (low $x) \pm_{0.010}^{0.006}\left(\alpha_{s}\right)$, where the first and second errors are statistical and systematic, the third is from the $x \rightarrow 0$ extrapolation, and the last is due to the uncertainty in $\alpha_{s}$. From the $Q^{2}$ dependence of the first moment, the matrix elements of twist-4 operators were extracted, which allowed a precise determination of the color electric and magnetic polarizabilities of the proton (see Ref. [11] for details).

As has been discussed in Refs. [7,9,17,19], the extraction of higher twists at large $x$ is sensitive to the effects of high-order pQCD corrections, for both the polarized and unpolarized cases. In particular, the use of the next-toleading order (NLO) approximation for the leading twist is known to lead to unreliable results for the determination of the higher twists in the proton $F_{2}$ at large $x$ [19]. In this work we follow Refs. [7,9,19], where the pQCD corrections beyond the NLO are estimated according to softgluon resummation (SGR) techniques [18] and a pure nonsinglet (NS) evolution is assumed for $n \geq 3 .{ }^{1}$ However, in contrast to Refs. [7,9,19], where SGR was considered for the quark coefficient function only, we consistently add in this work the resummation of large- $n$ logarithms appearing also in the one-loop and two-loop NS anomalous dimensions. This was previously used in Ref. [20] to determine the strong coupling constant $\alpha_{s}\left(M_{Z}^{2}\right)$ from the experimental moments of the proton $F_{2}$ structure function determined in Ref. [9].

Within the above framework, the Nachtmann moment of the leading twist part of the $g_{1}$ structure function, $\delta \eta_{n}\left(Q^{2}\right)$, is (for $n \geq 3$ ) explicitly given by

$$
\begin{align*}
\delta \eta_{n}\left(Q^{2}\right)= & \delta A_{n}\left[\alpha_{s}\left(Q^{2}\right)\right]^{\gamma_{n}^{\mathrm{NS}}}\left\{\frac{\alpha_{s}\left(Q^{2}\right)}{4 \pi} \delta R_{n}^{\mathrm{NS}}\right. \\
& \left.+e^{G_{n}\left(Q^{2}\right)}\left[1+\frac{\alpha_{s}\left(Q^{2}\right)}{4 \pi}\left(2 C_{\mathrm{DIS}}^{(\mathrm{NLO})}+\Delta \gamma_{\mathrm{DIS}}^{(1, \mathrm{NS})}\right)\right]\right\} \tag{32}
\end{align*}
$$

where the constant $\delta A_{n}$ is defined to be the $n$th moment of the leading twist at the renormalization scale $\mu^{2}$, and $\gamma_{n}^{\mathrm{NS}}$

[^1]is the one-loop NS anomalous dimension. In Eq. (32) the quantity $\delta R_{n}^{\mathrm{NS}}$ is given by
\[

$$
\begin{align*}
\delta R_{n}^{\mathrm{NS}}= & 2\left[\delta C_{n}^{(\mathrm{NLO})}-C_{\mathrm{DIS}}^{(\mathrm{NLO})}-C_{n, \mathrm{LOG}}^{(\mathrm{NLO})}\right]+\Delta \gamma_{n}^{(1, \mathrm{NS})} \\
& -\Delta \gamma_{\mathrm{DIS}}^{(1, \mathrm{NS})}-\Delta \gamma_{n, \mathrm{LOG}}^{(1, \mathrm{NS})} \tag{33}
\end{align*}
$$
\]

where

$$
\begin{equation*}
\Delta \gamma_{n}^{(1, \mathrm{NS})} \equiv \gamma_{n}^{(1, \mathrm{NS})}-\frac{\beta_{1}}{\beta_{0}} \gamma_{n}^{\mathrm{NS}} \tag{34}
\end{equation*}
$$

with $\gamma_{n}^{(1, \mathrm{NS})}$ being the two-loop NS anomalous dimension, $\beta_{0}=11-2 N_{f} / 3, \beta_{1}=102-38 N_{f} / 3$ and $N_{f}$ the number of active quark flavors at the scale $Q^{2}$.

In Eq. (33) $\delta C_{n}^{(\mathrm{NLO})}$ is the NLO part of the quark coefficient function, which in the $\overline{\mathrm{MS}}$ scheme is given by

$$
\begin{align*}
\delta C_{n}^{(\mathrm{NLO})}= & C_{F}\left\{S_{1}(n)\left[S_{1}(n)+\frac{3}{2}-\frac{1}{n(n+1)}\right]\right. \\
& \left.-S_{2}(n)+\frac{1}{2 n}+\frac{1}{n+1}+\frac{1}{n^{2}}-\frac{9}{2}\right\} \tag{35}
\end{align*}
$$

where $C_{F}=\left(N_{c}^{2}-1\right) /\left(2 N_{c}\right)$ and $S_{k}(n)=\sum_{j=1}^{n} 1 / j^{k}$. For large $n$ (corresponding to the large- $x$ region), the coefficient $C_{n}^{(\mathrm{NLO})}$ is logarithmically divergent; indeed, since $S_{1}(n)=\gamma_{E}+\log (n)+\mathcal{O}(1 / n)$, where $\gamma_{E}=0.577216$ is the Euler-Mascheroni constant, and $S_{2}(n)=$ $\pi^{2} / 6+\mathcal{O}(1 / n)$, one gets

$$
\begin{equation*}
\delta C_{n}^{(\mathrm{NLO})}=C_{\mathrm{DIS}}^{(\mathrm{NLO})}+C_{n, \mathrm{LOG}}^{(\mathrm{NLO})}+\mathcal{O}(1 / n) \tag{36}
\end{equation*}
$$

with

$$
\begin{equation*}
C_{\mathrm{DIS}}^{(\mathrm{NLO})}=C_{F}\left[\gamma_{E}^{2}+\frac{3}{2} \gamma_{E}-\frac{9}{2}-\frac{\pi^{2}}{6}\right] \tag{37}
\end{equation*}
$$

and

$$
\begin{equation*}
C_{n, \mathrm{LOG}}^{(\mathrm{NLO})}=C_{F} \ln (n)\left[\ln (n)+2 \gamma_{E}+\frac{3}{2}\right] \tag{38}
\end{equation*}
$$

For the quantity $\Delta \gamma_{n}^{(1, \mathrm{NS})}$ in Eq. (34) one obtains

$$
\begin{equation*}
\Delta \gamma_{n}^{(1, \mathrm{NS})}=\Delta \gamma_{\mathrm{DIS}}^{(1, \mathrm{NS})}+\Delta \gamma_{n, \mathrm{LOG}}^{(1, \mathrm{NS})}+\mathcal{O}(1 / n) \tag{39}
\end{equation*}
$$

where

$$
\begin{align*}
\Delta \gamma_{\mathrm{DIS}}^{(1, \mathrm{NS})}= & \frac{C_{F}}{\beta_{0}}\left\{C_{F}\left[2 \pi^{2}+32 \tilde{S}(\infty)-4 S_{3}(\infty)-\frac{3}{2}\right]\right. \\
& +C_{A}\left[-\frac{22}{9} \pi^{2}-16 \tilde{S}(\infty)-\frac{17}{6}\right] \\
& \left.+N_{f}\left[\frac{4 \pi^{2}}{9}+\frac{1}{3}\right]+\gamma_{E}\left(8 K-4 \frac{\beta_{1}}{\beta_{0}}\right)+3 \frac{\beta_{1}}{\beta_{0}}\right\} \tag{40}
\end{align*}
$$

and

$$
\begin{equation*}
\Delta \gamma_{n, \mathrm{LOG}}^{(1, \mathrm{NS})}=\frac{C_{F}}{\beta_{0}}\left[8 K-4 \frac{\beta_{1}}{\beta_{0}}\right] \ln (n) \tag{41}
\end{equation*}
$$

with $\quad C_{A}=N_{c}, \quad \tilde{S}(\infty)=\sum_{j=1}^{\infty}(-1)^{j} S_{1}(j) / j^{2}=$ $-0.751286, \quad S_{3}(\infty)=1.202057$ and $K=C_{A}(67 / 18-$ $\left.\pi^{2} / 6\right)-5 N_{f} / 9$.

In Eq. (32) the function $G_{n}\left(Q^{2}\right)$ is the key quantity of the soft-gluon resummation. At next-to-leading $\log$ (NLL) accuracy, one has

$$
\begin{equation*}
G_{n}\left(Q^{2}\right)=\ln (n) G_{1}\left(\lambda_{n}\right)+G_{2}\left(\lambda_{n}\right)+O\left[\alpha_{s}^{k} \ln ^{k-1}(n)\right], \tag{42}
\end{equation*}
$$

where $\lambda_{n} \equiv \beta_{0} \alpha_{s}\left(Q^{2}\right) \ln (n) / 4 \pi$ and

$$
\begin{align*}
G_{1}(\lambda)= & C_{F} \frac{4}{\beta_{0} \lambda}[\lambda+(1-\lambda) \ln (1-\lambda)] \\
G_{2}(\lambda)= & -C_{F} \frac{4 \gamma_{E}+3}{\beta_{0}} \ln (1-\lambda)-C_{F} \frac{8 K}{\beta_{0}^{2}} \ln (1-\lambda) \\
& +C_{F} \frac{4 \beta_{1}}{\beta_{0}^{3}} \ln (1-\lambda)\left[1+\frac{1}{2} \ln (1-\lambda)\right] . \tag{43}
\end{align*}
$$

Note that the function $G_{2}(\lambda)$ is divergent for $\lambda \rightarrow 1$; this means that at large $n$ (i.e., large $x$ ) SGR cannot be extended to arbitrarily low values of $Q^{2}$. Therefore, to be sure that the SGR technique can be used reliably at NLL accuracy it is essential to check that $\lambda_{n}$ is small enough, which in our case means restricting the twist analysis to the $Q^{2}$ range above $0.8 \div 1(\mathrm{GeV} / c)^{2}$.

It is straightforward to see that in the limit $\lambda_{n} \ll 1$ one has $G_{n}\left(Q^{2}\right) \rightarrow \alpha_{s}\left(Q^{2}\right)\left[2 C_{n, \mathrm{LOG}}^{(\mathrm{NLO})}+\Delta \gamma_{n, \mathrm{LOG}}^{(1, \mathrm{NS})}\right] / 4 \pi$, so that Eq. (32) reduces to the well-known NLO approximation. This implies that adopting the usual two-loop approximation for the running coupling constant $\alpha_{s}\left(Q^{2}\right)$, the twist-2 expression (32) contains all the NLO effects and the resummation of all the large- $n$ logarithms beyond the NLO.

The different running of the leading twist induced by resummation effects beyond the NLO has been investigated in Ref. [19] for the unpolarized case, and in Ref. [7] for the moments of the proton $g_{1}$ structure function. It was found that, with respect to the NLO approximation, SGR effects enhance significantly the $Q^{2}$ evolution of the leading twist moments at $Q^{2} \approx \mathrm{few}(\mathrm{GeV} / c)^{2}$, and that such an enhancement increases as the order $n$ of the moment increases.

As far as power corrections are concerned, several higher twist operators exist and mix under the renormalization group equations. Such mixings are rather involved and the number of mixing operators increases with the order $n$ of the moment. A complete calculation of the higher twist anomalous dimensions is not yet available, and therefore one has to use specific models or some phenomenological ansatz.

An interesting model for higher twists is the renormalon model [16], which can be used as a guide to estimate the $x$-shape of the higher twists (or more precisely, of the twist4 and twist- 6 terms). The renormalon model contains only one free parameter, which means that it predicts the dependence of the higher twist contribution to the moments upon the order $n$ up to an overall unknown constant. It is
also characterized by the fact that the renormalon anomalous dimensions are the same as the leading twist ones. However, in Refs. [16,17] it was already found that the renormalon model cannot explain simultaneously the power corrections to the transverse and longitudinal channels. Moreover, several phenomenological extractions of higher twist anomalous dimensions made in Refs. $[7,9,17,19,38]$ suggest that the latter may differ significantly from the leading twist ones. Therefore, in this work we use the same phenomenological ansatz as adopted in Refs. [7,9,17,19,38] (and in Ref. [11] for the $n=1$ moment), which does not exclude the renormalon picture, but is more general.

To be specific, the Nachtmann moments are analyzed in terms of the following twist expansion:

$$
\begin{equation*}
M_{n}^{N}\left(Q^{2}\right)=\delta \eta_{n}\left(Q^{2}\right)+\operatorname{HT}_{n}\left(Q^{2}\right) \tag{44}
\end{equation*}
$$

where the higher twist contribution $\mathrm{HT}_{n}\left(Q^{2}\right)$ is comprised of twist-4 and twist-6 terms of the form

$$
\begin{align*}
\operatorname{HT}_{n}\left(Q^{2}\right)= & \delta a_{n}^{(4)}\left[\frac{\alpha_{s}\left(Q^{2}\right)}{\alpha_{s}\left(\mu^{2}\right)}\right]^{\delta \gamma_{n}^{(4)}} \frac{\mu^{2}}{Q^{2}} \\
& +\delta a_{n}^{(6)}\left[\frac{\alpha_{s}\left(Q^{2}\right)}{\alpha_{s}\left(\mu^{2}\right)}\right]^{\delta \gamma_{n}^{(6)}} \frac{\mu^{4}}{Q^{4}} \tag{45}
\end{align*}
$$

where the logarithmic pQCD evolution of the twist- $\kappa$ contribution is accounted for by the term $\left[\alpha_{s}\left(Q^{2}\right)\right]^{\delta \gamma_{n}^{(k)}}$ with an effective anomalous dimension $\delta \gamma_{n}^{(\kappa)}$, and the parameter $\delta a_{n}^{(\kappa)}$ represents the overall strength of the twist- $\kappa$ term at the renormalization scale $\mu^{2}$.

In Eq. (45) only twist-4 and twist-6 terms are included. In practice the number of higher twist terms to be considered is mainly governed by the $Q^{2}$-range of the analysis. Indeed, as the latter is extended down to lower values of $Q^{2}$, more higher twist terms are expected to contribute. Here we note that (i) the inclusion of twist-4 and twist-6 terms works well for $Q^{2} \gtrsim 1(\mathrm{GeV} / c)^{2}$, as already found in the case of the unpolarized moments $[9,17,19]$, and (ii) our least- $\chi^{2}$ fitting procedure turns out to be sensitive to the presence of a twist- 8 term only for $Q^{2} \leqq 1(\mathrm{GeV} / c)^{2}$, where the resummation of high-order perturbative corrections may start to break down. Therefore, we limit ourselves to considering only twist- 4 and twist- 6 terms in the analyses for $Q^{2} \gtrsim 1(\mathrm{GeV} / c)^{2}$.

All the unknown parameters, namely, the twist-2 coefficient $\delta A_{n}$, as well as the four higher twist parameters $\delta a_{n}^{(4)}, \delta \gamma_{n}^{(4)}, \delta a_{n}^{(6)}$ and $\delta \gamma_{n}^{(6)}$, are for each order $n$ simultaneously determined from a $\chi^{2}$-minimization procedure in the $Q^{2}$ range between 1 and $30(\mathrm{GeV} / c)^{2}$. Changing the minimum $Q^{2}$ value down to $0.7 \div 0.8(\mathrm{GeV} / c)^{2}$ does not modify significantly the extracted values of the various twist parameters. On the other hand, increasing the minimum $Q^{2}$ up to $2(\mathrm{GeV} / c)^{2}$ leads to quite large uncertainties in the values of the twist parameters, due to a large decrease in the number of data points.

TABLE III. Leading twist $\delta \eta_{n}$ and higher twist parameters, appearing in Eq. (45), extracted from the Nachtmann moments for $n \geq 3$ at the scale $Q^{2}=1(\mathrm{GeV} / c)^{2}$. The first errors are statistical, while the upper and lower ones are systematic.

|  | $M_{3}$ | $M_{5}$ | $M_{7}$ |
| :--- | :---: | :---: | :---: |
| $\delta \eta_{n}$ | $0.0147 \pm 0.0005_{-0.0023}^{+0.0025}$ | $0.0057 \pm 0.0008_{-0.0007}^{+0.0009}$ | $0.0038 \pm 0.0005_{-0.0002}^{+0.0003}$ |
| $\delta a_{n}^{(4)}$ | $0.020 \pm 0.001_{-0.007}^{+0.008}$ | $0.0155 \pm 0.0007_{-0.0009}^{+0.0047}$ | $0.0103 \pm 0.0005_{-0.0092}^{+0.0092}$ |
| $\delta \gamma^{(4)}$ | $2.2 \pm 0.3_{-0.9}^{+0.8}$ | $2.3 \pm 0.5_{-0.2}^{+0.5}$ | $2.6 \pm 0.4_{-0.1}^{+0.2}$ |
| $\delta a_{n}^{(6)}$ | $-0.012 \pm 0.002_{-0.007}^{+0.006}$ | $-0.0127 \pm 0.0009_{-0.00053}^{+0.0015}$ | $-0.0108 \pm 0.0005_{-0.0053}^{+0.0008}$ |
| $\delta \gamma^{(6)}$ | $3.0 \pm 0.6_{-1.5}^{+0.5}$ | $2.4 \pm 0.8_{-0.2}^{+0.1}$ | $2.9 \pm 0.5_{-0.2}^{+0.1}$ |

The strong coupling constant in this analysis has been chosen to be $\alpha_{s}\left(M_{Z}^{2}\right)=0.118$, consistent with the twist analysis of the unpolarized moments made in Ref. [9]. The (arbitrary) renormalization scale $\mu$ is set to $\mu=1 \mathrm{GeV} / c$. We point out that the high- $Q^{2}$ subset of the unpolarized

Nachtmann moments of Ref. [9] were analyzed in Ref. [20] in order to extract the value of $\alpha_{s}\left(M_{Z}^{2}\right)$, including SGR effects up to NLL accuracy. The value found, $\alpha_{s}\left(M_{Z}^{2}\right)=0.1188 \pm 0.0010($ stat $) \pm 0.0014$ (syst) (or $0.1188 \pm 0.0017$ adding the errors in quadrature), was in


FIG. 8. Results of the twist analysis for $n=1$ (adapted from Ref. [11]) and for $n=3,5$ and 7 obtained in this work. Open circles represent the Nachtmann moments, and the solid lines are fits to the moments using Eqs. (32), (44), and (45) with the parameters listed in Table III. The twist-2 (dotted), twist-4 (dot-dashed), twist-6 (triple-dot-dashed) and total higher twist (dashed) contributions are shown separately. The errors indicated are statistical.
M. OSIPENKO et al.
full agreement with the latest Particle Data Group worldaverage value $\alpha_{s}\left(M_{Z}^{2}\right)=0.1187 \pm 0.0020$ [39].

The fitting procedure provides the best-fit values of the twist parameters together with their statistical uncertainties. The systematic uncertainties are, on the other hand, obtained by adding the systematic errors to the experimental moments and repeating the twist extraction procedure. Our results, including the uncertainties for each twist term separately, are reported in Table III and in Fig. 8. ${ }^{2}$ The ratio of the total higher twist contribution, $\mathrm{HT}_{n}\left(Q^{2}\right)$, to the leading twist term $\delta \eta_{n}\left(Q^{2}\right)$, is shown in Fig. 9(a). Note that, since the leading twist component of the moments is directly extracted from the data, no specific functional shape for the leading twist parton distributions is assumed in our analysis. In the same way also our extracted higher twists do not rely upon any assumption about their $x$-shape.

Our main results for the higher twists in Figs. 8 and 9 can be summarized as follows:
(i) The extracted twist-2 term yields an important contribution in the whole $Q^{2}$-range of the present analysis; it is determined quite accurately with an uncertainty which does not exceed $15 \%$ (statistical) and $20 \%$ (systematic).
(ii) The $Q^{2}$-dependence of the data leaves room for a higher twist contribution which runs slower than a pure $1 / Q^{2}$ dependence, or may even become negative at the lowest values of $Q^{2}$ and large $n$. This requires in Eq. (45) a twist-6 term with a sign opposite to that of the twist-4. As already noted in Refs. [7,17,19], such opposite signs make the total higher twist contribution smaller than its individual terms (see dashed lines in Fig. 8).
(iii) The extracted values of the higher twist anomalous dimensions appear to be significantly larger than the corresponding ones of the leading twist (viz. $\gamma_{n}^{\mathrm{NS}}=0.67,0.97,1.17$ for $n=3,5,7$, respectively, at $N_{f}=4$ ).
(iv) The total higher twist contribution is important for $Q^{2} \approx$ few $(\mathrm{GeV} / c)^{2}$, and is still non-negligible even at $Q^{2} \simeq 10(\mathrm{GeV} / c)^{2}$ for the higher moments. Comparison with the higher twists extracted from the moments of the unpolarized $F_{2}$ structure function [9] in Fig. 9 clearly shows that the total higher twist contribution is significantly larger in the polarized case, as already observed in Ref. [7] and also in agreement with the findings of Ref. [40].

[^2]

FIG. 9. (a) Ratio of the total higher twist [see Eq. (45)] to the leading twist given in Eq. (32). Dotted line- $M_{1}$ (from Ref. [11]); triple-dot-dashed line $-M_{3}$; dashed line $-M_{5}$; solid line $-M_{7}$. (b) Ratio of the total higher twist to the leading twist obtained in the analysis of the unpolarized moments in Ref. [9].

The extracted twist-2 contribution is given in Table IV and in Fig. 10, where it is compared with several NLO parametrizations of spin-dependent parton distribution functions (PDFs) $[33,34,41,42]$. For $n=1$ the twist- 2 moment obtained in Ref. [11] agrees well at large $Q^{2}$ with the results of Refs. [41,42], whereas at lower $Q^{2}$ our findings are below the predictions of all the four PDF sets. We should note, however, that in Ref. [11] a next-to-next-to-next-to-leading order ( $\mathrm{N}^{3} \mathrm{LO}$ ) approximation was adopted, since for the $n=1$ moment the SGR effects are totally absent. This gives rise to a running of the leading twist which is faster than that at NLO. As $n$ increases, our extracted twist- 2 runs faster around $Q^{2} \approx \mathrm{few}(\mathrm{GeV} / c)^{2}$, in agreement with the findings of Refs. [7,19], i.e., the

TABLE IV. The extracted leading twist contribution $\eta_{n}\left(Q^{2}\right)$ [see Eq. (32)], reported with statistical and systematic errors.

| $Q^{2}\left[(\mathrm{GeV} / c)^{2}\right]$ | $\delta \eta_{1}\left(Q^{2}\right)$ | $\delta \eta_{3}\left(Q^{2}\right) \times 10^{-2}$ | $\delta \eta_{5}\left(Q^{2}\right) \times 10^{-2}$ | $\delta \eta_{7}\left(Q^{2}\right) \times 10^{-2}$ |
| :---: | :---: | :---: | :---: | :---: |
| 1.00 | $0.1127 \pm 0.0030 \pm 0.0109$ | $1.47 \pm 0.05 \pm 0.24$ | $0.57 \pm 0.08 \pm 0.08$ | $0.380 \pm 0.052 \pm 0.048$ |
| 1.20 | $0.1148 \pm 0.0030 \pm 0.0109$ | $1.40 \pm 0.04 \pm 0.23$ | $0.47 \pm 0.06 \pm 0.06$ | $0.248 \pm 0.034 \pm 0.031$ |
| 1.40 | $0.1162 \pm 0.0030 \pm 0.0108$ | $1.35 \pm 0.04 \pm 0.22$ | $0.41 \pm 0.05 \pm 0.05$ | $0.193 \pm 0.026 \pm 0.024$ |
| 1.70 | $0.1176 \pm 0.0030 \pm 0.0108$ | $1.28 \pm 0.04 \pm 0.21$ | $0.36 \pm 0.05 \pm 0.05$ | $0.153 \pm 0.021 \pm 0.019$ |
| 2.40 | $0.1195 \pm 0.0037 \pm 0.0135$ | $1.18 \pm 0.04 \pm 0.19$ | $0.29 \pm 0.04 \pm 0.04$ | $0.109 \pm 0.015 \pm 0.014$ |
| 3.00 | $0.1203 \pm 0.0037 \pm 0.0134$ | $1.13 \pm 0.03 \pm 0.18$ | $0.27 \pm 0.04 \pm 0.04$ | $0.096 \pm 0.013 \pm 0.012$ |
| 3.50 | $0.1208 \pm 0.0037 \pm 0.0134$ | $1.10 \pm 0.03 \pm 0.18$ | $0.25 \pm 0.03 \pm 0.03$ | $0.088 \pm 0.012 \pm 0.011$ |
| 4.20 | $0.1213 \pm 0.0037 \pm 0.0133$ | $1.06 \pm 0.03 \pm 0.17$ | $0.24 \pm 0.03 \pm 0.03$ | $0.081 \pm 0.011 \pm 0.010$ |
| 5.00 | $0.1217 \pm 0.0037 \pm 0.0133$ | $1.03 \pm 0.03 \pm 0.17$ | $0.23 \pm 0.03 \pm 0.03$ | $0.075 \pm 0.010 \pm 0.009$ |
| 600 | $0.1222 \pm 0.0036 \pm 0.0133$ | $1.00 \pm 0.03 \pm 0.16$ | $0.21 \pm 0.03 \pm 0.03$ | $0.070 \pm 0.010 \pm 0.009$ |
| 8.40 | $0.1229 \pm 0.0036 \pm 0.0132$ | $0.95 \pm 0.03 \pm 0.16$ | $0.20 \pm 0.03 \pm 0.03$ | $0.062 \pm 0.008 \pm 0.008$ |
| 10.00 | $0.1232 \pm 0.0036 \pm 0.0132$ | $0.93 \pm 0.03 \pm 0.15$ | $0.19 \pm 0.02 \pm 0.02$ | $0.058 \pm 0.008 \pm 0.007$ |
| 15.50 | $0.1239 \pm 0.0036 \pm 0.0132$ | $0.88 \pm 0.03 \pm 0.14$ | $0.17 \pm 0.02 \pm 0.02$ | $0.051 \pm 0.007 \pm 0.006$ |
| 30.00 | $0.1247 \pm 0.0032 \pm 0.0115$ | $0.81 \pm 0.03 \pm 0.13$ | $0.15 \pm 0.02 \pm 0.02$ | $0.043 \pm 0.006 \pm 0.005$ |



FIG. 10. The leading twist moments (open circles) extracted in the present analysis for $n \geq 3$ and in Ref. [11] for $n=1$, compared with the corresponding moments of various parton distribution sets: dotted [33]; triple-dot-dashed [34]; dashed [41]; solid [42].
running is enhanced by SGR effects with respect to the NLO scheme adopted in Refs. [33,34,41,42].

Note that at large $Q^{2}\left[\gtrsim 10(\mathrm{GeV} / c)^{2}\right]$ the extracted twist-2 contributions for $n>1$ in Fig. 10 is systematically below the parametrizations in Refs. [33,34,41,42], with the discrepancy increasing with the order $n$. This would imply PDFs lower than those of Refs. [33,34,41,42] at large $x$. Such an effect may at least partially be due to the neglect, or a different treatment, of higher twist effects in the analyses of Refs. [33,34,41,42], which were carried out in $x$-space (see, e.g., Ref. [40]). To fully unravel the origin of the above differences is, however, beyond the aim of the present paper.

## V. CONCLUSIONS

We have presented a self-consistent analysis of world data on the proton $g_{1}$ structure function in the range $0.17<$ $Q^{2}<30(\mathrm{GeV} / c)^{2}$, including recent measurements performed with the CLAS detector at Jefferson Lab [8]. This analysis has made it possible to accurately compute for the first time the low-order moments of $g_{1}$ and study their evolution from small to large values of $Q^{2}$. Our analysis includes the latest experimental results from Jefferson Lab for the ratio $R=\sigma_{L} / \sigma_{T}$ and a new model for the transverse asymmetry $A_{2}$ in the resonance production regions, as well as the unpolarized cross sections measured recently in the resonance region at Jefferson Lab [5,9].

Within the framework of the operator product expansion, we have extracted from the experimental moments at $Q^{2} \gtrsim 1(\mathrm{GeV} / c)^{2}$ the contributions of both leading and higher twists. Effects from radiative corrections beyond the next-to-leading order have been taken into account by means of soft-gluon resummation techniques.

The leading twist has been determined with good accuracy, allowing detailed comparisons to be made with various NLO polarized parton distribution functions obtained from global analyses in Bjorken- $x$ space. A faster running in $Q^{2}$ is observed in our twist-2 moments due to the inclusion of resummation effects beyond NLO. The twist- 2 moments are also found to lie slightly below those calculated from the standard polarized PDFs, suggesting that the latter overestimate the leading twist at large $x$. This may reflect the different treatment of higher twist effects in our analysis compared with those in the global PDF fits.

The contribution of higher twists to the polarized proton structure function $g_{1}$ is found to be significantly larger than for the unpolarized proton structure function $F_{2}$, although some cancellations between different twists occurs at low $Q^{2}$.

Improvements in the determination of both the leading and higher twist terms are expected to come with the availability of new CLAS data taken at Jefferson Lab with the 6 GeV electron beam, which will provide an extended kinematical coverage up to $Q^{2} \approx 5(\mathrm{GeV} / c)^{2}$. Beyond this, we anticipate significant progress in the mea-
surement of polarized structure functions at higher $Q^{2}$ and over a larger range of $x$ with the upgrade of the Jefferson Lab electron beam to 12 GeV .
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## APPENDIX A: FIT OF THE PROTON TRANSVERSE ASYMMETRY $\boldsymbol{A}_{2}$

The parametrization of $A_{2}$ is based on an estimate of the polarized transverse structure function $g_{T}$ by means of resonance-background separation, where the resonance part is taken from a constituent quark (CQ) model [43], while the background is described according WandzuraWilczek (WW) prescription [44]. As normalization, we use the Burkhardt-Cottingham (BC) sum rule [45], for each $Q^{2}$ value of the data. The BC sum rule implies that

$$
\begin{equation*}
\int_{0}^{1} d x g_{2}\left(x, Q^{2}\right)=0 \tag{A1}
\end{equation*}
$$

for any $Q^{2}$, where the integration includes also the elastic peak.

In practice it is more convenient to work with the purely transverse structure function $g_{T}$, which is defined as

$$
\begin{equation*}
g_{T}\left(x, Q^{2}\right)=g_{1}\left(x, Q^{2}\right)+g_{2}\left(x, Q^{2}\right) . \tag{A2}
\end{equation*}
$$

Decomposing $g_{T}$ into leading twist, elastic and higher twist terms, we can write

$$
\begin{equation*}
g_{T}\left(x, Q^{2}\right)=g_{T}^{\mathrm{WW}}\left(x, Q^{2}\right)+g_{T}^{\mathrm{el}}\left(Q^{2}\right) \delta(1-x)+g_{T}^{\mathrm{HT}}\left(x, Q^{2}\right) \tag{A3}
\end{equation*}
$$

where the first term represents the (twist-2) WW relation (which is found to be a good approximation in DIS), the second term represents the elastic peak contribution, and the third parametrizes the remaining (higher twist) part of $g_{T}$.

Next we make use of an ansatz which assumes that the first term in Eq. (A3), $g_{T}^{\mathrm{WW}}\left(x, Q^{2}\right)$, is due to the background contribution and the second term, $g_{T}^{\mathrm{HT}}\left(x, Q^{2}\right)$, contains only the resonance part of the total cross section,

$$
\begin{align*}
g_{T}^{\mathrm{WW}}\left(x, Q^{2}\right) & =g_{T}^{\mathrm{bkg}}\left(x, Q^{2}\right),  \tag{A4}\\
g_{T}^{\mathrm{HT}}\left(x, Q^{2}\right) & =g_{T}^{\mathrm{res}}\left(x, Q^{2}\right) . \tag{A5}
\end{align*}
$$

This ansatz is motivated partly by duality arguments [46]
as well as by recent findings in polarized structure function studies, which suggest a picture in which the resonance peaks fluctuate around a smooth background extrapolated from the DIS regime. Clearly, this model neglects the interference between resonances and the background, which can play an important role in the total cross section. However, given the absence of experimental guidance (at least above the two-pion production threshold), this approach is the minimal one suitable for the present analysis.

Using the WW relation [44], one can rewrite $g_{T}$ in Eq. (A3) as

$$
\begin{align*}
g_{T}\left(x, Q^{2}\right)= & \int_{x}^{x_{\mathrm{th}}} \frac{d y}{y} g_{1}\left(y, Q^{2}\right)+g_{T}^{\mathrm{el}}\left(Q^{2}\right) \delta(1-x) \\
& +g_{T}^{\mathrm{HT}}\left(x, Q^{2}\right) . \tag{A6}
\end{align*}
$$

From the BC sum rule in Eq. (A1) and the Fubini theorem [47] we then find

$$
\begin{align*}
\int_{x}^{x_{\mathrm{th}}} d x / g_{T}^{\mathrm{HT}}\left(x, Q^{2}\right)= & g_{1}^{\mathrm{el}}\left(Q^{2}\right)-g_{T}^{\mathrm{el}}\left(Q^{2}\right) \\
= & \frac{Q^{2}}{8 M^{2}+2 Q^{2}} G_{M}\left(Q^{2}\right)\left[G_{M}\left(Q^{2}\right)\right. \\
& \left.-G_{E}\left(Q^{2}\right)\right] \tag{A7}
\end{align*}
$$

where $G_{E}\left(Q^{2}\right)$ and $G_{M}\left(Q^{2}\right)$ are the Sachs proton electric and magnetic form factors.

The WW term $g_{T}^{W W}$ is calculated from the phenomenological parametrization of $g_{1}$ given in Ref. [7], which is known to work well also in the resonance region and at the photon point $\left(Q^{2}=0\right)$. Furthermore, target-mass corrections are applied in order to remove the kinematical effects of working at finite $Q^{2}$,

$$
\begin{align*}
g_{T}^{\mathrm{WW}-\mathrm{TMC}}= & \frac{1}{r^{2}} \frac{x}{\xi} \int_{\xi}^{\xi_{\mathrm{th}}} d \xi^{\prime} \frac{g_{1}\left(\xi^{\prime}\right)}{\xi^{\prime}}+\frac{2 M^{2}}{Q^{2}} \frac{x^{2}}{r^{3}} \\
& \times \int_{\xi}^{\xi_{\mathrm{th}}} d \xi^{\prime} \frac{g_{1}\left(\xi^{\prime}\right)}{\xi^{\prime}} \log \frac{\xi^{\prime}}{\xi}, \tag{A8}
\end{align*}
$$

where $r=\sqrt{1+4 M^{2} x^{2} / Q^{2}}$. The resonance part of $g_{T}$ is directly related to the longitudinal-transverse interference term of the resonance production cross section,

$$
\begin{equation*}
g_{T}^{\mathrm{res}}\left(W, Q^{2}\right)=-\frac{\nu M K}{4 \pi^{2} \alpha \sqrt{Q^{2}}} \sigma^{L T^{\prime}}\left(W, Q^{2}\right) \tag{A9}
\end{equation*}
$$

where

$$
\begin{equation*}
\sigma^{L T^{\prime}}\left(W, Q^{2}\right)=\sum_{N^{*}} \pi \frac{M \sqrt{2 Q^{2}}}{W q^{*}} B(W) S_{1 / 2}^{*}\left(Q^{2}\right) A_{1 / 2}\left(Q^{2}\right) \tag{A10}
\end{equation*}
$$

Here the sum runs over all nucleon excited states $N^{*}, B(W)$ is the unit-area resonance shape described in the relativistic Breit-Wigner approximation,

$$
\begin{equation*}
B(W)=\frac{W M_{\mathrm{res}}}{\pi} \frac{\Gamma_{\mathrm{res}}}{\left(W^{2}-M_{\mathrm{res}}^{2}\right)^{2}+M_{\mathrm{res}}^{2} \Gamma_{\mathrm{res}}^{2}} \tag{A11}
\end{equation*}
$$

and $q^{*}$ is the 3 -momentum transfer in the resonance rest frame,

$$
\begin{equation*}
q^{*}=\left\{Q^{2}+\frac{W^{2}-M^{2}-Q^{2}}{4 W^{2}}\right\}^{1 / 2} \tag{A12}
\end{equation*}
$$

The helicity amplitude $A_{1 / 2}\left(Q^{2}\right)$ is relatively wellknown for the most prominent resonances, while the longitudinal amplitude $S_{1 / 2}\left(Q^{2}\right)$ is largely unexplored experimentally, apart from the $\Delta(1232)$ resonance for which some data do exist. Theoretical predictions for these amplitudes can be obtained from CQ models which successfully describe resonance mass spectra and some transverse electromagnetic couplings. We use the CQ model from Ref. [43] for both the $A_{1 / 2}\left(Q^{2}\right)$ and $S_{1 / 2}\left(Q^{2}\right)$ amplitudes in order to calculate $g_{T}^{\text {res }}$ in Eq. (A9).

Unfortunately, the $Q^{2}$-evolution of the couplings $A_{1 / 2}\left(Q^{2}\right)$ and $S_{1 / 2}\left(Q^{2}\right)$ in CQ models depends strongly on the choice of the potential and other model parameters. In order to improve this description we apply the BC sum rule given in Eqs. (A1) and (A7) to the entire resonance part of $g_{T}^{\text {res }}$. This amounts to modifying $g_{T}^{\text {res }}$ by multiplying it by a factor

$$
\begin{equation*}
N\left(Q^{2}\right)=\frac{g_{1}^{\mathrm{el}}\left(Q^{2}\right)-g_{T}^{\mathrm{el}}\left(Q^{2}\right)}{\int_{0}^{x_{\mathrm{th}}} d x g_{T}^{\mathrm{res}}\left(x, Q^{2}\right)} . \tag{A13}
\end{equation*}
$$

Therefore, at each given $Q^{2}$ the BC sum rule defines the total area of the resonance structure function $g_{T}^{\text {res }}$.


FIG. 11. Constituent quark model calculations of $A_{2}\left(W, Q^{2}\right)$ in comparison with the MAID model predictions [48] at $Q^{2}=$ $1.3(\mathrm{GeV} / c)^{2}$ : triangles show the calculations as described in the text; solid ( $\pi$ production), dashed ( $\pi$ and $\eta$ ) and dotted ( $\pi, \eta$, $K \Lambda$ and $K \Sigma$ ) lines represent MAID model calculations. The dotdashed curve indicates the upper Soffer limit on $A_{2}$.
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## APPENDIX B: KINEMATIC HIGHER TWISTS

In order to estimate contribution of the kinematic twists appearing in the expansion of the CN moments, we extract from our data the inelastic part of the $d_{2}$ moment, defined as

$$
\begin{equation*}
d_{2}\left(Q^{2}\right)=\int_{0}^{1} d x x^{2}\left\{3 g_{T}\left(x, Q^{2}\right)-g_{1}\left(x, Q^{2}\right)\right\} \tag{B1}
\end{equation*}
$$

where the structure function $g_{T}\left(x, Q^{2}\right)$ is described in

Appendix A. The extracted values of $d_{2}\left(Q^{2}\right)$ are given in Table V and shown in Fig. 13.

The lowest twist component in $d_{2}$ is twist- 3 , although higher twists can also contribute to $d_{2}$ at low $Q^{2}$. Note that only the inelastic part of $d_{2}$ is extracted; the elastic contribution has to be added separately for a twist analysis of $d_{2}$. The results indicate that at high $Q^{2}$ the values of $d_{2}\left(Q^{2}\right)$ are consistent with a vanishing twist-3 contribution.
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[^1]:    ${ }^{1}$ This approximation is reasonable because of the effective decoupling of the pQCD evolution of the singlet quark and gluon densities at large $x$.

[^2]:    ${ }^{2}$ Note that for all the moments considered the data points at $Q^{2}=5(\mathrm{GeV} / c)^{2}$ are not reproduced by the twist expansion; in fact, their inclusion gives rise to extremely large values of $\chi^{2}$ for $n=5$ and $n=7$. The central values of the twist parameters reported in Table III are thus those obtained by excluding these data points in the fitting procedure, however, the impact of these points has been taken into account in the systematic errors in Table III.

