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CHAPTER 1

Introduction

This thesis investigates the interplay between geometry and convex analysis in Hadamard
spaces. Formally a Hadamard space is a complete CAT(0) space, i.e. a metric space of
nonpositive curvature in the sense of Alexandrov. The class of CAT(0) spaces is part
of the larger set of Alexandrov spaces that were introduced by A. D. Alexandrov [3] in
1951. They are defined by axioms similar to Euclidean geometry, but certain equalities are
turned into inequalities. Depending on the sign of the inequality one can get Alexandrov
spaces with curvature bounded above or curvature bounded below. Even though the
definition of these two classes of spaces are similar their properties and applications are
quite different. The work on spaces with curvature bounded above started in the late 1950s
with extensive studies carried out during 1960s and 1970s. Mikhail Gromov [53] stressed
the importance of Alexandrov’s definition of curvature for what it might mean for a metric
space to have a curvature bounded above by a real number κ. For these spaces Gromov
coined the acronym CAT(κ) from the names E. J. Cartan (1869–1951), A. D. Alexandrov
(1912–1999) and V. A. Toponogov (1930–2004) in recognition of their pioneering work.
Meanwhile, Hadamard spaces are named after the French mathematician J. Hadamard
(1865–1963). The terms a complete CAT(0) space and Hadamard space will often be used
interchangibly. For an extensive treatment of CAT(κ) spaces, e.g. see [32, Bridson and
Haefliger] or for a self contained material regarding CAT(0) spaces, e.g. see [2, Petrunin
et al.].

The work on convex and functional analysis in CAT(0) spaces started in the late 1960s
with the work of Reshetnyak [98] and gained a real momentum in the 1990s and early
2000s with the work of Kirk and Panyanak [72], Jost [61], Kohlenbach [73], Reich [95], [97],
Reich et al. [96], Sturm [108], [109], and Lopez et al. [8] to mention a few. In the last
decade there has been an increasing interest in optimization methods with applications
to CAT(0) spaces, e.g. see Bačak [43] and references therein for a general treatment
or Owen [93], Owen and Provan [94], Owen et al. [6] for applications to the space of
phylogenetic trees, or Ardila [7] for applications of CAT(0) geometry in robotics.

Motivated by numerous applications of CAT(0) geometry, our work builds upon the results
in convex analysis and Alexandrov geometry of many previous authors. Our investigations
answer several questions in the theory of CAT(0) spaces some of which were posed as open
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2 1 Introduction

problems in a recent review article by Bačak [12]. In a nutshell our thesis develops along
the following lines:

(i) Weak topologies in Hadamard spaces.

(ii) Convex hulls of compact sets.

(iii) Mean tree problem in phylogenetic tree spaces.

(iv) Mosco convergence in Hadamard spaces.

(v) Firmly nonexpansive operators and their applications in Hadamard spaces.

Each of these topics develops into its own chapter. These chapters, though self contained,
are connected to each other, e.g. Chapter 5 can be considered as a direct application of
the theory developed in Chapter 4. We start with Chapter 2 which lays out the basic
concepts needed for the later work. In this chapter our starting point of view is that
of a general metric space which then is endowed with a convex structure in the sense
of Takahashi [111]. For short we call them convex metric spaces or convex spaces; then
we restrict ourselves to a proper subset of convex spaces which admit a convex structure
that is jointly convex. It turns out that the set of jointly convex metric spaces coincides
with the set of the so called Busemann spaces. The latter have a notion of nonpositive
curvature which is weaker than that of Alexandrov. Afterwards we look at jointly convex
metric spaces that admit a convex structure that is strongly convex. We show that this
is a proper subset of jointly convex spaces and coincides with the set of CAT(0) spaces
or equivalently Hadamard spaces if we let them be complete. This top-down approach is
depicted in Figure 1.1:

Firefox blob:https://vectr.com/c3a4029a-43ab-4ee3-981c-abe8f040fbb9

1 of 1 7/10/2020, 2:26 PM

Figure 1.1: Hadamard spaces as a proper subset of Busemann spaces.

In Chapter 2 we also introduce the basic geometrical elements for defining CAT(κ) spaces.
The original notion of curvature of Alexandrov in terms of comparison triangles can be
understood also as a generalization of the notion of sectional curvature in Riemannian
manifolds. In fact a Riemannian manifold has sectional curvature bounded above if and
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only if it has a curvature bounded above in the sense of Alexandrov [32, Theorem 1A.6].
Moreover Hilbert spaces are known to be the only Banach spaces that are Hadamard [32,
Proposition II.1.14]. Therefore Hadamard spaces can be regarded as a generalization of
Hilbert spaces and Riemannian manifolds of nonpositive sectional curvature. This can be
viewed as a bottom-up approach, see Figure 1.2:

Firefox blob:https://vectr.com/b307aa10-e926-4363-b29a-5befbf808ae1

1 of 1 7/10/2020, 2:30 PM

Figure 1.2: Hadamard space as a more general space.

Chapter 3 investigates the problem of identifying a topology which corresponds to the
notion of ∆-convergence in Hadamard spaces. Lim [80] introduced ∆-convergence as a
concept of weak convergence in a general metric space (X, d). This concept was adopted
later by Kirk and Panyanak [72] in the setting of CAT(0) spaces. Jost [61] introduced a
notion of weak convergence in CAT(0) spaces, which was rediscovered by Espínola and
Fernández-León [50], who also proved that it is equivalent to ∆-convergence. In his work
Bačak refers to it as simply the weak convergence. However we save this name for an
equivalent notion of convergence, that along geodesic segments. This latter notion has
the advantage that a weakly converging sequence need not be bounded and coincides
with ∆-convergence on bounded sets. Motivated by a suggestion of Bačak we construct
a topology τw, which is weaker than the usual metric topology. It holds that the weak
convergence yields convergence in τw. Moreover if the underlying Hadamard space is
weakly proper then convergence in τw implies weak convergence and so τw would be the
correct topology for weak convergence. Although the construction of the weak topology
τw turns out to be rather simple, its construction has important consequences. We will
show how this topology can be used in order to obtain certain compactness results that
are similar to those known from the linear setting of Banach spaces. In particular, we
prove that in a separable weakly proper Hadamard space satisfying a certain regularity
condition weak compactness and weak sequential compactness are equivalent (Theorem
3.22). Moreover a bounded closed convex set C in a separable Hadamard space is weakly
compact whether or not the Hadamard space is weakly proper (Theorem 3.23). We also
suggest a notion of dual spaces corresponding to this topology. Another contribution in
Chapter 3, which has a particular importance in optimization theory, is the existence of



4 1 Introduction

a steepest descent direction in a locally compact space (Theorem 3.40) and in a general
Hadamard space Theorem 3.41. Next, we offer a comparison of our notion to previous
notions of weak topologies in Hadamard spaces. In particular, we will compare to the work
of Monod [90], which offers a notion of weak topology that is weaker than ours (at least in
the case of weakly proper spaces), but which does not yield convergence along geodesics
and is thus too weak for our purpose (Proposition 3.44). Likewise, we will compare the
work of Kakavandi [64], who offers a topology that is stronger than ours and for which
it is unknown whether compactness results hold in general (Theorem 3.43). Finally, we
introduce the notion of a geodesically monotone operator, which to our knowledge is new
in the literature. In particular we show that a Hadamard space equipped with Monod’s
weak topology is Hausdorff whenever projections onto geodesic segments are geodesically
monotone operators (Theorem 3.46). We show by example that in general in Hadamard
spaces projections are not geodesically monotone. This is in contrast with Hilbert spaces
where projections onto geodesic segments are always monotone.

In Chapter 4 we look at the problem of the closure of convex hulls of compact sets in
Hadamard spaces. It is known that in a Banach space X given a compact set K ⊂ X the
closure of its convex hull cl coK is compact [5, Theorem 5.35]. It is not known whether
such a result carries over to Hadamard spaces. The problem remains widely open even for
the simplest case of a set of only three points. This was pointed out first by Gromov in [54].
Motivated by the problem of the mean tree in phylogenetics, where it is can be shown that
it lies in the closure of the convex hull of the given set of trees, we study convex hulls of
finite sets in Hadamard spaces. We start first in the setting of a locally compact space. It
is easy to show that in a locally compact space the closure of the convex hull of a compact
set is compact. This fact together with the so called finite set property is equivalent to
local compactness (Theorem 4.6). Moreover we introduce the notion of regular space,
which to our knowledge is a new concept, and it happens to be an equivalent definition
for locally compact spaces (Theorem 4.4). As a direct application of the theory developed
in Chapter 3 we obtain in Chapter 4 that in a separable Hadamard space the closure
of the convex hull of a bounded weakly compact set is weakly compact (Theorem 4.9)
and that in particular the closure of the convex hull of a compact set is weakly compact
(Corollary 4.10). In Chapter 4 we also introduce and develop the concept of threading of
a set. In particular the operation of threading is well behaved with respect to compact
sets, i.e. threading of a compact set is always compact (Lemma 4.18). We show that
convex hull of a set can be expressed as the union of threadings of all degrees of this set
(Theorem 4.15). In particular for the class of Hadamard spaces of finite type we obtain
that the convex hull of a compact set is always compact (Proposition 4.20). Moreover
an important application of threading is with respect to the so called Fréchet mean of a
given finite set of points. We derive a constructibility theorem which essentially states
that the Fréchet mean of a finite set in a Hadamard space of finite type is contructible in
at most a finite number of steps and that this number of steps is expressible in terms of
the threading degree of the given set (Theorem 4.25).

Chapter 5 can be regarded as an application of the theory of threadings developed in
Chapter 4. Our work here is motivated by works of Owen [93], [94] and the seminal
paper of Billera, Holmes and Vogtmann [26] about phylogenetic tree spaces. We derive
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certain results about orthant path spaces (Theorem 5.6) and isometry results (Theorem
5.7, Proposition 5.8). In our view the most important contribution from this chapter is
Theorem 5.13 which essentially states that convex hull of a compact set in the tree space
of trees with four leaves is a compact set. Moreover the Fréchet mean can be calculated
in at most a finite number of steps (Corollary 5.14).

In Chapter 6 our main focal point is Mosco convergence in Hadamard spaces. Here
motivated by the works of Bačak [43], [13] we establish sufficient conditions for a sequence
of closed convex functions to Mosco converge to some closed convex function. Finding
sufficient conditions was posed as an open problem in [13]. In this chapter we introduce
the notions of pointwise aymptotic boundedness and uniform asymptotic boundedness for
a given sequence of real valued functions, which to our knowledge is new in the literature.
We find that if the sequence of functions has asymptotic bounded slope on the Hadamard
space and if the corresponding sequence of proximal mappings converges pointwise to the
proximal mapping of the limiting function then the sequence of functions Mosco converges
to the limiting function (Theorem 6.20). Bačak’s work and ours is related to an earlier
work of Attouch [11] about Mosco convergence in smooth Banach spaces. However our
Theorem 6.20 is not exactly in the flavour of Attouch. To obtain a result which is close
to Attouch’s Theorem [11, Theorem 3.26] we investigate a normalization condition given
by Attouch [11, Theorem 3.26] and derive Theorem 6.23.

Chapter 7 is the last chapter of our thesis. The purpose of Chapter 7 is to lay the
foundations for the extension of certain fixed point methods to Hadamard spaces. We
follow the framework established in [84] which is built on only two fundamental elements
in the Euclidean setting:

(i) pointwise almost α-averaging [84, Definition 2.2];

(ii) and metric regularity [60, Definition 2.1.b].

Almost averaged mappings are, in general, set-valued. In Hadamard spaces, there are sev-
eral difficulties that arise: first, there is no straight-forward generalization of the averaging
property since addition is not defined on Hadamard spaces; and second, multivaluedness,
which comes with allowing mappings to be expansive. The issue of multivaluedness intro-
duces technical overhead, but does not, at this early stage, seem to present any conceptual
difficulties. We therefore restrict our attention to an appropriate generalization of single-
valued, pointwise α-averaged mappings. The main contribution is establishing a calculus
for these mappings in Hadamard spaces, showing in particular how the property is pre-
served under compositions (Theorem 7.9) and convex combinations (Theorem 7.13). This
is of central importance to splitting algorithms that are built by such convex combina-
tions and compositions. We then apply this theory in the study of cyclic projections
(Theorem 7.16), averaged projections (Theorem 7.20), projected proximal mapping and
projected gradient flow. Moreover in Chapter 7 we investigate also metric regularity and
generalize a recent theorem of Luke et al. about metric regularity in Euclidean spaces
(Theorem 7.24). This result shows the interplay between metric regularity, quasi α-firmly
nonexpansiveness and local linear convergence of a given operator in a Hadamard space.





CHAPTER 2

Basic Concepts

2.1. Convex Metric Spaces

2.1.1 Convex structures

In 1928 Menger [88] started the investigation concerning convexity in metric spaces. This
direction of research was continued by many authors (see Blumenthal [27] and references
therein). The terms ’metrically convex’ and ’convex metric space’ appeared first in Blu-
menthal [27] and were used later by many authors, Lalek and Nitka [79], Borsuk [29],
Busemann [42], Kohlenbach [73] to mention a few. In this section we talk about convex
metric spaces and discuss some of their fundamental characteristics. Throughout this part
(X, d) will denote a metric space. A point z ∈ X is said to be between x, y if z 6= x, z 6= y
and d(x, y) = d(x, z) + d(z, y). A metric space (X, d) is said to be convex if for every
pair x, y ∈ X with x 6= y there is a point z ∈ X between x, y. In 1970 Takahashi [112]
introduced another notion of convexity into metric spaces, studied properties of such
spaces and proved several fixed point theorems for nonexpansive mappings. A mapping
W : X ×X × [0, 1]→ X is said to be a convex structure on X if for all x, y ∈ X and all
t ∈ [0, 1] the following inequality holds

d(z,W (x, y, t)) 6 td(z, x) + (1− t)d(z, y), ∀z ∈ X. (2.1)

Such kind of metric spaces with a convex structure W seem to be often called w-convex
metric spaces (see Shimizu [103], Shimizu and Takahashi [104]). However in this work
we simply refer to w-convexity as convexity because the metric spaces we deal with, will
always admit a convex structure W . A midpoint of the pair x, y is a point m such that

d(x,m) = d(y,m) = 1
2d(x, y). (2.2)

From inequality (2.1) elementary calculations show (see Proposition 3, [112])

d(x, y) = d(x,W (x, y, t)) + d(W (x, y, t), y), ∀x, y ∈ X, ∀t ∈ [0, 1]. (2.3)

7
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In particular in (2.1) if t = 1/2 the point W (x, y, 1/2) satisfies

d(z,W (x, y, 1/2)) 6 1
2d(z, x) + 1

2d(z, y)

for all z ∈ X. When z = x and z = y we get respectively d(x,W (x, y, 1/2)) 6 d(x, y)/2
and d(y,W (x, y, 1/2)) 6 d(x, y)/2 which together with identity (2.3) implies

d(x,W (x, y, 1/2)) = d(y,W (x, y, 1/2) = 1
2d(x, y).

Therefore in a convex metric space any pair of points x, y has a midpointm (compare with
convexity in Krakus [75], [76]). From this obervation it is also immediate that a w-convex
space is convex in the sense of Menger. In general for any dyadic number t = k/2l for
k = 1, 2, ..., 2l it holds

d(x,W (x, y, t)) = td(x, y) and d(y,W (x, y, t)) = (1− t)d(x, y). (2.4)

It is known that in a complete convex metric space (X, d) every pair of distinct points are
joined by a segment with endpoints x, y (see [27], p.41). This result was first proved by
Menger ( [88], p.89 see also Aronszajn [9]). By a segment we mean a subset inX containing
x and y that is isometric to a real interval of length l = d(x, y). If Φ : [0, l] → H is an
isometry by completeness of the space and an argument of approximation it follows from
2.4 that Φ(t) = W (x, y, t/l) for all t ∈ [0, l].

In a metric space (X, d) with a convex structure W a subset S ⊆ X is convex whenever
W (x, y, t) ∈ S for all x, y ∈ S and for all t ∈ [0, 1]. It follows by definition that the
intersection of an arbitrarily collection of convex sets is convex. The intersection of all
the convex sets containing a given subset S ⊆ X is called the convex hull of S and it is
denoted by coS. A more general class of sets in a convex metric space are the so called
star-shaped sets. A set S is said to be star-shaped if there exists some element x0 ∈ S
such that W (x, x0, t) ∈ S for all x ∈ S and all t ∈ [0, 1]. Evidently the set of all star
shaped sets of X contains as a proper subset the collection of all convex sets of X (see
Azam and Beg [23]).

For a given subset S ⊆ X the metric projection onto S is a set-valued mapping on X
defined as

PSx := {y ∈ S | d(x, y) 6 d(x, z),∀z ∈ S}. (2.5)

Clearly PSx = {x} for any x ∈ S. When S is convex then PSx is convex for if y1, y2 ∈ PSx
then

d(x,W (y1, y2, t)) 6 (1− t)d(x, y1) + td(x, y2)
6 (1− t)d(x, z) + td(x, z) = d(x, z), ∀z ∈ S,∀t ∈ [0, 1]

implies W (y1, y2, t) ∈ PSx.

Given two metric spaces (X1, d1) and (X2, d2) we let X := X1 ×X2 be the product space
equipped with the canonical metric d(x, y)2 = d1(x1, y1)2 + d2(x2, y2)2 where x := (x1, x2)
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and y := (y1, y2). Let f : X → R ∪ {+∞} be an (extended) real valued function defined
on a metric space X. The set

{(x, ν) ∈ X × R | ν > f(x)} (2.6)

is called the epigraph of f and we denote it by epi f . Evidently the epigraph epi f is a
subset of the product space X × R. The effective domain of f is defined to be the set
dom f := {x ∈ X | f(x) < +∞}. A function f : X → R ∪ {+∞} is said to be lower-
semicontinuous (lsc) if f(x) 6 lim infy→x f(y) where convergence y → x is in the usual
metric topology. Analogous definition of lsc can be given for any other topology which
the metric space (X, d) might be equipped with. For a given real number α ∈ R the set

{x ∈ dom f | f(x) 6 α} (2.7)

is called the level set of f and we denote it by levα f . It is known that a function f is lsc
iff its level sets are closed sets for any α (see Theorem 7.1 [99], p.51). We say a function
f is closed whenever its level sets levα are closed sets for any α ∈ R. Motivated by this
equivalence often the term lsc function and closed function will be used interchangeably.
A function f : X → R defined on a convex metric space X is said to be a convex function
if

f(W (x, y, t)) 6 tf(x) + (1− t)f(y), ∀x, y ∈ X, ∀t ∈ [0, 1]. (2.8)
It follows by definition that a function f is convex iff its epigraph epi f is convex as a
subset of X × R. Moreover by (2.8) αf is a convex function whenever f is a convex
function and α > 0. For any two convex functions f1, f2 the sum f = f1 + f2 is also
a convex function. A function f : X → R is said to be strongly convex with parameter
µ > 0 whenever

f(W (x, y, t)) 6 tf(x) + (1− t)f(y)− µ

2 (1− t)td(x, y)2, ∀x, y ∈ X, ∀t ∈ [0, 1]. (2.9)

Obviously a strongly convex function is convex. Moreover strong convexity of functions
is preserved under positive scalar multiplication and pointwise addition. In particular if
f1, f2 are strongly convex functions with parameters µ1, µ2 respectively then f := f1 + f2
is a strongly convex function with parameter µ1 + µ2.
Proposition 2.1. A metric space (X, d) is trivial if it consists of a single element. There
does not exist a nontrivial convex metric space with a strongly convex metric function.

Proof. Suppose that (X, d) is a metric space with a strongly convex metric function. This
means that there is some µ > 0 such that

d(z,W (x, y, t)) 6 td(z, x) + (1− t)d(z, y)− µ

2 (1− t)td(x, y)2, ∀z ∈ X.

For z = x and z = y we get respectively

d(x,W (x, y, t)) 6 (1− t)d(x, y)− µ

2 (1− t)td(x, y)2 (2.10)

d(y,W (x, y, t)) 6 td(y, x)− µ

2 (1− t)td(x, y)2. (2.11)

Adding (2.10),(2.11) and using identity (2.3) yield d(x, y) = d(x,W (x, y, t))+d(y,W (x, y, t)) 6
d(x, y)−µ(1− t)td(x, y)2 which is impossible unless x = y. This completes the proof.
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2.1.2 Joint convex structures

A mapping W : X × X × [0, 1] → X is said to be a joint convex structure on a metric
space X if for all x0, x1, y0, y1 ∈ X and t ∈ [0, 1]

d(W (x0, x1, t),W (y0, y1, t)) 6 td(x0, y0) + (1− t)d(x1, y1). (2.12)
A metric space admitting such a structure is said to be a joint convex metric space. It is
clear that a joint convex structure is a convex structure. In particular in a complete joint
convex metric space any two points are joined by a segment. A metric space (X, d) is a
Busemann space if for every x, y, z ∈ X we have

d(m1,m2) 6 1
2d(x, y) (2.13)

where m1 is a midpoint of x, z and m2 a midpoint of y, z.
Theorem 2.2. A complete metric space (X, d) is a Busemann space if and only if it
admits a joint convex structure W . In particular a Busemann space is a convex metric
space. Moreover for any x, y ∈ X the segment joining x with y is unique.

Proof. Let (X, d) be a Busemann space and let W : X × X × [0, 1] → X be a mapping
defined as W (x, y, 1/2) := {m ∈ X : d(m,x) = d(m, y) = d(x, y)/2} for any x, y ∈ X.
Let x0, x1, y0, y1 ∈ X and m ∈ W (x0, y1, 1/2). Then we have

d(m1,m2) 6 d(m1,m) + d(m,m2) 6 1
2d(x0, y0) + 1

2d(x1, y1)

for any m1 ∈ W (x0, x1, 1/2),m2 ∈ W (y0, y1, 1/2) where the second inequality follows from
assumption that X is a Busemann space. In general following midpoint of the midpoint
argument one gets

d(m1(t),m2(t)) 6 (1− t)d(x0, y0) + td(x1, y1)
for any m1(t) ∈ W (x0, x1, t),m2(t) ∈ W (y0, y1, t) for all t of the form t = k/2l where k =
1, 2, ..., 2l and l ∈ N. Since the dyadic numbers are dense in the reals then completeness
of X and an argument of approximation yields that the last inequality holds for all
t ∈ [0, 1]. Therefore (X, d) admits a joint convex structure W . The reverse implication
is obvious. From the same inequality it follows that midpoints are unique. Indeed if
{m1,m2} ⊆ W (x, y, 1/2) then using x0 = y0 = x, x1 = y1 = y

0 6 d(m1,m2) 6 1
2d(x, x) + 1

2d(y, y) = 0

implies m1 = m2. Now let [0, l] ⊆ R be a closed interval of length l = d(x, y). Let
Φ,Ψ : [0, l] → X be two isometries such that Φ(0) = Ψ(0) = x and Φ(l) = Ψ(l) = y.
Uniqueness of midpoints implies in particular that Φ(l/2) = Ψ(l/2) = W (x, y, 1/2). An
iterative application of midpoint property yields Φ(l/4) = Ψ(l/4) = W (x, y, 1/4) and
Φ(3l/4) = Ψ(3l/4) = W (x, y, 3/4) and so on. In general we get Φ(t) = Ψ(t) = W (x, y, t/l)
for all t ∈ D∩[0, l] whereD is the set of dyadic numbers in R. SinceD∩[0, l] is dense in [0, l]
then any t ∈ [0, l] can be successively approximated by a sequence (tn)n∈N ⊆ D ∩ [0, l].
Continuity of the isometries implies Φ(t) = limn Φ(tn) = limn Ψ(tn) = Ψ(t) therefore
Φ([0, l]) = Ψ([0, l]). This completes the proof.
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2.1.3 Strongly convex structures

The mapping W : X ×X × [0, 1] → X is said to be a strongly convex structure on X if
for all x, y ∈ X and t ∈ [0, 1] the following condition holds1

d(z,W (x, y, t))2 6 td(z, x)2 + (1− t)d(z, y)2 − (1− t)td(x, y)2, ∀z ∈ X. (2.14)

A metric space (X, d) with a strongly convex structure W is said to be a strongly convex
metric space. The following remarks are immediate:

1. A strongly convex structure is a convex structure. In particular a strongly convex
metric space is convex;

2. If (X1, d1), (X2, d2) are strongly convex then so is the product space X1 ×X2 when
equipped with the canonical metric d(·, ·)2 = d1(·, ·)2 + d2(·, ·)2.

Proposition 2.3. In a strongly convex metric space the midpoints are unique. If addi-
tionally the space is complete then any two points x, y ∈ X determine a unique segment
[x, y].

Proof. Let (X, d) be strongly convex then by 1 (X, d) is convex. If m1,m2 are midpoints
of x, y then {m1,m2} ⊆ W (x, y, 1/2). Characterization inequality (2.14) implies

d(z,mi)2 6
1
2d(z, x)2 + 1

2d(z, y)2 − 1
4d(x, y)2, ∀z ∈ X, i = 1, 2.

When z = mj for j 6= i and j = 1, 2 we obtain

d(mj,mi)2 6
1
2d(mj, x)2 + 1

2d(mj, y)2 − 1
4d(x, y)2, ∀z ∈ X, i = 1, 2.

Applying for a second time inequality (2.14) to the terms d(mj, x)2 and d(mj, y)2 respec-
tively implies

d(mj,mi)2 6
1
4(d(y, x)2 + d(x, y)2 − d(x, y)2)− 1

4d(x, y)2 = 1
4d(y, x)2 − 1

4d(x, y)2 = 0.

Therefore m1 = m2 and so the midpoint for any pair x, y ∈ X is unique (compare with
strong convexity in [76]). Now let [0, l] ⊆ R be a closed interval of length l = d(x, y). Let
Φ,Ψ : [0, l] → X be two isometries such that Φ(0) = Ψ(0) = x and Φ(l) = Ψ(l) = y.
Same arguments as in Theorem 2.2 imply Φ([0, l]) = Ψ([0, l]).

Proposition 2.4. Let (X, d) be a complete strongly convex metric space and S ⊆ X a
closed convex set. Then PSx is nonempty and unique (i.e. consists of a single element)
for every x ∈ X. Moreover the following condition is satisfied

d(x, PSx)2 + d(PSx, z)2 6 d(x, z)2, ∀x ∈ X \ S, ∀z ∈ S \ PSx. (2.15)
1If we insert in (2.14) a general parameter µ/2 like in (2.9) than it turns out that µ ∈ (0, 2] and only

when µ = 2 the space is guaranteed to be convex, making thus the definition consistent.
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Proof. By definition y ∈ PSx whenever d(x, y) 6 d(x, z) for all z ∈ S equivalently y ∈
arg minz∈S d(x, z). On the other hand minimizing d(x, ·) is the same a minimizing d(x, ·)2.
We claim d(x, ·)2 has at most one minimizer. Indeed let y1, y2 ∈ arg minz∈S d(x, z)2 and
y1 6= y2. For t ∈ [0, 1],W (y1, y2, t) ∈ S since S is convex. Assumption (X, d) is strongly
convex implies

d(x,W (y1, y2, t))2 6 (1− t)d(x, y1)2 + td(x, y2)2 − (1− t)td(y1, y2)2

< (1− t)d(x, y1)2 + td(x, y2)2 = d(x, y1)2

contradicting that y1 is a minimizer. Thus PSx consists of at most one element. Now let
(yn)n∈N be a minimizing sequence i.e. limn d(x, yn)2 = infz∈S d(x, z)2. On the other hand
by identity (2.1) for any t ∈ (0, 1) we get

lim
m,n

d(x,W (ym, yn, t)) 6 inf
z∈S

d(x, z)

hence (W (ym, yn, t))m,n is a minimizing sequence too. By strong convexity it follows then
(1− t)td(ym, yn)2 6 (1− t)d(x, ym)2 + td(x, yn)2 − d(x,W (ym, yn, t))2

and in the limit limm,n d(ym, yn) = 0. Therefore (yn)n∈N is a Cauchy sequence. Assumption
(X, d) is complete implies that limn yn = y for some y ∈ X. By continuity of the metric
y ∈ S and satisfies d(x, y) = infz∈S d(x, z). To prove identity (2.15) let x ∈ X \ S and
z ∈ S \PSx. Consider W (PSx, z, t) for t ∈ (0, 1) then W (PSx, z, t) ∈ S since S is convex.
Because W is a strongly convex structure then

d(x,W (PSx, z, t))2 6 (1− t)d(x, PSx)2 + td(x, z)2 − (1− t)td(PSx, z)2

together with d(x, PSx) 6 d(x,W (PSx, z, t)) implies td(x, PSx)2 + (1 − t)td(PSx, z)2 6
td(x, z)2. Dividing by t and taking limit at t ↓ 0 implies (2.15).

2.2. Geodesics, Angles and Length of a Curve

2.2.1 Geodesics

In this section we follow standard terminology in metric geometry theory (see [41], [32]).
Let (X, d) be a metric space. A geodesic joining x ∈ X to y ∈ X is a map γ : [0, 1]→ X
such that γ(0) = x, γ(1) = y and d(γ(t), γ(t′)) = |t − t′|d(x, y) for all t, t′ ∈ [0, 1]. The
image of γ in X is known as the geodesic segment between x and y. With some abuse of
language geodesic and geodesic segment will be used interchangeably. The metric space
(X, d) is said to be a geodesic metric space if any two points in X are joined by a geodesic.
If this geodesic is unique for every pair of points we say that (X, d) is a uniquely geodesic
metric space. By [32, Remark 1, p. 4] a complete metric space is a geodesic space if and
only if every pair of points has a midpoint. This in turn implies the following immediate
result which we present without proof.
Proposition 2.5. A complete convex metric space is necessarily a geodesic space.

Examples of geodesic spaces include normed vector spaces, Riemannian manifolds, and
polyhedral complexes among others.
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2.2.2 Angles

A comparison triangle in E2 for three points p, q, r ∈ X is a triangle in the Euclidean plane
E2 with vertices p, q, r such that d(p, q) = ‖p− q‖, d(q, r) = ‖q− r‖ and d(p, r) = ‖p− r‖.
Such a triangle is unique up to an isometry and we denote it by ∆. The interior angle of ∆
at p is called the comparison angle between q and r at p and it is denoted by ∠p(q, r). Now
assume additionally that (X, d) is a geodesic space. Let γ : [0, 1]→ X and η : [0, 1]→ X
be two geodesics starting at p i.e. γ(0) = η(0) = p. The Alexandrov angle between γ and
η is the number ∠p(γ, η) ∈ [0, π] defined as

∠p(γ, η) := lim sup
t,t′→0

∠p(γ(t), η(t′)). (2.16)

Alternatively the angle between two geodesics can be expressed in terms of the metric

cos(∠p(γ(t), η(t′))) = 1
tt′

(t2 + t′2 − d(γ(t), η(t′))2). (2.17)

Note that in the Euclidean space En the Alexandrov angle coincides with the usual Eu-
clidean angle. An alternative definition is given by Alexandrov [3], [4]. The strong upper
angle between two geodesics γ : [0, 1] → X and η : [0, 1] → X starting from the same
point p is the number ∠p(γ, η) ∈ [0, π] such that

∠p(γ, η) := lim
t→0

sup
t′∈(0,1]

∠p(γ(t), η(t′)). (2.18)

It was shown by Alexandrov that (2.18) is equivalent to (2.16). By Proposition 1.14 [32]
the Alexandrov angle satisfies the triangle inequality

∠p(γ1, γ2) 6 ∠p(γ1, γ3) + ∠p(γ3, γ2) (2.19)

whenever γ1, γ2, γ3 : [0, 1]→ X are geodesics starting from the same point p.

2.2.3 Length of a Curve

A curve or a path in X is a continuous map c from a compact interval [a, b] ⊂ R to X.
The length l(c) of a curve c : [a, b]→ X is defined as

l(c) := sup
a=t06t16...6tn=b

n−1∑
k=0

d(c(ti), c(ti+1)) (2.20)

where the supremum is taken over all possible partitions of [a, b] (no bound on n). The
length l(c) of a curve c is nonnegative, possibly unbounded. The curve c is said to be
rectifiable if its length is finite. If (X, d) is a metric space, not necessarily geodesic, then
the set X can be equipped with a metric d′ called the induced length metric defined as

d′(x, y) := inf{l(c)|c : [0, 1]→ X, c(0) = x, c(1) = y}. (2.21)

If d coincides with d′ we say (X, d) is a length space. Clearly any geodesic metric space is
a length space. In general the converse is not true (see [43]).
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Figure 2.1: Geodesic triangle (left) and its comparison triangle (right).
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2.3. CAT(κ) Spaces

2.3.1 The CAT(κ) inequality

A CAT(κ) space is a metric space of curvature bounded above by some real number κ.
It can be viewed as a generalization of a CAT(0) space. In this thesis we focus our study
on CAT(κ) spaces for which κ 6 0. To make the definition of a CAT(κ) space precise we
need the notion of a model space. Following standard literature [41], [54], [32] for a given
real number κ and a fixed integer n > 2 denote by Mn

κ the following metric spaces

• if κ = 0 then Mn
κ = En;

• if κ > 0 thenMn
κ is obtained from the sphere Sn by multiplying the distance function

by the factor 1/
√
κ;

• if κ < 0 then Mn
κ is obtained from the hyperbolic space Hn by multiplying the

distance function by the factor 1/
√
−κ.

By virtue of [32, Proposition 2.11] Mn
κ is a uniquely geodesic metric space i.e. any two

points are connected by a unique geodesic whenever κ 6 0. These metric spaces, including
the case κ > 0, are known as the model spaces. A model space is a length space and
therefore its intrinsic metric is given by its induced length metric d′(·, ·). Let (X, d) be a
geodesic metric space and ∆ a geodesic triangle in X determined by the points p, q, r ∈ X.
A geodesic triangle ∆ determined by points p, q, r ∈ Mn

κ is a comparison triangle for ∆
whenever d(p, q) = d′(p, q), d(q, r) = d′(q, r) and d(p, r) = d′(p, r). A point x ∈ [p, q] is
said to be a comparison point for x ∈ [p, q] whenever d(p, x) = d′(p, q), similarly for the
other two geodesic segments of the triangle. Then, ∆ is said to satisfy CAT(κ) inequality
if for all x, y ∈ ∆ and all comparison points x, y ∈ ∆,

d(x, y) 6 d′(x, y). (2.22)

The metric space (X, d) is then called a CAT(κ) space if it is a geodesic metric space and
all its geodesic triangles satisfy CAT(κ) inequality. In other words triangles in a CAT(κ)
space are at least as thin as the geodesic triangles in the model space Mn

κ (see 2.1 for the
case of a CAT(0) space).
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Theorem 2.6 ([32, Theorem 1.12]). The followings are true:

1. If X is a CAT(κ) space, then it is a CAT(κ′) space for every κ′ > κ.

2. If X is a CAT(κ′) space for every κ′ > κ, then it is a CAT(κ) space.

2.3.2 Examples of CAT(κ) spaces

1. Any pre-Hilbert space, a not necessarily complete inner product space, (see [116], p.
39-40), is a CAT(0) space. This follows immediately from the comparison triangle
definition. Moreover by Proposition II.1.14 [32] if a vector space is CAT(κ) for some
κ ∈ R then it has to be a pre-Hilbert space. Consequently there does not exist a
vector space which is not pre-Hilbert and it is of nonpositive curvature.

2. A convex subset of a Euclidean space En is a CAT(0) space whenever it is endowed
with the induced metric.

3. The complement of the planar set {(x, y) ∈ R2|x > 0, y > 0} when equipped with
its induced length metric is a CAT(0) space. In general the complement of any
polygon in Mn

κ is a CAT(κ) space.

4. Phylogenetic tree space is a CAT(0) space (see [26]). In general an Mκ polyhedral
complex, with Shapes(K) finite and satisfying the link condition is a CAT(κ) space
(for details see [32], p. 206).

5. If (X1, d1) and (X2, d2) are CAT(0) spaces then so is the metric space (X1 ×X2, d)
where d(·, ·)2 := d1(·, ·)2 + d2(·, ·)2.

6. A Riemannian manifold with sectional curvature 6 κ is a CAT(κ) space (see The-
orem II 1.A.6, [32]).

7. An R-tree is a CAT(κ) space for any κ. An R-tree is a metric space (X, d) such
that:

• there is a unique geodesic between any pair of points;

• if [y, x] ∩ [x, z] = {x} then [y, z] = [y, x] ∪ [x, z].

In fact any geodesic triangle in an R-tree space is degenerate in the sense that the
angle at any of the vertices is either 0 or π. And it is π whenever that vertex lies in
the geodesic between the other two vertices. For more on R-tree spaces refer to [71]
and references therein.

For an extensive treatment of these spaces and the important role they play in mathe-
matics one could refer to Bridson and Haefliger [32] or the book by Burago et al. [41].
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2.4. Hadamard Spaces

2.4.1 Definition of Hadamard space

A complete CAT(0) space is called a Hadamard space and we denote it by (H, d). In
certain circles these spaces are also known by the acronym NPC spaces (complete metric
spaces of nonpositive curvature, see [15, Ballman], [109, Sturm]). The most trivial example
of a Hadamard space is a Euclidean space En and in general the only Banach space which
is Hadamard is the Hilbert space. R-trees are another example of a Hadamard space
and so are phylogenetic tree spaces. Some of the most important Hadamard spaces are
Hadamard manifolds. A Hadamard manifold is a Riemannian manifold of nonnegative
sectional curvature (see [48], [102] for fundamentals in differential geometry). In particular
the model spacesMn

κ are Hadamard spaces whenever κ 6 0. Another interesting example
of a Hadamard space is the so called Hilbert ball. If (H, ‖ · ‖) is a complex Hilbert
space equipped with its canonical inner product 〈·, ·〉 and B := {x ∈ H|‖x‖ < 1} is the
unit open ball then the metric space (B, d) where d(x, y) := arc tanh

√
1− σ(x, y) and

σ(x, y) := (1−‖x‖2)(1−‖y‖2)/(1− 〈x, y〉) is a Hadamard space (for details see Example
1.2.13 [43]). Define the mapping

W (x, y, t) := tx⊕ (1− t)y, ∀x, y ∈ H, t ∈ [0, 1] (2.23)

where W (x, y, t) ∈ H is the point on the geodesic segment [x, y] connecting x with y such
that d(x,W (x, y, t)) = (1− t)d(x, y) and d(y,W (x, y, t)) = td(x, y). It can be shown that
the CAT(0) inequality (2.22) is equivalent to

d(W (x, y, t), z)2 6 (1− t)d(x, z)2 + td(y, z)2 − t(1− t)d(x, y)2, ∀z ∈ H. (2.24)

Note that inequality (2.24) can alternatively be obtained by a celebrated result of Bruhat
and Tits [40] which states that in a Hadamard space (H, d) for any two points x, y ∈ H
there exists a point m′ ∈ H such that

d(m′, z)2 6
1
2d(x, z)2 + 1

2d(y, z)2 − 1
4d(x, y)2, ∀z ∈ H. (2.25)

Elementary calculations show that m′ = W (x, y, 1/2) is just the metric midpoint of x, y.
An iterative application of this property (2.25) and completeness of H yields again (2.24).
Therefore in view of strongly convex metric spaces, a Hadamard space is strongly convex.
Consequently from Remark 1 it follows that a Hadamard space is a convex metric space
where their convex structure W is given by (2.23).

2.4.2 Some fundamental characterization results

We end this chapter with the following results which tie together complete convex metric
spaces admitting a strongly convex structure with Hadamard spaces (compare with [43,
Theorem 1.3.3]).
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Theorem 2.7. A complete metric space (X, d) is a Hadamard space if and only if (X, d)
admits a strongly convex structure W .

Proof. Let (X, d) be a complete metric space that is also Hadamard then (2.24) holds
true. By definition (2.14) it follows that (X, d) is strongly convex. Now suppose that
(X, d) is a complete metric space admitting a strongly convex structure W . By Remark
1 it follows that (X, d) is a convex metric space. Then Proposition 2.5 implies that (X, d)
is a geodesic space. Let ∆ ⊆ X be a geodesic triangle with vertices p, q, r ∈ X. Denote
by ∆ its comparison triangle in E2 with vertices p, q, r. Definition (2.14) implies

d(p,W (q, r, t))2 6 (1− t)‖p− q‖2 + td‖p− r‖2 − t(1− t)‖q − r‖2.

Calculations in E2 show d(p,W (q, r, t)) 6 ‖p − (1 − t)q − tr‖. On the other hand we
have (1 − t)q + tr = W (q, r, t) hence d(p,W (q, r, t)) 6 ‖p −W (q, r, t)‖. This confirms
the CAT(0) inequality. Since the geodesic triangle ∆ is arbitrary then (X, d) must be a
CAT(0) space. Assumption (X, d) is complete implies (X, d) is a Hadamard space.

Theorem 2.8. Any Hadamard space is a Busemann space and the inclusion is strict.

Proof. The proof is based on a fundamental characterisation inequality due to Berg and
Nikolaev [24, Theorem 1, Corollary 3] which states that a metric space (X, d) is CAT(0)
if and only if for any four points x0, y0, x1, y1 ∈ X it holds

d(x0, y1)2 + d(y0, x1)2 − d(x0, x1)2 − d(y0, y1)2 6 2d(x0, y0)d(x1, y1). (2.26)

Now let xt := W (x0, x1, t) and yt := W (y0, y1, t) for some t ∈ [0, 1]. Then by strong
convexity

d(xt, yt)2 6 t2d(x0, y0)2+(1−t)2d(x1, y1)2+t(1−t)(d(x0, y1)2+d(y0, x1)2−d(x0, x1)2−d(y0, y1)2).

From inequality (2.26) it follows d(xt, yt)2 6 (td(x0, y0) + (1− t)d(x1, y1))2 hence

d(W (x0, x1, t),W (y0, y1, t)) 6 td(x0, y0) + (1− t)d(x1, y1).

This proves that a Hadamard space is a Busemann space. Note that an example of a
Busemann space that is not Hadamard is any strictly convex Banach space which is not
a Hilbert space. Take for instance Lp space for 1 < p < 2.

By Theorem 2.7 and Propositions 2.3, 2.4 we obtain the following corollaries.

Corollary 2.9. In a Hadamard space midpoints are unique. In particular any two points
x, y ∈ H determine exactly one geodesic segment with end points x and y.

Corollary 2.10 ([43, Theorem 2.1.12]). The metric projection PSx is nonempty and
unique for every x ∈ H whenever S ⊆ H is a closed convex set. Moreover for any
z ∈ S \ PSx the Alexandrov angle satisfies ∠PSx([x, PSx], [PSx, z]) > π/2.
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Proof. First part follows immediately from Proposition 2.4 since by Theorem 2.7 a Hadamard
space is strongly convex. Now note that for any x′ ∈ [x, PSx], z′ ∈ [PSx, z] inequality
(2.15) holds with x replaced by x′ and z replaced by z′. By representation (2.17) it
follows cos(∠PSx([x, PSx], [PSx, z]) 6 0 or equivalently ∠PSx([x, PSx], [PSx, z]) > π/2.

At this point it is noteworthy to mention one of the most intriguing problems in convex
analysis regarding Chebyshev sets. Recall that a set S in a metric space (X, d) is called
a Chebyshev set whenever it admits unique projections for every point in the space, i.e.
for every x ∈ X there exists a unique point x∗ ∈ S such that d(x, x∗) = d(x, S). It is
known that in a Euclidean space a set is Chebyshev if and only if it is closed and convex.
However in general metric spaces a Chebyshev set need not be a convex set, for example in
geometric spaces of nonpositive curvature. In particular there are nonconvex Chebyshev
sets in the real hyperbolic plane H2 (see [28]). However the problem whether arbitrary
Chebyshev sets in a Hilbert space are convex is unsolved (since 1987).



CHAPTER 3

Weak Topology in Hadamard Spaces

3.1. Identification of Weak Topology

3.1.1 Weak convergence

In 1976 Lim [80] introduced the concept of ∆-convergence in a general metric space (X, d).
A sequence (xn)n∈N in X is said to ∆-converge to x, written xn ∆→ x, if

lim sup
k

d(xnk , x) 6 lim sup
k

d(xnk , y) (3.1)

for every subsequence (xnk)k∈N of (xn)n∈N and for every y ∈ X. This concept was adopted
later by Kirk and Panyanak [72] in the setting of CAT(0) spaces. In Hadamard spaces
∆-convergence has a natural interpretation in terms of the so called asymptotic centers.
Let (xn)n∈N ⊂ H be a bounded sequence and y ∈ H. Consider the following function

r((xn)n∈N, y) := lim sup
n

d(xn, y)2 (3.2)

and let
r((xn)n∈N) := inf

y∈H
r((xn)n∈N, y) (3.3)

denote the asymptotic radius of (xn)n∈N. Since d(xn, ·)2 is a strongly convex function on
H for each n then so is r((xn)n∈N, ·) as the limit superior of a sequence of strongly convex
functions. Therefore there exists a unique minimizer x ∈ H of r((xn)n∈N, ·) known as
the asymptotic center of the sequence (xn)n∈N. We say a bounded sequence xn ∆→ x if
and only if x is the asymptotic center of every subsequence of (xn)n∈N see. e.g., Bačak’s
work [12, 13, 43]. ∆-convergence in Hadamard spaces is often referred to as the weak
convergence, however we reserve this term for later.

It is worth noting that ∆-convergence in CAT(0) spaces shares many properties with the
usual notion of weak convergence in Banach spaces. As already noted by Kirk and Pa-
nyanak, ∆-convergence in CAT(0) inherits the Opial’s and Kadec-Klee properties among

19



20 3 Weak Topology in Hadamard Spaces

Figure 3.1: Convergence of projections Pγxn to x along a geodesic γ starting at x. The
blue region is part of the elementary set Ux(ε; γ) of our weak topology, which
might extend infinitely far to the left of x.

others, see [72]. A form of Banach-Saks property is also satisfied, see [43, Bačak]. In the
case of a Hilbert space, the only Banach space which is a CAT(0) space, the notion of
∆-convergence coincides with the usual weak convergence. In Banach spaces, an impor-
tant consequence of the Banach-Steinhaus theorem is that a weakly convergent sequence
in a Banach space must be bounded. However, in a Hadamard space we need to put the
boundedness assumption in the definition of ∆-convergence so that the expression in (3.2)
is a finite quantity (see Bačak [43]).

In our work we define weak convergence based on a notion introduced by Jost [61]1.

Definition 3.1. A sequence (xn)n∈N ⊆ H converges weakly to an element x ∈ H, and we
write xn w→ x, if and only if Pγxn → x as n → +∞ along any geodesic γ : [0, 1] → H
starting at x, where Pγ denotes the projection onto γ (see Figure 3.1).

Note that this notion of weak convergence does not require that the sequence be bounded.
Indeed consider a simplicial tree of countably many rays of finite but increasing (un-
bounded) length all meeting at a common vertex. If xn is the tip of the geodesic ray γn
and x is the common vertex then xn w→ x. By construction (xn)n∈N is unbounded.

An open question related to ∆-convergence in a Hadamard space (H, d) has been the
identification of a topology τ∆ on H such that for a given bounded sequence (xn)n∈N ⊂ H

and x ∈ H we have xn ∆→ x if and only if xn
τ∆→ x. In view of Definition 3.1 it suffices

to identify a weak topology τw which generates the weak convergence, since τ∆ would
then be the restriction of τw on bounded sets. Motivated by a suggestion of Bačak we
construct a topology τw, which is weaker than the usual metric topology. It holds that
the weak convergence yields convergence in τw. Moreover if the underlying Hadamard
space is weakly proper then convergence in τw implies weak convergence and thus τw
would be the correct topology for our weak convergence. Although the construction of τw
turns out to be rather simple, its construction has important consequences. In fact, we
will show how this topology can be used in order to obtain certain compactness results

1This notion was also considered by Espínola and Fernández-León [50] and in a slightly different form
by Sosov [105].



3.1 Identification of Weak Topology 21

that are similar to those known from the linear setting of Banach spaces. In particular,
we show that in a separable Hadamard space weak compactness and weak sequential
compactness are equivalent on bounded sets. If additionally the space is weakly proper
and satisfies a certain regularity condition then this equivalence holds also for unbounded
sets. Furthermore a bounded closed convex set C in a separable Hadamard space is
weakly compact independent of whether the Hadamard space is weakly proper or not.
We also suggest a notion of dual spaces corresponding to this topology which in the case
of a Hilbert space coincides with the usual dual space. Next we introduce the space of
geodesic segments and study a corresponding notion of weak convergence. We show that
the space of geodesic segments and the underlying Hadamard space are homeomorphic
when equipped with their respective weak topologies. Later we establish existence results
for the so-called steepest descent direction in a Hadamard space. Finally, we offer a
comparison of our notion to previous notions of weak topologies in Hadamard spaces. In
particular, we will compare to the work of Monod [90], which offers a notion of weak
topology that is weaker than ours, at least in the case of weakly proper spaces, but which
does not yield convergence along geodesics and is thus too weak for our purposes. Likewise,
we will compare the work of Kakavandi [64], who offers a topology that is stronger than
ours but for which it is unknown whether compactness results hold in general.

3.1.2 Construction of open sets

In order to construct a desired weak topology τw, we build on a suggestion by Bačak
[13]. A constant speed geodesic γ : [0, 1] → H is a curve that satisfies d(γ(s), γ(t)) =
|s− t|d(γ(0), γ(1)) for all s, t ∈ [0, 1]. For a given x0 ∈ H we define Γx0(H) to be the set
of all constant speed geodesics γ : [0, 1]→ H such that γ(0) = x0. A set U ⊂ H is weakly
open if it satisfies the following property: for every x0 ∈ U there exists some ε > 0 and a
finite family of geodesics γ1, γ2, ..., γn ∈ Γx0(H) such that the set

Ux0(ε; γ1, ..., γn) := {x ∈ H : d(x0, Pγix) < ε ∀i = 1, 2, ..., n} (3.4)

is contained in U .

Proposition 3.2. The collection of weakly open sets U together with the empty set ∅
define a topology τw on H and we call it the weak topology on H.

Proof. It is clear that H ∈ τw since if x ∈ H then for any finite family of geodesic segments
γ1, ..., γn ∈ Γx(H) the set Ux(ε; γ1, ..., γn) ⊆ H for every ε > 0. The empty set ∅ is in τw
by definition.

Moreover for any collection {Ui}i∈I where I is some index set and Ui is weakly open for
all i ∈ I its union is weakly open. To see this let x ∈ ⋃

i∈I Ui then x ∈ Uj for some
j ∈ I. Since Uj is weakly open then there exist ε > 0 and γ1, ..., γn ∈ Γx(H) such that
Ux(ε; γ1, ..., γn) ⊆ Uj ⊆

⋃
i∈I Ui. Hence

⋃
i∈I Ui is weakly open.

Now let U1 and U2 be two weakly open sets and let x ∈ U1∩U2. Then there exist ε1, ε2 > 0
and geodesic segments γ1, ..., γn, η1, ..., ηm ∈ Γx(H) such that Ux(ε1; γ1, ..., γn) ⊆ U1 and
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Ux(ε2; η1, ..., ηm) ⊆ U2. Let ε := min{ε1, ε2} and consider the set Ux(ε; γ1, ..., γn, η1, ..., ηm).
By construction it follows that

Ux(ε; γ1, ..., γn, η1, ..., ηm) ⊆ Ux(ε1; γ1, ..., γn) ∩ Ux(ε2; η1, ..., ηm) ⊆ U1 ∩ U2

Therefore U1 ∩ U2 is weakly open.

To justify the name weakly open we need to show that any set U is open in the usual
metric topology. The next lemma solves this issue:

Lemma 3.3. Let (H, d) be a Hadmard space. Then the sets Ux0(ε; γ) are open in the
metric topology for every geodesic γ : [0, 1]→ H whose image contains x0.

Proof. A well known inequality due to Reshetnyak [98] (see also [43, Theorem 1.3.3.])
states that for any four points x, y, u, v ∈ X where X is a CAT(0) space it holds that

d(x, u)2 + d(y, v)2 6 d(x, y)2 + d(u, v)2 + d(x, v)2 + d(y, u)2. (3.5)

If C ⊆ H is a closed convex set and PC denotes the projection operator onto C, then the
inequality

d(x, z)2 > d(x, PCx)2 + d(PCx, z)2, ∀z ∈ C (3.6)
holds true (see [43, Theorem 2.1.12]). Let x, y ∈ H. Applying (3.6) twice with z = PCx
and z = PCy yields

2d(PCx, PCy)2 + d(x, PCx)2 + d(y, PCy)2 6 d(x, PCy)2 + d(y, PCx)2. (3.7)

Applying (3.5) to the right side of the last inequality gives

d(x, PCy)2 + d(y, PCx)2 6 d(x, y)2 + d(PCy, PCx)2 + d(x, PCx)2 + d(y, PCy)2. (3.8)

Then (3.7) and (3.8) imply d(PCx, PCy) 6 d(x, y). Therefore, in a Hadamard space PC is
a nonexpansive operator. In particular, Pγ is nonexpansive since every geodesic segment
γ is a closed convex set. This implies

d(Pγx, Pγy) 6 d(x, y) ∀x, y ∈ H. (3.9)

Now let x ∈ Ux0(ε; γ). Then there exists some s < ε such that d(x0, Pγx) = s. We claim
that the open geodesic ball B(x, ε − s) := {y ∈ H : d(x, y) < ε − s} is contained in
Ux0(ε; γ). Let y ∈ B(x, ε− s) then

d(x0, Pγy) 6 d(x0, Pγx) + d(Pγx, Pγy) 6 d(x0, Pγx) + d(x, y),

where the first inequality follows from the triangle inequality and the second one from
(3.9). Therefore

d(x0, Pγy) 6 d(x0, Pγx) + d(x, y) < s+ ε− s = ε

implies B(x, ε− s) ⊂ Ux0(ε; γ).
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We say a Hadamard space is weakly proper if for any elementary set Ux(ε; γ) there exists
a weakly open set V ∈ τw containing x such that V ⊆ Ux(ε; γ) and this holds for all
x ∈ H, γ ∈ Γx(H) and ε > 0. Essentially this property requires that elementary sets
Ux(ε; γ) to have nonempty interior in τw. Note that any Hilbert space is weakly proper.
In fact it is even more, the sets Ux(ε; γ) are open in τw. To see this take any set Ux(ε; γ)
and let y ∈ Ux(ε; γ). Then there exists a geodesic segment η emanating from y entirely
included in Ux(ε; γ) such that it lies in a common plane with γ and it is parallel to it.
Then by usual rules of Euclidean geometry it follows that Uy(δ; η) ⊆ Ux(ε; γ) for small
enough δ > 0. It is of interest to know whether weakly properness is a universal property
for Hadamard spaces.

Theorem 3.4. Consider a sequence (xn)n∈N ⊂ H, and let x ∈ H. If xn w→ x then xn
τw→ x.

Moreover provided that the Hadamard space is weakly proper then xn
τw→ x implies xn w→ x.

Proof. Let xn w→ x. Then for every γ ∈ Γx(H) we have that limn→∞ d(x, Pγxn) = 0, or
equivalently xn ∈ Ux(ε; γ) for all sufficiently large n. Let U ∈ τw containing x. Then
there exist γ1, ..., γn ∈ Γx(H) and ε > 0 such that Ux(ε; γ1, ..., γn) ⊆ U . Since xn ∈
Ux(ε; γ1, ..., γn) for all sufficiently large n then xn ∈ U for all sufficiently large n.

Let H be weakly proper. Suppose that xn τw→ x but xn w9 x. Then there exists γ ∈ Γx(H)
such that limn Pγxn 6= x i.e. there is ε > 0 such that xn /∈ Ux(ε; γ) for infinitely many
n. Weakly properness implies that there is an open set V ∈ τw containing x such that
V ⊆ Ux(ε; γ). Therefore xn /∈ V infinitely many n. However this contradicts xn τw→ x.

Lemma 3.5. A weakly proper Hadamard space is Hausdorff with respect to topology τw.

Proof. Let x, y ∈ H be two distinct points. Since H is Hadamard, there exist unique
geodesics γ, γ̃ : [0, 1] → H connecting x with y such that γ(0) = x, γ(1) = y and
γ̃(0) = y, γ̃(1) = x. Let lγ := d(x, y), and let ε ∈ (0, lγ). Note that lγ = lγ̃ and Pγz = Pγ̃z
for all z ∈ H. Define the sets

Ux(ε; γ) := {z ∈ H : d(x, Pγz) < ε}

and
Uy(lγ − ε; γ̃) := {z ∈ H : d(y, Pγ̃z) < lγ − ε}.

Suppose there is some z0 ∈ Ux(ε; γ) ∩ Uy(lγ − ε; γ̃) then d(x, Pγz0) < ε and d(y, Pγ̃z0) <
lγ − ε would imply

lγ = d(x, y) 6 d(x, Pγz0) + d(y, Pγz0) = d(x, Pγz0) + d(y, Pγ̃z0) < lγ

which is impossible. Therefore Ux(ε; γ) ∩ Uy(lγ − ε; γ̃) = ∅. Since (H, d) is weakly proper
there are V,W ∈ τw such that x ∈ V ⊆ Ux(ε; γ) and y ∈ W ⊆ Uy(lγ − ε; γ̃). Then
V ∩W ⊆ Ux(ε; γ) ∩ Uy(lγ − ε; γ̃) = ∅.
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3.1.3 Convex sets and compactness

We say a set C ⊆ H is weakly closed if it is closed with respect to τw. It is evident that
a weakly closed set is closed.
Theorem 3.6. Let (H, d) be a weakly proper space. If C ⊆ H is a closed convex set then
C is weakly closed.

Proof. Let y ∈ H \C. Then PCy exists and is unique. Let γ : [0, 1]→ H be the geodesic
connecting y with PCy such that γ(0) = y and γ(1) = PCy. For ε ∈ (0, l(γ)), where
l(γ) := d(y, PCy) is the length of the geodesic γ, consider the weakly open set Uy(ε; γ).
Since (H, d) is weakly proper space it suffices to prove that Uy(ε; γ) ∩ C = ∅. Let x ∈ C,
and let z = Pγ(x) be the projection of x to γ. Since z ∈ γ, by Corollary 2.10 we have that
PCz = PCy. Since both C and γ are strongly closed and convex, we have the following
quadratic inequalities

d(z, x)2 > d(x, PCz)2 + d(PCz, z)2

and
d(x, PCy)2 > d(x, Pγx)2 + d(Pγx, PCy)2.

Using that z = Pγx and PCz = PCy then implies that Pγx = PCy. In particular from
d(y, Pγx) = d(y, PCy) > ε for all x ∈ C it follows that Uy(ε; γ) ∩ C = ∅.
Theorem 3.7 (Mazur’s Lemma for Hadamard spaces). Let (H, d) be weakly proper and
(xn)n∈N ⊆ H a sequence such that xn w→ x for some x ∈ H. Then there exists some
function N : N→ N and a sequence (yn) ⊆ H such that yn ∈ co({x1, x2, ..., xN(n)}) for all
n ∈ N and yn → x.

Proof. By virtue of Theorem 3.4 convergence xn w→ x implies xn τw→ x, therefore x ∈
wcl{x1, x2, ...}, where wcl{x1, x2, ...} denotes the weak closure of {x1, x2, ...}. Moreover,
{x1, x2, ...} ⊆ co({x1, x2, ...}) implies that wcl{x1, x2, ...} ⊆ wcl co({x1, x2, ...}). Hence x ∈
wcl co({x1, x2, ...}). The strong closure cl co({x1, x2, ...}) of the convex set co({x1, x2, ...})
is a closed convex set. Indeed, if C is convex, then so is clC. In order to see this, let
u, v ∈ clC. Consider sequences (un) and (vn) in C such that un → u and vn → v. Let γ
be the geodesic connecting u with v, and let γn be the geodesics connecting un with vn.
Then strong convexity of squared distance function in a Hadamard space implies that for
each t ∈ [0, 1] we have

d(γ(t), γn(t))2 ≤(1− t)d(u, γn(t))2 + td(v, γn(t))2 − t(1− t)d(u, v)2

≤(1− t)
(
(1− t)d(u, un)2 + td(u, vn)2 − t(1− t)d(un, vn)2

)
+ t

(
(1− t)d(v, un)2 + td(v, vn)2 − t(1− t)d(un, vn)2

)
− t(1− t)d(u, v)2.

Taking the limit n→∞ yields d(γ(t), γn(t))→ 0. Hence clC and in turn cl co({x1, x2, ...})
are indeed convex. Since (H, d) is weakly proper then by Theorem 3.6 we obtain that
cl co({x1, x2, ...}) is weakly closed. It follows that

x ∈ wcl co({x1, x2, ...}) ⊆ cl co{x1, x2, ...}.
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Then there exists some sequence (yn) ⊆ co({x1, x2, ...}) such that yn → x. Additionally,
we have that co({x1, x2, ...}) = ⋃

k∈N co({x1, x2, ..., xk}). Hence yn ∈ co({x1, x2, ..., xk(n)})
for some k(n). For each n set N(n) := k(n).

A set K ⊆ H is τw-sequentially compact if every sequence in K has a τw-convergent
subsequence. It is clear that when (H, d) is weakly proper then τw-sequential convergence
coincides with the weak sequential convergence. We say a set K is weakly compact (or
compact in τw) if for any open cover in τw containing K there is a finite subcover which
also contains K.
Lemma 3.8 ([43, Proposition 3.1.2]). Every bounded sequence has a weakly convergent
subsequence.
Lemma 3.9 ([43, Lemma 3.2.1]). Let C ⊆ H be a closed convex set and (xn)n∈N ⊂ C. If
xn

w→ x then x ∈ C.
Theorem 3.10. If K ⊆ H a bounded closed convex set then K is weakly sequentially
compact.

Proof. Any sequence (xn)n∈N ⊂ K is bounded. By virtue of Lemma 3.8 (xn)n∈N has a
weakly convergent subsequence (xnk)k∈N. Hence there is some x ∈ H such that xnk

w→ x
as k → +∞. Since K is a closed convex set, Lemma 3.9 implies x ∈ K.
Corollary 3.11. Let K ⊆ H be bounded then cl co(K) is weakly sequentially compact.
Corollary 3.12. A bounded closed convex set is τw-sequentially compact.

It is known that in a Hausdorff topological space a compact set is always a closed set [87,
Theorem 2.12]. By Lemma 3.5 a weakly proper Hadamard space is Hausdorff when
equipped with the weak topology τw. As result we have the following proposition:
Proposition 3.13. Let (H, d) be weakly proper. Then a weakly compact set is weakly
closed.

A point x ∈ H is said to be a weak limit point for the set S ⊂ H if every open set
U ∈ τw of x contains a point of S different from x. A point x ∈ H is said to be a weak
accumulation point of S if each open set U ∈ τw of x contains infinitely many distinct
points of S. Clearly every accumulation point of S is a limit point of S.
Proposition 3.14 ([87, Lemma 5.2]). Let (H, d) be weakly proper and S ⊆ H. A point
x ∈ H is a weak accumulation point of S if and only if x is a weak limit point of S.

Proof. Let x be a weak limit point of S but not a weak accumulation point of S. Then
there exists an open set U ∈ τw containing x such that U contains at most a finite
number of points {x1, x2, ..., xn} of S. By Lemma 3.5 a weakly proper Hadamard space
H is Hausdorff with respect to its weak topology τw. For each i = 1, 2, ..., n we can find
open sets Ui ∈ τw containing x and open sets Vi ∈ τw containing xi such that Ui ∩ Vi = ∅.
Then the open set U ∩ U1 ∩ ... ∩ Un contains x and no other points of S distinct from x.
This contradicts that x is a weak limit point of S. The reverse implication is evident by
definition.
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A slight generalization of sequential compactness is the so called Bolzano–Weierstrass
property. We say a topological space X has the Bolzano–Weierstrass property if any
infinite subset of X has at least one accumulation point.

Theorem 3.15 ([87, Theorem 5.3]). A weakly compact set in a weakly proper Hadamard
space has the Bolzano–Weierstrass property.

Proof. Let K ⊂ H be a weakly compact set. We claim that every infinite set S ⊂ K has a
weak limit point in K. If not, then there is an infinite set S ⊂ K such that for each x ∈ S
there is Ux ∈ τw satisfying Ux ∩ S = {x}. In particular this implies that for any open
set U ∈ τw containing x we have U ∩ S 6= ∅. Thus S is weakly closed and consequently
S is weakly compact. There are points x1, x2, ..., xn ∈ S such that Ux1 , Ux2 , ..., Uxn cover
S implying S = {x1, x2, ..., xn}. This contradicts that S is infinite set. From Proposition
3.14 it follows that S has at least one weak accumulation point.

In what follows we make a regularity assumption on the Hadamard space (H, d).

Assumption 3.1. Let {yn}n∈N ⊂ H be a dense set and x ∈ H. If (xk)k∈N is a sequence
in H such that limk P[x,yn]xk = x then limk Pγxk = x for any γ ∈ Γx(H).

Theorem 3.16. Let (H, d) be a separable weakly proper Hadamard space that satisfies
Assumption 3.1. Then a set S ⊆ H satisfying the Bolzano–Weierstrass property is weakly
sequentially compact.

Proof. Let (H, d) be weakly proper and let S ⊆ H satisfy the Bolzano–Weierstrass prop-
erty. Let (xk)k∈N be a sequence in S. Then (xk)k∈N has a weak accumulation point x ∈ S,
hence x is also a weak limit point. Since H is separable there exits a dense countable set
{yn} in H. Let γn : [0, 1]→ H denote the geodesic connecting x with yn for every n ∈ N.
Now consider the family of sets Vn defined as

Vn :=
n⋂
i=1

Ux(1/n; γi) where Ux(1/n; γi) := {y ∈ H | d(x, Pγiy) < 1/n}. (3.10)

Since (H, d) is weakly proper then there are Un,i ∈ τw containing x such that Un,i ⊆
Ux(1/n; γi) for every i = 1, 2, ..., n and for every n ∈ N. Denote by Un := ⋂n

i=1 Un,i then
Un ⊆ Vn for all n ∈ N. Since Un is a weakly open set containing x, it must contain at
least one element xk(n). By considering a subsequence (and possibly re-numbering) we
may assume that xn ∈ Un for all n. In particular xn ∈ Vn for all n. Since the sets Vn
are nested, we have that xm ∈ Vn for all m > n. This means that limm Pγixm = x for
all i = 1, 2, ..., n and hence limm Pγnxm = x for all n ∈ N. By Assumption 3.1 then
limm Pγxm = x for all γ ∈ Γx(H).

Remark 3.17. Note that a bounded weakly compact set K in a weakly proper Hadamard
space H is weakly sequentially compact. This is evident since any sequence in K is bounded
and by Lemma 3.8 it has a weakly convergent subsequence. By Proposition 3.13 the set
K is weakly closed, hence it contains the weak limits of its subsequences.
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A topological spaceX is a Lindelöf space if every open cover inX has a countable subcover.
For metric spaces that are separable we have the following equivalence.
Lemma 3.18 ([87, Theorem 6.7]). A metric space (X, d) is separable if and only if it is
Lindelöf.
Theorem 3.19. Let (H, d) be separable. If a set in H is τw-sequentially compact then it
is weakly compact.

Proof. The proof proceeds by contradiction. Suppose that K ⊆ H is weakly sequentially
compact but not weakly compact. Then there exists some open cover {Ui}i∈I of K in
τw that has no finite subcover. By assumption (H, d) is separable. Hence (H, d) is a
Lindelöf space, i.e., every open cover (in the strong topology) has a countable subcover;
see, e.g., [87, Theorem 6.7]. Since {Ui}i∈I is an open cover in the usual metric topology,
there exists a countable subcover {Uj}j∈J . Let Vn := ⋃n

j=1 Uj. Then Wn := H \ Vn is
weakly closed for all n. Moreover, the family of sets Wn satisfies Wn+1 ⊆ Wn. Because Vn
cannot cover K, we have that Wn ∩K is nonempty for every n ∈ N. Let xn ∈ Wn ∩K.
Since K is weakly sequentially compact, and consequently τw-sequentially compact, the
sequence (xn) has a subsequence (xnk) that converges in τw to some element x∗ ∈ K. Let
Uw(x∗) denote the collection of weakly open sets containing x∗. Then for each U ∈ Uw(x∗)
and for each n ∈ N there existsm > n such that U∩Wm 6= ∅, and in particular U∩Wn 6= ∅,
implying that x∗ ∈ wclWn = Wn. Since n is arbitrary, we have that x∗ ∈ ⋂nWn. Hence
x∗ ∈ ⋂nWn ∩K. Therefore, ⋂n∈NWn ∩K 6= ∅, which together with ⋂n∈NWn ∩K ( K,
yields that K ) K \ (⋂n∈NWn ∩K) = K \ ⋂n∈N(K \ Vn) = ⋃

n∈N(K ∩ Vn) = K.

Remark 3.20. Notice that the previous proof also applies to the more general setting of
a topology that is weaker than the metric topology in any separable metric space.
Corollary 3.21. Let (H, d) be a separable weakly proper space. If K ⊆ H is weakly
sequentially compact then it is weakly compact.

As a result to Theorem 3.15, Theorem 3.16 and Theorem 3.19 we get the following:
Theorem 3.22. In a separable weakly proper Hadamard space (H, d) satisfying Assump-
tion 3.1 the weak compactness, weak sequential compactness and Bolzano–Weierstrass
property are equivalent.

The last theorem is an important result in functional analysis which is known as the
Eberlein-Šmulian Theorem (see [114, Whitley] or for a non-standard proof [19, S. Barinella
and Ng. Siu-Ah]). The Eberlein-Šmulyan Theorem holds in any Banach space, separable
or not, and therefore in any Hilbert space.
Theorem 3.23. A bounded closed convex set K in a separable Hadamard space is weakly
compact.

Proof. Let K ⊆ H be a bounded closed convex set. By Theorem 3.10 it follows that
K is weakly sequentially compact and Corollary 3.12 implies that K is τw-sequentially
compact. By virtue of Theorem 3.19 we obtain that K is weakly compact.
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3.1.4 Locally compact space

A topological space (X, τ) is said to be locally compact if for every x ∈ X there exists an
open set U ∈ τ and a compact set K such that x ∈ U ⊆ K.

Theorem 3.24 ([32, Proposition 3.7, Corollary 3.8 and Remark 3.9]). The following
statements are equivalent:

1. Hadamard space (H, d) is locally compact.

2. Every closed and bounded subset of (H, d) is compact.

3. Every bounded sequence in (H, d) has a convergent subsequence.

Lemma 3.25. Let (H, d) be locally compact. If xn w→ x then (xn)n∈N is bounded.

Proof. Let xn w→ x, but suppose that (xn) is unbounded. Then we can wolog assume
that d(xn, x) ≥ R > 0 for all n ∈ N. Consider the closed geodesic ball C := B(x,R).
Denote by PCxn the projection of xn onto C for every n ∈ N. By assumption (H, d) is
locally compact. Theorem 3.24 implies that C is compact, and in particular the boundary
∂C := {y ∈ H | d(x, y) = R} is compact. Hence, (PCxn) is a sequence in the compact
set ∂C. There exits a subsequence (PCxnk) converging to some element z ∈ ∂C. Let
γ : [0, 1] → H denote the geodesic segment connecting x with z. Evidently, γ ⊂ C.
Denote by γk : [0, 1]→ H the geodesic segment connecting x with PCxnk for each k ∈ N.
Let Pγxnk denote the projection of xnk onto the geodesic segment γ. From the triangle
inequality we obtain

d(PCxnk , z) > |d(xnk , PCxnk)− d(xnk , z)|,

which implies that limk |d(xnk , PCxnk)− d(xnk , z)| = 0. Since both C and γ are strongly
closed and convex, we have the following quadratic inequalities (see, e.g., [43, Theorem
2.1.12]):

d(xnk , PCxnk)2 + d(PCxnk , Pγxnk)2 6 d(xnk , Pγxnk)2,

d(xnk , Pγxnk)2 + d(Pγxnk , z)2 6 d(xnk , z)2,

implying that d(xnk , PCxnk) 6 d(xnk , Pγxnk) 6 d(xnk , z). Therefore, we have that

lim
k
|d(xnk , Pγxnk)− d(xnk , PCxnk)| = 0. (3.11)

By assumption xn w→ x, and in particular, xnk
w→ x. Therefore, it follows that Pγxnk → x.

Consider the geodesic segment ηk : [0, 1] → H connecting x with xnk . Then there exists
zk ∈ ηk such that zk ∈ ∂C for every k ∈ N. Since zk ∈ ∂C, we obtain that d(xnk , PCxnk) 6
d(xnk , zk) and thus

d(xnk , x) = d(xnk , zk) + d(zk, x) > d(xnk , PCxnk) +R, ∀k ∈ N,
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which in turn implies that |d(xnk , x)−d(xnk , PCxnk)| > R > 0. By the triangle inequality
we again have

d(Pγxnk , x) > |d(xnk , x)− d(xnk , Pγxnk)|, ∀k ∈ N.

Therefore, limk Pγxnk = x implies that limk |d(xnk , x)− d(xnk , Pγxnk)| = 0. On the other
hand we have

0 < R 6 |d(xnk , x)− d(xnk , PCxnk)|
6 |d(xnk , x)− d(xnk , Pγxnk)|+ |d(xnk , Pγxnk)− d(xnk , PCxnk)|,

which together with (3.11) delivers a contradiction since the right side vanishes as k ↑ +∞.

Theorem 3.26. Weak and strong convergence coincide in a locally compact space.

Proof. It is evident that whether or not the space is locally compact, if xn → x then
from the inequality d(x, Pγxn) 6 d(x, xn) for every γ ∈ Γx(H) follows that xn w→ x. Now
suppose that (H, d) is a locally compact Hadamard space, xn w→ x but xn 6→ x. Then
there is ε > 0 and a subsequence (xnk)k∈N ⊆ (xn)n∈N such that d(x, xnk) > ε for all k ∈ N.
By Lemma 3.25 the sequence (xn)n∈N is bounded and in particular so is the subsequence
(xnk)k∈N. By Theorem 3.24 there is a subsequence (xnkl )l∈N ⊆ (xnk)k∈N converging to some
y ∈ H and in particular by the first part of this theorem xnkl

w→ y. By uniqueness of the
weak limits it follows that y = x. But d(x, xnkl ) > ε > 0, therefore a contradiction.

Note that the arguments in Lemma 3.25 and Theorem 3.26 can be equally written in
terms of nets (see Chapter 4 for the definition). By a fundamental result in topology
that two topologies coincide when they have the same convergent nets it follows that the
metric topology topologizes weak convergence in a locally compact Hadamard space.

A topological space is said to be paracompact if every open cover has an open refinement
that is locally finite. A well known theorem of Stone [107, Theorem 1] states that every
metric space is paracompact. By [106, Lemma A.1 pg.460] a connected, locally compact,
paracompact space is σ-compact i.e. the entire space can be written as a countable union
of compact subspaces. It is evident that a σ-compact space is a Lindelöf space. In view of
Lemma 3.18 it follows that a connected, locally compact metric space is always separable.
In particular a locally compact Hadamard space is separable.

Theorem 3.27. Weak topology and strong topology coincide in a locally compact space
whenever Assumption 3.1 holds.

Proof. It is clear that a weakly open set is open. For the converse direction we use
an approach similar to the proof of Theorem 3.16. Let U be an open set. Suppose
that U is not weakly open. In particular there is some x ∈ U such that for any set
V := Ux(ε; γ1, ..., γn) we have V \ U 6= ∅. Since H is a locally compact, connected metric
space, hence separable then by definition there is a countable set S that is dense in H. Let
S = {yn}n∈N and denote by γn : [0, 1] → H the geodesic connecting x with yn for every
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n ∈ N. Consider the family of sets Vn defined as in (3.10). Since Vn \ U 6= ∅ then there
exists xn ∈ Vn \U , in particular xn ∈ Vn for all n ∈ N. Moreover by construction xm ∈ Vn
whenever m > n implying limm Pγixm = x for all i = 1, 2, ..., n i.e. limm Pγnxm = x for
all n ∈ N. Because the space satisfies Assumption 3.1 then Pγxm = x for any γ ∈ Γx(H).
Because of locally compactness Lemma 3.25 implies that the sequence (xn)n∈N is bounded.
By Theorem 3.24 there is a convergent subsequence (xnk)k∈N. By construction xnk /∈ U for
all k ∈ N hence xnk → y for some y 6= x. But this means xnk

w→ y. This is impossible.

Remark 3.28. By Lemma 3.3 the elementary sets Ux(ε; γ) are open in the usual metric
topology. This enables us to construct another topology which is weaker than the metric
topology and somewhat different from τw. If U is the collection of all finite intersections of
sets of the form Ux(ε; γ), where x and γ vary, let τBW be the smallest topology generated by
U i.e. any U ∈ τBW is the union of sets from U . Then any set U ∈ τBW is open in the usual
metric topology. Moreover convergence τBW implies weak convergence (convergence along
geodesics) for if xn

τBW→ x then for any γ ∈ Γx(H) and any ε > 0 we have xn ∈ Ux(ε; γ)
for all large enough n i.e. limn→∞ d(x, Pγxn) = 0 for any γ ∈ Γx(H); therefore, xn w→ x.
In particular it holds τw ⊆ τBW and they would coincide if and only if the elementary
sets Ux(ε; γ) are open in τw. Topology τBW enjoys some properties without any additional
assumptions on the space. For example it is Hausdorff and a closed convex set is τBW -
closed (note that the proofs for these claims would be identical to the ones for τw but without
the assumption of weak properness). Moreover in a locally compact space τBW = τS.
However at this point it is not clear whether a bounded sequence would have a convergent
subsequence in τBW . As a result of this it is not clear whether Theorem 3.23 would still
hold. Also we do not know for sure if a τBW -compact set would be τBW -sequentially
compact. A deeper inquiry is needed to study τBW and its relationships with τw and the
notion of weak convergence.

3.2. The Dual Space

3.2.1 Construction of the dual and weak-* topology

For a given x ∈ H each function φγ(x; ·) := d(x, Pγ·) corresponds to an element γ ∈ Γx(H).
Let

‖φγ − φη‖∞ := sup
y∈H\{x}

|φγ(x; y)− φη(x; y)|
d(x, y) . (3.12)

Let H∗x := {φγ(x; ·) : γ ∈ Γx(H)}, and let d∗(φγ, φη) := ‖φγ − φη‖∞. Notice that due to
the fact that φγ(x; y) ≤ d(x, y), the value of d∗(φγ, φη) is finite.

Lemma 3.29. (H∗x, d∗) is a metric space.

Proof. Symmetry and the triangle inequality are evident. In order to show definite-
ness, suppose that d∗(φγ, φη) = 0, then this means φγ(x; y) = φη(x; y) for all y ∈ H.
In particular, for y1 = γ(1) and y2 = η(1) we obtain that φη(x; γ(1)) = d(x, γ(1))
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and φγ(x; η(1)) = d(x, η(1)). On the other hand, we have the equation d(x, γ(1)) =
d(x, Pγη(1)) + d(Pγη(1), γ(1)) and analogously the equation d(x, η(1)) = d(x, Pηγ(1)) +
d(Pηγ(1), η(1)). These two equations imply that d(Pγη(1), γ(1)) = d(Pηγ(1), η(1)) =
0. We claim that γ(1) = η(1). If not then by Corollary 2.10 the Alexandrov angle
∠γ(1)([x, γ(1)], [γ(1), η(1)]) > π/2 and analogously ∠η(1)([x, η(1)], [γ(1), η(1)]) > π/2. On
the other hand by the cosine formula for Euclidean triangles, the comparison angles
∠γ(1)(x, η(1)) and ∠η(1)(x, γ(1)) satisfy ∠γ(1)(x, η(1)) > ∠γ(1)([x, γ(1)], [γ(1), η(1)]) and
∠η(1)(x, γ(1)) > ∠η(1)([x, η(1)], [γ(1), η(1)]). This in turn would imply ∠γ(1)(x, η(1)) > π/2
and ∠η(1)(x, γ(1)) > π/2, which is impossible.

We call (H∗x, d∗) the dual of H at x. We introduce a topology that is weaker than the
one induced by d∗(·, ·). The attend concept of weak-* convergence is defined as follows:
A sequence (φγn)n∈N ⊆ H∗x is said to weak-* converge to some φγ ∈ H∗x if and only if
limn→∞ φγn(x; y) = φγ(x; y) for all y ∈ H. It is obvious that strong convergence, i.e.
convergence with respect to d∗, implies weak-* convergence. Weak-* convergence gives
rise to a topology which we call the weak-* topology on H∗x.

Proposition 3.30. A basis for the weak-* topology on H∗x is determined by the sets

Uγ(ε; y1, y2, ..., yn) := {φη ∈ H∗x : |φγ(x; yi)− φη(x; yi)| < ε,∀i = 1, 2, .., n} (3.13)

where yi ∈ H, ∀i = 1, 2, ..., n; n ∈ N i.e., any open set in the weak-* topology is a union
of sets of the form (3.13). We denote this topology by τw∗.

Proof. Note that φγ ∈ Uγ(ε; y1, y2, ..., yn) for all ε > 0 and y1, y2, ..., yn ∈ H. Hence

H∗x ⊆
⋃

γ∈Γx(H)
Uγ(ε; y1, y2, ..., yn) ⊆

⋃
γ∈Γx(H),ε>0,y1,...,yn∈H

Uγ(ε; y1, y2, ..., yn).

Therefore the collection of sets {Uγ(ε; y1, y2, ..., yn) : γ ∈ Γx(H), ε > 0, yi ∈ H, i =
1, 2, ..., n} covers H∗x.

Need to check the intersection property. Let Uγ1(ε1; y1, y2, ..., yn) and Uγ2(ε2; z1, z2, ..., zm)
and φη ∈ Uγ1(ε1; y1, y2, ..., yn) ∩ Uγ2(ε2; z1, z2, ..., zm). There are 0 6 s1, s2, ..., sn < ε1 and
0 6 t1, t2, ..., tm < ε2 such that

|φγ1(x; yi)− φη(x; yi)| = si

|φγ2(x; zj)− φη(x; zj)| = tj

for i = 1, 2, ..., n and j = 1, 2, ...,m. Let s := max{si : i = 1, 2, ..., n} and t := max{tj :
j = 1, 2, ...,m}. Consider the sets Uη(ε1 − s; y1, ..., yn) and Uη(ε2 − t; z1, z2, ..., zm). Let
φσ ∈ Uη(ε1 − s; y1, ..., yn) then

|φγ1(x; yi)− φσ(x; yi)| 6 |φγ1(x; yi)− φη(x; yi)|+ |φη(x; yi)− φσ(x; yi)|
< si + (ε1 − s) 6 s+ (ε1 − s) = ε1, ∀i = 1, 2, ..., n
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implying φσ ∈ Uγ1(ε1; y1, ..., yn). Hence Uη(ε1− s; y1, ..., yn) ⊆ Uγ1(ε1; y1, ..., yn). Similarly
Uη(ε2 − t; z1, ..., zm) ⊆ Uγ2(ε2; z1, ..., zm). Now let δ := min{ε1 − s, ε2 − t} then

φη ∈ Uη(δ; y1, ..., yn, z1, ..., zm) = Uη(δ; y1, ..., yn) ∩ Uη(δ; z1, ..., zm)
⊆ Uη(ε1 − s; y1, ..., yn) ∩ Uη(ε2 − t; z1, ..., zm)
⊆ Uγ1(ε1; y1, ..., yn) ∩ Uγ2(ε2; z1, ..., zm)

as desired. This completes the proof.
Theorem 3.31. The following properties hold:

1. A sequence (φγn)n∈N weak-* converges to φγ if and only if φγn
τw∗→ φγ.

2. (H∗x, τw∗) is a Hausdorff space.

3. A weak-* closed set in H∗x is closed.

Proof. The first property follows from the definition of weak-* topology and Proposition
3.30. For the second property it suffices to show that for any two distinct elements φγ and
φη there is ε > 0 such that the open sets Uγ(ε; y) and Uη(ε; y) have empty intersection for
some y ∈ H. Let ε := |φγ(x; y)− φη(x; y)|/2 and suppose there is φµ ∈ Uγ(ε; y)∩Uη(ε; y)
then

|φγ(x; y)− φη(x; y)| 6 |φγ(x; y)− φµ(x; y)|+ |φµ(x; y)− φη(x; y)|

<
1
2 |φγ(x; y)− φη(x; y)|+ 1

2 |φγ(x; y)− φη(x; y)|

= |φγ(x; y)− φη(x; y)|
which is impossible. In order to show the third property, let A ⊆ H∗x be a weak-* closed
set, and let φγn be a sequence in A. Suppose that φγn → φγ in the strong topology, then
φγn

w∗→ φγ, which implies that φγ ∈ A. Therefore A is (strongly) closed.

A direct consequence of Theorem 3.31 (2) is the following result.
Corollary 3.32. A weak-* compact set in H∗x has the Bolzano-Weierstrass property, the
set of weak-* accumulation points coincides with the set of weak-* limit points, and a
weak-* compact set is always weak-* closed.

For α ∈ [0, 1] define the convex combination of φγ1(x; ·) and φγ2(x; ·) as φγα(x; ·) where
γα := (1 − α)γ1 ⊕ αγ2 is the geodesic segment in Γx(H) that connects x with the point
(1−α)γ1(1)⊕αγ2(1). This is well-defined since H is a uniquely geodesic space. It is worth
noting that this convex operation in H∗x is not defined in terms of the simple pointwise
addition ’+’ of functions but in terms of convex combination along geodesics ⊕. However
for H∗x to be a convex metric space we need W (γ1, γ2, α) := γα to be a convex structure.
But it is not clear whether inequality (2.1) holds for the metric d∗(·, ·). In this setting a
set C ⊆ H∗x is said to be convex whenever φγ1 , φγ2 ∈ C and α ∈ [0, 1] imply φγα ∈ C. It
is not clear to us whether the following properties hold:
Question 3.33. Is a closed convex set weak-* closed?
Question 3.34. Is a bounded, closed and convex set weak-* compact?
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3.2.2 The case of a Hilbert space

Let H be a Hilbert space (H, ‖ · ‖) equipped with its canonical norm. Note that for every
x ∈ H each geodesic segment γ ∈ Γx(H) corresponds to a unique line l passing through
x. Given γ, η ∈ Γx(H) we say γ is equivalent to η, and write γ ∼ η, if and only if γ, η
belong to the same line l. Let [l] denote the equivalence class of all geodesic segments
γ ∈ Γx(H) sharing the same line l.

Our aim is to show that our dual H∗x coincides with the usual notion of the dual of a
Hilbert space. We require the following lemma.

Lemma 3.35. A sequence (xn)n∈N ⊂ H weakly converges (in our sense) to x ∈ H if and
only if Plxn → x as n ↑ +∞ for all lines l containing x.

Proof. Suppose that limn Plxn = x for all lines l containing x. Let γ ∈ Γx(H) such that
γ ⊂ l. Then all but finitely many of the terms Plxn are in the image of γ, i.e., Plxn = Pγxn
for all sufficiently large n. This means limn Pγxn = limn Plxn = x. Since this holds for
any l containing x and for any γ ∈ [l] then limn Pγxn = x for any geodesic segment
γ ∈ Γx(H). Now let xn w→ x. By definition limn Pγxn = x for all γ ∈ Γx(H). Each
γ ∈ Γx(H) determines a unique line l containing x. Then a similar argument shows that
limn Plxn = x for all lines containing x.

To the collection {φγ(x; ·)}γ∈[l] we can associate a function φ[l](x; ·) defined as

φ[l](x; y) = ‖x− Ply‖, ∀y ∈ H. (3.14)

By Lemma 3.35 it follows that limn φγ(x;xn) = 0 for all γ ∈ [l] if and only if limn φ[l](x;xn) =
0. Therefore it is sufficient to restrict to the family of functions {φ[l](x; ·)}L where L is
the set of all lines containing x. Clearly {φ[l](x; ·)}L = H∗x/ ∼. For a given y ∈ H and
zl ∈ l let θ be the the angle between the vectors y − x and zl − x. Then from the cosine
formula for inner product we get

〈y − x, zl − x〉 = ‖y − x‖‖zl − x‖ cos θ (3.15)

Realizing that ‖y − x‖ cos θ = ±‖Pγy − x‖ then follows

± φ[l](x; y) = 1
‖zl − x‖

〈y − x, zl − x〉, ∀y ∈ H (3.16)

Using the linearity of the inner product one can rewrite (3.16) as

φ[l](x; y) = 〈y − x, ul〉, ∀y ∈ H where ul := ± zl − x
‖zl − x‖

(3.17)

From (3.17) it is evident that H∗x/ ∼ together with its quotient metric coincides with the
dual H∗ of the Hilbert space H.
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Figure 3.2: A geodesic segment in Γx(H) (left) and a geodesic triangle in Γx(H) (right).

3.3. The Space of Geodesic Segments

3.3.1 Metric space of geodesic segments

For each x ∈ H the collection of geodesic segments Γx(H) can be turned into a metric
space by equipping it with the metric d1(γ, η) := supt∈[0,1] d(γ(t), η(t)) where γ, η ∈ Γx(H).
We call (Γx(H), d1) the metric space of geodesic segments and Γ(H) := ⋃

x∈H Γx(H) the
bundle of geodesic segments in H. Furthermore we let ex denote the trivial geodesic (of
zero length) starting at x. Let ψ : Γx(H) → H be the mapping defined as ψ(γ) := γ(1)
for every γ ∈ Γx(H).

Theorem 3.36. The mapping ψ is a global isometry from Γx(H) onto H for every x ∈ H.
Therefore, the metric space (Γx(H), d1) is a Hadamard space for every x ∈ H.

Proof. Clearly, ψ is a bijection due to the fact that any two points can be connected by
a unique geodesic. It thus suffices to show that d1(γ, η) = d(γ(1), η(1)). Consider the
comparison triangle ∆(x̄, γ̄(1), η̄(1)). Then the distance d(γ(t), η(t)) is bounded above
by the distance between the corresponding points in the comparison triangle, which is in
turn is bounded above by the distance between γ̄(1) and η̄(1). This implies d(γ(t), η(t)) ≤
d(γ(1), η(1)), which proves the claim.

Given two geodesics γ1, γ2 ∈ Γx(H) and t ∈ [0, 1], consider the point yt := (1− t)γ1(1)⊕
tγ2(1) and the unique geodesic γt ∈ Γx(H) that connects x with yt. We call this geodesic
γt := (1 − t)γ1 ⊕ tγ2. Figure 3.2 depicts a geodesic segment and a geodesic triangle in
Γx(H).

Corollary 3.37. (Γx(H), d1) is a complete convex metric space where its convex structure
W satisfies W (γ1, γ2, t) = γt for all γ1, γ2 ∈ Γx(H) and t ∈ [0, 1].
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3.3.2 Weak convergence in Γx(H)

The metric d1(·, ·) induces a strong topology where an open ball of radius ε > 0 centered
at γ ∈ Γx(H) is of the form B(γ, ε) := {η ∈ Γx(H) : d1(γ, η) < ε}. We can equip the
metric space Γx(H) also with a weak topology in the following way. We say a sequence
(γn)n∈N ⊆ Γx(H) weak-Γ converges to some element γ ∈ Γx(H) and we denote it by
γn

wΓ→ γ iff γn(1) w→ γ(1)2. We say a set U ⊆ Γx(H) is weak-Γ open if for any γ ∈ U there
exists ε > 0 and a finite family of geodesics γ1, ..., γn ∈ Γγ(1)(H) such that the set

Uγ(ε; γ1, γ2, ..., γn) := {η ∈ Γx(H) : d(γ(1), Pγiη(1)) < ε,∀i}, γi ∈ Γγ(1)(H), n ∈ N
(3.18)

is in U . It can be shown by exact same argument as in Proposition 3.2 that the collection
of such sets U indeed defines a topology in Γx(H). We wish to call it weak-Γ topology
and denote it by τwΓ . Weak-Γ convergence implies convergence in weak-Γ topology in
the same way as weak convergence implies convergence in the weak topology for the
underlying Hadamard space (H, d).

Using the isometry ψ defined in the previous section we can rewrite the definition of weak-
Γ convergence as γn

wΓ→ γ iff ψ(γn) w→ ψ(γ). Similarly γn
τwΓ→ γ iff ψ(γn) τw→ ψ(γ). The

mapping ψ enjoys also the property of being a homeomorphism between the topological
spaces (Γx(H), τwΓ) and (H, τw).

Proposition 3.38. The topological spaces (Γx(H), τwΓ) and (H, τw) are homeomorphic.

Proof. It suffices to prove that the mapping ψ is a bicontinuous function i.e. it is bijective
and it has a continuous inverse ψ−1. Bijection follows from Proposition 3.36 since ψ is a
global isometry. Now let γn

τwΓ→ γ then by definition ψ(γn) τw→ ψ(γ) hence ψ is continuous.
For the other direction take any sequence (yn)n∈N ⊆ H such that yn τw→ y for some y ∈ H.
Since H is a uniquely geodesic space for each yn there is a unique γn ∈ Γx(H) connecting it
to x. Similarly let γ ∈ Γx(H) be the geodesic segment connecting y with x. Then yn τw→ y
means γn(1) τw→ γ(1) or equivalently ψ(γn) τw→ ψ(γ). By definition of weak-Γ topology
then γn

τwΓ→ γ or equivalently ψ−1(yn)
τwΓ→ ψ−1(y). Hence ψ−1 is a continous mapping.

The last proposition implies that topologically (Γx(H), τwΓ) and (H, τw) are indistinguish-
able. As a direct result of this we have the following theorem:

Theorem 3.39. The following statements are true:

1. (Γx(H), τwΓ) is Hausdorff whenever (H, d) is weakly proper (Lemma 3.5).

2. Any bounded sequence has a weak-Γ convergent subsequence (Lemma 3.8).

3. A closed convex set in Γx(H) is weak-Γ sequentially closed. If additionally the set
is also bounded then it is weak-Γ sequentially compact (Lemma 3.9, Theorem 3.19).

2Not to be confused with Γ-convergence related to Mosco convergence (see Chapter 6)
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4. A bounded closed convex set in Γx(H) is weak-Γ compact whenever H is separable
(Theorem 3.23).

Note that in case H is locally compact then so is the space Γx(H) and weak-Γ topology
coincides with the metric topology. In particular any closed and bounded set in Γx(H) is
compact and any bounded sequence (γn)n∈N ⊆ Γx(H) has a convergent subsequence.

3.3.3 Existence of the steepest descent

A function f : H → R is said to be geodesically differentiable at x ∈ H along geodesic
γ ∈ Γx(H) \ {ex} if the following limit exists

f ′(x; γ) := lim
y
γ→x

f(y)− f(x)
d(y, x) . (3.19)

In case the limit in (3.19) exists for all γ ∈ Γx(H) \ {ex} then we simply say that f
is geodesically differentiable at x. Note that this limit could vary from one geodesic to
another and that f ′(x; γ) = f ′(x; η) whenever η ⊆ γ. If (3.19) holds for all x ∈ H then f
is said to be geodesically differentiable on H. Furthermore we define

f ′(x; ex) := inf
(γn)⊂Γx(H)\{ex}

lim inf
γn→ex

f ′(x; γn). (3.20)

For an illustrative example consider the Poincaré half-plane H2 := {x = (x1, x2) ∈ R2 :
x2 > 0} equipped with the metric d(x, y) := arc cosh(1+‖x−y‖2/2x2y2). Let f : H2 → R
be given by f(x) = x1 + x2. Take x = (0, x2) for some x2 > 0. Recall that geodesics in
H2 are either straight lines perpendicular to the horizontal axis or half circles centered
on the horizontal axis. Let γ, η : [0, 1] → H2 be two geodesic segments starting from x;
γ up in the ordinate axis and η lying in the second quadrant of R2 and part of the circle
centered at the origin in R2 of radius x2. By definition (3.19) we obtain

f ′(x; γ) = lim
y
γ→x

f(y)− f(x)
d(y, x) = lim

y2↓x2

y2 − x2

arc cosh(1 + |y2 − x2|2/2x2y2)

= lim
y2↓x2

y2 − x2

| ln y2 − ln x2|
=
(

lim
y2↓x2

ln y2 − ln x2

y2 − x2

)−1
= x2

Now lets compute the derivative of f at x along η. Since the geodesic segment η is an
arc of a circle it is helpful to write y ∈ η in polar coordinates, i.e. y = (x2 cos θ, x2 sin θ).
Evidently y η→ x is equivalent to θ ↓ π/2. Again by definition (3.19) we obtain

f ′(x; η) = lim
y
η→x

f(y)− f(x)
d(y, x) = lim

θ↓π/2

x2(cos θ + sin θ − 1)
arc cosh(1 + 2 sin2(θ/2− π/4)/ sin θ) = −x2

where the last limit follows by means of L’Hôpital’s rule. Therefore the derivatives of a
function at a point along different geodesic segments emanating from that point need not
be equal.
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Denote by B(ex) and S(ex) the closed geodesic unit ball and the geodesic unit sphere
respectively in Γx(H) centered at ex. A geodesic segment γmin ∈ S(ex) of positive length
is said to be the direction of steepest descent of the function f at x ∈ H if f ′(x; γmin) =
infγ∈S(ex) f

′(x; γ). Likewise a geodesic segment γmax ∈ S(ex) is said to be the direction of
steepest ascent of the function f at x ∈ H if f ′(x; γmax) = supγ∈S(ex) f

′(x; γ).

Theorem 3.40 (Consequence of Extreme Value Theorem). Let (H, d) be locally compact
and f : H → R be a geodesically differentiable function such that f ′(x; γ) is continuous
in γ for each x ∈ H. Then f ′(x; γ) is bounded on closed bounded sets in Γx(H) and
there are γmax, γmin ∈ S(ex) such that f ′(x; γmax) = supγ∈S(ex) f

′(x; γ) and f ′(x; γmin) =
infγ∈S(ex) f

′(x; γ).

Proof. Let U ⊆ Γx(H) be some arbitrary closed bounded set and assume without loss
of generality that f ′(x; γ) is not bounded from above on U . Then there is some se-
quence (γn)n∈N ⊆ U such that limn f

′(x; γn) = +∞. On the other hand Γx(H) is locally
compact since H is. This implies that U is compact because it is closed and bounded
thus (γn)n∈N has a convergent subsequence (γnk)k∈N. Let limk γnk = γ then γ ∈ U . As-
sumption f ′(x; γ) is continuous in γ implies limk f

′(x; γnk) = f ′(x; γ) but this contradicts
limn f

′(x; γn) = +∞. Therefore f ′(x; γ) must be bounded from above on U . Analogue
arguments for boundedness from below. Now S(ex) = ψ−1(S(x)) and by Proposition 3.38
ψ is a homeomorphism so S(ex) is compact. By extreme value theorem, since f ′(x; γ)
is continuous in γ, there are γmax, γmin ∈ S(ex) such that f ′(x; γmax) = supγ∈S(ex) f

′(x; γ)
and f ′(x; γmin) = infγ∈S(ex) f

′(x; γ). This completes the proof.

As an example consider the function f : H2 → R defined as f(x) := x2. We claim that
f ′(x; γ) is continuous in γ for every x ∈ H2. For this it suffices that it is continuous at every
x on the positive ordinate axis (y-axis) since by the theory of Möbius tranformation the
other cases are just horizontal translations of the positive ordinate axis and all half-circle
geodesics belonging to the points on this axis. Let x = (0, x2) for some x2 > 0 and let
γ ∈ Γx(H). Without loss of generality suppose that the geodesic segment γ is part of an
arclength of a half-circle geodesic passing through the point x. Note that the vertical line
(ordinate axis) can be thought as the perimeter (or part of it) of an ’infinite radius’ circle
centered at either +∞ or −∞. Assume that the half-circle to which γ belongs is centered
on the negative abscissa axis (the other situation follows similarly). Let θ0 ∈ (0, π/2] be
the smaller angle of the two subtended by the arc of this circle which joins its abscissa
intersection points with the point x. Elementary geometry yields x2 = r sin θ0 where
r > 0 is the radius of this circle. By Definition (3.19) we obtain

f ′(x; γ) = lim
y
γ→x

f(y)− f(x)
d(y, x) = lim

y
γ→x

y2 − x2

d(y, x)

= lim
θ↓θ0

r(sin θ − sin θ0)
arc cosh(1 + 2 sin2((θ − θ0)/2)/ sin θ0 sin θ) = r cos θ0 sin θ0

where the last limit is computed by applying twice L’Hôpital’s rule. Using x2 = r sin θ0
we can rewrite f ′(x; γ) = x2 cos θ0. Now let (γk)k∈N be a sequence of geodesic segments
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emanating from x such that limk γk = γ. In particular this means that the Alexandrov’s
angle ∠x(γ, γk) vanishes as k ↑ +∞ which in turn is equivalent to saying that the sequence
of circles (Ck)k∈N associated with the sequence of geodesic segments (γk)k∈N approaches
the circle C where γ lies. If θk ∈ (0, π/2] is the smaller angle subtended by the arc of each
circle Ck which joins its abscissa intersection points with the point x then it follows that
limk θk = θ0. This in turn implies that |f ′(x; γ) − f ′(x; γk)| = x2| cos θ0 − cos θk| → 0 by
continuity of cos θ, i.e. f ′(x; γ) is continuous in γ. Since x was arbitrary on the ordinate
axis then this holds true for any x on this axis and subsequently on all H2.

We say a function g : Γx(H) → R is convex whenever g(γt) 6 (1 − t)g(γ1) + tg(γ2) for
any γ1, γ2 ∈ Γx(H) and t ∈ [0, 1] where γt is the convex combination of γ1 and γ2. In
case (H, d) is not locally compact then a similar result holds if we additionally assume
convexity of f ′(x; γ) in γ. We then have the following theorem.

Theorem 3.41. Let (H, d) be a Hadamard space and f : H → R be a geodesically
differentiable function such that f ′(x; γ) is convex and lower semicontinuous in γ for each
x ∈ H. Then f ′(x; γ) is bounded from below on bounded sets and there exists γmin ∈ B(ex)
such that f ′(x; γmin) = infγ∈B(ex) f

′(x; γ).

Proof. Let f be geodesically differentiable. Then f ′(x; γ) exists and it is well defined for
all x ∈ H and γ ∈ Γx(H). Consider the sub-level set levα := {γ ∈ Γx(H) : f ′(x; γ) 6 α}
where α ∈ R. The assumption that f ′(x; γ) is convex in γ implies that levα is a convex set.
Moreover, since f ′(x; γ) is lower semicontinuous in γ, the sub-level sets levα are closed.
By Theorem 3.39 (3) we obtain that levα is weak-Γ sequentially closed and consequently
f ′(x; γ) is weak-Γ sequentially lower semicontinuous in γ.

Suppose that f ′(x; γ) is not bounded from below on bounded sets. Then there exists
some bounded sequence (γn)n∈N ⊆ levα such that f ′(x; γn) < −n for all n ∈ N. By
Theorem 3.39 (2) the sequence (γn)n∈N has a weak-Γ convergent subsequence (γnk)k∈N.
Let γnk

wΓ→ γ then γ ∈ levα. Weak-Γ sequential lower semicontinuity of f ′(x; γ) then
implies that −∞ < f ′(x; γ) 6 lim infk f ′(x; γnk) 6 lim infk(−nk) = −∞, which is a
contradiction.

The fact that there is γmin ∈ B(ex) such that f ′(x; γmin) = infγ∈B(ex) f
′(x; γ) now follows

from Theorem 3.39 (3), which implies that the set B(ex) is weak-Γ sequentially compact.
Indeed, f ′(x; γ) is bounded below on B(ex). Let (γn)n∈N ⊆ B(ex) be a minimizing se-
quence, from which we can extract a weak-Γ convergent subsequence. The claim then
follows weak-Γ sequential lower semicontinuity of f ′(x; γ).

From the relation a function f is concave iff −f is convex follows the next corollary which
we present without proof.

Corollary 3.42. If f ′(x; γ) is concave and upper semicontinuous in γ then f ′(x; γ) is
bounded from above on bounded sets and there exists γmax ∈ B(ex) such that f ′(x; γmax) =
supγ∈B(ex) f

′(x; γ).
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For an example of a function f defined on a Hadamard space (H, d) such that f ′(x; γ)
is lower semicontinuous at some γ ∈ Γx(H) for a given x consider the following. Let
H := {x ∈ R2 : 0 6 x1 6 1, 0 6 x2 6 1} ∪ {x ∈ R2 : −1 6 x1 6 0,−1 6 x2 6 0}
equipped with the length metric d. Then (H, d) is a Hadamard space. Let f : H → R be
defined as follows f(y) = 0 for y ∈ {x ∈ R2 : −1 6 x1 6 0,−1 6 x2 6 0} \ {0}, f(y) = c

for y ∈ {x ∈ H : x1 = 0} where c is some constant, and f(y) :=
√
y2

1 + y2
2 otherwise. Let

γ : [0, 1]→ H be the geodesic emanating from 0 in the ordinate axis of unit length and let
(γk)k∈N be a sequence of unit length geodesic segments emanating from 0 different from γ
and lying in the positive quadrant (square). Let θk := π/2k for k ∈ N be the Alexandrov’s
angle between γk and γ then limk γk = γ. Direct calculations show that f ′(0; γ) = 0 and
f ′(0; γk) = 1 for all k ∈ N. Therefore 0 = f ′(0; γ) 6 lim infk f ′(0; γk) = 1.

3.4. Other Forms of Weak Topology

There have been previous attempts to identify the correct topology corresponding to the
weak convergence in Hadamard spaces. However, these attempts have identified topologies
which are either too strong or too weak for capturing weak convergence in a Hadamard
space. Nevertheless, these attempts have offered other perspectives on the notion of the
weak convergence, which we compare to our notion.

3.4.1 Kakavandi’s weak topology

Kakavandi [64] proposed a notion of weak topology, which is essentially based on the
following observation. In a Hilbert space (H, ‖ · ‖) equipped with its canonical norm ‖ · ‖
a sequence (xn)n∈N converges weakly to an element x ∈ H iff limn→∞〈xn, y〉 = 〈x, y〉 for
all y ∈ H. This is equivalent to limn→∞〈xn − z, y − z〉 = 〈x − z, y − z〉 for all y, z ∈ H.
But the identity

〈x− z, y − w〉 = 1
2(|x− y|2 + |z − w|2 − |x− w|2 − |z − y|2) (3.21)

gives rise to the possibility of extending the definition of the weak convergence to a
general metric space (X, d) by expressing the right side of (4.6) in terms of the metric
d(·, ·). Following Berg and Nikolaev [24] consider the Cartesian product X ×X where X
is a general metric space. Each pair (x, y) ∈ X ×X determines a so-called bound vector
which is denoted by −→xy. The point x is called the tail of −→xy and y is called the head. The
zero bound vector is −→0 x = −→xx. The length of a bound vector −→xy is defined as the metric
distance d(x, y). Furthermore, if −→u := −→xy, then −−→u := −→yx. Let

〈−→xz,−→yw〉 := 1
2(d(x,w)2 + d(z, y)2 − d(x, y)2 − d(z, w)2) . (3.22)

Kakavandi’s notion of weak convergence is defined in the following way. A sequence
(xn)n∈N in a Hadamard space (H, d) converges weakly to an element x ∈ H if and only
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if limn→∞〈−−→xxn,−→xy〉 = 0 for all y ∈ H. It is clear that this form of convergence coin-
cides with the usual weak convergence in a Hilbert space. The identity (3.22) is what is
known as the quasilinearization of a metric d(·, ·). It turns out that Kakavandi’s form
of convergence does not coincide with weak convergence in terms of asymptotic centers
or equivalently along geodesics, see Example 4.7 in [64]. There is a natural topology
associated to Kakavandi’s convergence generated by the sets of the form

W (x, y; ε) := {z ∈ H | |〈−→xz,−→xy〉| < ε}, for anyx, y ∈ H, ε > 0. (3.23)

More precisely the family of open sets {W (x, y; ε) |x, y ∈ H, ε > 0} forms a subbasis for
Kakavandi’s topology τK . It is evident that xn K→ x if and only if xn

τK→ x, for details
see [64, Theorem 3.2].
Theorem 3.43. Let (H, d) be a Hadamard space. Then the followings hold:

1. τw is coarser than τK.

2. (H, d) is Hausdorff space with respect to τK.

3. Kakavandi convergence and weak convergence coincide in a locally compact space.

Proof. To show (1) let U ∈ τw be a weakly open set and x ∈ U . By construction of
the topology τw there exist a finite number of geodesic segments {γi}ni=1 starting from x
such that ⋂ni=1 Ux(δ; γi) ⊂ U . For simplicity suppose n = 1, i.e., Ux(δ; γ) ⊂ U for some
γ starting at x. Let y ∈ γ such that d(x, y) = δ and ε := δ2. Consider the open set
W (x, y; ε) in τK . Let z ∈ W (x, y; ε), then

|〈−→xz,−→xy〉| = d(x, z)d(x, y)| cos θ| < ε

where θ is the comparison angle of the Alexandrov angle at vertex x between the geodesic
segments [x, y] and [x, z] in the comparison triangle ∆ determined by the points x, y, z.
Suppose that d(x, Pγz) > δ. Without loss of generality say Pγz = y. Since γ is a closed
convex set then by a property of projections the Alexandrov angle ∠y([y, x], [y, z]) at y
between geodesic segments [y, x] and [y, z] is at least π/2. By nonpositive curvature the
comparison angle ∠y([y, x], [y, z]) is greater or equal to π/2. Then the projection of z onto
the line γ extending beyond segment [x, y] lies outside this segment, i.e., |xPγz| > |xy| = δ.
On the other hand we have |xPγz| = |xz| cos θ = d(x, z) cos θ implies

|〈−→xz,−→xy〉| = d(x, z)d(x, y)| cos θ| = |xz||xy| cos θ = |xPγz||xy| > δ2 = ε.

This raises a contradiction.

To prove (2) let x, y ∈ H be two distinct elements. Let 2ε := d(x, y)2 and consider the
sets W (x, y; ε) and W (y, x; ε). By construction x ∈ W (x, y; ε) and y ∈ W (y, x; ε). Let
z ∈ W (x, y; ε) ∩W (y, x; ε) then we get the system of inequalities

|d(x, y)2 + d(z, x)2 − d(z, y)2| < 2ε = d(x, y)2

|d(y, x)2 + d(z, y)2 − d(z, x)2| < 2ε = d(x, y)2

which in turn implies d(z, x) < d(z, y) and d(z, y) < d(z, x). This is impossible.

Theorem 3.26 and [64][Proposition 4.4] imply (3).
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The previous theorem shows that the weak topology τw is coarser than Kakavandi’s topol-
ogy. Moreover in view of Theorem 3.43 (ii) it follows that a set S that is compact in τK
is closed in τK and that τK-accumulation points coincide with τK-limit points. In partic-
ular in view of Theorem 3.15 one obtains that a compact set in τK always satisfies the
Bolzano–Weierstrass property.

A theorem of Berg and Nikolaev ( [24, Theorem 1, Corollary 3]) states that a metric space
(X, d) that satisfies the inequality

|〈−→xy,−→zw〉| 6 d(x, y)d(z, w) (3.24)

for any pair of bound vectors −→xy,−→zw ∈ X ×X must necessarily be a CAT(0) space. Since
a Hadamard space is a complete CAT(0) space, this inequality automatically holds. In
particular we obtain the estimate

|〈−→xz,−→xy1〉 − 〈−→xz,−→xy2〉| =
1
2 |d(x, y2)2 + d(z, y1)2 − d(x, y1)2 − d(z, y2)2|

6 d(x, z)d(y1, y2). (3.25)

Suppose that (H, d) is separable. Then there exists some countable dense set S := {ym}.
Let (xn)n∈N ⊆ H be a bounded sequence and x ∈ H such that limn〈−−→xxn,−−→xym〉 = 0 for
all m ∈ N. On the other hand for any y ∈ H there is a sequence (yk)k∈N ⊆ S satisfying
yk → y, which in view of 3.25 implies that limk〈−−→xxn,−→xyk〉 = 〈−−→xxn,−→xy〉 for every n ∈ N.
Notice that this convergence is uniform in n ∈ N since (xn)n∈N is bounded. By Moore-
Osgood Theorem [101, Theorem 7.11] it follows that

lim
n
〈−−→xxn,−→xy〉 = lim

n
lim
k
〈−−→xxn,−→xyk〉 = lim

k
lim
n
〈−−→xxn,−→xyk〉 = 0. (3.26)

Therefore xn K→ x. Following similar arguments as in the proof of Theorem 3.16, but
instead using for open sets

Vn :=
n⋂
i=1

W (x, yi; 1/n), (3.27)

we obtain that in a separable Hadamard space a bounded set S which satisfies Bolzano–
Weierstrass property in τK is τK-sequentially compact. On the other hand by virtue of
Remark 3.20 we have that Theorem 3.19 holds true in τK and as a consequence also
Theorem 3.22 on bounded sets. Moreover, in contrast to our weak topology τw, [64,
Example 4.7 ] shows that a bounded sequence need not have a convergent subsequence in
τK . Therefore in view of Theorem 3.23 we cannot say for certain whether a compactness
result holds for bounded closed convex sets in Kakavandi’s topology.

3.4.2 Monod’s weak topology

Monod [90] proposed a topology on a Hadamard space (H, d), which we denote by τM ,
in the following way. The topology τM is the weakest topology on (H, d) such that any
τs-closed convex set is τM -closed. Here τs is the usual metric topology on (H, d). Monod’s
topology was studied in detail by Kell [69] who refers to it as the co-convex topology. The
next theorem relates the topologies discussed so far.
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Proposition 3.44. The following relations hold τM ⊆ τw ⊆ τK whenever the underlying
Hadamard space (H, d) is weakly proper. All three topologies coincide with the usual weak
topology whenever (H, d) is a Hilbert space.

Proof. By Theorem 3.43 it follows that τw ⊆ τK . Suppose that H is weakly proper then
from Theorem 3.6 we have that a convex set is τw-closed if and only if it is τs-closed. Hence
τM ⊆ τw. From [90, Example 18] we know that whenever (H, d) is a Hilbert space, then
the topologies τM and τK coincide with the usual weak topology. Since Hilbert spaces are
weakly proper and τM ⊆ τw ⊆ τK then all three topologies coincide with the usual weak
topology in Hilbert spaces.

Question 3.45. Does there exist a non-locally compact Hadamard space distinct from a
Hilbert space or a product of a locally compact Hadamard space with a Hilbert space, on
which τM = τK = τw?

It is known that if K ⊆ H is compact then the restrictions of τM and τs to K coincide
(see [90, Lemma 17]). Hence, in view of Proposition 3.44, the restrictions of all three weak
topologies to a compact set K of a Hadamard space H coincide with the strong topology.
An important property of Monod’s topology τM is that any τs-closed convex and bounded
set is τM -compact [90, Theorem 14]. However, it turns out that in general a Hadamard
space is not Hausdorff in τM . For example, the Euclidean cone of an infinite dimensional
Hilbert space is not a Hausdorff space when equipped with τM [69, Example 3.6]).

3.4.3 Geodesically monotone operators

A continuous operator T : H → H is said to be geodesically monotone if for all x0, x1 ∈
H the real-valued function ϕ : [0, 1] → R+ defined by ϕ(α;x0, x1) := d(Tx0, Txα) is
monotone in α where xα := (1−α)x0⊕αx1 is the convex combination along the geodesic
from x0 to x1. The next theorem provides a sufficient condition for an arbitrary Hadamard
space to be Hausdorff in Monod’s topology.

Theorem 3.46. If the projection Pγ is geodesically monotone for all geodesic segments
γ, then (H, τM) is Hausdorff.

Proof. Let x, y ∈ H be two distinct points and γ : [0, 1] → H a geodesic such that
γ(0) = x, γ(1) = y. Let l > 0 denote the length of γ. For some fixed number 0 < ε < l let
C(x, ε) := {z ∈ H | d(x, Pγz) 6 ε}. We claim that C(x, ε) is a closed convex set. Closed-
ness follows immediately since Pγ is nonexpansive and therefore continuous. Let z0, z1 ∈
C(x, ε) be two distinct elements. Let zα := (1−α)z0⊕αz1 for some α ∈ (0, 1). By assump-
tion, Pγ is a geodesically monotone operator; thus, d(Pγz0, Pγzα) is monotone in α, imply-
ing that Pγzα ∈ [Pγz0, Pγz1]. The estimate d(x, Pγzα) 6 max{d(x, Pγz0), d(x, Pγz1)} 6 ε
implies that zα ∈ C(x, ε). By definition of τM it follows that C(x, ε) is τM -closed . Hence
H \ C(x, ε) is τM -open. By construction y ∈ H \ C(x, ε). Using the same argument, it
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Figure 3.3: Example of a Hadamard space that arises by removing the wedge (ABCD)
from a cube. Both endpoints A and B of the geodesic segment [A,B] (orange)
connecting A with B project to the point C on the geodesic γ; however, the
midpoint E of [A,B] projects to the point F , which is not in the convex
hull along γ of the projection of A and B. This illustrates that projection to
geodesics might not preserve monotonicity.

follows that C(y, ε) := {z ∈ H | d(y, Pγz) 6 l−ε} is τM -closed. Hence, H\C(y, ε) is a τM -
open set containing x. It is evident by construction that (H \C(x, ε))∩ (H \C(y, ε)) = ∅.
Therefore (H, τM) is a Hausdorff space.

The contrapositive of this statement together with [69, Example 3.6] shows that the
projection Pγ is not a geodesically monotone operator in a general Hadamard space. This
is in contrast with projections to geodesic segments in Hilbert spaces, which are always
geodesically monotone. Notice furthermore that the converse of Theorem 3.46 is not
true: Figure 3.3 provides an example. Another interesting implication from the Example
illustrated in Figure 3.3 relates to the so called normal cone. Given a closed convex set
C ⊆ H and p ∈ C we define the normal cone at p ∈ C and denote it by N(p, C) as
the set of all elements in H such that the geodesic segment connecting the given element
with the point p makes an Aleksandrov angle no less then π/2 with any geodesic segment
connecting p with another point in the set C, i.e.

N(p, C) := {x ∈ H : ∠p([x, p], [p, y]) > π/2, ∀y ∈ C}. (3.28)

Figure 3.3 tells us that N(p, C) is not convex. This is in contrast with a basic result in
Hilbert spaces that N(p, C) is always a closed convex set.





CHAPTER 4

Convex Hulls of Compact Sets

4.1. The Closure of Convex Hulls

4.1.1 A characterization result in locally compact spaces

It is known that in a Banach space X given a compact set K ⊂ X the closure of its
convex hull cl coK is compact [5, Theorem 5.35, p.185]. It is not known whether such a
result carries over to Hadamard spaces. The problem remains widely open even for the
simplest case of a set of only three points. This was pointed out first by Gromov in [54].
Motivated by the problem of the mean tree in phylogenetics, where it is can be shown
that it lies in the closure of the convex hull of the given set of trees, in this chapter we
investigate the closure of convex hulls of compact sets. However first in the setting of a
locally compact Hadamard space.

Let (A,�) be a directed set and X a topological space. A net (xα)α∈A in X is a mapping
ψ : A→ X defined as ψ(α) := xα. We say a net (xα)α∈A in X converges to an element x
in X if for every neighborhood U ⊆ X of x there exists α0 ∈ A such that xα ∈ U for every
α � α0. The definition of nets can be naturally extended to that of nets of sets in the
following way. A net of sets (Sα)α∈A in P(X) (the set of all subsets of X) is a mapping
ψ : A → P(X) defined as ψ(α) := Sα. We say a net of sets (Sα)α∈A is nondecreasing
(nonincreasing) if Sα ⊆ Sβ (Sα ⊇ Sβ) whenever α � β.

Definition 4.1. Given a net of sets (Sα)α∈A its Painlevé -Kuratowski outer and inner
limit are defined respectively as

Lsα Sα := {x ∈ H : ∀V ∈ N (x),∀α0 ∈ A,∃α � α0, such that V ∩ Sα 6= ∅} (4.1)

Liα Sα := {x ∈ H : ∀V ∈ N (x),∃α0 ∈ A, such that V ∩ Sα 6= ∅, ∀α � α0} (4.2)

where N (x) is the collection of neighborhoods at x. If (4.1) and (4.2) coincide then the
limit of the sequence (Sα)α∈A exists and we denote it by Limα Sα.

45
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Note that when (A,�) = (N,6) then the above definition coincides with the usual
definition of Painlevé–Kuratowski limit of a sequence of sets. The notion of Painlevé-
Kuratowski limit becomes useful if one wants to extend the concept of semicontinuity of
functions to semicontinuity of set valued mappings. For more details in this direction
refer to [100, Rockafellar and Wetts]. It is known that in general any sequence of sets has
a subsequence converging either to a nonempty set or the so called horizon (see [82, The-
orem 3.11]). However for our purposes we only need the following lemma concerning
nondecreasing nets of sets.

Lemma 4.2. Let X be a topological space and (Sα)α∈A be a nondecreasing net of sets in
X. Then Limα Sα = cl⋃α∈A Sα.
Proof. Let x ∈ cl⋃α∈A Sα then for every V ∈ N (x) we have V ∩

(⋃
α∈A Sα

)
6= ∅. So

there exists some α0 ∈ A such that V ∩ Sα0 6= ∅. Define N := {α ∈ A : α � α0}.
Assumption that (Sα)α∈A is a nondecreasing net of sets implies that V ∩ Sα 6= ∅ for all
α ∈ N . By definition (4.2) we get x ∈ Liα Sα. On the other hand nondecreasing property
of the net (Sα)α∈A implies Lsα Sα ⊆ Liα Sα hence Liα Sα = Lsα Sα. By virtue of Painlevé
–Kuratowski definition it follows that x ∈ Limα Sα. Thus cl⋃α∈A Sα ⊆ Limα Sα. Now let
x ∈ Limα Sα then again by definition of Painlevé –Kuratowski limit we have x ∈ Liα Sα.
This means that for all V ∈ N (x) we have V ∩ ⋃α∈A Sα 6= ∅ implying x ∈ cl⋃α∈A Sα.
Consequently Limα Sα ⊆ cl⋃α∈A Sα. Therefore Limα Sα = cl⋃α∈A Sα.
Definition 4.3. We say a Hadamard space (H, d) is regular if for any nondecreasing net
of compact sets (Kα)α∈A such that LimαKα is bounded implies LimαKα is compact.

A collection of sets {Sα}α∈A in a topological space X, where A is now some arbitrary
index set, is a chain in X if Sα ⊆ Sβ or Sβ ⊆ Sα whenever α 6= β i.e. the collection of
sets {Sα}α∈A is a totally ordered subset of P(X). Note that by a well known theorem
of Zermelo (see [92, Well-ordering theorem]), the index set A can be equipped with a
partial ordering ’�’ such that (A,�) is a well-ordered set. In particular (A,�) is a totally
ordered set. Then formally we can say that a chain is a mapping ψ : A → P(X) on a
totally ordered set (A,�) defined as ψ(α) := Sα such that the collection {Sα}α∈A is itself
a totally ordered subset of P(X). It is clear that a chain is a net of sets and moreover
they are either nondecreasing or nonincreasing. We refer to them as nondecreasing or
nonincreasing chains respectively.

Theorem 4.4. A Hadamard space (H, d) is locally compact if and only if it is regular.

Proof. Let (H, d) be a locally compact Hadamard space (A,�) some directed set. Let
(Kα)α∈A be a nondecreasing net of compact sets such that LimαKα is bounded. By
Lemma 4.2 LimαKα = cl⋃α∈AKα. Hence LimαKα is a closed and bounded subset of
(H, d). By Theorem 3.24 it follows that LimαKα is compact. The nondecreasing net
of compact sets (Kα)α∈A was arbitrary, thus (H, d) is regular. Now we show the other
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direction. Suppose (H, d) is regular. Let x ∈ H be arbitrary and B(x,R) a closed geodesic
ball centered at x with radius R > 0. Denote by

K := {K ⊆ B(x,R) : K is compact}.

Clearly K is nonempty since any finite set of points in B(x,R) is a compact set. Moreover
if (Kα)α∈A is a nondecreasing net of sets in K then by Lemma 4.2 it follows that the limit
K∗ := LimαKα exists. By construction Kα ⊆ B(x,R) for every α ∈ A therefore K∗ is
bounded. Assumption that (H, d) is regular implies that K∗ is a compact set and hence
K∗ ∈ K. Define a partial order on K by K1 � K2 iff K1 ⊆ K2. For every chain (Kβ)β∈B
in K, where now B is some totally ordered set of indices, we have Kβ � K∗, hence every
chain is bounded in K. By Zorn’s Lemma K has at least one maximal element. Denote
this element by K∗∗. We claim that K∗∗ concides with B(x,R). Suppose that this is not
the case. Then there is an element y ∈ B(x,R) \K∗∗. Construct K ′β := Kβ ∪ {y} where
(Kβ)β∈B is an arbitrary chain of compact sets in B(x,R). Clearly y ∈ K ′β and K ′β ∈ K for
all β ∈ B. Let (K ′)∗ := LimβK

′
β then maximality of K∗∗ requires that (K ′)∗ � K∗∗. But

this is impossible since by construction y ∈ (K ′)∗ and y /∈ K∗∗. Therefore K∗∗ = B(x,R)
which in turn yields that B(x,R) ∈ K and hence B(x,R) is compact. Then for any R′ < R
the open geodesic ball B(x,R′) is entirely contained in B(x,R). Since x ∈ H was arbitrary
then (H, d) must be locally compact.

Lemma 4.5. Let K ⊆ H be a convex set and FK the collection of all finite subsets S
contained in K then

K =
⋃

S∈FK
coS (4.3)

If in addition K is compact then there is an increasing sequence of sets S1 ⊆ S2 ⊆ ... in
FK such that

K = cl
⋃
n∈N

coSn (4.4)

Proof. Note that S ⊆ K implies coS ⊆ K since K is convex and so⋃
S∈FK

coS ⊆ K

Now let y ∈ K then {y} ∈ FK implies co{y} ∈ ⋃S∈F coS. Therefore

K ⊆
⋃
S∈F

coS

This proves identity (4.3). Now suppose in addition that K is compact. Then K is
separable, i.e. K contains a countable dense subset S := {x1, x2, ..., xn, ...}. Let Sn :=
{x1, x2, ..., xn} then (Sn)n∈N is an increasing sequence in FK . It follows that coSn ⊆ K
since K is convex which in turn yields

cl
⋃
n∈N

coSn ⊆ K.
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On the other hand we have the immediate inclusions

Si ⊆
⋃
n∈N

coSn, ∀i ∈ N

implying
clS ⊆ cl

⋃
n∈N

coSn.

Then the equation K = clS implies identity (4.4).

For a given metric space (X, d) and two bounded sets A,B in X let dH(A,B) denote the
Hausdorff distance between A and B defined as

dH(A,B) := max{sup
y∈A

inf
x∈B

d(x, y), sup
x∈B

inf
y∈A

d(x, y)}. (4.5)

It is known that dH(·, ·) is a pseudometric on the set of bounded sets of a metric space
(X, d) (see [17]). When X is compact it is known that Painlevé-Kuratowski convergence
coincides with Hausdorff distance convergence (see [78], [22, Corollary 5.1.11]).

A geodesic metric space (X, d) is said to have the geodesic extension property if for every
geodesic γ : [0, 1] → X there exists ε > 0 and a geodesic γ̃ : [0, 1] → X such that
l(γ̃) = l(γ) + ε and γ̃|[0,l(γ)/l(γ̃)] = γ. In the particular case when (X, d) is a CAT(0) space
then geodesic extension property is equivalent to saying that any non-constant geodesic
segment can be extended indefinitely to a geodesic line γ : R → X [32, Lemma 5.8
(2)]. Examples of CAT(0) spaces satisfying geodesic extension property include but are
not limited to Hilbert spaces, Hadamard manifolds, polyhedral complexes without free
faces [32, Proposition 5.10], and in general any CAT(0) space that is homeomorphic to a
finite dimensional manifold [32, Proposition 5.12].

We say a Hadamard space (H, d) satisfies the finite set property if for every x ∈ H there
exists an open set U containing x and a finite set S such that U ⊆ cl coS.

Theorem 4.6. Let (H, d) be a Hadamard space satisfying the geodesic extension property.
Then (H, d) is locally compact if and only if (H, d) satisfies the finite set property and for
every compact set K the closure of its convex hull cl coK is compact.

Proof. Let (H, d) be a locally compact space. If K ⊆ H is a compact set then it is in
particular bounded. Hence there exists R > 0 such that K ⊆ B(x,R) for some x ∈ K.
Clearly coK ⊆ B(x,R) and subsequently cl coK ⊆ B(x,R). Therefore cl coK is a closed
bounded set. By Theorem 3.24 we have that cl coK is compact. Now suppose that there
is some x ∈ H such that for any open set U containing x there is no finite set S such that
U ⊆ cl coS. Since (H, d) is locally compact by definition there is an open set V containing
x and a compact set K such that V ⊆ K. Suppose K is convex, else take cl coK which
is also compact by the first implication. Consider any finite S in K containing x. For
each such finite set S one can find a sequence (xn) such that xn ∈ B(x, εn) \ cl coS where
B(x, εn) ⊂ V and limn εn = 0. Clearly (xn)n∈N ⊂ H \ cl coS. Then limn xn = x implies
x ∈ cl(H \ cl coS). The obvious inclusion x ∈ cl coS yields that x is in the boundary of
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cl coS for any finite set S in K containing x. Since K is compact by Lemma 4.5 it follows
that there is a collection of increasing sets (Sn)n∈N such that

K = cl
⋃
n∈N

coSn (4.6)

Since K is closed and convex the inclusions cl coSn ⊆ K for all n ∈ N imply

K = cl
⋃
n∈N

cl coSn. (4.7)

Assume without loss of generality that x ∈ Sn for all n ∈ N, else we can always add x to Sn
and obtain a new sequence of increasing sets satisfying identity (4.6) or equivalently (4.7).
By above arguments it follows that x is in the boundary of each cl coSn. Moreover in
view of Lemma 4.2 we have Limn cl coSn = K and subsequently limn dH(K, cl coSn) = 0
since K is compact. The inclusion cl coSn ⊆ K and definition (4.5) yield

dH(K, cl coSn) = sup
y∈K

inf
z∈cl coSn

d(z, y).

Because cl coSn is a closed convex set then for each y ∈ K its projection Pcl coSny onto
cl coSn exists and it is unique, therefore we obtain

dH(K, cl coSn) = sup
y∈K

d(y, Pcl coSny).

Let ∂K denote the boundary of K. Then ∂K ⊆ K implies

sup
y∈K

d(y, Pcl coSny) > sup
y∈∂K

d(y, Pcl coSny)

and thus
dH(K, cl coSn) > sup

y∈∂K
d(y, Pcl coSny). (4.8)

There exists a sequence (yk)k∈N ⊆ K \ {x} such that limk yk = x. Let Pcl coSnyk denote
the metric projection of yk onto cl coSn for every k ∈ N. Denote by γk : [0, 1] → H
the geodesic segment connecting Pcl coSnyk with yk. By assumption (H, d) satisfies the
geodesic extension property. Therefore there exists geodesic lines γ̃k : R → H such that
γ̃k|[0,1] = γk for every k ∈ N. Since K is bounded and the image of γ̃k is connected then
there exists zk ∈ γ̃k ∩ ∂K for every k ∈ N. From the equation Pcl coSnzk = Pcl coSnyk for
all k ∈ N we obtain the inequalities

d(zk, y)2 > d(zk, Pcl coSnzk)2 + d(Pcl coSnzk, y)2, ∀k ∈ N,∀y ∈ cl coSn.

Note that limk d(Pcl coSnzk, x) = limk d(Pcl coSnyk, x) 6 limk d(yk, x) = 0 implies that
limk Pcl coSnzk = x. Since (zk)k∈N ⊆ ∂K and ∂K is compact then there is a subsequence
(zkm)m∈N ⊆ (zk)k∈N converging to some element z ∈ ∂K. Passing in the limit we obtain

lim
m
d(zkm , y)2 > lim

m
d(zkm , Pcl coSnzkm)2 + lim

m
d(Pcl coSnzkm , y)2

⇒ d(z, y)2 > d(z, x)2 + d(x, y)2, ∀y ∈ cl coSn
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In particular when y = Pcl coSnz we get

d(z, Pcl coSnz)2 > d(z, x)2 + d(x, Pcl coSnz)2.

On the other hand by the property of the projection onto a closed convex set we have the
inequality

d(z, x)2 > d(z, Pcl coSnz)2 + d(x, Pcl coSnz)2.

Together these last two inequalities imply d(x, Pcl coSnz) 6 0 and hence x = Pcl coSnz.
From (4.8) it follows then

dH(K, cl coSn) > sup
y∈∂K

d(y, Pcl coSny) > d(z, Pcl coSnz) = d(z, x) > inf
u∈∂K

d(u, x) = d(x, ∂K).

In the limit we obtain limn d(x, ∂K) 6 limn dH(K, cl coSn) = 0 or equivalently x ∈ ∂K.
However this is impossible since x ∈ intK. Now we show the opposite direction. Suppose
that for every compact set K the closure of its convex hull cl coK is compact and that
(H, d) satisfies the finite set property. For every x ∈ H there is an open set U containing
x and a finite set S such that U ⊆ cl coS. But S is finite and therefore compact which
in turn yields that cl coS is compact. By definition of local compactness it follows that
(H, d) is a locally compact space.

An immediate application of Theorem 4.4 and Theorem 4.6 is the next corollary for
Hadamard spaces satisfying the geodesic extension property.

Corollary 4.7. A Hadamard space (H, d) satisfying the geodesic extension property is
regular if and only if (H, d) satisfies the finite set property and for every compact set K
the closure of its convex hull cl coK is compact.

Remark 4.8. Note that Theorem 4.6 and Corollary 4.7 hold in more generality for any
complete metric space (X, d) which admits a convex structure W and such that line seg-
ments have the extension property. In view of Proposition 2.5 these results are true in any
geodesic metric space with the geodesic extension property. On the other hand Theorem
4.4 is even more general. Since no notion of convexity was used in its proof this means
that it holds true in a metric space not necessarily admiting a convex structure W .

4.1.2 The case of weakly compact sets

For a Hadamard space not necessarily locally compact we make the following conclusion
for bounded weakly compact sets.

Theorem 4.9. Let (H, d) be a separable Hadamard space and K ⊆ H a bounded weakly
compact set. Then cl coK is weakly compact.

Proof. Assume K ⊆ H is a bounded weakly compact set. Since it is bounded there exists
some R > 0 such that K ⊆ B(x,R) for some x ∈ H. But B(x,R) is itself closed and
convex and therefore cl coK ⊆ B(x,R). This implies that cl coK is also bounded. By
Theorem 3.23 cl coK is weakly compact.
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Corollary 4.10. If K ⊆ H is a compact set then cl coK is weakly compact whenever
(H, d) is separable.

Note that Theorem 4.9 can be regarded as a variant of Krain-Šmulian Theorem for sep-
arable Hadamard spaces. Since Krain-Šmulian Theorem holds for any Banach space
(see [115, Whitley]) we are lead to the following question.

Question 4.11. Is Krein-Šmulian Theorem true in a non-separable Hadamard space dis-
tinct from a Hilbert space?

4.2. Threading

4.2.1 Main properties of threading

For S ⊆ H the threading of S denoted by thrS is defined to be the union of all geodesic
segments with both endpoints in S. It follows from this definition that if z ∈ thrS
then there are x, y ∈ S such that z ∈ [x, y]. In general [x′, y′] ⊆ thrS if and only if
there are x, y ∈ S such that [x′, y′] ⊆ [x, y]. One can then iteratively define threading
of threading of a set and so on. Given a set S we have the following chain of inclusions
S ⊆ thrS ⊆ thr2 S ⊆ ... ⊆ thrn S ⊆ ... and the equation thrn S = thr(thrn−1 S) for all
n ∈ N is immediate.

Proposition 4.12. In general the following rules hold

thr(S1 ∩ S2) ⊆ thrS1 ∩ thrS2 (4.9)
thrS1 ∪ thrS2 ⊆ thr(S1 ∪ S2) (4.10)

with equality in both if S1 ⊆ S2 or S2 ⊆ S1.

Proof. Let z ∈ thr(S1∩S2) then by definition of threading we have x, y ∈ S1∩S2 such that
z ∈ [x, y]. But x, y ∈ S1 ∩ S2 implies x, y ∈ S1 and x, y ∈ S2. Therefore [x, y] ⊆ thrS1
and [x, y] ⊆ thrS2 and so z ∈ thrS1 ∩ thrS2. Then identity (4.9) follows. Now let
z ∈ thrS1 ∪ thrS2 then z ∈ thrS1 or z ∈ thrS2. There are x1, y1 ∈ S1 and x2, y2 ∈ S2
such that z ∈ [x1, y1] or z ∈ [x2, y2]. By construction since x1, y1, x2, y2 ∈ S1 ∪ S2 then
[x1, y1], [x2, y2] ⊆ thr(S1 ∪ S2) implies z ∈ thr(S1 ∪ S2). This proves identity (4.10). If
S1 ⊆ S2 or S2 ⊆ S1 the equalities are evident in both identities.

In general one can find sets S1, S2 such that (4.9) or (4.10) hold with strict inclusion.
Consider the simplest example of H = R equipped with the usual metric d(r, s) = |r− s|
for any two real numbers r, s ∈ R. Take S1 := {0, 2}, S2 = {1}. Then S1 ∩ S2 = ∅
implies

thr(S1 ∩ S2) = ∅ ( {1} = [0, 2] ∩ {1} = thrS1 ∩ thrS2

Similarly for the other identity let S2 = {3} then

thrS1 ∪ thrS2 = [0, 2] ∪ {3} ( [0, 3] = thr(S1 ∪ S2)
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Lemma 4.13. Let S ⊆ H and W (x, y, t) given by (2.23) then

thrS = {W (x, y, t) | x, y ∈ S, t ∈ [0, 1]} (4.11)

Proof. Denote the right side of equality (4.11) by D. If z ∈ D then there are x, y ∈ S
and t ∈ [0, 1] such that z = W (x, y, t) i.e. by definition (2.23) z = (1 − t)x ⊕ ty. Hence
z ∈ [x, y] implies z ∈ thrS. This shows D ⊆ thrS. Now let z ∈ thrS. By definition of
threading there are x, y ∈ S such that z ∈ [x, y]. Geodesics are parameterized by constant
speed therefore there is t ∈ [0, 1] such that z = (1− t)x⊕ ty i.e. z = W (x, y, t) ∈ D and
thus thrS ⊆ D which completes the proof.

Proposition 4.14. Let (H1, d1) and (H2, d2) be two Hadamard spaces and Φ : H1 → H2
be an isometry isomorphism. Then Φ(thrS) = thr Φ(S) for any S ⊆ H1.

Proof. Let x, y ∈ S then [x, y] ⊆ thrS. Denote by xt := (1− t)x⊕ ty for t ∈ [0, 1] then

d2(Φ(x),Φ(xt)) = d1(x, xt) = td1(x, y) = td2(Φ(x),Φ(y))

implies Φ(xt) = (1− t)Φ(x)⊕ tΦ(y) for all t ∈ [0, 1]. Hence Φ([x, y]) = [Φ(x),Φ(y)]. This
shows Φ(thrS) ⊆ thr Φ(S). For the other direction use the inverse mapping Φ−1 which is
as well an isometry. The same arguments yield thr Φ(S) ⊆ Φ(thrS).

Theorem 4.15. If S ⊆ H is convex then thrS = S. In general for any set S ⊆ H we
have the following identity ⋃

n∈N
thrn S = coS (4.12)

Proof. The inclusion S ⊆ thrS is clear whether S is convex or not. Now let z ∈ thrS.
By definition of threading there are x, y ∈ S such that z ∈ [x, y]. Assumption S is convex
implies [x, y] ⊆ S therefore z ∈ S which in turn yields thrS ⊆ S. To prove identity (4.12)
let x, y ∈ ⋃n∈N thrn S then there are l,m ∈ N such that x ∈ thrl S, y ∈ thrm S. Assume
that m > l then thrl S ⊆ thrm S implies x ∈ thrm S. Therefore x, y ∈ thrm S yields by
definition of threading [x, y] ⊆ thrm+1 S ⊆ ⋃

n∈N thrn S. Hence ⋃n∈N thrn S is a convex
set. But coS is the smallest convex set containing S thus

coS ⊆
⋃
n∈N

thrn S

On the other hand from (4.9) and the first part of this theorem we have

thrS = thr(S ∩ coS) ⊆ thrS ∩ thr coS ⊆ thr coS = coS

therefore iterative threading implies

thrn S ⊆ coS, ∀n ∈ N⇒
⋃
n∈N

thrn S ⊆ coS
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For a given set S ⊆ H the threading degree of S denoted by degthr S is defined as the
smallest n ∈ N, if it exists, such that thrn S = coS. In case such an n ∈ N does not exist
then we set degthr S := +∞. The threading degree of a Hadamard space H is then the
supremum of such n over the set of all subsets of H i.e.

degthrH := sup
S⊆H

degthr S (4.13)

If degthrH is finite we say that H is of finite type.
Proposition 4.16. Let (H, d) be a Hadamard space of finite type. For any closed convex
set S ⊆ H the subspace (S, dS) is of finite type, where dS := d|S.

Proof. First note that (S, dS) is itself a Hadamard space. Let thrS S ′ and thrH S ′ denote
threading applied to S ′ ⊆ S in S and H respectively. Since dS = d|S then thrS S ′ =
thrH S ′. By definition (4.13) it follows

degthrS S = sup
S′⊆S

degthrS S
′ = sup

S′⊆S
degthrH S

′ 6 sup
S′⊆H

degthrH S
′ = degthrH H

By assumption degthrH H < +∞ we get that (S, dS) is of finite type.
Proposition 4.17. If (H1, d1), (H2, d2) are of finite type then (H, d), where H := H1×H2
and d(·, ·) is its canonical metric, is of finite type. Moreover the following holds

degthrH = max{degthrH1, degthrH2}

Proof. Let S ⊆ H then S = S1×S2 for some S1 ⊆ H1, S2 ⊆ H2. Let z ∈ thrS then there
are x, y ∈ S such that z ∈ [x, y]. On the other hand x = (x1, x2) and y = (y1, y2) for some
x1, y1 ∈ S1 and x2, y2 ∈ S2. By construction if follows [x, y] = [x1, y1] × [x2, y2] therefore
z = (z1, z2) for some z1 ∈ [x1, y1] and z2 ∈ [x2, y2]. This means that z ∈ thrS1 × thrS2.
The other direction is proved analogously. In general we get that thrn S = thrn S1×thrn S2
for any n ∈ N. It follows then that degthr S = max{degthr S1, degthr S2}. On the other
hand we have the identity {S : S ⊆ H} = {S1 : S1 ⊆ H2} × {S2 : S2 ⊆ H2}. Taking
supremum over S ⊆ H

sup
S⊆H

degthr S = sup
S1⊆H1,S2⊆H2

max{degthr S1, degthr S2} = max{ sup
S1⊆H1

degthr S1, sup
S2⊆H2

degthr S2}

which is equivalent to

degthrH = max{degthrH1, degthrH2}.

Notice that in general if S1, S2 ⊆ H are such that S1 ⊆ S2 then neither degthr S1 6
degthr S2 nor degthr S2 6 degthr S1 is necessarily true. Consider H = R2 equipped with
the usual Euclidean metric and let S1 be four corners of a square and S2 be the square
itself. Clearly S1 ⊆ S2 but degthr S1 = 2 > 1 = degthr S1. Similarly one can show
that if instead S1 is just two of the corner points and S2 is the four corner points then
degthr S1 = 1 < 2 = degthr S2. Figure 4.1 depicts an example of threading for three
distinct non-collinear points in the Euclidean plane R2.
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Figure 4.1: Three points {p, q, r} in R2 (left), thr{p, q, r} is the Euclidean triangle (middle)
and thr2{p, q, r} is eventually the solid Euclidean triangle (right).

4.2.2 Threading of compact sets

Lemma 4.18. If K ⊆ H is compact then thrnK is compact for all n ∈ N.

Proof. First we prove that thrK is compact. Let (xk)k∈N ⊆ thrK be some sequence.
Then by Lemma (4.13) there are yk, zk ∈ K and tk ∈ [0, 1] such that xk = W (yk, zk, tk)
for all k. By assumption K is compact the so is the product space K × K × [0, 1].
There are convergent subsequences (ykm)m∈N, (zkm)m∈N ⊆ K and (tk)k∈N ⊆ [0, 1]. Let
limm ykm = y, limm zkm = z and limm tkm = t ∈ [0, 1]. Then it follows limm xkm =
limmW (ym, zm, tm) = W (y, z, t) ∈ thrK. Therefore thrK is sequentially compact and
therefore compact. Now suppose thrn−1K is compact. From the equation thrnK =
thr(thrn−1K) we get that thrnK is compact for any n ∈ N.

Lemma 4.19. Let K ⊆ H be compact. If degthrK is finite then coK is compact.

Proof. If degthrK is finite then there is some n ∈ N such that thrnK = coK. By
Lemma 4.18 thrnK is compact since by assumption K is a compact set. Therefore coK
is compact.

Proposition 4.20. If H is of finite type then coK is compact whenever K is compact.

Proof. If H is of finite type then degthrH = n for some n ∈ N. By definition then for any
S ⊆ H it holds degthr S 6 n. Now let S = K be a compact set and let nK 6 n be its
degree then thrnK K = coK is compact by Lemma 4.19.

Note that a Hilbert space H fails to be of finite type. If (en)n∈N is the standard basis
then degthr{e1, ..., en} = n (follows from Caratheodory’s theorem see Example 1) implies
degthrH > supn∈N degthr{e1, ..., en} = +∞. Now consider the unbounded ray of real
numbers with at point x = n an n-dimensional cube attached (1-point union). In this
example every compact set is of finite type but their threading degrees are not uniformly
bounded. Consequently the space itself is not of finite type 1.

1These examples were pointed out by Prof. Thomas Schick.
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Consider the limit limn thrnK when K is compact. By construction thrn−1K ⊆ thrnK
for any set K ⊆ H and any n ∈ N. On the other hand by Theorem 4.15 we have
coK = ⋃

n∈N thrnK. Since K ⊆ thrK ⊆ ... ⊆ thrn−1K ⊆ thrnK ⊆ ... is a sequence
of nested nondecreasing sets then by Lemma 4.2 limn thrnK = cl⋃n∈N thrnK or equiva-
lently limn thrnK = cl coK. In particular we obtain that when K is compact cl coK can
be successively approximated in the sense of Painlevé-Kuratowski by a sequence of non-
decreasing compact sets. Let (xm)m∈N ⊆ cl coK then for each xm there exists ym ∈ coK
such that d(xm, ym) < 1/m. In particular there is nm ∈ N such that ym ∈ thrnm K.
First suppose there is some n ∈ N such that thrnK contains infinitely many terms of the
sequence (ym)m∈N. Let this subsequence be denoted by (ymk)k∈N. By Lemma 4.18 thrnK
is compact then there is some convergent subsequence (ymkj )j∈N. Let limj ymkj = y. The
estimate

d(xmkj , y) 6 d(xmkj , ymkj ) + d(ymkj , y)

implies limj xmkj = y. Therefore (xmkj )j∈N would be a convergent subsequence of the
sequence (xm)m∈N. The second case is when each thrnK contains only finitely many
terms of the sequence (ym)m∈N. It is not clear now whether (ym)m∈N posseses a convergent
subsequence unless some additional condition is added. From these arguments we make
the following conclusion which we present without proof.

Proposition 4.21. For a given set K ⊆ H define

YK := {(ym)m∈N ⊆ coK : ∃n ∈ N such that ym ∈ thrnK for infinitely many m ∈ N}

If K is compact and clYK = cl coK then cl coK is compact.

Regarding the same topic Kopecká and Reich [74] have made the following observation.

Lemma 4.22. If a Hadamard space (H, d) has the property that, given a finite set of
elements {x1, ..., xn} ⊂ H, its closed convex hull cl co {x1, ..., xn} is compact then for each
compact set K ⊂ H its closed convex hull cl coK is compact.

This lemma essentially reduces the problem to finite sets only. It suffices to study the
threading operation only for finite sets.

4.2.3 Some illustrations

Example 1 (Euclidean spaces). Euclidean spaces are the simplest examples of Hadamard
spaces. Let Ed be a d-dimensional Euclidean space. By the well known Carathéodory
Theorem if x ∈ coS for some S ⊆ Ed then x can be expressed as a convex combination
of at most d + 1 points from S. This means that there are s1, ..., sd+1 ∈ S such that
x ∈ co{s1, ..., sd+1}. Algebraically we have the representation x = a1s1 + ... + ad+1sd+1
where ai ∈ [0, 1] for all i = 1, ..., d + 1 and ∑i ai = 1. By letting a′ := ∑d

i=1 ai then we
can rewrite x = ad+1sd+1 + (1 − ad+1)∑d

i=1 a
′
isi where a′i := ai/a

′ for all i = 1, 2, ..., d.
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Hence x′ := ∑d
i=1 a

′
isi is some point lying in co{s1, ..., sd}. Following iteratively this

method one obtains a sequence of points x(1), x(2), x(3), ..., x(d), where x(1) = x, such that
x(1) ∈ co{s1, ..., sd+1}, x(2) ∈ co{s1, ..., sd}, ..., x(d) ∈ co{s1, s2}. By construction we have
the following inclusions

x(d) ∈ thr{s1, s2}, ..., x(2) ∈ thrd−1{s1, ..., sd}, x(1) ∈ thrd{s1, ..., sd+1}

By virtue of Carathéodory Theorem this means that co{s1, ..., sd+1} ⊆ thrd{s1, ..., sd+1}.
Because x ∈ S is arbitrary then coS ⊆ thrd S and so degthr S 6 d. On the other hand S ⊆
En is any subset hence degthr Ed 6 d. Therefore any Euclidean space is of finite type. In
fact it holds degthr Ed 6 d. To see this take d+1-linearly independent points {s1, ..., sd+1}
in Ed then if x ∈ thrd{s1, ..., sd} then it can be easily checked that there are real numbers
not all zero a1, ..., ad+1 such that x = a1s1 + ...ad+1sd+1 i.e. x ∈ co{s1, ..., sd+1}. By earlier
arguments this means that co{x1, ..., xd+1} = thrd{x1, ..., xd+1}. Thus degthr Ed = d.

Example 2 (A non-Euclidean metric space). Consider the set H := R2
+ ∪ R2

− where
R2

+ := {x ∈ R2 : x1, x2 > 0} and R2
− := {x ∈ R2 : x1, x2 6 0}. If H is equipped with a

metric d′ induced from the length of the shortest path connecting any two points in H
then it can be shown that (H, d) is a Hadamard space. Now let S ⊆ H. If S is contained
entirely in one of the two quadrants of H i.e. S ⊆ R2

+ or S ⊆ R2
−, then it is easily seen

from the previous example that degthr S 6 2. Now suppose that S = S1 ∪ S2 where
S1 = S ∩ R2

+ and S2 = S ∩ R2
−. Notice that any point in S1 can be joined with a point

in S2 by a shortest line (possibly broken) only passing through the origin 0 ∈ R2 since
R2

+ ∩ R2
− = {0}. Therefore thr(S1 ∪ {0}) ∪ thr(S2 ∪ {0}) = thrS. By same arguments

thr(S1 ∪ {0}) ∩ thr(S2 ∪ {0}) = {0} implies

thr2(S1 ∪ {0}) ∪ thr2(S2 ∪ {0})) = thr(thr(S1 ∪ {0}) ∪ thr(S2 ∪ {0})) = thr2 S

and in more generality

thrn(S1 ∪ {0}) ∪ thrn(S2 ∪ {0})) = thrn S, ∀n ∈ N (4.14)

But S1 ∪ {0} and S2 ∪ {0} are each subsets of Euclidean quadrants. Moreover the metric
d′ coincides with the usual Euclidean metric. By previous example degthr(Si ∪ {0}) 6 2
for i = 1, 2. By equation (4.14) it follows that degthr S 6 2. Since S ⊆ H is arbitrary
then degthrH 6 2. Therefore (H, d′) is of finite type.

4.3. Fréchet Mean

4.3.1 A general convex optimization problem

Let (H, d) be a Hadamard space and x1, x2, ..., xn ∈ H. For a given set of positive numbers
w1, w2, ..., wn ∈ [0, 1] consider the optimization problem

arg min
x∈H

Fp(x) where Fp(x) :=
n∑
i=1

wid(x, xi)p, p ∈ [1,+∞) (4.15)
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The functional Fp(x) is convex and continuous in x. When p = 1 then F1 becomes
the objective function in the Fermat-Weber problem for the optimal facility location. A
minimizer of F1 exists and it is known as the median of the points x1, x2, ..., xn with
respect to the weights w1, w2, ..., wn. When p = 2 then F2 is the objective function in the
Fréchet mean problem. Because d(x, xi)2 is strongly convex and continuous in x then F2
has a unique minimizer which we denote by x∗. This unique minimizer is known as the
Fréchet mean of the points x1, x2, ..., xn with respect to the weights w1, w2, ..., wn.
Lemma 4.23. Let (H, d) be a Hadamard space. The Fréchet mean of any finite set of
points in H lies in the closure of the convex hull of the given set.

Proof. Let S := {x1, x2, ..., xn} be some finite set in H. Denote by cl coS the closure
of the convex hull of S. Suppose that the Fréchet mean x∗ /∈ co clS. Because cl coS is
closed and convex by construction then the metric projection Pcl coSx

∗ of x∗ onto cl coS
exists and it is unique. On the other hand by Corollary 2.10 we have the inequality

d(x∗, y)2 > d(x∗, Pcl coSx
∗)2 + d(Pcl coSx

∗, y)2, ∀y ∈ cl coS
and in particular we must have

d(x∗, xi)2 > d(x∗, Pcl coSx
∗)2 + d(Pcl coSx

∗, xi)2, ∀i = 1, 2, ..., n
Therefore we obtain the inequality

n∑
i=1

wid(x∗, xi)2 >
n∑
i=1

wid(x∗, Pcl coSx
∗)2 +

n∑
i=1

wid(Pcl coSx
∗, xi)2 >

n∑
i=1

wid(Pcl coSx
∗, xi)2

which yields F2(Pcl coSx
∗) < F2(x∗). This is a contradiction.

Corollary 4.24. Similarly the median of any finite set of points in H lies in the closure
of the convex hull of the given set.

4.3.2 A constructability theorem

In an Euclidean space E if x1, x2, ..., xn ∈ E and x∗ denotes their Fréchet mean then it is
well known that

x∗ = 1
n

n∑
i=1

xi (4.16)

In fact one gets to x∗ iteratively from any starting point in xi1 ∈ {x1, ..., xn} in the
following way

x′1 = 1
2xi1 + 1

2xi2 , xi2 ∈ {x1, ..., xn} \ {xi1}

x′2 = 2
3x
′
1 + 1

3xi3 , xi3 ∈ {x1, ..., xn} \ {xi1 , xi2}

......

x′k = k

k + 1x
′
k−1 + 1

k + 1xik+1 , xik+1 ∈ {x1, ..., xn} \ {xi1 , ..., xik}

......
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In particular when k = n− 1 we obtain

x′n−1 = n− 1
n

x′n−2 + 1
n
xin

which by the means of the recursion is equivalent to formula

x′n−1 = 1
n

n∑
j=1

xij

This in turn is equivalent to (4.16). One way to think about this recursion is in terms
of threading. Notice that x′1 lies in the geodesic segment [xi1 , xi2 ] joining the elements
xi1 and xi2 implying x′1 ∈ thr{x1, x2, ..., xn}. And in general we have x′k ∈ [x′k−1, xik+1 ]
equivalently x′k ∈ thrk{x1, x2, ..., xn}. In general given a set S of finitely many elements
and x ∈ H we say that x is constructible from S in n steps whenever x ∈ thrn S. Motivated
by above recursion and taking advantage of threading we state the following result for
Hadamard spaces of finite type.

Theorem 4.25. Let (H, d) be of finite type and S ⊆ H a finite subset. Then the Fréchet
mean x∗ of S lies in coS. Moreover x∗ is constructible from S in at most 2degthr S − 1
steps.

Proof. Let S = {x1, x2, ..., xn} where xi ∈ H for all i. By Lemma 4.23 the Fréchet mean x∗
of S lies in cl coS. Assumption (H, d) is of finite type implies that S has finite threading
degree. If degthr S = k for some k ∈ N then by definition this means that thrk S = coS.
But S is finite and therefore compact. By Lemma 4.18 it follows that coS is compact
and therefore a closed set. Then coS = cl coS implies x∗ ∈ coS. Now x ∈ thrk S
means that there are xk−1

0 , xk−1
1 ∈ thrk−1 S such that x ∈ [xk−1

0 , xk−1
1 ]. Then there are

xk−2
0 , xk−2

1 , xk−2
2 , xk−2

3 ∈ thrk−2 S such that xk−1
0 ∈ [xk−2

0 , xk−2
1 ] and xk−1

1 ∈ [xk−2
2 , xk−2

3 ]
and so on. In general for 0 6 m 6 k there exist xk−m0 , xk−m1 , ..., xk−m2m−1 ∈ thrk−m S such
that xk−m+1

0 ∈ [xk−m0 , xk−m1 ], xk−m+1
1 ∈ [xk−m2 , xk−m3 ], ..., xk−m+1

2m−1−1 ∈ [xk−m2m−2, x
k−m
2m−1]. Hence

at each step m we need to compute at most 2m−1 elements. This means that in total we
have to construct at most

k∑
m=1

2m−1 = 2k − 1 = 2degthr S − 1

Theorem 4.25 will become useful in the next chapter when we apply it to the problem of
the average phylogenetic tree.



CHAPTER 5

The Space of Phylogenetic Trees

5.1. Description of Phylogenetic Tree Space

A phylogenetic tree is a diagram which describes the evolutionary relationships among
a group of organisms. This diagram is an instance of graphs which are mathematical
structures consisting of a set of vertices and edges. In a phylogenetic tree, there are
no loops, each interior vertex has degree at least 3, i.e. an interior vertex connects
to at least three other vertices, and there is a one-to-one labelling between the leaves
(degree 1 vertices) and some set of labels. There are several methods of constructing a
phylogenetic tree, from biochemists’ methods of using quantitative estimates of variances
between substances obtained from different species to the more systematic method of
mutation distances introduced by Fitch and Margoliash [52]. In principle the mutation
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Figure 5.1: The relationship between humans and certain other members of primates.

distance between two DNA sequences is defined as the minimal number of nucleotides that
need to be changed so that one DNA sequence transforms completely into the other DNA
sequence. Figure 5.1 shows a simple phylogenetic tree about a group of primates based on

59
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data of their DNA sequences. According to this diagram it is understood that chimpanzees
are closer to bonobos than humans are to bonobos. This means that it takes fewer number
of nucleotides in the DNA of chimpanzees to be changed so that it coincides with the DNA
sequence of bonobos, than it would take for the DNA sequence of humans to transform into
the DNA of bonobos. Similarly using the principle of mutation distance we understand
that chimpanzees are closer to humans than gorillas are to humans and so on. The method
of mutation distances has more general applicability. Figure 5.2 shows the relationships
between different languages in a restricted set of Proto-Indo-European languages based on
linguistic data. Here instead of minimal number of nucleotides one looks at the minimal
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Figure 5.2: The relationship of the Albanian language to Germanic languages within the
larger family of Proto-Indo-European languages.

number of certain elementary linguistic structures to be altered. We undertand that
English language is closer to Swedish than it is to the Albanian language, though all the
indicated languages share a common ancestor, a Proto-Indo-European language, for the
complete tree see [30, Bouckaert et al.]. Because of the increasing amount of data on
DNA sequences biologists and geneticists in particular use extensively statistical methods
to estimate phylogenetic trees like the one depicted in Figure 5.1. Some of these statistical
methods include but are not limited to parsimony methods, compatibility approach, least-
squares approach, and maximum likelihood method (see Felsenstein [51] and references
therein). However from a pure mathematical point of view, apart from these probabilistic
approaches, the first successful mathematical space that describes phylogenetic trees was
constructed by Billera, Holmes and Vogtmann [26]. They introduce a metric space that
admits a natural metric of nonpositive curvature in the sense of Alexandrov. These spaces
are known as the BHV spaces and constitute an interesting class of Hadamard spaces.
They have been studied by several authors in the last two decades. In particular Owen
has investigated BHV spaces from both theoretical and practical point of view with the
purpose of studying the Fréchet mean of a finite set of trees [39], [20], [89] computing
shortest paths between trees [93], [94], [6] and constructing convex hulls of finite sets of
trees [81]. It turns out that BHV spaces and cubical complexes in general posses properties
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which are quite counter-intuitive in nature when compared with their counterparts in the
Euclidean spaces, even though the former are essentially unions of Euclidean orthants
arranged in a certain combinatorial way. For example Owen [81] has already pointed out
that many algorithms and properties of shortest paths and convex hulls in a Euclidean
space fail to transfer over to BHV spaces. It is no longer true that for a given finite set
of points S: (i) any point on the boundary of the convex hull of S in 2D is on a shortest
path between two points of S; (ii) the convex hull of three points is 2-dimensional; (iii)
any point inside the convex hull of S can be written as a convex combination of points of
S. It is not even known whether the convex hull of S is a closed set. Motivated by these
interesting observations our goal in this chapter is to investigate convex hulls and the
Fréchet mean. Before doing so we provide an elementary description of the phylogenetic
tree space. We denote by Tn the BHV space describing the set of phylogenetic trees with
n leaves. The space Tn can be described as the union of certain n−2 dimensional orthants
all lying in a higher dimensional Euclidean space. Each such orthant describes a certain
tree topology which is determined by the way the inner edges of a given tree split the set
of leaves. Hence two phylogenetic trees are topologically indistinguishable if and only if
their set of splits coincide. If Ln := {0, 1, 2, ..., n} denotes the set of leaves (0 corresponds
to the root of the tree) then each inner edge of a tree splits the set Ln into two sets, each
with at least two elements. There is a one-to-one correspondence between splits and the
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Figure 5.3: Three orthants O1,O2 and O3 in T4 sharing a common split s.

set of inner edges of a tree. Let s1, s2 be two splits and {X1, Y1}, {X2, Y2} their respective
partitions of Ln. We say s1 and s2 are compatible if one of the subsets

X1 ∩X2, X1 ∩ Y2, X2 ∩ Y1, Y1 ∩ Y2

is empty. It is equivalent to say that compatible splits correspond to inner edges of a
common tree. Every tree with n-leaves has at most n − 2 inner edges and therefore
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n − 2 splits. If one fixes the topology then the axis of the orthant corresponding to
this topology represents the splits of the trees having this topology. The length of the
inner edges determine how far any given tree in this topology lies along each axis. Two
orthants are then glued together along a boundary face if and only if the topology of one
orthant shares a split or more with the topology of the other orthant (see Figure 5.3 for
an example of three orthants in T4 sharing a common split). If two topologies share no
common split then their respective orthants are glued at the origin O. An orthant O in
Tn is said to be a maximal orthant if it has dimension n− 2. To each orthant O in Tn we
denote the set of its splits by Σ(O). Analogously for any tree x ∈ Tn we let Σ(x) denote
the set of splits of x. It follows in particular that x ∈ O if and only if Σ(x) ⊆ Σ(O). For
any E ⊆ Σ(Oi), F ⊆ Σ(Oj) we say E is compatible with F whenever each element of E
is compatible with each element of F . Clearly compatibilty is a symmetric relation.

5.2. Preliminaries

5.2.1 Some definitions and notations

By construction the phylogenetic tree space is a collection of maximal orthants glued
together along common faces (orthants of lower dimension). Moreover this structure has
a common vertex O corresponding to the phylogenetic tree with no inner edges. This
special tree is called the star tree. Any two trees are connected by a geodesic segment
consisting of a finite number of Euclidean segments. Notice that any two trees can be
connected by a path which passes through the origin O. We call such a path the cone path
between the two given trees. The cone path may or may not be a geodesic. Following
Owen [93] given two trees x, y ∈ Tn let ∅ = Ek ⊂ Ek−1 ⊂ ... ⊂ E1 ⊂ E0 = Σ(x)
and ∅ = F0 ⊂ F1 ⊂ ... ⊂ Fk−1 ⊂ Fk = Σ(y) be such that Ei and Fi are compatible
for every i = 0, 1, ..., k. Note that for obvious reasons the index k cannot exceed the
number of elements in either Σ(x) or Σ(y). Denote by Oi := span+{Ei ∪ Fi} the orthant
in the ambient Euclidean space spanned by the set of splits Ei ∪ Fi. The collection
{Oi}ki=0 is said to be a path space between x and y. By construction it follows that
Oi ∩ Oi+1 = span+{Ei+1 ∪ Fi}. When traversing from orthant Oi to Oi+1 a tree with
splits Ei∪Fi transforms into a tree with splits Ei+1∪Fi+1. This means at the i+1-th step
one removes the splits Ai+1 := Ei \ Ei+1 and adds the splits Bi+1 := Fi+1 \ Fi. Therefore
equivalently one can express each orthant Oi in the path space ⋃iOi as follows

Oi = B1 ∪B2 ∪ ... ∪Bi ∪ Ai+1 ∪ ... ∪ Ak (5.1)

If Σ(Tn) denotes the set of all splits in Tn then a subset A ⊆ Σ(Tn) is called a set of
mutually compatible splits if any two splits in A are compatible. Let A,B ⊆ Tn be two
sets of mutually compatible splits such that A ∩ B = ∅ then CB(A) is defined to be the
set of splits in B that are compatible with all the splits in A. The set CB(A) is known as
the compatibility set of A in B. Define the crossing set of A in B, denoted by XB(A), as
the set of splits in B which are not compatible with at least one split in A.
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Proposition 5.1. Let A,B be two sets of mutually compatible splits. If D ⊆ A then
CB(A) ⊆ CB(D) and XB(D) ⊆ XB(A). Moreover CB(A) and XB(A) partition the set B.

Proof. Let s ∈ CB(A) then by definition s is compatible with any sA ∈ A. But D ⊆ A
implies that s is compatible with any sD ∈ D therefore s ∈ CB(D). If s ∈ XB(D) then
there is sD ∈ D such that s and sD are not compatible. But D ⊆ A implies sD ∈ A hence
s ∈ XB(A). It is clear that the sets CB(A) and XB(A) are disjoint by definition and any
element in B must be in either of these two sets but never in both of them. Therefore B
is the disjoint union of CB(A) and XB(A).

Proposition 5.2. Let ∅ = Ek ⊂ Ek−1 ⊂ ... ⊂ E1 ⊂ E0 = Σ(x) and ∅ = F0 ⊂ F1 ⊂ ... ⊂
Fk−1 ⊂ Fk = Σ(y) be such that Ei and Fi are compatible for every i = 0, 1, ..., k. Let ⋃iOi
be the path space between x, y ∈ Tn where Oi := span+{Ei ∪ Fi}. Then Ei ⊆ CΣ(x)(Fi)
and Fi ⊆ CΣ(y)(Ei) for all i = 0, 1, ..., k.

Proof. By construction Ei and Fi are compatible for every i = 0, 1, .., k. It follows that
CEi(Fi) = Ei for all i. Therefore if s ∈ CEi(Fi) then s ∈ CΣ(x)(Fi) since Ei ⊆ Σ(x) for
every i = 0, 1, ..., k. Analogously we can show that Fi ⊆ CΣ(y)(Ei) for all i = 0, 1, ..., k.

Proposition 5.3 ([26, Proposition 4.1]). Let x, y ∈ Tn such that their cone path is not a
geodesic. Then there are nonempty sets E1 ⊃ E2 ⊃ ... ⊃ Ek of Σ(x), and F1 ⊂ F2 ⊂ ... ⊂
Fk of Σ(y) such that Ei is compatible with Fi and if Oi := span+{Ei ∪ Fi}, ∀i = 1, ..., k
then the geodesic [x, y] traverses each orthant in the order O1, ...,Ok.

A path space is maximal if it is not contained in any other path space. It follows from
Proposition 5.3 that a geodesic segment between two trees is contained in a path space.
Moreover this path space needs to be a maximal path space.

Theorem 5.4 ([93, Theorem 3.6]). Let x, y ∈ Tn be two trees. The maximal path spaces⋃
iOi between x and y satisfy Ei = CΣ(x)(Fi) and Fi = CΣ(y)(Ei) for all i = 0, 1, ..., k.

Let P := ⋃k
i=0Oi be a path space between two trees x, y ∈ Tn and denote by P (x, y) the

set of all path spaces between x and y. A path space geodesic between x and y through
P is the shortest path between x and y that is contained in P . For 0 6 i 6 k define the
orthants

Vi := {(x1, x2, ...., xk) ∈ Rk : xj 6 0 if j 6 i and xj > 0 if j > i} (5.2)

and denote V (Rk) := ⋃k
i=0 Vi.

Theorem 5.5 ([93, Theorem 4.4]). Let P ∈ P (x, y) then the path space geodesic between
x and y through P is contained in a space isometric to V (Rk).
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5.2.2 Isometry results

Consider two orthants O and O′ not necessarily maximal. In the same way as for two
distinct trees we can define a path space between orthants O and O′. Given nonempty
subsets ∅ = Ek ⊂ Ek−1 ⊂ ... ⊂ E1 ⊂ E0 = Σ(O) and ∅ = F0 ⊂ F1 ⊂ ... ⊂ Fk−1 ⊂
Fk = Σ(O′) such that Ei is compatible with Fi for all i = 0, 1, ..., k then the collection
{Oi}i where Oi := span+{Ei ∪Fi} is called an orthant path space between O and O′. Let
P (O,O′) denote the set of orthant path spaces between O and O′. Since Σ(x) ⊆ Σ(O) for
any x ∈ O then any path space between x ∈ O and y ∈ O′ is contained in some orthant
path space in P (O,O′). Define

U(O,O′) :=
⋃

P (O,O′)

⋃
i

Oi (5.3)

to be the collection of all possible orthant path spaces between O and O′.
Theorem 5.6. Let O,O′ ⊂ Tn be two distinct orthants, not necessarily maximal. Then
U(O,O′) is a closed convex set, in particular it is a Hadamard space.

Proof. Note that Σ(O) is finite for any orthantO ⊂ Tn implies that the power set P(Σ(O))
is finite. In particular the number of possible chains {Ei} is also finite and hence for any
two orthants O and O′ there are at most a finite number of distinct orthant path spaces
between them, in particular the set P (O,O′) is finite. Definition (5.3) implies then that
the set U(O,O′) is a union of finitely many orthants in Tn. Because each orthant in Tn
is a closed set then U(O,O′) is also closed. Now let x, y ∈ U(O,O′). By definition (5.3)
there are Oi,Oj ∈ U(O,O′), possibly from different orthant path spaces, such that x ∈ Oi
and y ∈ Oj. If Oi ⊆ Oj then clearly [x, y] ⊂ Oj since any orthant is convex and thus
[x, y] ⊂ U(O,O′). So without loss of generality assume that Oi and Oj are distinct and
one is not a subset of the other. By Proposition 5.3 the geodesic segment [x, y] is contained
in a path space between x and y. Since any path space between any point x ∈ Oi and any
point y ∈ Oj is contained in some orthant path space in P (Oi,Oj) it suffices to show that
any element in P (Oi,Oj) is part of some element in P (O,O′). By definition there must be
Ei, Ej ⊂ Σ(O) and Fi, Fj ⊂ Σ(O′) such that Ei is compatible with Fi and Ej is compatible
with Fj, and moreover Oi = span+{Ei ∪ Fi} and Oj = span+{Ej ∪ Fj}. By construction
we have Σ(Oi) = Ei∪Fi and Σ(Oj) = Ej ∪Fj. It is evident that Ei is compatible with Ej
since both Ei, Ej ⊂ Σ(O), likewise Fi is compatible with Fj since both Fi, Fj ⊂ Σ(O′). Let
∅ = E ′k ⊂ E ′k−1 ⊂ ... ⊂ E ′1 ⊂ E ′0 = Σ(Oi) and ∅ = F ′0 ⊂ F ′1 ⊂ ... ⊂ F ′k−1 ⊂ F ′k = Σ(Oj) be
such that E ′l is compatible with F ′l for every l = 0, 1, ..., k. By construction E ′l ⊂ Ei ∪ Fi
and F ′l ⊂ Ej ∪ Fj. Therefore E ′l ∪ F ′l ⊂ (Ei ∪ Ej) ∪ (Fi ∪ Fj) for all l = 0, 1, .., k. Then
there are subsets E ′′l ⊂ Ei ∪ Ej and F ′′l ⊂ Fi ∪ Fj such that E ′l ∪ F ′l = E ′′l ∪ F ′′l for every
l = 0, 1, ..., k. Hence the path space {span+{E ′l ∪ F ′l }}kl=0 is essentially identical to the
path space {span+{E ′′l ∪ F ′′l }}kl=0. On the other hand by construction E ′′l ⊂ Σ(O) and
F ′′l ⊂ Σ(O′) for all l = 0, 1, ..., k implies that {span+{E ′′l ∪ F ′′l }}kl=0 would be part of
some orthant path space between O and O′. The inclusions [x, y] ⊂ ⋃kl=0 span+{E ′′l ∪F ′′l }
and ⋃kl=0 span+{E ′′l ∪ F ′′l } ⊂

⋃
iOi ∈ P (O,O′) imply that [x, y] ⊂ U(O,O′). Therefore

U(O,O′) is a convex set. Since (Tn, d) is a Hadamard space then U(O,O′) is also a
Hadamard space with the restricted metric dU = d|U .
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Let I and I ′ be the index sets associated with splits in Σ(O) and Σ(O′) respectively.
For Ei ⊂ Σ(O) denote by I(Ei) ⊆ I the set of indices corresponding to elements of Ei.
Similarly denote by I ′(Fi) for any Fi ⊆ Σ(O′). For two compatible set of splits Ei ⊆ Σ(O)
and Fi ⊆ Σ(O′) in Rn−2 define the orthant

V (Oi) := {(x1, x2, ..., xki) ∈ Rki |xj > 0 if j ∈ I(Ei) and xj 6 0 if j ∈ I ′(Fi)}, (5.4)
where ki := |Ei|+ |Fi| and Oi := span+{Ei ∪ Fi}. For given two orthants O,O′ ⊂ Tn not
necessarily maximal define the following set

V (O,O′) :=
⋃

P (O,O′)

⋃
i

V (Oi) (5.5)

Theorem 5.7. Equip V (O,O′) with its canonical length metric. Then U(O,O′) is iso-
metric isomomorphic to V (O,O′). In particular V (O,O′) is a Hadamard space.

Proof. The idea of the proof is similar to the one in Theorem 5.5 though the isometry we
use is in a slightly different form. Let {sj} and {s′j} denote the set of splits in O and O′
respectively. For x ∈ U(O,O′) define

Φ(x) :=
∑
j∈I

ajej −
∑
j∈I′\I

ajej, {aj} > 0 (5.6)

where {ej} is the standard basis of Rn−2. If Φ(x) = Φ(y), where say y = ∑
j∈I bjsj +∑

j∈I′\I bjs
′
j for some {bj} > 0, then we have∑

j∈I
ajej −

∑
j∈I′\I

ajej =
∑
j∈I

bjej −
∑
j∈I′\I

bjej

implying that ∑
j∈I

(aj − bj)ej −
∑
j∈I′\I

(aj − bj)ej = 0

which in turn yields aj = bj for all j ∈ I∪I ′. Hence x = y and the mapping Φ is injective.
Let x+ ∈ V (O,O′) then by definition (5.5) x+ ∈ V (Oi) for some Oi. Therefore there is
{aj} > 0 such that x+ = ∑

j∈I(Ei) ajej −
∑
j∈I′(Fi)\I(Ei) ajej where Oi = span+{Ei ∪ Fi}.

Then the mapping
Ψ(x+) :=

∑
j∈I(Ei)

ajsj +
∑

j∈I′(Fi)\I(Ei)
ajs
′
j (5.7)

is well defined for any x+ ∈ V (O,O′). If x = ∑
j∈I(Ei) ajsj + ∑

j∈I′(Fi)\I(Ei) ajs
′
j then this

means that for any element x+ ∈ V (O,O′) there is x ∈ U(O,O′) such that Φ(x) = x+

and Ψ(x+) = x. Therefore not only Φ is surjective but also Φ and Ψ are inverses of
each other. By construction we have Φ(sj) = ej for any j ∈ I and Φ(s′j) = −ej for any
j ∈ I ′. Hence each element of the basis {sj}j∈I(Ei) ∪ {s′j}j∈I′(Fi)\I(Ei) of Oi is mapped to
a unique element of the basis {ej}j∈I(Ei) ∪ {−ej}j∈I′(Fi)\I(Ei) of V (Oi). Therefore Φ is a
linear transformation whose matrix is the identity matrix. Since the identity matrix has
determinant one then Φ must be an isometry. Analogously Ψ = Φ−1 is an isometry. On
the other hand the isometric image of a Hadamard space is a Hadamard space which in
turn implies that V (O,O′) is Hadamard. This completes the proof.
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As an illustration of the Theorem 5.7 we have the following result.

Proposition 5.8. Let O and O′ be two orthants in Tn such that no split in Σ(O) is
compatible with any split in Σ(O′) then O ∪ O′ is isometricly isomorphic to Rk

+ ∪ Rm
−

equipped with its canonical length metric where k := |Σ(x)| and m := |Σ(y)|. In particular
when O and O′ are maximal then O ∪O′ is isometricly isomorphic to Rn−2

+ ∪ Rn−2
− .

Proof. Let O := span+{s1, s2, ..., sk} and O′ := span+{s′1, s′2, ..., s′m}. Clearly Σ(O) ∩
Σ(O′) = ∅ since by assumption no split in Σ(O) is compatible with any split in Σ(O′).
Then si 6= s′j for any i, j ∈ {1, 2, ..., k} × {1, 2, ...,m}. From definition (5.3) it follows
that U(O,O′) = O ∪ O′. Let x ∈ O and y ∈ O′ where x = ∑k

i=1 aisi and y = ∑m
i=1 bis

′
i

for some {ai}, {bi} > 0. Since Σ(x) ⊆ Σ(O) and Σ(y) ⊆ Σ(O′) then no split in Σ(x) is
compatible with any split in Σ(y). By Proposition 5.3 it follows that the cone path is a
geodesic i.e. [x, y] = [x,O] ∪ [O, y] and

d(x, y) = d(x,O) + d(O, y) = |xO|+ |Oy| =
( k∑
i=1

a2
i

)1/2
+
( m∑
i=1

b2
i

)1/2
(5.8)

On the other hand in view of Theorem 5.7 the isometry Φ reduces to the following mapping

Φ(x) :=


k∑
i=1

aiei x ∈ O

−
m∑
i=1

aiei x ∈ O′
(5.9)

where {ei}n−2
i=1 is the standard basis in Rn−2. Evidently Φ is a mapping from O ∪O′ onto

Rk
+ ∪Rm

− . Since Rk
+ ∩Rm

− = {0} then any point in Rk
+ is connected with a point in Rm

− by
a segment passing through the origin 0. If d′(·, ·) denotes the metric of Rk

+ ∪Rm
− then by

definition of Φ in (5.9) we have

d′(Φ(x),Φ(y)) = d′(Φ(x), 0)+d′(0,Φ(y)) = |Φ(x)0|+|0Φ(y)| =
( k∑
i=1

a2
i

)1/2
+
( m∑
i=1

(−bi)2
)1/2

(5.10)
It is clear from (5.8) and (5.10) that Φ is an isometry. Moreover the inverse mapping Φ−1

exists and it is given by

Φ−1(x) :=


k∑
i=1

aisi x ∈ Rk
+

m∑
i=1

ais
′
i x ∈ Rm

−

(5.11)

where {ai} > 0. Using similar arguments as above one can show that (5.11) is also an
isometry. The second assertion is clear. This completes the proof.
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5.3. The Example of Trees with Four Leaves

5.3.1 Certain lemmas

Let T4 be the space of phylogenetic trees with four leaves. Since there are at most two
inner edges for any tree in T4 it follows that the set of splits for any tree has at most two
elements. Moreover in T4 there are 10 distinct splits which when combined give rise to 15
different tree topologies therefore 15 different orthants. They are all glued according to
the rule described in the first section and no orthant is left loose. The trees having only
one inner edge lie in the axis of these orthants and the tree with no inner edge (also known
as the star stree) is indentified with the origin O. By virtue of Proposition 5.3 the geodesic
segment [x, y] between any two points x, y ∈ T4 traverses at most one maximal orthant.
To see this assume for simplicity that both x and y have full set of splits, i.e. x ∈ O, y ∈
O′ where O,O′ are maximal and Σ(x) = Σ(O),Σ(y) = Σ(O′). Say Σ(O) = {s1, s2}
and Σ(O′) = {s′1, s′2}. Then the power sets P(Σ(x)) = {{∅}, {s1}, {s2}, {s1, s2}} and
P(Σ(y)) = {{∅}, {s′1}, {s′2}, {s′1, s′2}} imply that the only possible path spaces between x
and y would be {O,O′}, {O, {si},O′}, {O, span+{si, s′j},O′} for i, j = 1, 2. In any case at
most one maximal orthant, that is span+{si, s′j}, can be traversed by the geodesic [x, y].
A direct consequence of Theorem 5.7 and Proposition 5.8 are the following corollaries.

Corollary 5.9. Let O and O′ be two distinct maximal orthants in T4 such that Σ(O) ∩
Σ(O′) = ∅ but some element in Σ(O) is compatible with some element in Σ(O′). Then
U(O,O′) is isometric isomomorphic to V (R2).

𝚽

𝚽
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Figure 5.4: Two orthants in T4 with no compatible splits in general position (left) and
their isometric image R2

+ ∪ R2
− (right).

Corollary 5.10. Let Oi and Oj be two distinct orthants in T4 such that no split in Σ(Oi)
is compatible with any split in Σ(Oj). Then Oi∪Oj is isometric isomomorphic to R2

+∪R2
−

(see Figure 5.4).
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Lemma 5.11. Any compact set S ⊂ V (R2) satisfies degthr S 6 3.

Proof. Let S ⊆ V (R2) be a compact set. By construction V (R2) consists of three quad-
rants in R2. Write S1 = S ∩ R2

++, S2 = S ∩ R2
−+ and S3 = S ∩ R2

−−. Here the notation
{−+} means the first coordinate is nonpositive and the second is nonnegative. Anal-
ogously for the other two notations. Without loss of generality assume that all Si are
nonempty (other cases follow similarly).

Case 1: Let l be a line in R2∩V (R2) supported at the origin 0. If S is bounded below by
l then S lies in a two dimensional Euclidean half-space. There the intrinsic length metric
d′ coincides with the Euclidean metric, it follows from Example 1 that degthr S 6 2.

Case 2: Denote by l0 the line supported at 0 such that l0 coincides with the horizontal
axis in R2. If no line l in R2 ∩ V (R2) supported at origin 0 exists such that it bounds
from one side the entire set S then there exist points x, y ∈ S such that the geodesic
segment in V (R2) joining x with y goes through the origin 0. This means 0 ∈ thrS.
There are x1, x2 ∈ S such that the segment [x1, x2] intersects l0 at some point y such
that d′(0, y) > d′(0, y′) for all y′ ∈ thrS ∩ l0 where d′(·, ·) is the intrinsic length metric
in V (R2). This is evident by the continuity of the metric function d′(0, ·) since thrS ∩ l0
(because S is compact). Define the sets

U(S) := (thrS ∩ R2
−−) ∪ [0, y] (5.12)

V (S) := (thrS ∩ (R2
−+ ∪ R2

++)) ∪ [0, y] (5.13)

We claim that
thr2 S = thrU ∪ thrV (5.14)

Notice that by construction U ∪ V = thrS ∪ [0, y]. By the union rule (4.10) it follows
thrU ∪ thrV ⊆ thr(U ∪ V ) = thr(thrS ∪ [0, y]). Moreover [0, y] ⊆ thr2 S.

Case 2.a.1 : If c ∈ thr(thrS∪ [0, y]) then there are a, b ∈ thrS∪ [0, y] such that c ∈ [a, b].
If a, b ∈ thrS or a, b ∈ [0, y] then [a, b] ⊆ thr2 S ∪ thr[0, y] = thr2 S ∪ [0, y] = thr2 S and
hence c ∈ thr2 S. Therefore thr(thrS ∪ [0, y]) ⊆ thr2 S.

Case 2.a.2 : Let a ∈ thrS and b ∈ [0, y]. Denote by l′ the line in R2 ∩ V (R2) passing
through a and b. Then there is some c′ ∈ thrS such that [a, b] ⊆ [a, c′] ⊆ l′. On
the other hand by construction we have [a, c′] ⊆ thr2 S implying [a, b] ⊆ thr2 S hence
c ∈ thr2 S. Therefore thr(thrS ∪ [0, y]) ⊆ thr2 S. Both Cases 2.a.1 and 2.a.2 yield
thrU ∪ thrV ⊆ thr2 S.

Case 2.b.1 : Now let c ∈ thr2 S then there are a, b ∈ thrS such that c ∈ [a, b]. If a, b ∈ U
or a, b ∈ V then [a, b] ⊆ thrU or [a, b] ⊆ thrV respectively implying [a, b] ⊆ thrU ∪ thrV .
Therefore c ∈ thrU ∪ thrV .

Case 2.b.2 : Now assume that a ∈ U and b ∈ V . There are two possibilities for a to
connect with b. First if the geodesic segment [a, b] passes through 0 then [a, 0] ⊆ thrU
and [0, b] ⊆ V since 0 ∈ U ∩ V . Hence [a, b] = [a, 0] ∪ [0, b] ⊂ thrU ∪ thrV which
in turn implies c ∈ thrU ∪ thrV . The second case is when a is connected to b by a
geodesic segment not passing through the origin 0. Then there exists some z ∈ H such
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that [a, b]∩ l0 = {z}. On the other hand since a, b ∈ thrS then there are a1, a2, b1, b2 ∈ S
such that a ∈ [a1, a2] and b ∈ [b1, b2]. Up to labelling [a, b] lies between geodesic segments
[a1, b1] and [a2, b2]. Let yi := [ai, bi]∩ l0 for i = 1, 2 then by maximal property of y we have
d′(0, y1) 6 d′(0, z) 6 d′(0, y2) 6 d′(0, y) implying z ∈ [0, y]. This means that [a, z] ⊆ thrU
and [z, b] ⊆ thrV and thus [a, b] ⊆ thrU ∪ thrV which in turn yields c ∈ thrU ∪ thrV .
Therefore from both Cases 2.b.1 and 2.b.2 we have thr2 S ⊆ thrU ∪ thrV . This shows
that identity (5.14) holds true.

Following same arguments, by using induction on n, one can show that in general we have

thrn S = thrn−1 U ∪ thrn−1 V, ∀n ∈ N (5.15)

By construction U, V are subsets of certain Euclidean half-spaces/orthants where the
restriction of the length metric d′ to U and V coincides with the restriction of the usual
Euclidean metric there. By Example 1 we get degthr U, degthr V 6 2. Identity (5.15) then
implies that degthr S 6 3.

Lemma 5.12. For a compact set S ⊆ T4 consider the sets Uk
i,n := thrn S ∩ span+{ski }

for k = 1, 2 where span+{s1
i , s

2
i } = Oi. For each i ∈ {1, 2, ..., 15}, k ∈ {1, 2} there exist

uki,n, v
k
i,n ∈ Uk

i,n such that d(O, vki,n) 6 d(O, u) 6 d(O, uki,n) for all u ∈ Uk
i,n. Moreover there

are uki , vki ∈ Uk
i,1 such that d(O, vki ) 6 d(O, u) 6 d(O, uki ) for all u ∈ Uk

i,n and all n ∈ N.

Proof. Since S is a compact set, then thrn S is compact for all n ∈ N by Lemma 4.18. On
the other hand span+{ski } is closed for any i and any k. Then Uk

i,n, as an intersection of
a compact set and a closed set, is compact. The distance function d(·, O) is continuous
therefore d(·, O) attains its maximum and minimum on each Uk

i,n i.e. there exist uki,n, vki,n ∈
Uk
i,n such that d(O, vki,n) 6 d(O, u) 6 d(O, uki,n) for all u ∈ Uk

i,n.

To prove the second claim note that thrn−1 S ∩ span+{ski } ⊆ thrn S ∩ span+{ski } implies
d(O, vki,n) 6 d(O, vki,n−1) 6 d(O, uki,n−1) 6 d(O, uki,n). Therefore it is enough to show

d(O, vki,n−1) 6 d(O, vki,n) 6 d(O, uki,n) 6 d(O, uki,n−1),∀n ∈ N

We consider the case n = 2. By induction the general case follows. Let z ∈ thr2 S ∩
span+{ski } then there are x, y ∈ thrS such that z ∈ [x, y]. Moreover we can find
x0, x1, y0, y1 ∈ S such that x ∈ [x0, x1], y ∈ [y0, y1]. Without loss of generality let x0, x1 be
in the same orthant, likewise y0, y1 (other cases follow similarly). Consider the quadrangle
x0x1y0y1 with sides

[x0, x1], [x1, y1], [y0, y1], [x0, y0]

Up to labelling of the points {x0, x1, y0, y1} the geodesic segment [x, y] lies between [x0, y0]
and [x1, y1]. Say [x0, y0] is the lower segment and [x1, y1] is the upper segment with
respect to [x, y]. If a = [x0, y0] ∩ span+{ski } and b = [x1, y1] ∩ span+{ski } then d(O, a) 6
d(O, z) 6 d(O, b). On the other hand d(O, vki ) 6 d(O, a) 6 d(O, b) 6 d(O, uki ) implies
d(O, vki ) 6 d(O, z) 6 d(O, uki ). Since z ∈ thr2 S∩span+{ski } was arbitrary then d(O, vki ) 6
d(O, vki,2) 6 d(O, uki,2) 6 d(O, uki ).
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Figure 5.5: A regular tiplet {O1,O2,O3} in T4 in general position (left) and its isometric
image V (R2) (right).

5.3.2 Convex hull of compact sets in T4

Let {Oi}i=1,2,...,15 be the collection of the 2-dimensional orthants in T4. Consider all triples
{Oi,Oj,Ok}i,j,k such that Oi ∪Oj ∪Ok is isometricly isomomorphic to V (R2). Call them
regular triplets. There are at most

(
15
3

)
such triplets and hence a finite number of them.

Let Φijk be the isomorphism from Oi∪Oj ∪Ok onto V (R2) (see Figure 5.5). Moreover for
each Oi there are 10 distinct orthants Oj such that Oi∩Oj = {O} and only 2 of these are
such that no split in Σ(Oi) is compatible with any split in Σ(Oj). Denote these special
orthants by Oij where j = 1, 2. By Corollary 5.10 each union Oi ∪ Oij is isometricly
isomomorphic to R2

+ ∪ R2
−. Denote these isomorphisms by Φij .

Theorem 5.13. The convex hull of a compact set in T4 is compact.

Proof. Let S ⊆ T4 be a compact set and denote by Si := Oi∩thrS for each i = 1, 2, ..., 15.
Let Sijk := Si ∪ Sj ∪ Sk for all i, j, k. Note that Si is compact for all i = 1, 2, ..., 15.

We claim
coS =

( ⋃
i,j,k

coSijk
)
∪
( i=15⋃

i=1

⋃
j=1,2

co(Si ∪ Sij)
)
. (5.16)

By Theorem 4.15 to prove the statement it suffices to show the following identity

thrn S =
( ⋃
i,j,k

thrn−1 Sijk

)
∪
( i=15⋃

i=1

⋃
j=1,2

thrn−1(Si ∪ Sij)
)
, ∀n ∈ N. (5.17)

Denote by S∗n the right side of (5.17). The inclusions Sijk, Si ∪ Sij ⊆ thrS,∀i, j by virtue
of identity (4.10) imply S∗n ⊆ thrn S. The other direction we use induction. For n = 1
the equality in (5.17) is evident. Suppose that it is true for m > 1. Let n = m + 1.
and [x, y] ⊆ thrm+1 S. Then by definition there are [x1, x2], [y1, y2] ⊆ thrm S such that
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x ∈ [x1, x2] and y ∈ [y1, y2]. By inductive hypothesis we have [x1, x2], [y1, y2] ⊆ S∗m. In
particular x, y ∈ S∗m. If Σ(x) has no compatible split with Σ(y) then the cone path is a
geodesic. Without loss of generality let x ∈ Oi and y ∈ Op for some indices i, p. This
means that [x, y] = [x,O] ∪ [O, y] where

[x,O] ⊆ thr(thrm−1 Sijk ∩ Oi) ⊆ thrm Sijk ∩ Oi ⊆ thrm Sijk (5.18)
or
[x,O] ⊆ thr(thrm−1(Si ∪ Sij) ∩ Oi) ⊆ thrm(Si ∪ Sij) (5.19)
and
[O, y] ⊆ thr(thrm−1 Spqr ∩ Op) ⊆ thrm Spqr ∩ Op ⊆ thrm Spqr (5.20)
or
[O, y] ⊆ thr(thrm−1(Sp ∪ Spq) ∩ Op) ⊆ thrm(Sp ∪ Spq) (5.21)

If Σ(x) has some compatible split with Σ(y) then there is a regular triplet {Oi,Oj,Ok}
such that x, y ∈ Oi∪Oj∪Ok. If the cone path is a geodesic then it follows by (5.18)-(5.21)
that [x, y] = [x,O] ∪ [O, y] ⊆ S∗m+1. The other situation is when [x, y] is not a cone path.
Without loss of generality let x ∈ thrm−1 Sijl∩Oi and y ∈ thrm−1 Skjm∩Ok for some l 6= m.
Let Σ(Oi) have no common split with Σ(Ok). Then there exist two points u ∈ span+{s1

j}
and v ∈ span+{s2

j} such that [x, y] = [x, u] ∪ [u, v] ∪ [v, y]. Lemma 5.12 then implies
that u ∈ [v1

j , u
1
j ] and v ∈ [v2

j , u
2
j ]. On the other hand [v1

j , u
1
j ], [v2

j , u
2
j ] ⊆ thrSj hence we

have [u, v] ∈ thr2 Sj ⊆ thrm Sj ⊆ thrm Sijl. Similarly u ∈ thrSj ⊆ thrSijl ⊆ thrm−1 Sijl
and v ∈ thrSj ⊆ thrSkjm ⊆ thrm−1 Skjm. Therefore [x, u] ⊆ thrm Sijl, [v, y] ⊆ thrm Skjm
implies [x, y] ⊆ thrm Sijl∪thrm Skjm. In all cases we get [x, y] ⊆ S∗m+1 implying thrm+1 S ⊆
S∗m+1. This proves identity (5.17).

By virtue of Example 2 and Lemma 5.11 we have that
degthr Φijk(Sijk) 6 3, degthr Φij(Si ∪ Sij) 6 2,∀i, j, k

which together with thrn Sijk = Φ−1
ijk(Φijk(thrn Sijk)) = Φ−1

ijk(thrn Φijk(Sijk)) and similarly
thrn(Si ∪ Sij) = Φ−1

ij (Φij(thrn(Si ∪ Sij))) = Φ−1
ij (thrn Φij(Si ∪ Sij)) imply

degthr Sijk 6 3, degthr(Si ∪ Sij) 6 2,∀i, j, k
Identity (5.17) yields degthr S 6 4. For large enough n, say n > 4, identity (5.17) implies
(5.16). But co Φijk(Sijk), co Φij(Si∪Sij) are compact for any i, j, k. Because Φ−1

ijk,Φ−1
ij are

isometries, hence continuous maps, for any i, j, k then coSijk = Φ−1
ijk(co Φijk(Sijk)) and

co(Si ∪ Sij) = Φ−1
ij (co Φij(Si ∪ Sij)) are compact. It follows that coS is a compact set as

a finite union of compact sets. This completes the proof.

A direct consequence of Theorem 5.13 and Theorem 4.25 is the following corollary which
we present without proof.
Corollary 5.14. Let x1, x2, ..., xn ∈ T4 be a finite set of trees with four leaves. Then the
Fréchet mean x∗ exists and lies in co{x1, x2, ..., xn}. Moreover x∗ is constructible from
{x1, x2, ..., xn} in at most 15 steps.

Proof. Follows from Theorem 5.13 and Theorem 4.25.





CHAPTER 6

Mosco Convergence and Asymptotic Boundedness

6.1. Mosco Convergence

6.1.1 Mosco convergence of functions

Let (H, d) be a Hadamard space. A sequence of functions fn : H → (−∞,+∞] is said
to be Mosco convergent to f : H → (−∞,+∞] and we write M − limn f

n = f if for each
x ∈ H:

(i) f(x) 6 lim infn fn(xn) whenever xn w→ x

(ii) there exists some sequence (yn)n∈N ⊂ H such that yn → x and f(x) > lim supn fn(yn).

If (i) is substituted with strong convergence then one gets what is known as Γ-convergence1.
Therefore Mosco convergence is a stronger type of convergence and subsequently Mosco
convergence implies Γ-convergence. The original motivation for introducing Mosco con-
vergence in analysis was to define a special convergence for convex closed sets of a normed
space X, in which both the strong and the weak topologies of X are involved (see [91, Def-
inition 1]). Another way to introduce Mosco convergence has been to make the so called
Fenchel conjugate f ∗ of a closed convex proper function f bicontinous (see [11, pg. 294]).
In general if (X, τ) is a locally convex topological vector space and f : X → (−∞,+∞]
is a convex proper function then the Fenchel conjugate of f ∗ : X∗ → (−∞,+∞] of f is
defined as

f ∗(u) := sup
x∈X

(〈u, x〉 − f(x)), ∀u ∈ X∗ (6.1)

where X∗ is the topological dual of X and 〈u, x〉 denotes the dual pairing of an element
x ∈ X with an element u ∈ X∗. In the case of a Hilbert space this dual pairing is just the
canonical inner product. It follows by definition (6.1) that f ∗ is a proper closed convex
function whenever f is. Analogous to (6.1) one can define the Fenchel conjugate f ∗∗ of
f ∗ also known as the biconjugate of f .

1For more on Γ-convergence see [86, G. Dal Maso]).

73
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Theorem 6.1 ([11, Fenchel-Moreau]). Let (X, τ) be a locally convex topological vector
space and f : X → (−∞,+∞] a proper convex function. The biconjugate f ∗∗ of a function
f is equal to clτ f (the τ -closure of f). In particular if f is τ -closed then f ∗∗ = f .

One can think of Fenchel conjugation as a transformation from the set of proper closed
convex functions on X onto the set of proper closed convex functions on X∗. By virtue
of Theorem 6.1 this Fenchel transform is a one-to-one mapping.

Theorem 6.2 ([11, Attouch-Fenchel-Moreau]). Let X be a reflexive Banach space and
(fn)n∈N, f a sequence of proper closed convex functions from X into (−∞,+∞]. Then
M − limn f

n = f iff M − limn(fn)∗ = f ∗

In other words Fenchel transform is bicontinous for the Mosco convergence. While The-
orem 6.1 and Theorem 6.2 are applicable to Hilbert spaces, which are a proper subset
of Hadamard spaces, we cannot in general extend such results to any Hadamard space.
The main reason is that there does not exist yet a good notion for the dual pairing.
For an extension of duality theory that generalizes the classical Fenchel conjugation to
functions defined on Riemannian manifolds the reader could refer to a recent work of
Bergmann et al. [25]. Nevertheless Mosco convergence still plays a crucial role in general
Hadamard spaces, in particular in the theory related to the gradient flow (see Bačak [43]
for instance).

6.1.2 Mosco convergence of sets

Let ιS denote the indicator function of a set S ⊆ H i.e. ιS(x) = 0 if x ∈ S and ιS(x) = +∞
otherwise. A sequence of sets (Sn)n∈N is said to converge in the sense of Mosco to a set S
whenever (ιSn)n∈N Mosco converges to ιS.

Proposition 6.3 ([43, Corollary 5.2.8]). Let (H, d) be a Hadamard space and (Cn)n∈N a
sequence of closed convex sets. If M − limnCn = C for some set C ⊆ H then C is closed
and convex.

Proof. By definition M − limnCn = C means M − limn ιCn = ιC . Cn is convex and closed
for all n implies that the indicator function ιCn is closed convex for all n. But Mosco
convergence preserves convexity and lower-semicontinuity therefore ιC is a closed convex
function. This is equivalent to C being a closed convex set.

Proposition 6.4. Let (Cn)n∈N be a sequence of closed convex sets in a Hadamard space
H. If (Cn)n∈N is a nonincreasing sequence of sets then (Cn)n∈N Mosco converges to its
intersection. If (Cn)n∈N is nondecreasing then it Mosco converges to the closure of its
union.
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Proof. The proof follows the lines in [91, Lemma 1.2, Lemma 1.3]. Let (Cn)n∈N be a
nonincreasing sequence of closed convex sets and C := ⋂

nCn. First note that C 6= ∅. By
definition it suffices to prove that M − limn ιCn = ιC . Let x ∈ H. If x /∈ C then clearly
lim supn ιCn(yn) = 0 6 ιC(x) for any sequence (yn)n∈N such that yn → x. Now let x ∈ C.
Then we have x ∈ Cn for every n ∈ N. Because Cn is a closed set there exists yn ∈ Cn
such that d(x, yn) 6 1/n, therefore yn → x. Since yn ∈ Cn then ιCn(yn) = 0 for all n ∈ N,
hence lim supn ιCn(yn) = 0 = ιC(x) confirming condition (ii). Now let (xn)n∈N be such
that xn ∈ Cn for all n ∈ and w − limn xn = x for some x ∈ H. Assumption Cn ⊆ Cm
whenever m 6 n implies that xn ∈ Cm. But Cm is a closed convex set hence by Lemma
3.9 weakly sequentially closed. Therefore x = w − limn xn ∈ Cm and this holds for any
m ∈ N since m was arbitrary. Therefore x ∈ C implying ιC(x) = 0 6 lim infn ιCn(xn)
which confirms condition (i). Analogue arguments for the second statement.

6.2. A Theorem of Attouch

6.2.1 Attouch’s theorem about Mosco convergence

Let X be a normed linear space and f : X → (−∞,+∞] a proper closed convex function.
For λ > 0 the Moreau-Yosida envelope of f is defined as follows

fλ(x) := inf
y∈X

{
f(y) + 1

2λ‖x− y‖
2
}

(6.2)

It can be shown that fλ is a convex continuous function [11, Proposition 3.3]. Moreover
limλ→0 fλ(x) = f(x) for all x ∈ X. For a given parameter λ > 0 the proximal mapping of
f is defined as

Jλx := arg min
y∈X

{
f(y) + 1

2λ‖x− y‖
2
}

(6.3)

For a function f : X → (−∞,+∞] let ∂f(x) denote the subdifferential of f at x ∈ X
defined as

∂f(x) := {u ∈ X∗|f(x) > f(y) + 〈u, y − x〉, ∀y ∈ X} (6.4)
and we say a pair (x, u) ∈ X×X∗ lies in ∂f whenever u ∈ ∂f(x). For more on fundamental
concepts in convex analysis in linear spaces refer to the classical book by Rockafellar [99].

Theorem 6.5 ([11, Attouch’s Theorem]). Let X be a smooth reflexive Banach space. Let
(fn)n∈N, f be a sequence of proper closed convex functions from X into (−∞,+∞]. The
following equivalences hold:

(i) M − limn f
n = f

(ii) ∀λ > 0,∀x ∈ X it holds limn J
n
λx = Jλx and ∃(u, v) ∈ ∂f,∃(un, vn) ∈ ∂fn such that

limn un = u in X, limn vn = v in X∗, and limn f
n(un) = f(u)

(iii) ∀λ > 0,∀x ∈ X it holds limn f
n
λ (x) = fλ(x).
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Note that Theorem 6.5 appeared first in [10] for Hilbert spaces and then generalized for
any smooth reflexive Banach space in [11].

6.2.2 A theorem of Bačak

Because a norm ‖ · ‖ in a linear space X induces a metric d(x, y) = ‖x − y‖ for any
x, y ∈ X then definitions (6.2) and (6.3) can be accommodated easily in the setting of a
Hadamard space using its metric. For a given closed convex function f : H → (−∞,+∞]
and parameter λ > 0 the Moreau envelope fλ of f is defined as

fλ(x) := inf
y∈H

{
f(y) + 1

2λd(y, x)2
}
, for each x ∈ H (6.5)

and the proximal mapping of f

Jλx := arg min
y∈H

{
f(y) + 1

2λd(y, x)2
}
, for each x ∈ H (6.6)

In his study of the gradient flow in Hadamard spaces [43] Bačak established a result
which relates Mosco convergence of a sequence of closed convex functions (fn)n∈N to the
pointwise convergence of Moreau envelopes (fnλ )n∈N and proximal mappings (Jnλ )n∈N.

Theorem 6.6. (Bačak) Let (H, d) be a Hadamard space and fn : H → (−∞,+∞] a
sequence of closed convex functions. If M − limn f

n(x) = f(x), then limn f
n
λ (x) = fλ(x)

and limn J
n
λx = Jλx for each x ∈ H.

This result is the analogue of the implication (i)→ (iii) in Theorem 6.5. Later Bačak et
al. [13] proved the following.

Theorem 6.7. Let (H, d) be a Hadamard space and f, fn : H → (−∞,+∞] be a sequence
of closed convex functions. If limn f

n
λ (x) = fλ(x) then M − limn f

n(x) = f(x) for all
x ∈ H.

This result together with Theorem 6.7 imply the equivalence between Mosco convergence
and pointwise convergence of Moreau envelopes in Hadamard spaces. This completes the
equivalence (i) ↔ (iii) in Theorem 6.5 for Hadamard spaces. However it is not known
whether convergence of proximal mappings imply, under some additional conditions, the
Mosco convergence of fn. This was left an open question by Bačak [43]. That convergence
of proximal mappings only is not enough was noted by Bačak in [12]. Indeed consider a
sequence of constant functions 0, 1, 0, 1, ... defined on R. Evidently they are closed and
convex but they don’t converge in the sense of Mosco to any function f . However their
proximal mapping maps Jλ : R→ R (i.e. x 7→ Jλx) equal the identity map for all λ > 0.
In this note we aim to complete the cycle of equivalences, the analogues of Attouch’s
theorem. This also answers an open question in [12].
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6.3. Asymptotic Boundedness

6.3.1 Some preliminaries

Definition 6.8. Let f : H → (−∞,+∞] be a closed convex function and x ∈ dom f .
The slope of f at x is defined as

|∂f |(x) := lim sup
y→x

max{f(x)− f(y), 0}
d(x, y) (6.7)

and dom |∂f | := {x ∈ H : |∂f |(x) < +∞}. If f(x) = +∞ we set |∂f |(x) := +∞.

It follows that |∂f |(x) = 0 whenever x ∈ H is a minimizer of f . The following inclusion
dom |∂f | ⊆ dom f is obvious. Moreover the followings are true |∂(f + g)|(x) 6 |∂f |(x)|+
|∂g|(x) and |∂(αf)|(x) = α|∂f |(x) for any two functions f, g and any scalar α > 0.

Lemma 6.9 ([43, Lemma 5.1.2]). Let f : H → (−∞,+∞] be a closed convex function.
Then

|∂f |(x) = sup
y∈H\{x}

max{f(x)− f(y), 0}
d(x, y) , x ∈ dom f (6.8)

Moreover dom |∂f | is dense in dom f and |∂f |(x) is closed whenever f is closed.

Lemma 6.10 ([43, Lemma 5.1.3]). Let f : H → (−∞,+∞] be a closed convex function.
Then for every x ∈ H and λ > 0 we have Jλx ∈ dom |∂f | and

|∂f |(Jλx) 6 d(Jλx, x)
λ

(6.9)

Proposition 6.11 ([43, Proposition 2.2.17]). Let (H, d) be a Hadamard space and let
f : H → (−∞,+∞] be a closed strongly convex function with parameter µ > 0 (see
definition 2.9). Then f has a unique minimizer x ∈ H and each minimizing sequence
converges to x. Moreover

f(x) + µ

2d(x, y)2 6 f(y), ∀y ∈ H (6.10)

Proof. By virtue of [43, Lemma 2.2.14] f is bounded from below. Let (xn)n∈N be a
sequence. Denote by xmn := 1

2xm ⊕
1
2xn. By strong convexity we have

f(xmn) 6 1
2f(xm) + 1

2f(xn)− µ

8d(xm, xn)2

which in turn implies

µ

8d(xm, xn)2 6
1
2f(xm) + 1

2f(xn)− f(xmn).

If (xn)n∈N is a minimizing sequence of f i.e. limn f(xn) = infy∈H f(y) then so it is the
new sequence (xmn)m,n∈N. In particular limm,n d(xm, xn) = 0 implies (xn)n∈N is Cauchy
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sequence. Because H is a complete metric space then (xn)n∈N converges to some point
x ∈ H. Assumption f is closed is equivalent to f being lower-semicontinuous. The
inequalities f(x) 6 lim infn f(xn) = infy∈H f(y) and f(x) > infy∈H f(y) imply that x ∈
arg miny∈H f(y). Uniqueness of minimizer follows immediately from the strong convexity
property. Now consider some y ∈ H and let γ : [0, 1] → H be the geodesic emanating
from x and ending at y i.e. γ(0) = x, γ(1) = y. Then f(x) < f(γ(t)) together with the
strong convexity imply

f(x) < (1− t)f(x) + tf(y)− µ

2 (1− t)td(x, y)2

or equivalently
tf(x) < tf(y)− µ

2 (1− t)td(x, y)2

Dividing by t and taking limit t ↓ 0 yields inequality (6.10).

6.3.2 Asymptotic boundedness for a sequence of functions

Definition 6.12. A sequence of functions fn : H → (−∞,+∞] is said to have pointwise
asymptotically bounded slope on H whenever lim supn |∂fn|(x) is finite for all x ∈ H.
If additionally for all x ∈ H we have lim supn |∂fn|(x) 6 C for some C > 0 then the
sequence of functions fn is said to have uniform asymptotically bounded slope on H.

Recall that a set K of a vector space V is a cone (or sometimes called a linear cone) if
for each x in K and positive scalars α, the product αx is in K. The set K is a convex
cone if and only if any nonnegative combination of elements from K remains in K. Let
F (H) denote the vector space of sequences of (extended) real valued functions defined on
H and let A(H) := {(fn)n∈N ∈ F (H) | lim supn |∂fn|(x) < +∞, ∀x ∈ H} denote the set
of all sequences that have pointwise asymptotically bounded slope on H.

Proposition 6.13. A(H) is a convex cone in F (H).

Proof. It suffices to prove the statement for only two elements. Let (fn)n∈N, (gn)n∈N ∈
F (H) and α, β > 0. Denote by hn := αfn + βgn for each n ∈ N. By definition of the
slope (6.7) we have

|∂hn|(x) = lim sup
y→x

max{hn(x)− hn(y), 0}
d(x, y)

On the other hand

max{hn(x)− hn(y), 0} 6 αmax{fn(x)− fn(y), 0}+ βmax{gn(x)− gn(y), 0}

and the fact that the limit superior of the sum is not greater than the sum of limit superior
together with α, β > 0 imply

|∂hn|(x) 6 α lim sup
y→x

max{fn(x)− fn(y), 0}
d(x, y) + β lim sup

y→x

max{gn(x)− gn(y), 0}
d(x, y)
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or equivalently
|∂hn|(x) 6 α|∂fn|(x) + β|∂gn|(x), ∀n ∈ N

Taking limit superior with respect to n on both sides yields

lim sup
n
|∂hn|(x) 6 lim sup

n
(α|∂fn|(x)+β|∂gn|(x)) 6 α lim sup

n
|∂fn|(x)+β lim sup

n
|∂gn|(x)

Assumption (fn)n∈N, (gn)n∈N ∈ F (x) imply lim supn |∂fn|(x), lim supn |∂gn|(x) < +∞, ∀x ∈
H. Hence lim supn |∂hn|(x)| < +∞ for each x ∈ H gives (hn)n∈N ∈ F (H) as desired.

Remark 6.14. The set A0(H) of sequences of functions with uniform asymptotic regular
slope is also a convex cone.

Proposition 6.15. Let (fn)n∈N be a sequence of proper closed convex functions defined on
a Hadamard space (H, d). Let f be the pointwise limit of (fn)n∈N such that dom |∂f | 6= ∅.
Assume that dom fn = dom f = H for all n. For a given element x ∈ H define the
sequence of functions (gn) and g for all y ∈ H \ {x}

gn(y;x) := max{fn(x)− fn(y), 0}
d(x, y) , n ∈ N

g(y;x) := max{f(x)− f(y), 0}
d(x, y)

Then (fn)n∈N has pointwise asymptotically bounded slope on dom |∂f | whenever

lim
n

sup
y∈H\{x}

|gn(y;x)− g(y;x)| = 0 (6.11)

If additionally supx∈dom |∂f | |∂f |(x) < +∞ then (fn)n∈N has uniform asymptotically bounded
slope on dom |∂f |.

Proof. From the elementary reverse triangle inequality

sup
y∈H\{x}

|gn(y;x)− g(y;x)| > | sup
y∈H\{x}

gn(y;x)− sup
y∈H\{x}

g(y;x)|

assumption (6.11) implies limn supy∈H\{x} gn(y;x) = supy∈H\{x} g(y;x). By virtue of
Lemma 6.9 this is equivalent to limn |∂fn|(x) = |∂f |(x). Since dom |∂f | 6= ∅ then
limn |∂fn|(x) is finite on dom |∂f |. Therefore (fn)n∈N has pointwise asymptotically bounded
slope on dom |∂f |. If additionally supx∈dom |∂f | |∂f |(x) < +∞ then |∂f |(x) 6 C for some
C > 0 for all x ∈ dom |∂f |. This implies limn |∂fn|(x) 6 C for all x ∈ dom |∂f |.

6.3.3 A converse theorem

Theorem 6.16. Let (H, d) be a Hadamard space and fn : H → (−∞,+∞] be a sequence
of closed convex functions. Suppose

(i) limn f
n(x) = f(x) for all x ∈ H
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(ii) (fn)n∈N has pointwise asymptotically bounded slope on H

If limn J
n
λx = Jλx then limn f

n
λ (x) = fλ(x) for each x ∈ H.

Proof. Note that fn is convex for each n. Since the metric d(·, x)2 is a strongly convex
function then the map

y 7→ fn(y) + 1
2λd(y, x)2

is strongly convex for each x ∈ H. It follows from Proposition 6.11 that the proximal
mapping

Jnλx := arg min
y∈H

{
fn(y) + 1

2λd(y, x)2
}

exists and it is unique. Similarly for Jλx. By definition for all n we have

fnλ (x) = fn(Jnλx) + 1
2λd(x, Jnλx)2

From the elementary triangle inequality d(x, Jnλx) 6 d(x, Jλx) + d(Jλx, Jnλx) and inter-
changing the role of Jnλx with Jλx we obtain the estimate

|d(x, Jnλx)− d(x, Jλx)| 6 d(Jλx, Jnλx)

Assumption limn J
n
λx = Jλx implies limn d(x, Jnλx) = d(x, Jλx) for each x ∈ H. Therefore

it is sufficient to prove limn f
n(Jnλx) = f(Jλx). By Lemma 6.10, Jλx ∈ dom |∂f | for any

x ∈ H yields Jλx ∈ dom f since dom |∂f | ⊆ dom f . Similarly Jnλx ∈ dom fn. From the
definition of Moreau envelope it follows that for all n

fn(Jnλx) + 1
2λd(Jnλx, x)2 6 fn(Jλx) + 1

2λd(Jλx, x)2

which in turn together with assumption i and limn J
n
λx = Jλx gives

−∞ 6 lim sup
n

fn(Jnλx) 6 f(Jλx) < +∞ (6.12)

On the other hand assumption ii implies that for some finite valued nonnegative func-
tion C : H → R+ we have lim supn |∂fn|(x) 6 C(x) for all x ∈ H. In particular
lim supn |∂fn|(Jλx) 6 C(Jλx) < +∞ for all x ∈ H. Therefore there exists some n0 ∈ N
such that for all n > n0 we have Jλx ∈ dom |∂fn| implying that fn(Jλx) and |∂fn|(Jλx)
are finite. By virtue of Lemma 6.9 the following inequality holds for all n > n0

fn(Jnλx) > fn(Jλx)− |∂fn|(Jλx)d(Jλx, Jnλx)

This implies

+∞ > lim inf
n

fn(Jnλx) > f(Jλx)− lim sup
n
|∂fn|(Jλx)d(Jλx, Jnλx) > −∞ (6.13)

But lim supn |∂fn|(Jλx) 6 C(Jλx) < +∞ yields

lim sup
n
|∂fn|(Jλx)d(Jλx, Jnλx) = lim sup

n
|∂fn|(Jλx) · lim

n
d(Jλx, Jnλx) 6 C(Jλx) · 0 = 0
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which together with (6.13) gives

+∞ > lim inf
n

fn(Jnλx) > f(Jλx) > −∞ (6.14)

From inequality (6.14) and (6.12) we obtain f(Jλx) = limn f
n(Jnλx) as required.

It is natural to ask if, under some additional condition, the pointwise convergence of fn
to f is a necessary condition for pointwise convergence of Moreau envelopes (fnλ )n∈N to
fλ.

Theorem 6.17. Let (H, d) be a Hadamard space and f, fn : H → (−∞,+∞] be a
sequence of closed convex functions on H. Suppose (fn)n∈N has pointwise asymptotically
bounded slope on H. If for all x ∈ H, limn f

n
λ (x) = fλ(x) then

(i) limn J
n
λx = Jλx

(ii) limn f
n(x) = f(x).

Proof. By Theorem 6.6 assumption limn f
n
λ (x) = fλ(x) impliesM− limn f

n(x) = f(x) for
all x ∈ H. Then Theorem 6.7 yields limn J

n
λx = Jλx for all x ∈ H. This proves i which

in turn yields

fλ(x) = lim
n
fnλ (x) = lim sup

n
fn(Jnλx)+ 1

2λ lim
n
d(Jnλx, x)2 = lim sup

n
fn(Jnλx)+ 1

2λd(Jλx, x)2.

By definition of Moreau-Yosida then it follows f(Jλx) = lim supn fn(Jnλx). Similarly
f(Jλx) = lim infn fn(Jnλx) hence f(Jλx) = limn f

n(Jnλx). On the other hand for each
n ∈ N we have

fn(Jnλx) 6 fn(Jnλx) + 1
2λd(Jnλx, x)2 6 fn(x)⇒ lim

n
fn(Jnλx) 6 lim inf

n
fn(x).

Therefore f(Jλx) 6 lim infn fn(x) for all x ∈ H and for all λ > 0. Using limλ↓0 Jλx = x
and the assumption that f is closed we obtain

f(x) 6 lim inf
λ↓0

f(Jλx) 6 lim inf
n

fn(x). (6.15)

By [11, Lemma 1.18] there exists a mapping n 7→ λ(n) such that limn λ(n) = 0 and

lim
λ↓0

lim
n
fnλ (x) = lim

n
fnλ(n)(x).

By definition of Moreau envelope we can write

fnλ(n)(x) = fn(Jnλ(n)x) + 1
2λ(n)d(Jnλ(n)x, x)2

implying

f(x) > lim
n

[
fn(Jnλ(n)x) + 1

2λ(n)d(Jnλ(n)x, x)2
]
> lim sup

n
fn(Jnλ(n)x). (6.16)
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By Lemma 6.9 we have the inequalities

fn(Jnλ(n)x) + |∂fn|(x)d(Jnλ(n)x, x) > fn(x), ∀n ∈ N (6.17)

which then give

lim sup
n

fn(Jnλ(n)x) + lim sup
n
|∂fn|(x)d(Jnλ(n)x, x) > lim sup

n
fn(x). (6.18)

By assumption (fn)n∈N has pointwise asymptotically bounded slope on H, which implies
that for some nonnegative finite valued function C : H → R+ we have lim supn |∂fn|(x) 6
C(x). Hence

0 6 lim sup
n
|∂fn|(x)d(Jnλ(n)x, x) = lim sup

n
|∂fn|(x) · lim

n
d(Jnλ(n)x, x) 6 C(x) · 0 = 0.

From inequalities (6.16) and (6.18) it follows

f(x) > lim sup
n

fn(Jnλ(n)x) > lim sup
n

fn(x). (6.19)

The inequalities (6.15) and (6.19) imply f(x) = limn f
n(x).

It was pointed out by Bačak2 that Thoerem 6.17 (ii) can be proved directly by employing
the following two key lemmas.

Lemma 6.18 ([43, Proposition 2.2.26]). Let f : H → (−∞,+∞] be a closed convex
function and x ∈ H. Then the function λ 7→ Jλx is continuous on (0,+∞) and

lim
λ↓0

Jλx = Pcl dom fx (6.20)

In particular if x ∈ cl dom f then λ 7→ Jλx is continuous on [0,+∞).

Lemma 6.19 ([43, Proposition 5.1.4]). Let f : H → (−∞,+∞] be a closed convex
function. Then for any x ∈ H and λ ∈ (0,+∞) we have

f(x)− fλ(x)
λ

6
|∂f |2(x)

2 (6.21)

Without loss of generality let x ∈ cl dom f . From triangle inequality for each n ∈ N we
have the upper estimate

|fn(x)− f(x)| 6 |fn(x)− fnλ (x)|+ |fnλ (x)− fλ(x)|+ |fλ(x)− f(x)| (6.22)

By Lemma 6.19 we have |fn(x) − fnλ (x)| 6 λ|∂fn|2(x)/2 and for sufficiently large n
assumption (fn)n∈N ∈ A(H) implies |fn(x) − fnλ (x)| 6 λC(x) for some finite valued
function C(x). Hence this term vanishes as λ ↓ 0. The middle term in (6.22) vanishes by
assumption limn f

n
λ (x) = fλ(x) for each x ∈ H. On the other hand Lemma 6.18 implies

limλ↓0 Jλx = x. The evident chain of inequalities f(Jλx) 6 fλ(x) 6 f(x) together with
lsc of f imply |fλ(x)− f(x)| → 0 as λ ↓ 0.

An application of Theorem 6.7 and Theorem 6.6 yield the following.
2private correspondence
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Theorem 6.20. Let (H, d) be a Hadamard space and f, fn : H → (−∞,+∞] be a
sequence of closed convex functions. If (fn)n∈N has pointwise asymptotically bounded
slope on H, then M − limn f

n = f if and only if limn f
n(x) = f(x) and limn J

n
λx = Jλx

for each x ∈ H.

Proof. Assume (fn)n∈N ∈ A(H) and let limn f
n(x) = f(x) for all x ∈ H. Then by

Theorem 6.16 limn J
n
λx = Jλx implies limn f

n
λ (x) = fλ(x) for all x ∈ H. Theorem 6.7 in

turn yieldsM−limn f
n(x) = f(x). Now supposeM−limn f

n(x) = f(x) then by Theorem
6.6 we get limn f

n
λ (x) = fλ(x) for each x ∈ H. Since by assumption (fn)n∈N ∈ A(H) then

Theorem 6.17 implies limn f
n(x) = f(x) and limn J

n
λx = Jλx for all x ∈ H.

6.3.4 A normalization condition

Let fn, f : H → (−∞,+∞] be a family of proper closed convex functions. We say the
sequence of functions (fn)n∈N satisfies the normalization condition if there exists some
sequence (xn)n∈N ⊂ H and x ∈ H such that xn → x, fn(xn) → f(x) and |∂fn|(xn) →
|∂f |(x) as n ↑ +∞. For a sequence of functions (fn)n∈N that Mosco converges to some
function f we get the following result.
Lemma 6.21. A sequence of closed convex functions (fn)n∈N, f : H → (−∞,+∞] satis-
fies the normalization condition whenever M − limn f

n = f .

Proof. Let x0 ∈ H thenM−limn f
n = f implies by Theorem 6.6 we have limn J

n
λx0 = Jλx0

for any λ > 0. Take xn := Jnλx0 and x := Jλx0. Then this means limn xn = x. We need
to show the other two properties. Note that by definition of the proximal mapping Jλ we
have

fn(xn) + 1
2λd(x0, xn)2 6 fn(y) + 1

2λd(x0, y)2, ∀y ∈ H

Let (ξn)n∈N ⊂ H be a sequence strongly converging to x. From the last inequality we
obtain in particular that

fn(xn) + 1
2λd(x0, xn)2 6 fn(ξn) + 1

2λd(x0, ξn)2, ∀n ∈ N

implying lim supn fn(xn) 6 lim supn fn(ξn)n∈N. On the other hand by definition of Mosco
convergence we can have (ξn)n∈N such that lim supn fn(ξn) 6 f(x). Hence lim supn fn(xn) 6
f(x). Moreover limn xn = x implies in particular that xn w→ x. Again by definition of
Mosco convergence we obtain f(x) 6 lim infn fn(xn). Therefore f(x) = limn f

n(xn) as
desired. Next we need to show the property about the slopes. Note that by Lemma 6.9
we have

max{fn(xn)− fn(y), 0}
d(xn, y) 6 |∂fn|(xn), ∀y ∈ H,∀n ∈ N.

Again by Mosco convergence for each y ∈ H there is a sequence (ξn)n∈N strongly con-
verging to y such that lim supn fn(ξn) 6 f(y). Applying the last inequality for ξn we
have

max{fn(xn)− fn(ξn), 0}
d(xn, y) 6 |∂fn|(xn), ∀n ∈ N
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which in turn yields
max{f(x)− lim supn fn(ξn), 0}

d(x, y) 6 lim inf
n
|∂fn|(xn).

Using lim supn fn(ξn) 6 f(y) we get
max{f(x)− f(y), 0}

d(x, y) 6 lim inf
n
|∂fn|(xn)

Because the last inequality holds for any y ∈ H then |∂f |(x) 6 lim infn |∂fn|(xn). Now
by definition (6.7) we obtain

|∂fn|(xn) 6 max{fn(xn)− fn(yn), 0}
d(xn, yn) + εn, ∀n ∈ N

for sufficiently small εn > 0 and yn sufficiently close to xn. Note that strong convergence
of xn to x implies that for any δ > 0 all but finitely many of the terms yn ∈ B(x, δ). In
particular (yn) is a bounded sequence hence by Lemma 3.8 it has a weakly convergent
subsequence (ynk). Moreover ynk

w→ y ∈ clB(x, δ). One can choose (εn) such that
limk εnk = 0. Since d(x, ·) is weakly lsc then we get

lim sup
k
|∂fnk |(xnk) 6

max{f(x)− lim infk fnk(ynk), 0}
d(x, y) .

By definition of Mosco convergence follows lim infn fn(yn) > f(y). Hence

lim sup
n
|∂fn|(xn) 6 lim sup

k
|∂fnk |(xnk) 6

max{f(x)− f(y), 0}
d(x, y) .

The last inequality implies lim supn |∂fn|(xn) 6 |∂f |(x).

A family of functions fn : H → (−∞,+∞] is said to be equi locally Lipschitz if for any
bounded set K ⊆ H there is a constant CK > 0 such that

|fn(x)− fn(y)| 6 CKd(x, y), ∀x, y ∈ K, ∀n ∈ N (6.23)

Lemma 6.22. Let fn : H → (−∞,+∞] be a sequence of closed convex functions such
that limn f

n
λ (x0) = α0 ∈ R for some x0 ∈ H and some λ > 0. Then (fnλ )n∈N are equi

locally Lipschitz functions.

Proof. By virtue of [11, Theorem 2.64 (ii)] it suffices to show that there is r > 0 and
x0 ∈ H such that fn(x) + r(d(x, x0)2 + 1) > 0 for all x ∈ H and all n ∈ N. Let x0 ∈ H be
such that limn f

n
λ (x0) = α0 ∈ R. Notice that by definition of Moreau envelope we have

fn(x) > fnλ (x0)− 1
2λd(x0, x)2 > α0 − δ −

1
2λd(x0, x)2

for some δ > 0 and sufficiently large n. If one takes δ = α0 + 1/2λ then one gets

fn(x) > − 1
2λ(d(x0, x)2 + 1), ∀x ∈ H

For any r > 1/2λ we obtain fn(x) + r(d(x0, x)2 + 1) > 0 for all x ∈ H and all n ∈ N.
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Let f : H → (−∞,+∞]. The geodesic lower directional derivative of f at x ∈ H along a
geodesic γ ∈ Γx(H) is defined as

f ′−(x; γ) := lim inf
y
γ→x

f(y)− f(x)
d(y, x) (6.24)

Analogously the geodesic upper directional derivative, denoted by f ′+(x; γ), is defined with
liminf replaced by limsup. If both limits exist and coincide then we say f is geodesically
differentiable at x along γ ∈ Γx(H) and denote it by f ′(x; γ) (compare with (3.19)).

Theorem 6.23. Let fn, f : H → (−∞,+∞] be a sequence of closed convex functions
such that

(i) ∀λ > 0,∀x ∈ H it holds limn J
n
λx = Jλx

(ii) (fn)n∈N satisfies the normalization condition with (xn)n∈N such that xn → x0 ⊂ H

(iii) limn f
′
n,λ(xt; γ) = f ′λ(xt; γ) for all γ ∈ Γx0(H) and xt ∈ γ where t ∈ [0, 1].

Then ∀λ > 0,∀x ∈ H it holds limn f
n
λ (x) = fλ(x).

Proof. Let (fn)n∈N, f satisfy the normalization condition. Then there exists (xn), x0 ⊂ H
such that limn xn = x0, limn f

n(xn) = f(x0) and limn |∂fn|(xn) = |∂f |(x0). Let λ > 0.
First we claim that limn f

n
λ (x0) = fλ(x0). Introduce the variables un := Jnλxn for each

n ∈ N and u0 := Jλx0. Note that by assumption (i) for each fixed m ∈ N we have
limn J

n
λxm = Jλxm. Since the mapping x 7→ Jλx is continuous (it is firmly nonexpan-

sive) then limm Jλxm = Jλx0. By triangle inequality d(Jnλxn, Jλx0) 6 d(Jnλxn, Jnλxm) +
d(Jnλxm, Jλx0) and nonexpansiveness of Jnλ we have

d(Jnλxn, Jλx0) 6 d(xn, xm) + d(Jnλxm, Jλx0).

Passing in the limit as m,n ↑ +∞ we obtain limn un = limn J
n
λxn = Jλx0 = u0. On the

other hand

|fn(un)− f(u0)| 6 |fn(un)− fn(xn)|+ |fn(xn)− f(x0)|+ |f(x0)− f(u0)|.

By normalization condition and using limλ↓0 un = limλ↓0 J
n
λxn = xn, limλ↓0 u0 = limλ↓0 Jλx0 =

x0 and lsc of fn and f implies in the limit as λ ↓ 0 and n ↑ +∞ that limn f
n(un) = f(u0).

Again by definition of Moreau envelope

fnλ (xn) = fn(un) + 1
2λd(xn, un)2 → f(u0) + 1

2λd(x0, u0)2 := fλ(x0), as n ↑ +∞.

Note that
fnλ (x0) 6 fn(xn) + 1

2λd(x0, xn)2 → f(x0) as n ↑ +∞.

On the other hand we have

fnλ (x0) > fn(Jnλx0) > fn(xn)− |∂fn|(xn)d(Jnλx0, xn)
→ f(x0)− |∂f |(x0)d(Jλx0, x0) > −∞ as n ↑ +∞.
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In particular we obtain that −∞ < lim infn fnλ (x0) 6 lim supn fnλ (x0) < +∞ (one can
assume that x0 ∈ dom f else there is nothing to show). By Lemma 6.22 we get that
(fnλ )n∈N is equi locally Lipschitz in H. This means that for any bounded domain K ⊆ H
there is CK > 0 such that

|fnλ (x)− fnλ (y)| 6 CKd(x, y), ∀x, y ∈ K, ∀n ∈ N

From this and the estimate

|fnλ (x0)−fλ(x0)| 6 |fnλ (x0)−fnλ (xn)|+ |fnλ (xn)−fλ(x0)| 6 CKd(xn, x0)+ |fnλ (xn)−fλ(x0)|

follows limn f
n
λ (x0) = fλ(x0). Now define gn,λ(t) := fnλ (xt) where xt := W (x, x0, t) and

x ∈ H is arbitrary. Consider

g′n,λ(t) := lim
s→0

gn,λ(t+ s)− gn,λ(s)
s

Since fnλ is convex for each n ∈ N then it is absolutely continuous on every geodesic
segment. In particular g′n,λ(t) exists almost everywhere on [0, 1], it is Lebesgue integrable
on the interval [0, 1] and satifies

fnλ (x) = fnλ (x0) +
∫ 1

0
g′n,λ(t) dt (6.25)

On the other hand g′n,λ(t) = f ′n,λ(xt; γ)d(x0, x) where γ ∈ Γx0(H) connects x0 with x
and xt ∈ γ. Assumption (iii) implies limn g

′
n,λ(t) = g′λ(t) for all t ∈ [0, 1]. Moreover

equi locally Lipschitz property of (fnλ )n∈N implies that supn g′n,λ(t) 6 CKd(x0, x) for any
bounded domain K around x0 and x ∈ K. By Lebesgue dominated convergence theorem
we obtain in the limit

lim
n
fnλ (x) = fλ(x0) +

∫ 1

0
lim
n
g′n,λ(t) dt = fλ(x0) +

∫ 1

0
g′λ(t) dt = fλ(x)



CHAPTER 7

Firmly Nonexpansive Operators in Hadamard
Spaces

7.1. Fixed Point Theory

7.1.1 Some history

Many mathematical problems can be formulated in the following form:

solve Tx = x (7.1)

When T is an operator from one space X to itself often the solution x∗ to problem (7.1)
is called a fixed point of T . An old and celebrated theorem of Banach [16], also known as
Banach fixed point theorem, ensures under certain conditions the existence and uniqueness
of a fixed point. This theorem also provides a method for obtaining an approximation to
the fixed point. The two main assumptions in Banach’s theorem are

(i) the mapping T is contractive;

(ii) the mapping T is an operator from a complete metric space X into itself.

In the study of fixed point iterations in metric spaces, both linear and nonlinear settings,
it is often assumed that the fixed point mapping is contractive. The obvious advantage
of such an assumption is that fixed point iterations with such operators converge globally
linearly to a fixed point. However many interesting operators in several applications do
not satisfy assumption i. There are ways getting around this problem. For instance if
the operator T is merely only nonexpansive then there are at least two effective methods
which guarantee that the iterations converge either in a strong or a weak sense to a fixed
point. The first method is Krasnoselski-Mann iteration, attributed to Krasnoselski [77]
and Mann [85], which arises from the following operator acting in a linear metric space

T̂ x := (1− α)Tx+ αx, x ∈ X,α ∈ (0, 1) (7.2)
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The second method is Halpern’s iteration, attributed to Halpern [58], which for a given
point x0 ∈ X is defined as

T̂ x := (1− α)Tx+ αx0, x ∈ X,α ∈ (0, 1) (7.3)

Methods (7.2) and (7.3) were successfully employed in a seminal paper by Browder and
Petryshin [38], where they studied fixed points for nonlinear mappings in Hilbert spaces.
During the same time in a series of papers [33], [34], [35], [36] Browder used (7.2) and
(7.3) to investigate fixed points of noncompact nonlinear operators in Hilbert and Banach
spaces and their relations to variational inequalities. Note that (7.2) and (7.3) are convex
combinations of the operator T with identity and a constant operator respectively. In
principle both methods are usable in any metric space X that admits a convex structure
W . So (7.2) takes the form

T̂ x := W (Tx, x, α), x ∈ X,α ∈ (0, 1) (7.4)

and (7.3) becomes
T̂ x := W (Tx, x0, α), x ∈ X,α ∈ (0, 1) (7.5)

In particular in a Hadamard space (H, d) both methods are meaningful and applicable
where the convex structure W is given by W (x, y, α) = (1 − α)x ⊕ αy for x, y ∈ H and
α ∈ [0, 1]. Analogue theorems as in linear metric spaces can be obtained also for the
case of a Hadamard space (see [43, Theorem 6.2.1, Theorem 6.2.2]). While our list of
references about fixed point theory is by no means exhaustive the interested reader can
refer to some early classical works both in the setting of linear and nonlinear spaces.
To mention a few Halpern [57] studies nonexpansive maps from the unit ball of a real
Hilbert space into itself; in a series of papers Kannan [65], [66], [67], [68] extends Banach
fixed point theorem to metric spaces not necessarily complete; Takahashi [112], [104]
and Shimizu [103] study fixed points of nonexpansive operators in convex metric spaces;
Kirk [71], Kirk and Panyanak [70] investigated fixed points in CAT(0) spaces and R-
trees.

7.1.2 Departure in Hadamard spaces

There is another way around the problem when an operator T defined on some metric
space (X, d) does not satisfy assumption i. We are motivated by the following observation
in a Euclidean space E. If T : E → E is some mapping, possibly expansive, if the set
of its fixed points Fix T := {x ∈ E | Tx = x} is sufficiently attractive as characterized
by metric subregularity of the operator T with respect to its fixed points Fix T , then for
any initial point close enough to Fix T , the sequence {Txn}n∈N can be shown to converge
linearly to a fixed point (see for instance [84] or [83]). The purpose of the present study is
to lay the foundations for the extension of these methods to Hadamard spaces. We follow
the framework established in [84] which is built on only two fundamental elements in the
Euclidean setting:

(i) pointwise almost α-averaging [84, Definition 2.2];
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(ii) and metric regularity [60, Definition 2.1.b].

Almost averaged mappings are, in general, set-valued. In Hadamard spaces, there are sev-
eral difficulties that arise: first, there is no straight-forward generalization of the averaging
property since addition is not defined on Hadamard spaces; and second, multivaluedness,
which comes with allowing mappings to be expansive. The issue of multivaluedness intro-
duces technical overhead, but does not, at this early stage, seem to present any conceptual
difficulties. We therefore restrict our attention to an appropriate generalization of single-
valued, pointwise α-averaged mappings. The main contribution is establishing a calculus
for these mappings in Hadamard spaces, showing in particular how the property is pre-
served under compositions and convex combinations. This is of central importance to
splitting algorithms that are built by such convex combinations and compositions. We
then apply this theory in the study of cyclic projections, averaged projections, projected
proximal mapping and projected gradient flow.

7.2. Hilbert Space Review

Let (H, ‖ · ‖) be a Hilbert space equipped with its canonical norm ‖ · ‖. An operator
T : H → H is called nonexpansive whenever

‖Tx− Ty‖ 6 ‖x− y‖, ∀x, y ∈ H. (7.6)

A pointwise localization of this notion was used heavily in [84]: T : H → H is pointwise
nonexpansive at y ∈ D ⊂ H on D whenever

‖Tx− Ty‖ 6 ‖x− y‖, ∀x ∈ D. (7.7)

This is just pointwise local Lipschitz continuity of T at y with constant 1. This is variously
referred to as one-sided Lipschitz continuity or calmness, respectively with constant 1.

An operator T : H → H is called firmly nonexpansive whenever

‖Tx− Ty‖2 6 〈x− y, Tx− Ty〉, ∀x, y ∈ H. (7.8)

This too can be relaxed to the pointwise local version whenever the inequality above
holds only at y ∈ D ⊂ H for all x ∈ D, in which case we say that T is pointwise
firmly nonexpansive at y on D. It is clear that (7.8) implies (7.7) as a direct consequence
of Cauchy-Schwarz inequality. A mapping T is firmly nonexpansive if and only if the
mapping A = T−1 − Id is monotone [49, Theorem 3.6]:

〈x− y, Ax− Ay〉 > 0 ∀x, y ∈ H. (7.9)

In other words, firmly nonexpansive mappings are the proximal mappings of monotone
mappings, where the proximal mapping of A is defined by JA ≡ (A+ Id)−1.
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Another important class of mappings are α-averaged operators. An operator T : H → H
is α-averaged with averaging constant α ∈ (0, 1) whenever the operator A : H → H
defined by

T := (1− α) Id +αA (7.10)
is nonexpansive. Equivalently, an operator T : H → H is α-averaged on a Hilbert space
H with constant α ∈ (0, 1) if and only if the following inequality holds

‖Tx− Ty‖2 6 ‖x− y‖2 − 1− α
α
‖(Id−T )x− (Id−T )y‖2, ∀x, y ∈ H. (7.11)

Rearranging terms yields the equivalent characterization

‖Tx− Ty‖2 + (1− 2α)‖x− y‖2 6 2(1− α)〈x− y, Tx− Ty〉, ∀x, y ∈ H. (7.12)

The mapping T is only pointwise α-averaged at y on D ⊂ H when the corresponding
operator A in (7.10) is only pointwise nonexpansive at y on D, or, equivalently, when
inequalities (7.11) and (7.12) hold only at y ∈ D for all x ∈ D.

Note that when α = 1/2, (7.12) is just the inequality defining firmly nonexpansive map-
pings. Denoting the set of firmly nonexpansive operators by F (H) and the set of α-
averaged operators with constant α by Aα(H) we thus have

A1/2(H) = F (H), (7.13)

i.e. an operator T is firmly nonexpansive when it is α-averaged with parameter α = 1/2.

In a Hilbert space it is known that convex combinations of α-averaged operators are also α-
averaged, though not necessarily with the same constant. In particular, if {T1, T2, . . . , TI}
is a finite collection of α-averaged operators from a subset of H to H, each with constant
αi ∈ (0, 1), then the convex combination T ≡ ∑I

i=1 λiTi (λi ∈ [0, 1], and ∑I
i=1 λi = 1) is α-

averaged with constant α = maxi{αi} (see, for instance, [44, Proposition 4.30]). Similarly,
compositions of finite collections of α-averaged operators are α-averaged, though not with
the same constant [44, Proposition 4.32] : T ≡ T1◦T2◦· · ·◦TI is α-averaged with constant

α = I

I − 1 + 1
maxi∈I{αi}

. (7.14)

7.3. Firmly Nonexpansive Operators

7.3.1 Discrepancy of an operator

The notion of nonexpansiveness (7.7) applies equally well in Hadamard spaces as for linear
spaces. Averagedness is not so straight-forward. To generalize the notion of averaged
operators, the expression (7.10) would be written as

T = W (A, Id, α) for some α ∈ (0, 1) (7.15)
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whereW (A, Id, α) := (1−α) Id⊕αA and A is a nonexpansive operator as defined by (7.7)
with the norm replaced by the metric d. However this definition in a Hadamard space is
ambiguous since for each x ∈ H it requires extension of geodesics beyond point Tx and,
moreover, even if such an extension exists, it is not generally unique. The characterizations
of firmly nonexpansive mappings (7.8) and α-averaged mappings (7.12) are specialized to
linear spaces, though there are notions of an ‘inner product’ for nonlinear spaces which
formally capture the idea. Note, however, that given four points x, y, u, v in a Hilbert
space H we have the identity

〈x− y, u− v〉 = 1
2(‖x− v‖2 + ‖y − u‖2 − ‖x− u‖2 − ‖y − v‖2). (7.16)

The expression on the right side of (7.16) does not require any linear structure, and so
makes sense for a Hadamard space when written in terms of the metric. Indeed, given
four points x, y, u, v ∈ H, we define the mapping ∆ : H ×H ×H ×H → R by

∆(x, y, u, v) := 1
2(d(x, v)2 + d(y, u)2 − d(x, u)2 − d(y, v)2). (7.17)

This object was used in a quasilinearization of the metric d(·, ·) in a metric space (M,d)
by Berg and Nikolaev [24]. In the context of characterizing the regularity of a mapping T ,
u = Tx and v = Ty; for convenience we denote ∆T (x, y) := ∆(x, y, Tx, Ty) and refer to
this as the discrepancy of the operator T at x, y ∈ H ×H. It follows by definition (7.17)
that ∆T is symmetric i.e. ∆T (x, y) = ∆T (y, x). Moreover by continuity of the metric
∆T is continuous on H ×H whenever T is a continuous mapping. Also straightforward
calculations show that ∆T vanishes whenever T is a constant map and equals d(x, y)2

when T coincides with the identity operator Id.

7.3.2 α-firmly nonexpansive operators

A natural way to define firm nonexpansiveness of an operator T in a Hadamard space
(H, d) is in terms of the discrepancy of T :

d(Tx, Ty)2 6 ∆T (x, y) ∀x, y ∈ H. (7.18)

When this holds only pointwise at y on a neighborhood D ⊂ H of y we write

d(Tx, Ty)2 6 ∆T (x, y) ∀x ∈ D. (7.19)

This provides for a natural extension of monotonicity: an operator T : H → H is mono-
tone whenever

∆T (x, y) > 0, ∀x, y ∈ H. (7.20)

If this inequality holds strictly then we say T is strictly monotone. From these definitions
it follows that if T is firmly nonexpansive then T is a monotone operator.
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Figure 7.1: Let Sr and B(0, r) denote the circle and the open ball of radius r > 0 re-
spectively centered at the origin 0 in the Euclidean plane R2. The opera-
tor T : R2 → R2 defined as T (x) = 0 for x ∈ Sr ∪ {0}, T (x) = PSrx for
x ∈ R2 \ clB(0, r), and T (x) = rx/‖x‖ otherwise, is firmly nonexpansive at 0
on the complement of the open ball B(0, r), i.e. D := {0} and E := R2\B(0, r).

In a Hilbert space it is an immediate consequence of the Cauchy-Schwarz inequality that
firmly nonexpansive operators are nonexpansive. In the context of metric spaces the
Cauchy-Schwarz inequality corresponds to the inequality

∆(x, y, u, v) 6 d(x, y)d(u, v). (7.21)

However (7.21) does not hold for general metric spaces. Restricting ourselves to metric
spaces where (7.21) holds – call these Cauchy-Schwarz metric spaces – then thanks to [24,
Theorem 1, Corollary 3], a metric space is Cauchy-Schwarz if and only if it is a CAT(0)
space. Since a Hadamard space is a complete CAT(0) space then (7.21) holds. It follows,
then that firm nonexpansiveness implies nonexpansiveness in Hadamard spaces.

The characterization of α-averaged mappings (7.12) can be extended to a general Hadamard
space (H, d) by using its metric and the discrepancy ∆T .

Definition 7.1. Let (H, d) be a Hadamard space and D,E ⊆ H. An operator T : H → H
is pointwise α-firmly nonexpansive at y ∈ D on E if there exists an α ∈ (0, 1), possibly
depending on y, such that

d(Tx, Ty)2 + (1− 2α)d(x, y)2 6 2(1− α)∆T (x, y), ∀x ∈ E (7.22)

If (7.22) holds for all y ∈ D with the same α and D = E then T is α-firmly nonexpansive
on D. If D = E = H the mapping T is simply said to be α-firmly nonexpansive. If the
set of fixed points Fix T 6= ∅ and D = Fix T,E = H then T is said to be a quasi α-firmly
nonexpansive operator.

The setsD and E need not have nonempty intersection. Figure 7.1 shows such an example.
In the special case when D ⊆ E then the operator T is nonexpansive on D and therefore
continuous on D. The relation (7.13) holds in Hadamard spaces as well. Indeed, from
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(7.22) it follows that an operator T : H → H is α-firmly nonexpansive with α = 1/2 if
and only if it is firmly nonexpansive. Hence F (H) = A1/2(H).

On the other hand (7.22) can be equivalently written as

d(Tx, Ty)2 6 d(x, y)2 − 1− α
α

(d(x, y)2 − 2∆T (x, y) + d(Tx, Ty)2). (7.23)

By Cauchy-Schwartz inequality it follows that

d(x, y)2 − 2∆T (x, y) + d(Tx, Ty)2 > (d(x, y)− d(Tx, Ty))2 > 0.

In the particular case when T is a quasi α-firmly nonexpansive operator inequality (7.23)
reduces to

d(Tx, y)2 6 d(x, y)2 − 1− α
α

d(x, Tx)2, ∀x ∈ H. (7.24)

With these observations we summarize the above discussion with the following lemma
and corollary.

Lemma 7.2. An α-firmly nonexpansive mapping T : H → H on a Hadamard space (H, d)
is also nonexpansive.

Corollary 7.3. An operator T : H → H is quasi α-firmly nonexpansive if and only if
inequality (7.24) holds true.

7.4. Calculus of α-Firmly Nonexpansive Operators

7.4.1 Preliminary results

Nonexpansiveness is preserved under compositions and convex combinations, as the next
result shows.

Proposition 7.4. The set of all nonexpansive operators in (H, d) is closed under com-
positions and convex combinations.

Proof. Let T, S : H → H be two nonexpansive operators. Define R := TS. Then for any
x, y ∈ H we have

d(Rx,Ry) = d(TSx, TSy) 6 d(Sx, Sy) 6 d(x, y)

Now let λ ∈ (0, 1) and define R := (1− λ)T ⊕ λS. By Theorem 2.8 in a Hadamard space
the metric is jointly convex therefore for any x, y ∈ H we have

d(Rx,Ry) 6 (1− λ)d(Tx, Ty) + λd(Sx, Sy)

On the other hand assumption T and S are nonexpansive yields

d(Rx,Ry) 6 (1− λ)d(x, y) + λd(x, y) = d(x, y)

hence d(Rx,Ry) 6 d(x, y) as desired. This completes the proof.
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An operator T : H → H is called contractive if there exists some positive number δ < 1
such that

d(Tx, Ty) 6 δd(x, y), ∀x, y ∈ H (7.25)

It is clear from the definition that a contractive operator is nonexpansive. Moreover
routine calculations like those in Proposition 7.4 imply that contractive operators are
closed under compositions and convex combinations. More specifically if T, S : H → H
are contractive with contraction parameters δ1, δ2 then R = TS (likewise R = ST ) is a
contraction with parameter δ = δ1δ2. And if R = W (S, T, λ) for λ ∈ (0, 1) then R is a
contraction with parameter δ = (1− λ)δ1 + λδ2.

For an operator T : H → H and x, y ∈ H define φT (t) = d(ut, vt) for t ∈ [0, 1] where
ut := W (Tx, x, t) and vt := W (Ty, y, t). There is a notion of firm nonexpansiveness in
the literature that employs the function φT (t) according to which an operator T : H → H
is firmly nonexpansive whenever φT is nonincreasing on [0, 1], see for example Bačak [43]
or for its appications in the so called W -hyperbolic spaces in Lopez et al. [8]. However
this notion of firmly nonexpansive mappings was originally introduced by Bruck [62] in
the context of Banach spaces and by Browder [37], under the name firmly contractive, in
the setting of Hilbert spaces. To distinguish between Bruck’s notion and our definition
of firm nonexpansiveness we refer to the former as strong firm nonexpansiveness. This is
motivated by the following elementary observation.

Proposition 7.5. If φT (t) is a nonincreasing function on [0, 1] for all x, y ∈ H then T
is a firmly nonexpansive operator in the sense of (7.18).

Proof. Assumption φT (t) is a nonincreasing function on [0, 1] for all x, y ∈ H implies that
φT (1) 6 φT (t) for all t ∈ [0, 1]. On the other hand strong convexity of the metric implies

φ2
T (t) = d(ut, vt)2 6 (1− t)2d(x, y)2 + t2d(Tx, Ty)2

+ t(1− t)[d(x, Ty)2 + d(y, Tx)2 − d(x, Tx)2 − d(y, Ty)2]

Hence we have

φ2
T (1) = d(Tx, Ty)2 6 (1− t)2d(x, y)2 + t2d(Tx, Ty)2 + 2t(1− t)∆T (x, y)

equivalently

(1− t2)d(Tx, Ty)2 6 (1− t)2d(x, y)2 + 2t(1− t)∆T (x, y)

Dividing by 1− t and letting t ↑ 1 we obtain d(Tx, Ty)2 6 ∆T (x, y).

Let T : H → H be an operator such that Fix T 6= ∅. We say T is quasi nonexpansive if

d(Tx, y) 6 d(x, y), ∀y ∈ Fix T,∀x ∈ H (7.26)

Lemma 7.6. Let T : H → H be a quasi nonexpansive operator. Then Fix T is a closed
convex set.
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Proof. Clearly Fix T is nonempty by definition of quasi nonexpansiveness. Let (xn)n∈N ⊆
Fix T be a sequence of fixed points of T converging to some element x ∈ X. Then by
triangle inequality and quasi nonexpansiveness we obtain

d(Tx, x) 6 d(Tx, xn) + d(xn, x) 6 2d(xn, x).

In the limit as n ↑ +∞ we obtain d(Tx, x) = 0 and thus x ∈ Fix T . Therefore Fix T is a
closed set. Now let x1, x2 ∈ Fix T and s ∈ [0, 1]. Consider the element xs := (1−s)x1⊕sx2.
Then by strong convexity of the metric we get

d(Txs, xs)2 6 (1− s)d(Txs, x1)2 + sd(Txs, x2)2 − s(1− s)d(x1, x2)2.

Because T is quasi nonexpansive then d(Txs, x1) 6 d(xs, x1) and d(Txs, x2) 6 d(xs, x2).
Applying once more strong convexity we finally get the upper estimate

d(Txs, xs)2 6 (1− s)[sd(x1, x2)2 − s(1− s)d(x1, x2)2]
+ s[(1− s)d(x1, x2)2 − s(1− s)d(x1, x2)2]− s(1− s)d(x1, x2)2 = 0.

Therefore xs ∈ Fix T . Since x1, x2 ∈ Fix T and s ∈ [0, 1] are arbitrary then Fix T is a
convex set.

7.4.2 Compositions of α-firmly nonexpansive operators

In this section we show how the composition of two α-firmly nonexpansive operators is
again α-firmly nonexpansive. In general this does not hold, but the property does hold
pointwise at fixed points of the composite operator, and for many applications this is all
that is needed. The next result requires the following quantities:

L(x, y) ≡ d(x, y)2 − 2∆S(x, y) + d(Sx, Sy)2; (7.27a)
M(x, y) := d(Sx, Sy)2 − 2∆T (Sx, Sy) + d(TSx, TSy)2; (7.27b)
U(x, y) := ∆TS(x, y) + d(Sx, Sy)2 −∆S(x, y)−∆T (Sx, Sy); (7.27c)
V (x, y) := d(x, y)2 − 2∆TS(x, y) + d(TSx, TSy)2. (7.27d)

Lemma 7.7. Let S : H → H be pointwise α-firmly nonexpansive at y on H with constant
αS and let T : H → H be pointwise α-firmly nonexpansive at Sy on H with constant αT .
Then the composition TS is pointwise α-firmly nonexpansive at y on H with constant

αTS ≡
αS + αT − 2αSαT

1− αSαT
(7.28)

whenever(1− αS
ταS

)2
L(x, y) +

(1− αT
ταT

)2
M(x, y) + 2

(1− αS
ταS

)(1− αT
ταT

)
U(x, y) > 0, ∀x ∈ H,

(7.29)
where

τ ≡ 1− αS
αS

+ 1− αT
αT

. (7.30)
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Proof. Since T is pointwise α-firmly nonexpansive at Sy with constant αT on H we have

d(TSx, TSy)2 + (1− 2αT )d(Sx, Sy)2 6 2(1− αT )∆T (Sx, Sy) ∀Sx ∈ H.

This is equivalent to

d(TSx, TSy)2 6 d(Sx, Sy)2 − 1− αT
αT

[d(Sx, Sy)2 − 2∆T (Sx, Sy) + d(TSx, TSy)2)]

for all Sx ∈ H. On the other hand, since S is pointwise α-firmly nonexpansive at y on H
with constant αS we have

d(TSx, TSy)2 6 d(x, y)2 − 1− αS
αS

[d(x, y)2 − 2∆S(x, y) + d(Sx, Sy)2)]

− 1− αT
αT

[d(Sx, Sy)2 − 2∆T (Sx, Sy) + d(TSx, TSy)2]

for all x ∈ H. A short calculation yields

1− αS
ταS

L+ 1− αT
ταT

M =
(1− αS

ταS

)2
L+

(1− αT
ταT

)2
M +

2
(1− αS

ταS

)(1− αT
ταT

)
U +

(1− αS
ταS

)(1− αT
ταT

)
V,

where τ is given by (7.30) and L,M,U and V are given by (7.27). By the Cauchy-Schwarz
inequality we have L,M > 0. If inequality (7.29) holds, then

1− αS
ταS

L+ 1− αT
ταT

M >
(1− αS

ταS

)(1− αT
ταT

)
V.

Therefore

d(TSx, TSy)2 6 d(x, y)2 − 1− αS
αS

L− 1− αT
αT

M 6 d(x, y)2 − 1
τ

(1− αS
αS

)(1− αT
αT

)
V.

Subsituting for V, τ and αTS we obtain

d(TSx, TSy)2 6 d(x, y)2 − 1− αTS
αTS

[d(x, y)2 − 2∆TS(x, y) + d(TSx, TSy)2].

Rearranging terms the last inequality is equivalent to

d(TSx, TSy)2 + (1− 2αTS)d(x, y)2 6 2(1− αTS)∆TS(x, y) ∀x ∈ H,

as claimed.

Lemma 7.8. Let S be pointwise α-firmly nonexpansive and let T be pointwise nonexpan-
sive at all y ∈ Fix T ∩ Fix S 6= ∅ on Fix TS. Then Fix TS = Fix T ∩ Fix S.
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Proof. The inclusion Fix T ∩ Fix S ⊆ Fix TS is obvious. Now let x ∈ Fix TS and y ∈
Fix T ∩ Fix S. There are three mutually exclusive cases. First let Sx ∈ Fix T then
Sx = TSx = x implies x ∈ Fix T ∩ Fix S. Second let x ∈ Fix S then x = TSx = Tx
implies x ∈ Fix T ∩ Fix S. Finally, let x /∈ Fix S and Sx /∈ Fix T . This yields

d(x, y)2 = d(TSx, Ty)2 6 d(Sx, y)2 = d(Sx, Sy)2

6 d(x, y)2 − 1− α
α

[d(x, y)2 − 2∆S(x, y) + d(Sx, Sy)2]

where the first inequality follows from pointwise nonexpansiveness of T , and the second
inequality follows from pointwise α-firm nonexpansiveness of S at y with some constant
α on Fix TS. Assumption y ∈ Fix S and x /∈ Fix S imply

d(Sx, Sy)2 6 d(x, y)2 − 1− α
α

d(x, Sx)2 < d(x, y)2,

but d(x, y)2 < d(x, y)2 is impossible. Therefore Fix TS ⊆ Fix T ∩ Fix S.

Theorem 7.9. Let S be quasi α-firmly nonexpansive with constant αS, let T be quasi
α-firmly nonexpansive with constant αT , and let Fix T ∩ Fix S 6= ∅. Then the composite
operator TS is quasi α-firmly nonexpansive with constant αTS given by (7.28).

Proof. By Lemma 7.7, it suffices to show that inequality (7.29) holds at all points y ∈
Fix TS. Note assumption Fix T ∩Fix S 6= ∅ implies by Lemma 7.8 that Fix TS = Fix T ∩
Fix S. Then for y ∈ Fix TS, we have L(x, y) = d(x, Sx)2,M(x, y) = d(Sx, TSx)2 and
2U(x, y) = d(x, Sx)2 +d(Sx, TSx)2−d(x, TSx)2, where L,M and U are defined in (7.27).
Then from (7.29) it suffices to show that(1− αS

ταS

)2
d(x, Sx)2 +

(1− αT
ταT

)2
d(Sx, TSx)2

+
(1− αS

ταS

)(1− αT
ταT

)
[d(x, Sx)2 + d(Sx, TSx)2 − d(x, TSx)2] > 0

for all x ∈ H, where τ is given by (7.30). If we let κ := 1−αS
αS

/1−αT
αT

then it is equivalent
to prove that

(κ+ 1)d(x, Sx)2 + κ+ 1
κ

d(Sx, TSx)2 − d(x, TSx)2 > 0

for all x ∈ H. On the other hand we have the elementary inequality

κd(x, Sx)2 + 1
κ
d(Sx, TSx)2 > 2d(x, Sx)d(Sx, TSx), ∀κ > 0

which together with the triangle inequality d(x, Sx) + d(Sx, TSx) > d(x, TSx) imply

(κ+ 1)d(x, Sx)2 + κ+ 1
κ

d(Sx, TSx)2 > (d(x, Sx) + d(Sx, TSx))2 > d(x, TSx)2,

for all x ∈ H, which completes the proof.
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7.4.3 Constructing α-firmly nonexpansive operators from
nonexpansive maps

Let S : H → H be a nonexpansive operator and λ ∈ (0, 1). Consider the operator
T : H → H as a convex combination of the identity Id and S with parameter λ i.e.
T = W (S, Id, λ). For x, y ∈ H by strong convexity we have the inequality

d(Tx, Ty)2 6 (1− λ)2d(x, y)2 + λ2d(Sx, Sy)2

− λ(1− λ)(d(x, Sx)2 + d(y, Sy)2 − d(x, Sy)2 − d(y, Sx)2)

Using the definition for ∆S(x, y) and proper rearrangement of terms the last inequality is
equivalent to

d(Tx, Ty)2 6 (1− λ)d(x, y)2 + λd(Sx, Sy)2

− λ(1− λ)(d(x, y)2 − 2∆S(x, y) + d(Sx, Sy)2).

By assumption S is a nonexpansive map, so d(Sx, Sy) 6 d(x, y) and

d(Tx, Ty)2 6 d(x, y)2 − λ(1− λ)(d(x, y)2 − 2∆S(x, y) + d(Sx, Sy)2). (7.31)

A short argument shows that Fix T = Fix S. The inclusion Fix S ⊆ Fix T is obvious. For
the other inclusion, let x ∈ Fix T then 0 = d(x, Tx) = λd(x, Sx) implies d(x, Sx) = 0
whenever λ > 0, hence x ∈ Fix S.

Now, for y ∈ Fix S the inequality (7.31) reduces to

d(Tx, Ty)2 6 d(x, y)2 − λ(1− λ)d(x, Sx)2 = d(x, y)2 − 1− λ
λ

d(x, Tx)2. (7.32)

But y ∈ Fix S means y ∈ Fix T and the algebraic expression d(x, y)2 − 2∆T (x, y) +
d(Tx, Ty)2 reduces to d(x, Tx)2. Therefore

d(Tx, Ty)2 6 d(x, y)2 − 1− λ
λ

(d(x, y)2 − 2∆T (x, y) + d(Tx, Ty)2), ∀x ∈ H,∀y ∈ Fix T

implies that T is quasi α-firmly nonexpansive with constant λ on H. Altogether these
observations yield

Theorem 7.10. For any nonexpansive map S : H → H and all λ ∈ (0, 1), the convex
combination T = W (S, Id, λ) is quasi α-firmly nonexpansive with constant λ.

The assumptions on S in Theorem 7.10 could be relaxed to pointwise nonexpansiveness at
y ∈ Fix T , but the salient point here is that the stronger assumption of nonexpansiveness
of S does not yield a stronger result for the convex relaxation.
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7.4.4 Convex combinations of α-firmly nonexpansive operators

7.4.4.1 Convex combinations of elements

While for two elements x, y ∈ H their convex combination is well defined by the convex
structure W , the lack in general of an additive structure in H makes the concept of
convex combination of more than two elements somewhat ambiguous. However one way
to define convex combinations of more than two elements would be the following. To
keep arguments simple say we are given three points x, y, z ∈ H and three numbers
w1, w2, w3 ∈ [0, 1] such that w1 + w2 + w3 = 1. Then the following expressions

(w1 + w2)
(

w1

w1 + w2
x⊕ w2

w1 + w2
y
)
⊕ w3z

(w2 + w3)
(

w2

w2 + w3
y ⊕ w3

w2 + w3
z
)
⊕ w1x

(w1 + w3)
(

w1

w1 + w3
x⊕ w3

w1 + w3
z
)
⊕ w2y

seem all reasonable choices for a convex combination of x, y, z. But they are not guar-
anteed to be equal unless H admits an additive structure like in the case of a Hilbert
space. Notice that by construction all three expressions are in thr2{x, y, z} and hence
by Theorem 4.15 all three are in the convex hull co{x, y, z}. Now which one to choose
as a representative for the convex combination of x, y, z is not obvious. However there
is another way to define convex combinations. This method is based on the barycenter
method or equivalently the Fréchet mean. To be more precise let x1, x2, ..., xn ∈ H and
w1, w2, ..., wn ∈ [0, 1] such that ∑iwi = 1. Then we define the convex combination x∗ as
the solution to the minimization problem

min
x∈H

F (x) =
n∑
i=1

wid(x, xi)2 (7.33)

The existence and uniqueness of x∗ follows from (7.33) being strongly convex. With some
abuse of notation we denote

x∗ := w1x1 ⊕ w2x2 ⊕ ...⊕ wnxn (7.34)

It follows from (7.33) and definition (7.34) that x∗ = W (x1, x2, w) when only two points
x1, x2 are to be considered and w1 = w,w2 = 1−w. The geometric interpretation of (7.34)
is as the unique point lying in cl co{x1, x2, ..., xn} which minimizes the functional F (see
Proposition 4.23). There is a clear trade off when choosing (7.33), (7.34) for definition
of convex combination. While it guarantees uniqueness it takes us to the closure of the
convex hull instead of the convex hull itself. However for Hadamard spaces of finite type
this is not a problem since the convex hull of any compact set, and in particular of any
finite set, is compact. And hence x∗ would lie in the convex hull.
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7.4.4.2 Convex combinations of operators

Having defined convex combinations of an arbitrary finite set of elements in H then it
is easy to define the convex combinations of operators. Let T1, T2, ..., Tn : H → H be
a family of operators. An operator T : H → H is said to be a convex combination of
T1, T2, ..., Tn for a given set of weights w1, w2, ..., wn ∈ [0, 1] if

Tx = arg min
y∈H

n∑
i=1

wid(y, Tix)2 (7.35)

and we denote it by
T := w1T1 ⊕ w2T2 ⊕ ...⊕ wnTn (7.36)

Lemma 7.11. Let Ti be quasi α-firmly nonexpansive with αi ∈ (0, 1) for i = 1, 2, ..., n
and T be given by (7.36) then ⋂i Fix Ti = Fix T whenever ⋂i Fix Ti 6= ∅.

Proof. Assume ⋂i Fix Ti 6= ∅ and let x ∈ ⋂i Fix Ti then by (7.35) follows

Tx = arg min
y∈H

n∑
i=1

wid(y, Tix)2 = arg min
y∈H

n∑
i=1

wid(y, x)2 = arg min
y∈H

d(y, x)2 = x

This shows ⋂i Fix Ti ⊆ Fix T . Now let x ∈ Fix T and y ∈ ⋂i Fix Ti. Note that d(·, Tix)2

is strongly convex with parameter µ = 2 for every i = 1, 2, ..., n. Therefore the functional
F (·) := ∑

iwid(·, Tix)2 is strongly convex as a finite sum of strongly convex functions with
parameter ∑i 2wi = 2. By virtue of Proposition 6.11 the following inequality holds

F (Tx) + d(Tx, y)2 6 F (y), ∀y ∈ H (7.37)

In particular since x ∈ Fix T then

F (x) + d(x, y)2 6 F (y), ∀y ∈ H (7.38)

By assumption Ti is quasi α-firmly nonexpansive for every i = 1, 2, ..., n. Then Corollary
7.3 implies

d(Tix, y)2 6 d(x, y)2 − 1− αi
αi

d(x, Tix)2, ∀x ∈ H,∀y ∈ Fix Ti

Therefore in aggregate we obtain
n∑
i=1

wid(Tix, y)2 6 d(x, y)2 −
n∑
i=1

wi
1− αi
αi

d(x, Tix)2, ∀x ∈ H,∀y ∈
⋂
i

Fix Ti

By inequality (7.38) and definition of F we get

0 6 F (x) 6 −
n∑
i=1

wi
1− αi
αi

d(x, Tix)2 6 0, ∀x ∈ Fix T

Therefore Tix = x for all i implies Fix T ⊆ ⋂i Fix Ti.
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Remark 7.12. Note that the above lemma still holds under slightly milder condition that
the operator Ti be strictly quasi-nonexpansive for every i = 1, 2, ..., n, i.e.

d(Tix, y) < d(x, y), ∀y ∈ Fix Ti,∀x ∈ H \ Fix Ti (7.39)

Similarly for the operator S in Lemma 7.8 the condition can be relaxed to just strictly
quasi-nonexpansive.

Suppose that Ti is quasi α-firmly nonexpansive with some constant αi ∈ (0, 1) for i =
1, 2, ..., n. We would like to know under what conditions is T = w1T1⊕ ...⊕wnTn a quasi
α-firmly nonexpansive operator.

Theorem 7.13. Let Ti : H → H be a family of quasi α-firmly nonexpansive operators
with parameters αi for i = 1, 2, ..., n. If ⋂i Fix Ti 6= ∅ then the operator T : H → H
defined as in (7.36) is quasi α-firmly nonexpansive with parameter α = maxi{αi}.

Proof. Inequality (7.37) implies d(Tx, y)2 6 F (y) for all y ∈ H . Using the definition of
the functional F and assumption Ti is quasi α-firmly for all i = 1, 2, ..., n by Corollary 7.3
we obtain

d(Tx, y)2 6 d(x, y)2 −
n∑
i=1

wi
1− αi
αi

d(Tix, x)2, ∀y ∈
⋂
i

Fix Ti (7.40)

This inequality is meaningful since by assumption ⋂
i Fix Ti 6= ∅. Moreover by Lemma

7.11 we have Fix T = ⋂
i Fix Ti. Therefore (7.40) is equivalent to

d(Tx, y)2 6 d(x, y)2 −
n∑
i=1

wi
1− αi
αi

d(Tix, x)2, ∀y ∈ Fix T (7.41)

From (7.41) we also get

d(Tx, y)2 6 d(x, y)2 − 1− α
α

n∑
i=1

wid(Tix, x)2, ∀y ∈ Fix T (7.42)

where α := maxi{αi}. By definition of F this is the same as

d(Tx, y)2 6 d(x, y)2 − 1− α
α

F (x), ∀y ∈ Fix T (7.43)

In (7.37) we have in particular d(Tx, x)2 6 F (x). Therefore

d(Tx, y)2 6 d(x, y)2 − 1− α
α

d(Tx, x)2, ∀y ∈ Fix T (7.44)
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7.4.5 Computing the averaged operator

If F : H → H is some mapping denote by F (n) := F ◦ F ◦ ... ◦ F︸ ︷︷ ︸
n−times

for n ∈ N. Given a lsc

convex function f : H → (−∞,+∞] and x0 ∈ cl dom f then by virtue of [43, Theorem
5.1.6] the following limit

Stx0 := lim
k
J

(k)
t
k

x0 (7.45)

exists for every t > 0. The mapping St : cl dom f → cl dom f is nonexpansive and it is
known as the gradient flow. In the special case when the function f is of the form

f :=
n∑
i=1

fi (7.46)

where each fi is a lsc convex function then by Lie-Trotter-Kato formula (see [43, Theorem
5.3.7]) the gradient flow St satisfies the following limit

Stx0 = lim
k

(Jnt
k
◦ Jn−1

t
k

◦ ... ◦ J1
t
k
)(k)x0 (7.47)

for every t > 0 and x0 ∈ cl dom f . Here J it
k
denotes the proximal mapping of the function

fi with parameter t/k. Formula (7.47) can be applied in particular to the functional F (·) =∑n
i=1wid(·, Tix)2 where {Ti}ni=1 is a family of quasi α-firmly nonexpansive operators. But

the functional F satisfies even stronger conditions, it is continuous and strongly convex
with strong convexity parameter µ = 2. An application of [43, Proposition 5.1.15] for the
gradient flow of F yields the following inequality

d(Stx, Sty) 6 exp(−t/2)d(x, y), ∀x, y ∈ cl domF, ∀t > 0 (7.48)

In particular inequality (7.48) implies that the mapping St is contractive and if y = Tx is
the minimizer of the functional F , hence a fixed point of the mapping St for every t > 0,
then for any x0 ∈ cl domF the limit limt Stx0 = Tx is valid.

7.5. Cyclic Projections and Other Methods

7.5.1 Cyclic projections

Let (Ci)Ni=1 be a family of closed convex sets in a Hadamard space H. Denote by Pi := PCi
the metric projection onto Ci for all i = 1, 2, ..., N . Suppose that ⋂iCi 6= ∅ and let
C := ⋂

iCi. Denote by PC the metric projection onto C. For a given arbitrary point
x ∈ H the cyclic projection method is defined as follows

x0 := x and xn := P[n]xn−1, n = 1, 2, 3, ... (7.49)

where [n] := n( mod N) + 1 ∈ {1, 2, ..., N}. In particular xnN = (PNPN−1...P1)nx0.
Given a set S ⊆ H and a sequence (xn)n∈N in H we say (xn)n∈N is Fejér monotone with
respect to S whenever

d(xn, y) 6 d(xn−1, y) ∀y ∈ S (7.50)
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Lemma 7.14. The sequence (xn)n∈N in (7.49) is Fejér monotone with respect to C. In
particular it is bounded.

Proof. Let y ∈ C then y ∈ Ci for all i = 1, 2, ..., N . Since Pi is nonexpansive for all
i = 1, 2, ..., N then

d(xn, y) = d(P[n]xn−1, y) = d(P[n]xn−1, P[n]y) 6 d(xn−1, y)

From last inequality it follows that d(xn, y0) 6 d(x0, y0) < +∞ for some y0 ∈ C. Hence
(xn)n∈N is bounded.

Proposition 7.15. The following holds FixP = FixPC where P := PNPN−1...P1.

Proof. For every i = 1, 2, ..., N from Corollary 2.10 holds

d(x, Pix)2 + d(Pix, y)2 6 d(x, y)2, ∀y ∈ Ci

On the other hand, since FixPi = Ci, short calculations show that the last inequality is
equivalent to

d(Pix, y)2 6 ∆Pi(x, y), ∀x ∈ H,∀y ∈ FixPi
Therefore Pi is quasi-firmly nonexpansive operator for every i = 1, 2, ..., n. By definition
the operator P is a composition of quasi-firmly nonexpansive operators. An iterative
application of Theorem 7.9 implies that P is also quasi-firmly nonexpansive and

FixP =
⋂
i

FixPi =
⋂
i

Ci = C = FixPC

Theorem 7.16. Let (xn)n∈N be generated by (7.49). Then xn converges weakly to some
element x∗ ∈ C. Moreover limn d(PCxn, x∗) = 0.

Proof. It suffices to show for the subsequence (x̂n)n∈N where x̂n := xnN for each n ∈ N.
By definition x̂n = P nx0 where P = PNPN−1...P1. By Proposition 7.15 we have

d(Px̂n−1, y)2 6 d(x̂n−1, y)2 − d(x̂n−1, P x̂n−1)2, ∀y ∈ FixP

Since FixP = C then

d(x̂n−1, P x̂n−1)2 6 d(x̂n−1, y)2 − d(Px̂n−1, y)2, ∀y ∈ C

Moreover by Lemma 7.14 limn d(x̂n, C) = l for some l > 0 and using x̂n = Px̂n−1 yield

lim
n
d(x̂n−1, P x̂n−1)2 6 lim

n
d(x̂n−1, y)2 − lim

n
d(x̂n, y)2 = 0

hence limn d(x̂n−1, P x̂n−1) = 0. On the other hand the sequence (xn)n∈N is bounded
and in particular so is the sequence (x̂n)n∈N. Therefore (x̂n)n∈N has a weakly convergent
subsequence (x̂nk)k∈N, say x̂nk

w→ x∗. Then

lim sup
n
d(Px∗, x̂nk) 6 lim sup

n
(d(Px∗, P x̂nk) + d(Px̂nk , x̂nk)) 6 lim sup

n
d(x∗, x̂nk)
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The last inequality follows since P is nonexpansive operator and the limit of the second
term in the middle vanishes. Moreover this inequality shows that Px∗ is an asymptotic
center for the subsequence (x̂nk)k∈N. Since asymptotic centers are unique and x∗ is also
an asymptotic center then Px∗ = x∗. Therefore x∗ ∈ FixP = C. Now if (x̂nm)m∈N is
another weakly convergent subsequence, say x̂nm

w→ x∗∗ then similar arguments show that
x∗∗ ∈ C. But C is a closed convex set and (x̂n)n∈N is Fejér monotone with respect to C, it
follows by [43, Proposition 3.2.6 (iii)] that x∗∗ = x∗ and consequently the whole sequence
satisfies x̂n w→ x∗. Now by Corollary 2.10 we have

d(x̂m, PC x̂m)2 + d(PC x̂m, PC x̂n)2 6 d(x̂m, PC x̂n)2 (7.51)

which together with Fejér monotonicity implies

d(PC x̂m, PC x̂n)2 6 d(x̂m, PC x̂n)2 − d(x̂m, PC x̂m)2 6 d(x̂n, PC x̂n)2 − d(x̂m, PC x̂m)2 (7.52)

whenever m > n. Taking limit in (7.52) as m,n → +∞ gives limm,n d(PC x̂m, PC x̂n) = 0
hence (PC x̂n)n∈N is a Cauchy sequence in C. Because the set C is closed and hence
complete then PC x̂n → x̄ for some x̄ ∈ C. Again by Corollary 2.10 we have

d(x̂n, PC x̂n)2 + d(PC x̂n, x∗)2 6 d(x̂n, x∗)2 ∀n ∈ N.

This implies lim infn→+∞ d(x̂n, x̄) 6 lim infn→+∞ d(x̂n, x∗). Since the sequence (x̂n)n∈N is
bounded then by Opial’s property it follows that x̄ = x∗. This completes the proof.

Corollary 7.17. The sequence (xn)n∈N generated by (7.49) converges strongly to some
element x∗ ∈ C whenever the underlying Hadamard space (H, d) is locally compact.

Historical remarks: Cyclic projections algorithm has a long history in mathematics.
The basic theorem for the case of two intersecting subspaces in a Hilbert space is due to
von Neumann [113], thereafter it was generalized by Halpern [56] for an arbitrary finite
number of intersecting subspaces. However this generalization was in fact discovered
earlier in 1937 independently by S. Kaczmarz for solving a system of linear equations [63].
This iterative method is also known as Kaczmarzs algorithm or Kaczmarzs method. The
first statement about cyclic projections for a finite number of intersecting closed convex
sets in a Hilbert space was proved by Bregman [31]. Baillon and Brezis [14] showed that
(PC(xn))n∈N converged in norm to some element of C. Bauschke [21, Theorem 6.2.2(iii)]
established in his PhD Thesis that the norm limit of (PC(xn))n∈N was in fact the weak limit
of (xn)n∈N. Later in a series of papers Deutsch and Hundal studied angles between the
convex sets [45], the norm of nonlinear operators [46], and regularity of convex sets [47] all
these in relation to the rate of convergence for cyclic projections method. In this historical
context our Theorem 7.16 can be regarded as an extension of the classical result in Hilbert
spaces to the broader class of Hadamard spaces.

7.5.2 Averaged projections

Let (Ci)Ni=1 be a family of closed convex sets in a Hadamard space (H, d) with nonempty
intersection C 6= ∅. Let Pi denote the metric projection onto Ci as before and PC the
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metric projection onto C. Let

P := 1
N
P1 ⊕

1
N
P2 ⊕ ...⊕

1
N
PN (7.53)

For a given element x ∈ H the averaged projections method is defined as

x0 := x and xn := Pxn−1, n = 1, 2, 3, ... (7.54)

Note that by definition (7.53) the element Pxn−1 solves the problem

min
y∈H

N∑
i=1

1
N
d(y, Pixn−1)2, n = 1, 2, 3, ... (7.55)

For each n ∈ N the element Pxn−1 exists and it is unique.

Proposition 7.18. The operator P defined by (7.53) is a mapping from H onto H that
is quasi-firmly nonexpansive. Moreover FixP = C.

Proof. It is evident by definition that P is a mapping from H onto H. By Theorem 7.13
P is quasi-firmly nonexpansive as a convex combination of quasi-firmly nonexpansive
operators with weights wi = 1/N for all i = 1, 2, ..., N . Since by assumptions C 6= ∅ and
Pi is quasi-firmly nonexpansive for all i = 1, 2, ..., N then Lemma 7.11 implies

FixP =
⋂
i

FixPi =
⋂
i

Ci = C

This completes the proof.

Lemma 7.19. The sequence (xn)n∈N in (7.54) is Fejér monotone with respect to C. In
particular it is bounded.

Proof. By Proposition 7.18 if y ∈ C then y ∈ FixP . Therefore

d(xn, y) = d(Pxn−1, Py) 6 d(xn−1, y), ∀n ∈ N,∀y ∈ C

The last inequality follows from P being nonexpansive on FixP . In particular it follows
d(xn, y) 6 d(x0, y) < +∞ and hence (xn)n∈N is bounded.

Theorem 7.20. Let (xn)n∈N be generated by (7.54). Then xn converges weakly to some
element x∗ ∈ C. Moreover limn d(PCxn, x∗) = 0.

Proof. Similar to the proof of Theorem 7.16 but using Proposition 7.18 and Lemma 7.19
instead.

Corollary 7.21. The sequence (xn)n∈N generated by (7.54) converges strongly to some
element x∗ ∈ C whenever the underlying Hadamard space (H, d) is locally compact.

Note that in literature (7.53)-(7.54) is also known as the Cimmino’s method (see for
instance Bauschke and Borwein’s review on this subject [55] and references therein).



106 7 Firmly Nonexpansive Operators in Hadamard Spaces

7.5.3 Projected proximal mappings

Let f : H → H be a proper lsc convex function and C ⊆ H a nonempty closed convex
set. Consider the problem

inf
x∈C

f(x) (7.56)

If ιC denotes the usual indicator function then problem (7.56) could be written as an
unconstrained optimization problem

inf
x∈H

f(x) + ιC(x) (7.57)

It is known that ιC is proper lsc convex function whenever C is a nonempty closed convex
set. The objective function in (7.57) is a special case of functions f of the form

f(x) :=
n∑
i=1

fi(x) (7.58)

where each fi is a proper lsc convex function. We can therefore apply the splitting method
of Bačak with f1 = f and f2 = ιC . Given x ∈ H and λ > 0 this leads to the following
iteration

x0 := x (7.59)
yi := Jλxi−1 (7.60)
xi := PCyi for i = 1, 2, 3, ... (7.61)

This splitting method is also known as backward-backward method. For a general case
of this method in Hadamard spaces refer to Banert [18]. Note that Jλ is a firmly non-
expansive operator whenever f is a convex function. Also projection PC onto a closed
convex set is a firmly nonexpansive operator. It is clear that FixPC = C. We claim that
Fix Jλ = arg minz∈H f . Let x ∈ Fix Jλ. By [43, Lemma 2.2.23] the inequality

1
2λd(Jλx, y)2 − 1

2λd(x, y)2 6 f(y)− fλ(x), ∀x, y ∈ H

whenever f is a closed convex function implies f(x) 6 f(y) for all y ∈ H which together
with the evident relation f(x) > infy∈H f(y) yields f(x) = infy∈H f(y). Hence x ∈
arg minz∈H f . Similarly let x ∈ arg minz∈H f then f(x) 6 f(y) for all y ∈ H. In particular
f(x) 6 f(Jλx) which together with the inequality

f(Jλx) + 1
2λd(Jλx, x)2 6 f(x)

imply x = Jλx. Hence x ∈ Fix Jλ. If additionally FixPC ∩Fix Jλ 6= ∅ then by Lemma 7.8
FixPCJλ = FixPC ∩ Fix Jλ. Moreover by Theorem 7.9 the operator PCJλ is pointwise
α-firmly nonexpansive on FixPCJλ with α = 2/3.
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7.5.4 Projected flow

Consider the same problem (7.56). However this time we follow a different method. Let
x0 ∈ H (assume without loss of generality that dom f = H). For a given t > 0 and n ∈ N
let J t

n
x0 be the proximal mapping of f with steplength λ := t/n. Let

J
(n)
t
n

:= J t
n
◦ J t

n
◦ ... ◦ J t

n︸ ︷︷ ︸
n-times

It is shown in Bačak [43] that the limit

Stx0 := lim
n
J

(n)
t
n

x0 (7.62)

exists for each t > 0 and every x0 ∈ H. Moreover the mapping St is nonexpansive in H
for all t > 0. Let t > 0, for a given x ∈ H define

x0 := x (7.63)
yi := Stxi−1 (7.64)
zi := (1− λ)xi−1 ⊕ λyi (7.65)
xi := PCzi for i = 1, 2, 3, ... (7.66)

It is known that Fix St = arg minz∈H f for all t > 0. Denote by Sλ,t := (1 − λ) Id⊕λSt
and T := PCSλ,t. By Theorem 7.10 Fix Sλ,t = Fix St and Sλ,t is α-firmly nonexpansive on
Fix St with α = λ. If Fix St ∩ FixPC 6= ∅ then by Lemma 7.8 we have Fix T = Fix St ∩
FixPC . Therefore by Theorem 7.9 the operator T is pointwise α-firmly nonexpansive on
Fix T with α = 1/(2− λ).

7.6. Metric Regularity

Definition 7.22. Let (X, dX) and (Y, dY ) be two metric spaces. A mapping Φ : X → Y
is said to be metrically regular on U ×V , where U ⊆ X, V ⊆ Y , if there exists κ > 0 such
that

dX(x,Φ−1(y)) 6 κdY (y,Φ(x)), ∀x ∈ U,∀y ∈ V (7.67)

Essentially the concept of metric regularity on a set characterizes the stability of mappings
at points in their image and has played a central role, implicitly and explicitly, in the
convergence analysis of fixed point iterations (see for instance [83], [110], [59] and [1]).

Let T : H → H be some operator and ΦT : H → R+ be the displacement function defined
as ΦT (x) := d(x, Tx) for all x ∈ H. Note that ΦT (x) = 0 if and only if x ∈ Fix T . When
V = {0} we have in view of Definition 7.22 that

d(x,Fix T ) 6 κΦT (x), ∀x ∈ U (7.68)
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for some κ > 0 whenever ΦT is metrically regular on U×{0}. A sequence (xk)k∈N is said to
be linearly monotone relative to S ⊆ H with constant c whenever d(xk+1, S) 6 cd(xk, S)
for all k ∈ N. A sequence (xk)k∈N is said to converge R-linearly to some element x∗ ∈ H
with rate c ∈ [0, 1) if there exists some a > 0 such that d(xk, x∗) 6 ack for all k ∈ N.

Proposition 7.23. Let T : H → H be an operator such that Fix T is nonempty and
closed. Let U ⊂ H. If for every x0 ∈ U the sequence xk+1 = Txk ⊂ U is linearly
monotone relative to Fix T with constant c < 1, then the displacement function ΦT is
metrically regular on U × {0} with constant κ = 1/(1− c).

Proof. By assumption (Txk) is linearly monotone relative to Fix T with constant c < 1
whenever x0 ∈ U . By triangle inequality we have

d(xk+1, xk) > d(xk,Fix T )− d(xk+1,Fix T ) = (1− c)d(xk,Fix T ), ∀k ∈ N.

Rearranging terms yields

d(xk,Fix T ) 6 1
1− cd(Txk, xk) = 1

1− cΦT (xk), ∀k ∈ N.

For δ > 0 define the set

Dδ :=
⋃

x∈Fix T
{y ∈ H : d(x, y) 6 δ}.

The next result shows the interplay between metric regularity, quasi α-firmly nonexpan-
siveness and local linear convergence of an operator T . It extends to Hadamard spaces a
quantitative convergence theorem in the Euclidean settings ( [83, Theorem 1]).

Theorem 7.24. Let T : H → H be a quasi α-firmly nonexpansive mapping with constant
α ∈ (0, 1) on Dδ. Assume that ΦT is metrically regular on (Dδ \Fix T )×{0} with constant
κ > 0. Then it holds

d(Tx,Fix T ) 6 cd(x,Fix T ), ∀x ∈ Dδ (7.69)

where

c :=
√

1− 1− α
ακ2 . (7.70)

Moreover if c < 1 then any sequence xk+1 = Txk with x0 ∈ Dδ converges R-linearly to
Fix T with rate c.

Proof. By assumption ΦT is metrically regular on (Dδ \Fix T )×{0} with constant κ > 0.
Then (7.68) implies

d(x,Fix T ) 6 κΦT (x), ∀x ∈ Dδ \ Fix T.
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On the other hand by assumption T is quasi α-firmly nonexpansive with constant α ∈
(0, 1) on Dδ. Then Corollary 7.3 implies

d(Tx, y)2 6 d(x, y)2 − 1− α
α

d(x, Tx)2, ∀x ∈ Dδ,∀y ∈ Fix T

In particular the last inequality holds for all x ∈ Dδ\Fix T . Moreover T is quasi nonexpan-
sive on Dδ. Therefore by Lemma (7.6) Fix T is a closed convex set. Given x ∈ Dδ \Fix T
let x̄ ∈ PFix Tx. From the last inequality we obtain for y = x̄

d(Tx, x̄)2 6 d(x, x̄)2 − 1− α
α

d(x, Tx)2. (7.71)

On the other side we have d(x, x̄) = d(x,Fix T ) 6 κΦT (x) = κd(x, Tx). From inequality
(7.71) it follows

d(Tx, x̄)2 6
(

1− 1− α
ακ2

)
d(x, x̄)2 ⇒ d(Tx, x̄) 6 cd(x, x̄) c :=

√
1− 1− α

ακ2 .

Using d(Tx, x̄) > d(Tx,Fix T ) and d(x, x̄) = d(x,Fix T ) yields relation (7.69). Now let
x0 ∈ Dδ. From (7.69) the sequence xk+1 = Txk is linearly monotone relative to Fix T .
Suppose that c < 1. Denote by x̄k ∈ PFix Txk for each k ∈ N. Then applying inequality
(7.71) for each k ∈ N yields

d(xk+1, x̄k)2 6 d(xk, x̄k)2 − 1− α
α

d(xk, xk+1)2

This in turn implies the inequality√
1− α
α

d(xk, xk+1) 6 d(xk, x̄k)

On the other hand d(xk, x̄k) = d(xk,Fix T ) 6 cd(xk−1,Fix T ) by (7.69). Therefore an
iterative application of linear monotonicity and d(x0,Fix T ) 6 δ yield√

1− α
α

d(xk, xk+1) 6 δck, ∀k ∈ N

For any given natural numbers k, l with k < l an iterative application of the triangle
inequality gives the upper estimate

d(xk, xl) 6 d(xk, xk+1) + d(xk+1, xk+2) + ...+ d(xl−1, xl)

6

√
α

1− αδ(c
k + ck+1 + ...+ cl−1) <

√
α

1− αδc
k
∞∑
m=1

cm−1 =
√

α

1− α
δck

1− c

Letting k, l → +∞ one obtains limk,l d(xk, xl) = 0 hence (xk)k∈N is a Cauchy sequence.
Because H is a complete metric space then xk → x∗ for some x∗ ∈ H. We need to show
that x∗ ∈ Fix T . Note that for each k ∈ N we have

d(xk, x̄k) = d(xk,Fix T ) 6 δck
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which passing in the limit as k → +∞ gives limk d(xk, x̄k) = 0. From the triangle
inequality we get

d(x̄k, x∗) 6 d(xk, x̄k) + d(xk, x∗)
hence limk d(x̄k, x∗) = 0. By construction (x̄k)k∈N ⊆ Fix T and assumption Fix T is a
closed set imply that x∗ ∈ Fix T . Letting l→ +∞ gives

lim
l→+∞

d(xk, xl) = d(xk, x∗) 6 ack, a :=
√

α

1− α
δ

1− c

Therefore (xk)k∈N converges R-linearly to x∗ ∈ Fix T with rate c and constant a.

Remark 7.25. In view of Definition 7.1 one can extend the notion of α-firmly nonexpan-
siveness to any metric space (X, d). However in general α-firmly nonexpansiveness would
not imply nonexpansiveness. If (X, d) is a CAT(0) space then the implication would hold.
Moreover quasi α-firmly nonexpansiveness implies nonexpansiveness in any metric space.
As a result Theorem 7.24 holds true in any complete metric space. By the same argument
Lemma 7.8 holds in general for any metric space.
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