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A B S T R A C T   

Artificial intelligence has recently gained popularity across different medical fields to aid in the detection of 
diseases based on pathology samples or medical imaging findings. Brain magnetic resonance imaging (MRI) is a 
key assessment tool for patients with temporal lobe epilepsy (TLE). The role of machine learning and artificial 
intelligence to increase detection of brain abnormalities in TLE remains inconclusive. We used support vector 
machine (SV) and deep learning (DL) models based on region of interest (ROI-based) structural (n = 336) and 
diffusion (n = 863) brain MRI data from patients with TLE with (“lesional”) and without (“non-lesional”) 
radiographic features suggestive of underlying hippocampal sclerosis from the multinational (multi-center) 
ENIGMA-Epilepsy consortium. Our data showed that models to identify TLE performed better or similar 
(68–75%) compared to models to lateralize the side of TLE (56–73%, except structural-based) based on diffusion 
data with the opposite pattern seen for structural data (67–75% to diagnose vs. 83% to lateralize). In other 
aspects, structural and diffusion-based models showed similar classification accuracies. Our classification models 
for patients with hippocampal sclerosis were more accurate (68–76%) than models that stratified non-lesional 
patients (53–62%). Overall, SV and DL models performed similarly with several instances in which SV mildly 
outperformed DL. We discuss the relative performance of these models with ROI-level data and the implications 
for future applications of machine learning and artificial intelligence in epilepsy care.   

1. Introduction 

Temporal lobe epilepsy (TLE) is the most common focal onset epi-
lepsy in adults (Tellez-Zenteno and Hernandez-Ronquillo, 2012). 
Although hippocampal sclerosis is a common pathological finding in 
TLE (Babb and Brown, 1987; Blumcke et al., 2017), structural abnor-
malities in TLE are not restricted to the medial temporal region and may 
extend to the neocortex (Blanc et al., 2011; Margerison and Corsellis, 
1966). Magnetic resonance imaging (MRI) provides a non-invasive 
approach to study epilepsy-related pathology, and quantitative ana-
lyses of MRI data have shown widespread grey and white matter ab-
normalities beyond the hippocampal structure (Whelan et al., 2018). 
Tissue volume abnormalities occur both proximal and distal to medial 
temporal lobe circuits with histopathologically confirmed hippocampal 
sclerosis and EEG confirmation of concordant seizure laterality (Ahmadi 
et al., 2009; Bernhardt et al., 2010; Bernhardt et al., 2008; Bonilha et al., 
2010a; Bonilha et al., 2010b; Bonilha et al., 2003; Caligiuri et al., 2016; 

Focke et al., 2008; Lin et al., 2007; McDonald et al., 2008b). 
Extra-hippocampal network structural abnormalities are associated 

with cognitive deficits (McDonald et al., 2008a; Rodriguez-Cruces et al., 
2020; Yogarajah et al., 2008) as well as treatment response phenotypes 
(Bernhardt et al., 2015; Bonilha et al., 2015; Bonilha and Keller, 2015; 
Gleichgerrcht et al., 2018; Munsell et al., 2015). Methods that can 
accurately detect, quantify, and profile structural abnormalities at an 
individual level can be relevant for multiple aspects of translational 
epilepsy research and may help guide clinical management in the future 
(Gleichgerrcht and Bonilha, 2017; Gleichgerrcht et al., 2015). 

Artificial intelligence offers a promising approach to assess subtle 
abnormalities in neuroimaging data. In particular, machine learning and 
deep learning may enable the detection of patterns in an automated way 
that would otherwise be difficult to discern through qualitative evalu-
ations. Moreover, training and evaluation of these models generally 
follow a framework that emphasizes out-of-sample prediction perfor-
mance, where a trained model is tested in an independent dataset to 
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determine whether conclusions from one sample may be generalizable 
and not due to biases from a small sampled population. Artificial intel-
ligence has gained significant popularity in medicine as it can achieve 
detection accuracies similar to, or sometimes better than, human experts 
in the diagnosis of many diseases, such as lung cancer (Coudray et al., 
2018), skin cancer (Haenssle et al., 2018), and retinal abnormalities 
(Gulshan et al., 2016). More recently, applications of artificial intelli-
gence and machine learning have expanded in the field of epilepsy 
(Abbasi and Goldenholz, 2019; Focke et al., 2012; Gleichgerrcht et al., 
2020; Gleichgerrcht et al., 2018; Rudie et al., 2015). 

Can machine learning and deep learning accurately classify indi-
vidual brain images into a pattern typical of TLE, or even lateralize TLE? 
This question remains unanswered, partly due to the smaller sample size 
of TLE datasets compared with other diseases (e.g., pneumonia, skin 
cancer, retinal abnormalities). The present study uses a novel initiative, 
the Enhancing NeuroImaging Genetics through Meta-Analysis Epilepsy 
project (ENIGMA-Epilepsy). ENIGMA-Epilepsy is a global initiative, 
which pools individually collected samples from sites across the world 
with uniform image processing and phenotypic characterizations 
(Thompson et al., 2020). ENIGMA-Epilepsy offers the unique advantage 
of sample size: it constituted the first collection of quantitative imaging 
data in common epilepsy syndromes, including persons with TLE, with 
more than one thousand data points derived from neuroimaging studies 
of patients as well as healthy controls with structural and/or diffusion 
imaging available, together with basic clinical and socio-demographic 
phenotypes (Hatton et al., 2020; Lariviere et al., 2020; Whelan et al., 
2018). However, in its current form, it has the inherent limitation of 
containing only region of interest (ROI)-based data, i.e. data collected at 
the level of a “brain region” as defined by an atlas with predefined 
anatomical boundaries. This is an important trade-off: the large sample 
size compensates for the lower resolution of the data (i.e., data sum-
marized at the regional level), although efforts to obtain raw image- 
based analysis are underway. 

In this study, we investigated if artificial intelligence applied to 
ENIGMA ROI-wise data could be used to 1) classify individuals as either 
having TLE or being healthy controls and 2) lateralize into right versus 
left TLE. These are important steps in the assessment of persons with 
epilepsy as this can have consequences not only for their medical but 
also their potential surgical management if they were to remain re-
fractory to anti-seizure medications. Contrary to prior studies ENIGMA- 
epilepsy which focused on ROI-level discrimination of groups, this study 
sought to predict group classification based on multivariate machine 
learning approaches. To achieve these goals, we used morphological 
features from T1-weighted data as well as diffusion MRI parameters 
sensitive to microstructural variations. We hypothesized that ML could 
be a viable tool for TLE classification and lateralization. We further 
extended our investigation by comparing the classification accuracy of 
different ML methods. If the hypothesis was to be confirmed, the study 
could serve as a guide for future multi-center large cohort initiatives. 

2. Materials and methods 

2.1. Participant inclusion 

This retrospective study included data from adult TLE patients (aged 
from 18 to 70), identified using the International League Against Epi-
lepsy classification criteria (Berg et al., 2010). Diagnoses were based on 
the standard of care assessment batteries at each site; this included 
neurophysiology and neuroimaging studies as needed on an individual 
basis. Based on these data, each patient was clinically classified a priori 
by the medical team at each site into one of four groups: (i) left-sided 
TLE with MRI signs of HS (TLE-HS-L), (ii) right-sided TLE with HS 
(TLE-HS-R), (iii) non-sclerosis left-sided TLE (TLE-NS-L), and (iv) non- 
sclerosis right-sided TLE (TLE-NS-R). Patients with TLE-NS were 
defined based on the absence of any abnormalities (including evidence 
of underlying hippocampal sclerosis) as deemed by each site based on 

conventional radiographic interpretation. Because structural MRI data 
collection for ENIGMA-Epilepsy initially classified patients in the TLE- 
NS group as “Other,” there were no structural data for TLE-NS as it is 
not possible to tease apart this subgroup from the remainder of the 
“Other” category members. Hence, only diffusion data are available for 
TLE-NS, as this label was implemented during the second wave of data 
collection. Patients with discordant imaging/neurophysiology data (e. 
g., left-sided onset seizures with neuroimaging findings suggestive of 
right-sided mesial temporal sclerosis) were not included except if his-
topathological confirmation allowed definitive classification. We 
excluded patients with progressive diseases (e.g., Rasmussen’s enceph-
alitis), autoimmune etiology, malformations of cortical development, 
tumors, or previous neurosurgical intervention. 

Healthy controls from each site had no prior history of psychiatric or 
neurological disorders. The Institutional Review Board (IRB) approval 
for pseudo-anonymized data collection and sharing was obtained indi-
vidually at each site prior to enrollment into the consortium. 

2.2. Structural imaging dataset 

Data from 16 sites were included in the structural MRI analysis, 
totaling 336 patients with TLE (187 TLE-HS-L and 149 TLE-HS-R) and 
631 research center-matched healthy controls. The locations, dates, and 
periods of participant recruitment as well as demographic and clinical 
characteristics of this sample are detailed in Whelan et al. (2018). The 
data analyzed for this study was derived from the pipeline implemented 
for the original structural MRI analysis of this cohort (Whelan et al., 
2018) which essentially contemplated an analysis at each site using 
FreeSurfer 5.3.0, for automated analysis of brain structure (Fischl, 
2012). Scanning details are provided in Supplementary Table 1. Using 
the Desikan-Killiany atlas, cortical thickness and surface area measures 
were extracted for 34 left-hemispheric grey matter (GM) regions of in-
terest (ROI) and 34 right-hemispheric GM ROIs. In addition, subcortical 
volume measures were extracted for 8 left-hemispheric GM ROIs and 8 
right-hemispheric GM ROIs (152 ROI features in total - i.e., 68 thickness 
measures, 68 surface area measures, and 16 subcortical volume mea-
sures). Visual inspections of cortical segmentations were conducted 
blinded to participants’ diagnosis following standardized ENIGMA 
protocols (available at http://enigma.ini.usc.edu) used in prior genetic 
studies of brain structure (Adams et al., 2016; Hibar et al., 2017; Hibar 
et al., 2015; Stein et al., 2012) and large-scale case-control studies of 
neuropsychiatric illnesses and neurological disorders (Boedhoe et al., 
2017; Hoogman et al., 2017; Schmaal et al., 2017). Each site identified 
outliers by running a series of standardized bash scripts to detect par-
ticipants with cortical thickness measures greater or less than 1.5 times 
the interquartile range. Outlier data were then visually inspected by 
overlaying the participant’s cortical segmentations on their whole-brain 
anatomical images. Structures were excluded if judged as inaccurately 
segmented by the local analyst. For this study, only participants with a 
full dataset (i.e., no omitted volumes) were analyzed. 

2.3. Diffusion data set 

Data from 21 sites were included in the diffusion imaging study, 
totaling 863 patients (320 TLE-HS-L, 268 TLE-HS-R, 162 TLE-NS-L, and 
113 TLE-NS-R) and research center-matched healthy controls (1,069 
with available fractional anisotropy (FA) data, 976 with available radial 
diffusivity (RD) data). The locations, dates, and periods of participant 
recruitment as well as demographic and clinical characteristics of this 
sample are reported in Hatton et al. (Hatton et al., 2020). 

Scanner descriptions and acquisition protocols for all sites are pro-
vided in Supplementary Table 2. Each site conducted the preprocess-
ing of diffusion-weighted images, including eddy current correction, 
echo-planar imaging (EPI)-induced distortion correction, and tensor 
estimation. Next, diffusion-tensor imaging (DTI) images were processed 
using the ENIGMA-DTI protocols. These image processing and quality 
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control protocols are freely available at the ENIGMA-DTI1 and NITRC2 

websites. For this study, we present fractional anisotropy (FA) and radial 
diffusivity (RD) metrics as these have recently shown the largest effect 
size differences across different epilepsy syndromes in a prior DTI mega- 
analysis by the ENIGMA-Epilepsy consortium (Hatton et al., 2020). 
Measures of FA and RD were hence derived for ROIs based on the Johns 
Hopkins University (JHU) atlas (Faria et al., 2010) which included left- 
and right-sided tracts as well as the midline structures of the body (BCC), 
genu (GCC), and splenium (SCC) of the corpus callosum (41 ROI features 
in total). For this study, only patients with a full dataset (i.e., no omitted 
volumes) were analyzed in each modality, although the exclusion of 
participants with at least one outlier value was modality-specific; that is, 
if a participant had an outlier FA value in a given ROI, that patient was 
still eligible for inclusion if the ROI value was a non-outlier in RD. 

2.4. Multi-site data harmonization 

The batch-effect correction tool “ComBat” was employed to harmo-
nize between-site and between-protocol variations in structural and 
diffusion metrics, as previously done for other multi-site cohorts (Fortin 
et al., 2017; Hatton et al., 2020; Villalon-Reina et al., 2019; Zavaliangos- 
Petropulu et al., 2019). ComBat rescales the data for each scanner 
instance using a z-score transformation map common to all features 
using an empirical Bayes framework (Johnson et al., 2007) to adjust for 
variability across sites, assuming that all ROIs share the same common 
distribution. Prior to pipeline construction (Section 2.6), multi-site ROI, 
age, and sex differences were minimized using the ComBat technique. 

2.5. Group imbalance correction 

While the number of participants in both the structural and diffusion 
datasets was large, the number of healthy controls included was 
disproportionate relative to the number of patients with TLE, creating an 
imbalance problem that typically results in a classification model that is 
biased or overfitted to the samples in the majority group (i.e., HC in this 
study). To mitigate imbalance overfitting concerns, prior to pipeline 
construction (Section 2.6), we randomly selected ROI dataset samples 
(structural or diffusion) in the majority group to equal the number of 
minority (i.e., TLE) ROI dataset samples. This size-matching control 
cohort was randomly chosen from the larger pool of control participants 
at each of the 1000 iterations described below, maximizing selection by 
chance in each instance. We nonetheless acknowledge that there are 
alternatives approaches to prevent overfitting involving weighted pen-
alties to the cost function of the classification algorithm based on the 
empirical class distribution which may achieve similar goals without the 
exclusion/inclusion of specific subsets of participants. 

2.6. Configurable classification pipeline 

A configurable pipeline allows to exchange one model approach for 
another (e.g. support vector machine or deep learning) without creating 
ad hoc properties for each framework. In general, our pipeline sequen-
tially applied two different models to identify structural or diffusion ROI 
group (e.g., HC vs. TLE-HS-L) differences at the subject level (Supple-
mentary Figure 1). To apply our classification pipeline, a subject’s 
harmonized (Section 2.4) structural (Section 2.2) or diffusion (Section 
2.3) ROI data was input into the pipeline, after which the data were 
sequentially processed by an ROI variable scaling model (Section 2.6.1) 
followed by a group classification model (Section 2.6.2), and the output 
was the subject’s assigned group (e.g., HC, TLE-HS-L, etc.). 

To consistently evaluate classification pipeline performance, while 
mitigating biases related to software or computing differences, three 

strategies were taken: 1) a configurable pipeline approach (Supple-
mentary Fig. 1B) was used that allowed individual models in the 
pipeline to be replaced with minimal coding changes, 2) the config-
urable pipeline was developed using well-known and well-tested pub-
licly available Python software libraries (https://github.com/brent 
-munsell/enigma_roi), and 3) all the configurable pipeline results were 
generated on the same high-performance compute cluster (https://its. 
unc.edu/research-computing/longleaf-cluster/). 

2.6.1. ROI variable scaling 
As the segmentation atlases employed ROIs of different volumes, and 

ROI measurements may be scaled differently (i.e. ROI volume mea-
surements have larger values than ROI surface area or cortical thickness 
measurements) it was important to mitigate overfitting caused by scale 
differences. In other words, if the volume of ROI A is less than that of ROI 
B, the group classification model may be overfitted (or biased) to ROI B 
measurements solely due to size. To control for this, a simple minimum 
and maximum scaling technique was applied to each ROI: for each 
column (ROI) in the input matrix, 1) the minimum value across all 
participants was computed, 2) the minimum value was subtracted from 
each participant’s ROI value, 3) the maximum value was computed 
across all participants, and 4) each participant’s value was then divided 
by the maximum value. 

2.6.2. Group classification 
Two different ML algorithms were used in this study to classify in-

dividuals into one of two groups. Specifically, we employed two su-
pervised ML techniques to perform group classification: a support vector 
classifier (SVC) and a deep-learning classifier (DLC). The SVC used a 
linear kernel and the optimal regularization parameter (C) was deter-
mined by a grid search procedure. In general, the DLC was a fully con-
nected neural network that applied linear activation (Supplementary 
Figure 2) functions and featured: (i) one input layer where the number of 
nodes equaled the number of ROIs (152 for structural, 41 for diffusion), 
(ii) two hidden layers with the optimal number of nodes in each hidden 
layer determined by a grid search procedure (Section 2.6), and (iii) one 
output layer with one node representing healthy controls and one node 
representing one of the TLE patient groups (Supplementary Note 1). 
Notably, the optimal DLC learning and drop-out rates were also deter-
mined by a grid search. 

2.6.3. Grid search parameters 
The following value ranges were used for grid search of optimal 

model parameters. For SVC, the C values went from 0.1 to 2.0 at 0.05 
increments. For DLC, learning rate = 0.001 to 0.01 at 0.0005 in-
crements; number of epochs = 100 to 800 at 50 increments; hidden layer 
1 (L1) units = 5 to 100 at 5 increments; hidden layer 2 (L2) units = 3 to 
20 at 1 increment; l2 regularization penalty = 0.1 to 0.7 at 0.1 in-
crements; dropout rate = 0.2 to 0.5 at 0.1 increments. 

2.7. Pipeline performance evaluation 

The performance of our pipeline was evaluated using guidelines 
recommended by Poldrack et al. (2019). In particular, a 10-fold cross- 
validation procedure that incorporated a grid search technique was 
used to evaluate pipeline classification performance (Fig. 1A). More 
specifically, given an M × N ComBat-harmonized and imbalance cor-
rected ROI data matrix, where M (row) is the total number of participants 
and N (column) is the number of ROI variables, and an M × 1 group label 
matrix that holds the corresponding group label (e.g., HC = 0 and TLE- 
HS-L = 1) for each participant, the following steps were sequentially 
applied: 

1) The rows of the data and group label matrices were randomly shuf-
fled together (i.e., subject & group label maintained). A 80/20 
percent stratified (based on group label) partition split was then 

1 http://enigma.ini.usc.edu/ongoing/dti-working-group/  
2 https://www.nitrc.org/projects/enigma_dti/ 
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applied to the matrices, where 80% were assigned to training and 
validation data, and 20% became test data. It is important to note 
that test data were not used to learn the ROI variable scaling pa-
rameters or the optimal group classification model parameters 
(found by the grid search outlined below).  

2) Using only the training and validation data split, a 10-fold stratified 
grid search procedure was applied: one fold was selected as valida-
tion data and the remaining nine folds became the training data. An 
exhaustive grid search (i.e., iterations of all possible model param-
eter combinations to yield the most reliable set) was performed to 
estimate the optimal classification model parameters that yielded a 
pipeline with the highest classification accuracy. The model pa-
rameters included in the grid search were: number of nodes in hidden 
layers one and two, l2 regularization penalty in hidden regularization 
layer, and random percent of nodes removed (i.e., dropped) in the 
hidden dropout layer (Supplementary Note 1). This process was 
repeated until each fold had been selected as the validation fold, 
resulting in ten trained pipelines (i.e., one for each validation fold).  

3) From the ten pipelines created by the grid search procedure above, 
the optimal pipeline was selected (i.e., one that had the highest 
classification accuracy) and the optimal model parameters identified 
(see Supplementary Notes 1 through 4).  

4) For each subject in the test data matrix, the optimal pipeline was 
given the participant’s set of ROI variables and prompted to predict 
the participant’s group. To assess performance, a 2x2 confusion 
matrix was constructed using the predicted group label and known 
group label (i.e., the real diagnostic group) to calculate: positive 
predictive value (PPV), negative predictive value (NPV), sensitivity 
(SEN), specificity (SPC), area under the curve (AUC), and accuracy. 

The four steps above were repeated 1,000 times to better estimate 
the stability of the optimal pipelines (including model parameters) 
found by the 10-fold cross-validation grid search. 

2.8. Assessment of statistical significance 

The performance of our pipeline was evaluated using a 10-fold cross- 
validation procedure that incorporated a random group label permuta-
tion to estimate the distribution of values under a null hypothesis 
(Fig. 1B). Given an M × N ComBat-harmonized and imbalance corrected 
ROI data matrix and an M × 1 group label matrix, the four steps above 
were carried out, where Steps 1 and 4 were identical to the ones 

previously outlined and Steps 2 and 3 differed as follows:  

2) The training and validation group label matrix was randomly 
permuted, and then a 10-fold stratified cross-validation procedure 
was applied to our pipeline. In this cross-validation, a grid search was 
not performed. Instead, the highest performing model parameters for 
the correctly trained pipeline were used.  

3) From the ten pipelines created by the cross-validation procedure, the 
non-optimal pipeline was selected (i.e., one that had the highest 
classification accuracy with random group label assignments). 

As before, these four steps were repeated 1,000 times to better esti-
mate the stability of the non-optimal pipelines found by the 10-fold 
cross-validation procedure. Using the test data set, the statistical sig-
nificance of the difference in performance between the optimal and non- 
optimal pipelines was determined by evaluating how often the mean 
performance metric of the optimal pipeline was higher than the per-
formance metric of the non-optimal pipeline. For instance, if the average 
classification accuracy of the optimal pipeline is greater than 98% of the 
classification accuracies obtained in the non-optimal pipeline, the 
probability that the optimal pipeline classification accuracy is due to 
chance is 2% or p = 0.02. The same analysis is applied to each perfor-
mance metric (i.e., accuracy, PPV, NPV, etc.) in our study (Section 3.0). 

In order to compare the performance of SVM against DL, we 
computed the DL accuracy and counted the number of SVM accuracies 
that were greater than the DL accuracy, then divided by the 1,000 it-
erations. For between-model comparisons, we report a frequency dis-
tribution comparison index (FDCI) where 0.5 demonstrates equipoise in 
the accuracies of the two approaches (i.e. SVM is as accurate as DL), 
whereas a FDCI value closer to 1 means that SV outperforms DL on 
almost every iteration, and vice versa. 

2.9. ROI variable selection 

For the SVC model, support vector coefficients were used to select 
the ROI variables that had the largest influence on group classification 
accuracy. For the DLC model, the backtracking technique (Hazlett et al., 
2017; Munsell et al., 2020) was used to select the ROI variables that had 
the largest influence on group classification accuracy. Values were 
averaged across the 1000 iterations of model training. 

Fig. 1. Pipeline performance evaluation. (A) Schematic illustration of a 10-fold grid search process to create an optimally trained pipeline with the highest 
classification accuracy; and (B) Schematic illustration of a 10-fold cross-validation process to create a pipeline using shuffled labels to yield a random distribution in 
order to assess statistical significance between models trained on real vs. permuted (random) data. 
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3. Results 

The results are organized by imaging modality (structural and 
diffusion, separately) and the specific group classification comparison 
that was performed. For each comparison, a 2 × 2 confusion matrix and 
a summary table displaying the six performance metrics, are shown as 
mean ± standard deviation (SD) calculated from the one-thousand 2 × 2 
confusion matrices generated by the evaluation process (Section 2.6), 
and the one-thousand random 2 × 2 confusion matrices generated by 
our evaluation process that permutates the group labels (Section 2.6). 
For each performance metric, the statistical significance (p-value) is 
reported. 

3.1. Structural data 

The performance of our classification pipelines based on structural 
data is summarized in Fig. 2 and Supplementary Table 3 (optimal 
pipeline parameters available in Supplementary Note 2). SVM and DL 
pipelines demonstrated no significant differences in classification ac-
curacy for TLE vs. HC comparisons. There was a 73 ± 2.9% (DL) to 75 ±
3.4% (SVM) accuracy to correctly distinguish all patients with TLE from 
HC based on GM volumes/thickness, although the accuracy was slightly 
lower (65–67%) when the model attempted to classify TLE patients 
based on the specific side of presumed seizure onset (i.e., TLE-HS-L and 
TLE-HS-R, separately) from HC. While the performance of the latter 
model was higher than that of a pipeline trained on randomized data, 
the sensitivity and specificity, especially of DL models, were suboptimal. 
When classifying TLE patients based on their side of pathology (i.e., TLE- 
HS-L vs. TLE-HS-R), DL underperformed relative to SVM (77% ± 6.1% 
vs. 83% ± 3.6%, p = 0.97) likely driven by DL’s poorer sensitivity/ 

specificity. As expected, ipsilateral hippocampal volumes had the 
highest influence on the prediction models in all cases. Other ROIs that 
showed consistently high importance were the contralateral amygdala, 
ipsilateral thalamus, and different portions of the bilateral lateral tem-
poral regions and frontal regions. 

3.2. Diffusion data 

3.2.1. Fractional anisotropy 
The performance of our classification pipelines based on FA data are 

summarized in Fig. 3 for patients with hippocampal sclerosis and in 
Fig. 4 for patients without hippocampal sclerosis, as well as Supple-
mentary Table 4 (for optimal pipeline parameters, please see Supple-
mentary Note 3). 

Patients with hippocampal sclerosis: In all comparisons of TLE 
groups vs. HC, the SVM and DL pipelines demonstrated no detectable 
differences in classification accuracy. There was a 74 ± 2.7% (DL) to 76 
± 5.4% (SVM) accuracy to correctly distinguish all patients with TLE-HS 
from HC based on FA values. Similar accuracies (71–72%) were found 
when the models attempted to classify TLE patients based on the specific 
side of presumed seizure onset (i.e., TLE-HS-L and TLE-HS-R, separately) 
from HC. This model showed significantly higher sensitivity/specificity 
than a classifier trained on randomized data for SVM but not for DL. 
Lateralization of TLE-HS patients demonstrated 73% ± 3.4% accuracy 
with SVM and 66% ± 5.2% with DL, demonstrating the relative sub-
optimal performance of the latter (p = 0.97), again driven by the lower 
sensitivity/specificity. In all cases, the bilateral (ipsilateral > contra-
lateral) parahippocampal cingulate bundles had the most weight. The 
external capsule appeared to have more prominent weight for classifi-
cation of TLE groups vs. HC than for lateralization. 

Fig. 2. Summary of results for models based on 
structural data. For each of the four classifications 
(identified in the leftmost column), the top row shows 
the results for the support vector (SV) approach and 
the bottom row shows the results for the deep learning 
(DL) approach. Cortex projections are shown, from 
left to right, overlaid on a left lateral, left medial, right 
lateral, and right medial view, respectively. Pro-
jections correspond to model weights for each region 
of interest (ROI) based on the Desikan-Killiany atlas 
colored based on the colormap at the bottom of the 
figure and normalized from 0 to 1, where higher 
values (more red regions) correspond to the most 
influential ROIs for that particular model. For each 
classification approach, a distribution of accuracies is 
shown to the right for permutated labels (red) or real 
labels (blue for SV, green for DL). The rightmost graph 
compares the accuracy of SV vs. DL against each 
other. (For interpretation of the references to color in 
this figure legend, the reader is referred to the web 
version of this article.)   
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Patients without hippocampal sclerosis: In all cases, SVM and DL 
pipelines demonstrated no significant differences in classification ac-
curacy (p = 0.44 to 0.83). There was a 60 ± 4% (DL) to 62% ± 4% (SVM) 
accuracy to correctly distinguish all patients with TLE-NS from HC based 
on FA values. The performance was lower (53–63%) when the models 
attempted to classify TLE patients based on the specific side of presumed 
seizure onset (i.e., TLE-NS-L and TLE-NS-R, separately) from HC, and 
these models were not significantly more accurate than models trained 
on randomized data. Similarly, attempts to predict lateralization of TLE- 
NS patients demonstrated low accuracy (51% DL, 56% SVM) which did 
not outperform models trained on randomized data. The bilateral 
cingulate bundles showed the most prominence for SVM and DL models 
classifying all TLE-NS independently of side vs. HC, but these tracts were 
not as important for other models. The ipsilateral sagittal stratum was 
important in classifying TLE-NS patients from each side against controls. 
For TLE-NS-R vs. HC in particular, the ipsilateral cingulate, contralateral 
fornix, and ipsilateral inferior fronto-occipital fasciculus, as well as the 
splenium of the corpus callosum, all appeared to influence the SVM 
model more heavily than for other comparisons. 

3.2.2. Radial diffusivity 
The performance of our classification pipelines based on RD are 

summarized in Fig. 5 for patients with hippocampal sclerosis and Fig. 6 
for patients without hippocampal sclerosis, as well as Supplementary 
Table 5 (for optimal pipeline parameters, please see Supplementary 
Note 4). 

Patients with hippocampal sclerosis: In all TLE vs. HC 

comparisons, SVM and DL pipelines demonstrated no significant dif-
ferences in classification accuracy. There was a 71 ± 5.9% (DL) to 73 ±
2.5% (SVM) accuracy for identifying all patients with TLE-HS versus HC 
based on RD values. Slightly lower accuracies (67–69%) were found 
when the models attempted to classify TLE patients based on the specific 
side of presumed seizure onset (i.e., TLE-HS-L and TLE-HS-R, separately) 
from HC. These models showed significantly higher sensitivity/speci-
ficity than a classifier trained on randomized data for SVM but not for 
DL. Lateralization of TLE-HS patients demonstrated 68% ± 4.1% accu-
racy with SVM but only 55% ± 5.7% with DL, which had relatively 
suboptimal performance (p = 1.0), again driven by the lower sensi-
tivity/specificity of the latter. In all cases, the bilateral (ipsilateral >
contralateral) cingulate bundles had the most weight. The external 
capsule appeared to have a more prominent weight for classification of 
TLE groups vs. HC than for lateralization. For lateralization in particular, 
the superior corona radiata bilaterally demonstrated higher weights 
than for TLE vs. HC comparisons. Bilateral inferior fronto-occipital 
fasciculi were particularly influential for the SVM model of TLE-HS-R 
vs. HC classification. 

Patients without hippocampal sclerosis: In all cases, SVM and DL 
pipelines demonstrated no significant differences in classification ac-
curacy. There was a 59 ± 4.5% (DL) to 62% ± 4% (SVM) accuracy to 
correctly identify all patients with TLE-NS from HC based on RD values. 
The performance was lower (54–63%) when the models attempted to 
classify TLE patients based on the specific side of presumed seizure onset 
(i.e., TLE-HS-L and TLE-HS-R, separately) from HC, which were not 
significantly more accurate than models trained on randomized data. 

Fig. 3. Summary of results for models based on 
fractional anisotropy data for patients with hip-
pocampal sclerosis. For each of the four classifica-
tions (identified in the leftmost column), the top row 
shows the results for the support vector (SV) approach 
and the bottom row shows the results for the deep 
learning (DL) approach. White matter tracts are 
shown on axial slices from ventral to dorsal. The 
orientation corresponds to radiological reference (i.e., 
the left side of the axial slice corresponds to the right 
side of the brain, and vice versa). Each bundle cor-
responds to a region of interest (ROI) based on the 
Johns Hopkins University atlas colored based on the 
colormap at the bottom of the figure and normalized 
from 0 to 1, where higher values (more red regions) 
correspond to the most influential ROIs for that 
particular model. For each classification approach, a 
distribution of accuracies is shown to the right for 
permutated labels (red) or real labels (blue for SV, 
green for DL). The rightmost graph compares the ac-
curacy of SV vs. DL against each other. Notice that 
models for which ROI weights have less variable 
distribution (i.e., all ROIs are relatively of equal 
importance for classification, as shown by a similar 
color range across all regions) tend to have worse 
performance accuracies. (For interpretation of the 
references to color in this figure legend, the reader is 
referred to the web version of this article.)   
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Similarly, attempts to classify the lateralization of TLE-NS patients 
demonstrated low accuracy (55% DL, 56% SV) which was not better 
than chance. Bilateral cingulate bundles showed the most prominence 
for SVM and DL models classifying all TLE-NS independently of side vs. 
HC, but these tracts were not as important for other models. The ipsi-
lateral sagittal stratum was important in classifying TLE-NS patients 
from each side against controls. Bilateral (ipsilateral > contralateral) 
cingulum and external capsule bundles contributed heavily to all clas-
sification models. The inferior fronto-occipital fasciculus was more 
important particularly for TLE-NS-R both vs. TLE-NS-L and also vs. HC. 
The sagittal stratum was influential for comparisons against HC ipsi-
laterally, and bilaterally for lateralization. 

4. Discussion 

This study leveraged the large dataset from the ENIGMA-Epilepsy 
consortium to evaluate the performance of conventional machine 
learning (SVM) and DL in distinguishing patients with TLE versus 
healthy controls, as well as lateralizing TLE using individual structural 
and diffusion data at an ROI level. The overarching goal of the study was 
to demonstrate the feasibility of applying machine learning and artificial 
intelligence frameworks to large cohorts of clinically-obtained imaging 
data. We observed that 1) SVM was more consistently accurate than DL 
in outperforming random models, 2) models to discriminate TLE pa-
tients from healthy controls performed better than models to lateralize 
the seizure focus in TLE patients, 3) structural and diffusion-based 
models showed overall similar classification accuracies, 4) 

classification models of patients with HS were more accurate than 
models aimed at stratifying non-lesional patients, and 5) many ipsilat-
eral and contralateral white matter tracts contributed to model 
classifications. 

4.1. ROI level data 

While this is the largest artificial intelligence study of quantitative 
imaging in epilepsy, our study was based on ROI-level data. Specifically, 
for each subject, there were 152 data points for structural imaging 
(derived from 84 ROIs) and 41 data points for diffusion imaging, all 
representing the average values within each of the ROIs. This is a much 
lower resolution compared to voxel-wise data, in which each subject 
would have millions of data points per imaging modality. The motiva-
tions for conducting an ROI-level artificial intelligence study are: 1) the 
available ROI-level ENIGMA dataset yields a substantially larger sample 
size than single or even multi-site cohorts; 2) the identification of 
promising (statistically significant, i.e., better than chance) results with 
ROI-level data motivates future studies with higher-resolution data; and 
3) we can find out if ROI-level analysis of large sample sizes is sufficient 
for near-perfect classification; in other words, it can help evaluate if the 
determinant for classification accuracy in machine learning models is 
merely sample size. 

We observed promising classification accuracies for many imaging 
modalities and metrics (detailed below). They were, however, not per-
fect. As such, it is possible to derive two initial conclusions: 1) artificial 
intelligence has a growing potential in the field of epilepsy, and 2) 

Fig. 4. Summary of results for models based on 
fractional anisotropy data for patients without 
hippocampal sclerosis. For each of the four classi-
fications (identified in the leftmost column), the top 
row shows the results for the support vector (SV) 
approach and the bottom row shows the results for the 
deep learning (DL) approach. White matter tracts are 
shown on axial slices from ventral to dorsal. The 
orientation corresponds to radiological reference (i.e., 
the left side of the axial slice corresponds to the right 
side of the brain, and vice versa). Each bundle corre-
sponds to a region of interest (ROI) based on the 
Johns Hopkins University atlas colored based on the 
colormap at the bottom of the figure and normalized 
from 0 to 1, where higher values (more red regions) 
correspond to the most influential ROIs for that 
particular model. For each classification approach, a 
distribution of accuracies is shown to the right for 
permutated labels (red) or real labels (blue for SV, 
green for DL). The rightmost graph compares the ac-
curacy of SV vs. DL against each other. Notice that 
models for which ROI weights have less variable dis-
tribution (i.e., all ROIs are relatively of equal impor-
tance for classification, as shown by a similar color 
range across all regions) tend to have worse perfor-
mance accuracies. (For interpretation of the refer-
ences to color in this figure legend, the reader is 
referred to the web version of this article.)   
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further refinements will likely not depend on larger sample sizes of ROI- 
level data, but on higher resolution imaging, including voxel- and 
vertex-level data. 

4.2. SVM vs. DL model performance 

SVM and DL showed similar accuracy for most models stratifying 
patients from healthy controls. However, several SVM-based models 
performed better in terms of sensitivity and specificity relative to models 
trained on randomized data, whereas DL-based models for the same 
imaging modalities showed non-superior performance. In addition, 
there was overall relative suboptimal DL performance relative to SVM 
particularly for lateralization of TLE groups across imaging modalities. 
SVM models may be moderately reliable for classification and laterali-
zation of TLE based on structural and diffusion sequences, as previously 
shown by other smaller-scale studies using modalities such as resting 
state functional MRI (Zhang et al., 2012). 

One reason for DL’s lower performance might be related to the type 
of features used in our analyses. The computation of whole-ROI averages 
from multiple voxels can be regarded as a coarse approach with infor-
mation inherently being lost. This approach may be suboptimal for DL 
techniques as these can make use of fine-grained features such as edges 
or clusters within a complete dataset that has not been aggregated into a 
fixed set of ROIs. In such cases, the performance of a simple linear de-
cision boundary found by a support vector classification technique is 
likely to be just as accurate, or possibly more accurate, than a complex 
decision network found by a deep learning approach. These findings 

highlight the need to enter different types of features with varying de-
grees of resolution (i.e. fine-grained for DL and course-grained for SV). 

4.3. TLE diagnosis vs. Lateralization 

Our machine learning models were similar in distinguishing TLE 
patients from healthy controls and were less reliable in lateralizing pa-
tients based on their side of TLE, particularly for SVM. Consistently 
across SVM and DL, however, when classifying non-lesional patients, the 
models performed slightly worse for lateralization than diagnostic 
stratification. Structural-based models had a superior accuracy for 
detection over lateralization of TLE, particularly for SVM (83% detec-
tion vs. 67% lateralization, on average). The issue of epilepsy laterali-
zation was one of the earliest to be addressed by machine learning 
approaches with modalities including positron emission tomography 
(PET) (Lee et al., 2000), photon emission computed tomography 
(SPECT) (Lopes et al., 2010), and diffusion magnetic resonance tech-
niques (Davoodi-Bojd et al., 2016) including diffusion tensor (Ahmadi 
et al., 2009; Concha et al., 2012; Kamiya et al., 2016) and kurtosis (Del 
Gaizo et al., 2017) imaging, with mean accuracies overall similar to 
those found in this study. Future studies might enhance lateralization 
accuracy by building classifiers based on multi-modal features, partic-
ularly for non-lesional patients, whose lateralization was suboptimal 
and often not better than that of a random model. 

Fig. 5. Summary of results for models based on 
radial diffusivity data for patients with hippo-
campal sclerosis. For each of the four classifications 
(identified in the leftmost column), the top row shows 
the results for the support vector (SV) approach and 
the bottom row shows the results for the deep learning 
(DL) approach. White matter tracts are shown on axial 
slices from ventral to dorsal. The orientation corre-
sponds to radiological reference (i.e., the left side of 
the axial slice corresponds to the right side of the 
brain, and vice versa). Each bundle corresponds to a 
region of interest (ROI) based on the Johns Hopkins 
University atlas colored based on the colormap at the 
bottom of the figure and normalized from 0 to 1, 
where higher values (more red regions) correspond to 
the most influential ROIs for that particular model. 
For each classification approach, a distribution of ac-
curacies is shown to the right for permutated labels 
(red) or real labels (blue for SV, green for DL). The 
rightmost graph compares the accuracy of SV vs. DL 
against each other. Notice that models for which ROI 
weights have less variable distribution (i.e., all ROIs 
are relatively of equal importance for classification, as 
shown by a similar color range across all regions) tend 
to have worse performance accuracies. (For interpre-
tation of the references to color in this figure legend, 
the reader is referred to the web version of this 
article.)   
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4.4. Structural vs. diffusion models 

Models trained with features derived from structural and diffusion 
imaging performed relatively similarly. One exception was, as stated 
above, noticeably higher accuracy of structural than diffusion models 
for lateralization of lesional patients. Both types of modalities provide 
valuable information for classification, but multimodal approaches may 
enhance model performance. A combination of data types could be 
explored both “within modality” (for example, combining FA, RD, MD, 
and other diffusion scalar metrics) but also “across modalities” (for 
example, combining regional volumetrics with FA, etc). In this study, 
diffusion data obtained at the ROI-level condensed large amounts of 
white matter bundle information into regional data points. Utilizing 
tractography metrics that do not conform to predefined white matter 
bundles (i.e., ROI-to-ROI connectivity) might also yield higher accu-
racies by providing higher resolution at the whole-brain level, 
unmasking patterns of abnormal network organization undetected by 
nodal measures. Similarly, future studies could combine features 
derived from graph theory metrics or other connectome-based ap-
proaches, which could serve as topological biomarkers for the detection 
and lateralization of TLE. 

4.5. Lesional vs. non-lesional patients 

As expected, models performed better in lesional than non-lesional 
patients. The expectation of machine learning models with so-called 
‘MRI-negative’ patients is that these computational techniques will be 

able to detect features otherwise visually ignored or undetectable by 
human experts to enhance classification accuracy. We did not have ac-
cess to non-lesional patients for structural data, so our interpretation 
must be taken with caution. However, based on the diffusion models, it 
is evident that regional information may be suboptimal to detect and 
lateralize non-lesional patients, with accuracies mostly in the 53–63% 
range. This is in line with previous studies in focal cortical dysplasia 
showing similar accuracy (58%) in detecting focal cortical dysplasia 
lesions in MRI studies deemed to be ‘negative’ by human experts 
(Ahmed et al., 2015; Hong et al., 2014). Importantly, we must 
acknowledge that there is a bias inherent to the proportion of lesional vs. 
non-lesional patients in adults with TLE, which invariably features a 
larger sample of the former group. A larger number of patients has the 
potential to allow for more fine-grained modeling based on more sam-
ples for training. Future studies could address this issue by testing the 
accuracies of samples of similar size in each group. 

4.6. Model features 

Across different models, the features with maximal importance for 
classification accuracy included structures in the limbic region (e.g., 
cingulate bundles and sagittal stratum) as well as extra-limbic portions. 
In structural models, ipsilateral hippocampal volumes had the highest 
weight with variable influence of other medial temporal structures, such 
as the amygdala, as well as lateral temporal regions and extra temporal 
areas (including the thalamus), all of which have been shown to have 
volume abnormalities using meta-analytical group comparisons (Whelan 

Fig. 6. Summary of results for models based on 
radial diffusivity data for patients without hippo-
campal sclerosis. For each of the four classifications 
(identified in the leftmost column), the top row shows 
the results for the support vector (SV) approach and 
the bottom row shows the results for the deep learning 
(DL) approach. White matter tracts are shown on axial 
slices from ventral to dorsal. The orientation corre-
sponds to radiological reference (i.e., the left side of 
the axial slice corresponds to the right side of the 
brain, and vice versa). Each bundle corresponds to a 
region of interest (ROI) based on the Johns Hopkins 
University atlas colored based on the colormap at the 
bottom of the figure and normalized from 0 to 1, 
where higher values (more red regions) correspond to 
the most influential ROIs for that particular model. 
For each classification approach, a distribution of ac-
curacies is shown to the right for permutated labels 
(red) or real labels (blue for SV, green for DL). The 
rightmost graph compares the accuracy of SV vs. DL 
against each other. Notice that models for which ROI 
weights have less variable distribution (i.e., all ROIs 
are relatively of equal importance for classification, as 
shown by a similar color range across all regions) tend 
to have worse performance accuracies. (For interpre-
tation of the references to color in this figure legend, 
the reader is referred to the web version of this 
article.)   
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et al., 2018). Similarly, diffusion models demonstrated that the most 
influential white matter ROIs were along limbic (e.g., cingulate bundles, 
sagittal stratum) and extra-limbic (e.g., external capsule) sub-networks, 
aligned with recent mega-analysis across epilepsy syndromes by the 
ENIGMA-Epilepsy consortium (Hatton et al., 2020). These findings 
highlight the now well-established observation that plastic changes in 
focal epilepsy occur beyond the presumed area of seizure focus, stressing 
the nature of epilepsy as a disorder characterized by aberrant brain 
network reorganization (Engel et al., 2013; Gleichgerrcht and Bonilha, 
2017; Richardson, 2012; Tavakol et al., 2019). 

Limitations 
The initial cohort of ENIGMA-Epilepsy patients included ROI-based 

data only. Because post-processing was performed at each site 
following structured guidelines and quality checks from the consortium 
protocols, the data collected were exclusively at the ROI level. We 
believe that the suboptimal performance of some of the classification 
models reported above is being driven by the input data existing at the 
ROI level, which summarizes potentially heterogeneous information 
into a single value. The trade-off to this limitation, however, was the 
large volume of patients with TLE from epilepsy centers across the 
world. One alternative approach in the absence of voxel-level data 
would be to implement finer resolution atlases that yield smaller ROIs, 
hence counting on a more rich dataset per patient where each individual 
value reflects a more constrained anatomical region. As such, this large 
multi-site, multi-nationality representation of TLE provides the most 
comprehensive representation of the disease to date. Nonetheless, such a 
large database cohort carries the potential to be affected by confounders 
intrinsic to the retrospective nature of our design, including variations in 
type of scanner, variability in local quality assurance protocols, acqui-
sition protocols, and regional clinical diagnostic pipelines. 

We addressed imaging heterogeneity by applying a well-established 
data harmonization technique validated in diffusion tensor imaging data 
(Fortin et al., 2017) and applied it to multi-site cohorts of epilepsy pa-
tients (Hatton et al., 2020). By decreasing imaging data heterogeneity, 
we believe that the results from this study may be more generalizable. 
However, there are a few limitations to this approach. First, because 
ComBat is applied to the entire data set, and then split into a train, 
validation, and test dataset, a bias is likely introduced into the classifi-
cation pipeline. More specifically, because the harmonization parame-
ters learned by ComBat included the test data, the test data is not 
completely unseen which may slightly enhance classification perfor-
mance. Second, ROI data from the same site may appear in both the 
training and test data set, so a site bias may be introduced into the 
classification. However, since ComBat was applied to the entire dataset 
prior to pipeline construction, multi-site differences were minimized (as 
best as possible) and classification performance enhancements due to 
site bias were likely mitigated. More specifically, relatively lower clas-
sification accuracy (i.e. 50 to 70%) could be an indicator of site bias 
removal. 

In addition, it is important to consider other non-imaging related 
sources that may further limit model accuracy. For instance, the overall 
underperformance of classification models for lateralization of TLE may 
be negatively influenced by how left vs. right disease is determined (i.e., 
based on EEG and/or imaging findings). However, future studies could 
use a different approach by comparing accuracies exclusively among 
those who achieved seizure freedom (i.e., Engel class I or ILAE 1 
outcome), a proxy for “gold standard” confirmation of laterality (for 
further discussion, see Liu et al., 2016). 

The limitations of this study also highlight the importance of 
multimodal approaches. Because data collection for ENIGMA-Epilepsy 
occurred in different waves for structural and diffusion images, we 
were not able to cross-reference anonymized data across cohorts in order 
to test bimodal inputs to train the classifier. Efforts are currently ongoing 
for each consortium to identify the overlap between structural and 
diffusion cohorts to enable multimodal testing. In addition, ENIGMA- 
Epilepsy also includes patients with generalized genetic epilepsy and 

extratemporal focal epilepsy. Similar studies with these populations may 
highlight classifier accuracy drivers common for all epilepsy syndromes 
and also distinct patterns that inform on syndrome-specific 
characteristics. 

5. Conclusions 

Artificial intelligence might allow for the classification and lateral-
izing of TLE using ROI-level data, with moderate accuracy. Cortical 
thickness and surface area were equivalent in accuracy compared with 
fractional anisotropy and radial diffusivity, and classification was better 
among patients with hippocampal atrophy. DL was not superior to SVM 
at ROI-level data. Extra-hippocampal features were important in all 
classification models, suggesting that machine learning can use infor-
mation beyond regions that are visually identified in human qualitative 
analyses. 

These results suggest that machine learning approaches can aid in 
the classification of TLE (which could potentially aid in radiological 
diagnosis). This process may be improved by employing higher resolu-
tion imaging data (i.e., pre-processed images with no smoothing or 
manipulations) and multimodal approaches. This study will be a driver 
for ENIGMA-Epilepsy and other large data consortia to centralize and 
harmonize raw data for machine learning analyses. 
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