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Abstract Flow-sensitive four-dimensional Cardiovascular Magnetic Resonance Imag-
ing (4D Flow CMR) has increasingly been utilised to characterise patients’ blood
flow, in association with patiens’ state of health and disease, even though spatial
and temporal resolutions still constitute a limit. Computational fluid dynamics
(CFD) is a powerful tool that could expand these information and, if integrated
with experimentally-obtained velocity fields, would enable to derive a large variety
of the flow descriptors of interest. However, the accuracy of the flow parameters
is highly influenced by the quality of the input data such as the anatomical model
and boundary conditions typically derived from medical images including 4D Flow
CMR. We previously proposed a novel approach in which 4D Flow CMR and CFD
velocity fields are integrated to obtain an Enhanced 4D Flow CMR (EMRI), al-
lowing to overcome the spatial-resolution limitation of 4D Flow CMR, and enable
an accurate quantification of flow. In this paper, the proposed approach is vali-
dated in a U bend channel, an idealised model of the human aortic arch. The flow
patterns were studied with 4D Flow CMR, CFD and EMRI, and compared with
high resolution 2D PIV experiments obtained in pulsatile conditions. The main
strengths and limitations of 4D Flow CMR and CFD were illustrated by exploiting
the accuracy of PIV by comparing against PIV velocity fields.
EMRI flow patterns showed a better qualitative and quantitative agreement with
PIV results than the other techniques. EMRI enables to overcome the experimental
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limitations of MRI-based velocity measurements and the modelling simplifications
of CFD, allowing an accurate prediction of complex flow patterns observed exper-
imentally, while satisfying mass and momentum balance equations.
keywords: 4D Flow CMR, PIV, CFD, U-bend, Cardiovascular flow.

1 Introduction

It has been shown that heamodynamic parameters, such as wall shear stress, play
a significant role in the blood vessel remodelling and the development of cardiovas-
cular diseases [1]. Yet, in everyday clinical practice, most parameters used for the
assessment of cardiovascular diseases are based on anatomical evaluations rather
than on the effect of diseases on local haemodynamics [2]. As small anatomical
changes in the vessel geometry can affect dramatically the blood flow, resulting
in pathological conditions [3], integration of flow-related parameters in the assess-
ment of diseases has the vast potential to enrich diagnostics.

In recent years, the development of 2D Phase contrast magnetic resonance
imaging (PC MRI) [4] and 4D Flow CMR sequences [5,6] have made non-invasive
blood flow measurements accessible to clinicians. These tools allow 2D and 3D
illustration of blood flow in the vascular region of interest, allowing a quantitative
full field estimate of the velocity distribution. 4D Flow CMR is widely used for the
assessment of the cardiac function and to perform flow quantification in a broad
range of conditions, such as aortic coarctation, aortic dissection, pulmonary arter-
ies diseases, valvular disease [7]. However, the relatively poor spatial resolution,
still constitutes a major limitation, because it restricts the application to large
vessels, and the acquisition needs to be done through averaging over several car-
diac cycle, thus resulting in underestimation of the peak velocities [6] . Another
limitation of MRI is noise, mainly caused by gradient induced eddy currents [8]
and magnetic field inhomogeneities [9], which can be reduced by applying correc-
tion methods but reduce the accuracy of the acquired data. Another important
issue affecting the reliability of the velocity measured with 4D Flow CMR is the
velocity encoding, vENC , a parameter that must be specified before performing
flow sensitive MRI. This needs to be set higher than the maximum expected flow
velocity, so as to avoid velocity aliasing, or phase wraps, occurring when blood
velocity magnitudes exceed the vENC value. However, setting the vENC too high
would also cause an issue, especially in capturing velocities much lower than the
vENC [5]. Besides these limitations, 4D Flow CMR remains the most effective and
versatile in-vivo non-invasive imaging technique for cardiovascular applications.

In the last few decades, the great advances in computing power and numerical
techniques, together with the accessibility of 3D anatomical geometries and flow
information by the advancement of medical imaging techniques, have accelerated
the adoption of computational modelling to the study of cardiovascular problems
[10]. Computational fluid dynamics (CFD) has been used in a broad range of appli-
cations, such as risk-free device testing [11,12], characterisation of cardiovascular
conditions and intervention planning [13–15], providing estimate of local haemo-
dynamics with high spatial and temporal resolutions, and the determination of
essential parameters such as the local shear stress.

However, CFD models require a number of assumptions regarding the mod-
elling of the arterial wall compliance [16], the rheological properties of the fluid



Experimental validation of EMRI using PIV 3

[17], and the choice of the boundary conditions at the inlet and outlet regions [18].
These influence the reliability of the simulation results, raising a question whether
numerical models can provide a better accuracy than clinical measurements [19].

In order to overcome the limitations of 4D Flow CMR and CFD, whilst exploit-
ing their respective potential, we recently proposed a novel approach, the enhanced
magnetic resonance imaging (EMRI) [20]. This integrates the two approaches by
feeding the experimentally measured velocity field data into a CFD model, so as to
enforce the physics of the phenomenon (i.e. mass and momentum conservations)
to greatly increase the reliability and resolution of the measurement. In this work,
we present a validation of this new technique, comparing a complex pulsatile flow
patterns based on 4D Flow CMR experiment, a standard CFD analysis and EMRI,
against the in-vitro measurement, with particle image velocimetry (PIV), as the
gold standard.

PIV is an optical non-intrusive quantitative technique capable of capturing
instantaneous complex flow structures with high spatial resolution, and is widely
adopted as validation tool for both numerical [21,22,15] and MRI [23,24] studies.
Pekkan et al. [15] used PIV to assess the prediction capability of a CFD model
by studying the total cavo-pulmonary connection in steady flow condition. In this
study CFD and PIV showed a remarkable agreement, especially considering the
complexity of the anatomical region studied. However, the CFD velocities resulted
systematically lower (max 15%) with respect to the one measured by PIV. This
discrepancy may be explained by the unpolished interior model surfaces that could
have introduced a background noise effect. Kitajima et al. [24] studied the flow in
a stereo-lithographic replica of an extra-cardiac total cavo-pulmonary connection
using PIV and PC-MRI. Their results highlight the degree of similarities between
PIV and PC MRI but it is limited to a steady state scenario. PIV was compared
with 4D Flow MRI by Medero et al. [25] to assess the difference in the estimation
of velocity flow field and WSS in a patient-specific model of aneurysm. This work
showed that there is a good quantitative and qualitative agreement between the
two modalities and that the measured differences decrease when averaging in time
and space the PIV to match the 4D Flow CMR resolution.

A quantitative comparison of high resolution 4D Flow CMR, PIV and CFD
was carried out by Van Ooji et al. [23] by assessing the flow of a real size patient
specific phantom of an intra-cranial aneurysm. Also this study confirmed that
good qualitative and quantitative agreement exists between PC MRI measure-
ments, CFD simulations and PIV measurements of flow patterns, on steady and
pulsatile conditions, reporting that the difference between CFD simulations and
4D Flow CMR measurements (RMSE = 4–5 %) was smaller than that between
PIV and 4D Flow CMR measurements (10–12 %). However these findings need
to be carefully interpreted taking into account that a different fluid was used in
the PIV experiment and in the 4D Flow CMR measurement and a scaling of the
results measured with PIV was then necessary, which may have introduced bias.
Moreover in this study a 4D Flow CMR sequence with a resolution of 0.2 x 0.33
x 0.2 mm3 was used; in clinical practice the resolution is at least 5 times lower,
raising an issue on the fundamental question about the ability of the clinical used
sequences to correctly measure flow features in a reasonable scan time.

Specifically, the aim of this work is to assess the reliability of EMRI and verify
its potential to further the concept of measure informed computational modelling
and apply it in a clinical scenario. This is achieved by comparing the the flow
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Fig. 1 Geometry (a), PVA mold of the U bend pipe (b), U bend silicone phantom with (d)
and without refractive index matched liquid (c).

patterns determined with this approach with those measured with a clinical 4D
Flow CMR sequence, predicted by CFD and measured with PIV. Through the
comparison, the advantages and limitations of each methods are highlighted.

2 Materials and Methods

2.1 Test rig

A U-bend pipe, providing an idealised and simplified representation of an aortic
arch, was manufactured to be compatible with both PIV and MRI measurements
(Figure 1 c). It was made by casting an optically clear, solvent free, low viscos-
ity silicone elastomer (MED 6015, NuSil Technology, CA, USA) with a refractive
index n = 1.4, using a perspex box and a soluble mould made from Polyvinyl Alco-
hol (PVA). The mould was designed with a CAD software (SolidWorks, Dassault
Systems, Canada)(Figure 1 a) and then 3D printed in PVA using a Delta WASP
2040 Turbo 2 (Wasproject, Massa Lombarda, Italy) (Figure 1 b).

Following polymerisation of the silicone, the model was immersed in water, in
order to dissolve the PVA mould and free the lumen of the U-bend pipe [26]. To
minimise optical distortion, a liquid solution of the same refractive index as the
silicone was prepared and used as working fluid. This consisted of a solution of
water and glycerol (60 % by weight of the solution) resulting in a liquid with a
density of 1150 kg · m−3 and a viscosity of 0.008 Pa · s. Nearly neutrally buoyant
hollow glass particles (Dantec Dynamics HGS-10, average nominal diameter 10−5

m) were dispersed in the fluid, to serve as seeding particles for the PIV analysis.
A pulsatile flow was generated by means of a Pulsatile Blood Pump (Harvard
Apparatus, UK), which was operated at 60 bpm, with a systole to diastole ratio
of 40/60 and a stroke volume of 0.040 L.

The pump, the U bend and the working fluid reservoir were connected in series
as shown in Figure 2.
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Fig. 2 Diagram of the experimental rig.

2.2 PIV Experimental setup

A 2D PIV measurement system (TSI Inc., Minnesota, USA) was used to perform
measurements of the velocity field in a plane by means of 2D phase resolved PIV.
This techniques quantifies the fluid velocity distribution in a plane illuminated by
a laser sheet (0.4 mm thick), by cross correlating the displacement of the visible
seeding particles in the fluid, over a time interval ∆t, calculated according to the
the one-quarter rule [27]. Images were captured by a frame-straddling CCD camera
(with a resolution of 2048 × 2048 pixels, TSI PowerViewTM Plus 4MP, TSI Inc.,
Minnesota) with a 52 mm lens (Nikon, Japan) placed orthogonally to the plane
illuminated by the laser (Figure 4 a). A spatial resolution of 0.3717 × 10−3 m
was achieved by subdividing the U bend in 9 different regions of interest (Figure
3), which were analysed separately, merging together the results during the post
processing phase.

According to the point of the cycle considered, the ∆t was varied in the range
300 - 500 × 10−6 s ((1): 500 × 10−6 s, (2): 300 × 10−6 s, (3): 300 × 10−6 s and
(4): 500 × 10−6 s).

Each PIV phase-locked experimental result was obtained by averaging the
instantaneous velocity field of 100 different cycles (100 image pairs) for each of
the four selected time points and for each of the 9 sections considered. Three
instants were selected during systole and one in diastole, as shown in Figure 4 b
and correspond to a time delay of 57 × 10−3 s (1), 145 × 10−3 s (2), 233 × 10−3

s (3) and 527 × 10−3 s (4) from the beginning of the systole. The post processing
of the velocity maps was performed through Insight 4GTM (TSI Inc., US) and
Matlab (The Mathworks, Natick, MA, USA).

The accuracy of the velocity profile was assessed by analysing the mass con-
servation [28]. Assuming axial symmetry of the velocity profile (which in this case
is a reasonable approximation, as the captured images are in the middle plane
of a cylindrical tube), and constant viscosity, the conservation of mass requires
that the flow rate is consistent across the sections of the chosen ROI. Taking into
consideration a region A in the inlet segment of the U-bend, where A is a S ×
P matrix, with S the number of sections, and P the number of pixels across the
section (s = 1, ..., S, p = 1, ..., P ) the average flow rate FLs at each instant is given
by (Equation 1):
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Fig. 3 U bend with the 9 regions of interest imaged separately during the PIV experiment.

FLs =

P∑
p

πxpvs,pdpix, (1)

where xi is the position along the diameter, vs,i(t) is the axial velocity at the
s-th section and i-th pixel, and dpix is the pixel dimension. The minimum flow
rate FLmin and the maximum flow rate FLmax were calculated to compute the
percentage error εPIV using Equation 2:

εPIV =
FLMax − FLmin

FLmax
(2)

The velocity maps obtained for each region of interest of the U-bend were
merged together using Matlab (The Mathworks, Natick, MA, USA).

2.3 4D Flow CMR

The U-bend pipe was scanned with an ECG-gated 4D Flow CMR (Siemens) on a
1.5 T MRI scanner (Avanto MRI scanner, Siemens, Erlangen, Germany) at Great
Ormond Street Hospital for Children (NHS Foundation Trust, London, UK). The
MRI acquisition was triggered by the blood pump, and the parameters of the
sequence used were TR 26.64 × 10−3 s, TE 3.67 × 10−3 s, flip angle 15o, matrix
160 × 160, pixel dimension 1.875 × 1.875 × 1.9 mm3, number of slices equal to 30,
number of phases 32. Velocity encoding was made in three orthogonal directions:
head-foot, right-left and anterior-posterior, with vENC= 50 cm · s−1 equally in
all 3 directions of acquisition. The image sets were acquired at 32 equally-spaced
intervals over the pump cycle, corresponding to 192 volumetric image sets (32
time points × 3 encoding directions × pairs of magnitude and phase images),
subsequently processed with an in-house Matlab code.

To assess the accuracy of the velocity field measured with the 4D Flow CMR,
the standard deviation of the velocity was calculated using Equation 3 [29]:

σv =

√
2 · vENC

πSNR
, (3)
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where SNR is the signal-to-noise ratio of the magnitude images, calculated as the
ratio of the average pixel intensity in two equally sized regions of interest, one in the
U bend lumen (experiencing phase change) and the other in a stationary region.
The standard deviation was assessed at the inlet, and in the three regions where
the velocity profiles comparison were performed (Figure 5 b). To assess the quality
of the velocity mapping, also the velocity-to-noise ratio V NR was calculated as 4
[29]:

V NR =
v

σv
, (4)

where v is the measured velocity. As the vENC value is set to exceed the peak
velocity, this value is usually very high compared to velocity in diastole, which
leads to a decrease of the V NR.

2.4 CFD Analysis

The CAD geometry of the phantom was meshed using ICEM CFD (ANSYS Inc,
Cannonsburg, PA, USA) using tetrahedral elements and 10 layers of prism ele-
ments for the boundary layer near the wall. After running a grid independence
test, the optimal mesh configuration was found to have 727498 nodes and 1697646
elements.

A time resolved CFD analysis was carried out over three cardiac cycles (with a
time step of 1 × 10−3 s). A fully developed parabolic velocity profile was imposed
at the inlet, consistent with the measured flow waveform computed from the MRI
data (shown in red in Figure 4 b, together with the velocity measured with PIV,
blue points). At the exit of the tube, an outlet boundary condition with 0 Pa
pressure was applied. The flow was assumed to be laminar and incompressible.
The working fluid was modelled as Newtonian fluid, with density and viscosity
equal to 1150 kg · m−3 and 0.008 Pa · s, respectively. Walls were assumed to be
rigid and a no-slip boundary condition was applied.

The simulations were conducted using the commercial computational fluid dy-
namic solver ANSYS CFX (version 18.0, ANSYS Inc. Cannonsburg PA, USA)
using a standard desktop workstations (Intel Core i7 6700K 4GHz, 16GB RAM,
8 cores).

2.5 EMRI

EMRI algorithm [20] builds on the concept of measurement-informed computa-
tional modelling [30–32], where 4D Flow CMR data are provided to the CFD
code to determine the flow which satisfies the governing equations and deviate the
least from the measured data. The governing equations are the incompressible 3D
Navier-Stokes equations, including the body force term as follows (5):

ρ

(
∂v

∂t
+ v · ∇v

)
= −∇p+ µ

(
∇2v

)
+ f, (5)

∇ · v = 0, (6)
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where v, p, ρ and µ are the velocity, the pressure, the density and the viscosity
of the fluid, respectively. The body force f is expressed as:

f = K · (vMRI − vCFD), (7)

where the constant of proportionality K is determined according to Equation 8:

K = k
ρU

L
, (8)

where k is a constant, and U and L are the characteristic velocity and length scale
of the system in this study. The body force f is updated at every convergence
iteration within one time step, allowing the velocity field computed (vCFD) to
converge towards the experimentally-acquired velocity field (vMRI). In this work,
k was kept constant, equal to 1, across the computational domain and over the
entire simulation. The diameter and mean velocity at the inlet were chosen as U
and L, respectively. Steady state EMRI simulations were conducted at the four
time points selected for the PIV. Whilst the velocity correction towards the exper-
imental velocity field is achieved through the body force term, EMRI algorithm
still requires boundary conditions. A mass flow condition based on the volumetric
flow rate from MRI measurement (Figure 4 b) at each time point of interest was
applied at the inlet, without specifying any velocity profile. Zero pressure and no-
slip conditions were applied at the outlet and at the wall boundaries, respectively.
Other computational conditions, including the software and hardware computing
platforms, were the same as those of the CFD analysis described in Section 2.4.
The 4D Flow CMR data were first processed using an in-house code written in
Matlab environment. Cartesian velocity fields were applied to the numerical model
previously created for the CFD analysis, running the simulations using the same
computational setup.

3 Results

The velocity maps of the longitudinal plane of the U bend (Figure 4 a) estimated
with EMRI were compared with those derived from MRI and CFD, and validated
against 2D PIV, in the selected instants of the cycle (Figure 4 b, time instants
shown as the data points of PIV measurement)).

Furthermore, the 4D Flow CMR, CFD, EMRI and PIV velocity profiles were
compared in three cross sections on the mid plane of U bend for each of the 4
instants considered (Figure 4 b). In order to assess the accuracy of the 4D Flow
CMR measurements, CFD and EMRI computed velocities, the relative difference
∆ with PIV measured velocity was computed at each pixel of the selected sections
at the four time instants, using the following equation:

∆p =

∣∣vPIV
p − vCp

∣∣∣∣vPIV
max

∣∣ . (9)
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The relative percentage difference of each section was also computed as follows:

∆ =

P∑
p

1

P

∣∣vPIV
p − vCp

∣∣∣∣vPIV
max

∣∣ , (10)

where p = 1, ..., P , with P as the number of pixels across the section, and
vPIV
p and vCp are the velocity at the p− th pixel measured with PIV and acquired

with CFD, EMRI or 4D Flow CMR, respectively. vPIV
max is the maximum velocity

measured with PIV at each cross section and time instant. The flow regime is char-
acterized by a Womersley number (α) of 12.23, a peak Reynolds number Repeak
of 977.8 and a temporally mean Reynolds number Remean of 456.3. In unsteady
conditions, the critical Reynolds number for the onset of turbulence decreases with
the increase of the Womersley number, and the ratio Re/α = 200 could be used as
a threshold [33]. In this study, this ratio at the peak velocity is 89, less than a half
of the threshold, therefore the flow should be considered in the laminar regime.

Another parameter used to assess the onset of turbulence is the critical Reynolds
number Recrit as described by Peacock et al. [34]. This is computed as:

Recrit = 169α0.83St−0.27, (11)

where St is Strouhal number, calculated as:

St =
Df

2(vpeak − vmean)
, (12)

with D being the characteristic length of the system (in this case the diameter), f
is the pump cycle frequency, and vpeak and vmean the peak and the mean velocity
magnitude of the cycle, respectively. In the studied system, the Recrit=2576.6,
supporting that the system regime is expected to be laminar.

3.1 Velocity uncertainties

In Table 1, the percentage error εpiv (Equation 2, computed using S = 30) is shown
for each instant of the pump cycle selected for the PIV experiment. The SNR, the
V NR and the σv of the 4D Flow CMR in the instant of the pump cycle considered
for the comparison, are also presented. A higher uncertainty is observed, in terms
of the percentage error of PIV measurement, at the first time instant.

Table 1 ∆t (the laser delay), εpiv of the PIV measurements and SNR, V NR and σv of the
4D Flow CMR data, at the different instants of the pump cycle, shown in Figure 4 b.

Instant ∆t (µs) εPIV (%) SNR VNR σv (ms−1)

1 500 11.41 12.04 4.07 0.0415
2 300 4.11 16.46 5.64 0.0443
3 300 4.28 15.71 8.3 0.0318
4 500 6.73 5.91 0.376 0.0845
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3.2 Velocity maps

The average velocity at the inlet of the U-bend pipe during the pump cycle, mea-
sured with 4D Flow CMR and PIV (with the standard deviation), is plotted in
Figure 4 b.

The average cross sectional velocities show a good agreement between the two
sets of experimental data during systole, while some discrepancies are observed in
diastole, with 4D Flow CMR velocities smaller than the PIV measurements. This
is likely to be because, in this phase of the pump cycle, the velocity magnitude
is much lower than the vENC (5-fold smaller) and as a consequence the velocity
encoded with MRI is less accurate. This is shown by the trend of the v±σv (dashed
lines in Figure 4 b).

Figure 4 c shows the velocity magnitude maps in the mid-plane (Figure 4 a)
at the 4 selected instants, measured with 4D Flow CMR and PIV, and computed
with CFD and EMRI.

Overall, there is a good qualitative agreement of the velocity distribution be-
tween all the different modalities.

The first time instant is during systolic acceleration. Considering PIV as the
gold standard, the velocity magnitude in the outlet section and in the inner part
of the arch is lower in the 4D Flow CMR measurement results. On the other hand,
CFD shows much higher velocities in the whole domain. EMRI velocity is the
closest one to the PIV result, in terms of magnitude and distribution.

A similar agreement can be identified when comparing the data from different
modalities at time instant 2. Although the 4D Flow CMR velocity map shows good
similarity to the PIV result, the outlet segment and the arch are characterised by
lower velocities. CFD and EMRI show very good agreement with PIV in terms of
velocity magnitude, although the flow patterns are better captured by EMRI, that
corrects for the lower velocity that characterises MRI in the low velocities areas
while preserving the flow structures.

In the third instant selected (instant 3), the velocity distribution is consistent
across all the approaches, experimental, computational and hybrid. However, PIV
shows less flow separation in the arch in comparison to the other techniques.

The last instant analysed is in the diastolic phase of the pump cycle (instant
4). The flow patterns obtained from the different approaches are in agreement.
Nonetheless the CFD analysis presents higher velocity in the inlet segment, while
the MRI shows lower velocity in the arch.

3.3 Velocity profiles

In order to have a quantitative comparison between the different approaches, the
velocity profiles in three sections of the mid-plane (top row of Figure 5) at 4
instants of time, are compared (Figure 5).

Overall, 4D Flow CMR results show lower velocities in comparison to PIV
(adopted as the gold standard), as also remarked during the analysis of the velocity
maps. This is clearly evident in section B and C at instants 1 and 2.

On the other hand, the CFD analysis leads overall to slightly higher velocities
compared to PIV. Moreover, velocity profiles predicted by CFD are different from
those obtained with the other modalities, in almost all the sections analysed. The



Experimental validation of EMRI using PIV 11

c)

a) b)
1

2 3

4

Fig. 4 a) Plane selected for the comparison b) Average velocity at the inlet of the U bend
during the pump cycle measured with 4D Flow CMR and PIV (with standard deviation, at
the 4 instants of the cycle considered for the comparison) c) velocity maps in the selected plane
at the 4 instant measured with 4D Flow CMR and PIV and computed with CFD and EMRI.
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Fig. 5 Velocity profiles in three sections of the U bend (indicated at the top of the figure)
at the 4 instants of time considered, measured with 4D Flow CMR and PIV (with standard
deviation) and computed with CFD and EMRI.

most typical example is Section B at time instant 2, where an additional peak
near inside wall (distance ≈ 0.003 m) of the curvature is observed in CFD velocity
profile whilst the peak is not present in all other velocity profiles.

In general, EMRI velocity profiles are the closest to the ones measured with
PIV. The EMRI velocity profiles show remarkable consistency with the PIV ones
in particular at instants 1, 2 and 4 in section A, at instants 1, 2 and 4 in section
B, and 2 and 3 in section C.

Using Equation 9, the relative difference between the velocity measured with
PIV and the one computed with CFD/EMRI or measured with 4D Flow CMRI
were computed in all the sections selected at the four time instants (Figure 6 -
8). In most of the cases, the highest differences between the velocity computed
and measured are in the region in proximity of the wall, although it needs to be
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Fig. 6 Relative difference between PIV and CFD, and PIV and EMRI velocity magnitudes
(v) in section A at the 4 instant of time considered.

considered that PIV suffers from errors in the velocity estimation in these areas
[35]. While CFD and EMRI show relative differences within the same range in all
the sections, 4D Flow CMR relative difference is higher in sections B and C.

In Table 2, the relative difference of the velocity magnitude is computed at all
the time instants in the different sections, comparing CFD, EMRI and MRI with
PIV.

In section A, the agreement between EMRI and PIV is better in comparison to
CFD at all the instants, except the third one. In this case, the EMRI overestimates
the velocity as clear from Figure 5. In this section, the 4D Flow CMR agrees better
with the reference flow in the systole, while in diastole the relative difference is
higher.

Also in section B, the EMRI has a lower relative difference compared with
CFD and 4D Flow CMR for all time instants but the forth one, where the ∆ is
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Fig. 7 Relative difference between PIV and CFD, and PIV and EMRI velocity magnitudes
(v) in section B at the 4 instant of time considered.

an order of magnitude higher with respect to the other instant and is higher than
the one of MRI.

In section C, the relative difference of CFD and PIV is lower than the one
between EMRI and PIV for all instants, except the second one. Therefore the
CFD performs better compared to the EMRI, even though the relative differences
are overall comparable.

Table 3 shows the ∆ averaged over the sections at the time instants selected.
Overall, EMRI computed velocities show higher agreement with the PIV results
compared to CFD and 4D Flow CMR, especially in the systolic phase, when ve-
locities are higher. In diastole, the relative difference is doubled. The CFD relative
difference shows the same trend of EMRI, while the 4D Flow CMR relative differ-
ence is much larger in the accelerating phase of the systole and in diastole.
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Fig. 8 Relative difference between PIV and CFD, and PIV and EMRI velocity magnitudes
(v) in section C at the 4 instant of time considered.

4 Discussion

This validation study identifies the main limitations of 4D Flow CMR and CFD. In
particular, it is evident that the sensitivity of the MRI sequence to low velocities is
highly compromised by the chosen vENC . This results in deviations of the velocity
profiles between 4D Flow CMR and PIV, with an effect which is more pronounced
during diastole, when the velocity becomes significantly lower than the selected
velocity encoding.

In the MRI sequence used, the temporal resolution was selected such that
cardiac cycle was covered by 32 time frames. This means that the velocities of
each time point of the cycle was averaged over each time frame, increasing the
SNR [36]. However, the averaging of the signal over these time intervals, also
leads to the underestimation of peak velocities, as observed in systole [37].



16 Annio et al.

Table 2 ∆PIV −CFD, ∆PIV −EMRI and ∆MRI−PIV for each section at the different instants
of the pump cycle considered.

Instants Section A Section B Section C

∆PIV −CFD

1 0.1208 0.1590 0.1300
2 0.0873 0.0741 0.1508
3 0.1557 0.1720 0.1136
4 0.3457 0.5589 0.2569

∆PIV −EMRI

1 0.0971 0.0704 0.1949
2 0.0652 0.0715 0.0875
3 0.1969 0.0634 0.1583
4 0.0981 0.6364 0.2713

∆PIV −MRI

1 0.1367 0.3349 0.5410
2 0.0699 0.3082 0.3457
3 0.0728 0.1575 0.1565
4 0.2822 0.4212 0.5201

Table 3 ∆ for each time instant of the pump cycle considered, averaged over the sections
considered.

Instant ∆PIV −CFD ∆PIV −EMRI ∆PIV −MRI

1 0.1366 0.1208 0.3375
2 0.1041 0.0748 0.2413
3 0.1471 0.1395 0.1289
4 0.3872 0.3353 0.4078

The lower velocity observed with 4D flow CMR could also be associated with
the fact that the depth of the voxel is determined by the slice thickness. Usually,
4D flow CMR data is acquired in slices having a certain thickness different from the
’in-plane’ resolution, thus the voxel is not isotropic. Here, the depth of a voxel, i.e.
slice thickness, is larger than ’in-plane’ pixel size. Being the slice thickness equal
to 1.9 mm, the velocities measured in the plane of symmetry of the U-bend are
averaged over this thickness, resulted in velocity underestimations as also reported
by others [38].

Another main limitation of 4D Flow CMR is the partial volume effect that
is predominant in the region close to the walls. Large variations of velocity is
expected within a single voxel in these near-wall regions, which are averaged [39].

On the other hand, CFD appeared to overestimate velocities in the plane of
symmetry and, similarly to MRI, was unable to match the experimental velocity
profiles for all the instants and regions. These limitations are probably a conse-
quence of the necessity to assume an idealised parabolic shaped velocity profile
at the inlet. This approximation is common in computational studies for clinical
applications [40,41] and might lead to substantially different flow paths, that can
have large impact on the assessment of cardiovascular diseases [18].
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When EMRI is applied, the low sensitivity of 4D Flow CMR to low velocities
is compensated by the need of satisfying the mass conservation, still leading to a
realistic and fluid dynamically sound velocity distribution also in diastole.

Moreover, the non-slip condition and the presence of a high resolution mesh in
the boundary layer allows the correction of the velocities in proximity of the wall,
which in the 4D Flow CMR case are affected by large errors. This is a character-
istic which is present in all the velocity profiles presented, and well reported in
literature. This feature is of fundamental importance, especially when velocities in
proximity of the wall are used for the calculation of flow derived parameters (e.g.
WSS) in assessment of cardiovascular (patho)physiology [42,43].

Overall, the agreement between EMRI and PIV is significantly better than
MRI and CFD alone. Some discrepancies between EMRI and PIV are however
still observed in the velocity magnitude in section A at instant 3, section B and C
at instants 3 and 4. This could be due to the inaccurate estimate of flow rate, used
as the inflow condition of EMRI, quantified by means of 4D Flow CMR, in areas
of low velocity, where the SNR is low as the vENC is substantially larger than the
velocity of the fluid, and could lead to an incorrect estimation of the secondary
velocity field. Multiple vENC could have been adopted but the aim of the study
is to use clinical 4D Flow CMR sequences which are usually single vENC .

Moreover, it should be considered that the velocity profiles acquired using PIV
also involve experimental uncertainties. In particular, the PIV velocity maps of
the U-bend were obtained as a composition of result from 9 different experiments.
Although these experiments were conducted all in one session, to limit the change
in the experimental conditions, the camera and the laser had to be moved to image
each of the U-bend pipe portions. Furthermore after the post processing of each
section, the velocity maps had to be registered to the U-bend geometry, to obtain
the full U-bend velocity map.

PIV measurements were carried out on planes parallel to the tube axis be-
cause the dominant velocity component of the flow was intended to be used for
the validation of EMRI. Moreover the out of plane velocity field is highly het-
erogeneous, impeding the use of one delay only between the two laser pulses and
making therefore the acquisition of the out-of-plane velocity component unreliable
for validation purposes.

Another limitation of this study concerns the use of PIV as a gold standard
for velocities even in the areas close to the walls. In fact, similarly to 4D Flow
CMR, the edges of PIV measurement windows are characterised by higher stan-
dard deviation values in comparison to bulk flow, presenting non-zero velocity on
the wall. This is clearly shown also in the relative velocity difference profiles. A
common cause of this problem is non-uniform particles distribution in proximity
of the wall and the Gaussian low-pass filter applied during the processing, which
helps the recognition of the particle in the subsequent processing steps, but biases
the locations of the correlation peak in the case of near-wall flow investigations
[35]. Nonetheless, these regions of higher uncertainty are spatially far smaller for
PIV than for 4D Flow CMR, thus, in this study, we considered PIV as the gold
standard in all spatial areas.
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5 Conclusions

In this paper, EMRI (Enhanced Magnetic Resonance Imaging), a method integrat-
ing 4D Flow CMR and CFD, is validated on a pulsatile flow through a U-bend
pipe. In particular, the ability of EMRI to replicate experimental measurements
obtained by Particle Image Velocimetry were compared with the 4D Flow CMR
measurements and standard CFD predictions. EMRI flow patterns showed a better
qualitative and quantitative agreement with PIV results than the other techniques.
In fact, the approach allows the correction of the measurement errors in MRI by
enforcing the correct physics, achieving high resolution. Hence, EMRI enables to
overcome the experimental limitations of MRI-based velocity measurements and
the modelling simplifications of CFD, allowing a more accurate prediction of com-
plex flow patterns observed experimentally, while maintaining fluid mechanically
sound representation of the flow field. Further works still need to be conducted
to assess the accuracy of the EMRI estimate of the velocity field in proximity of
the wall. This would benefit haemodynamic computations by providing a way to
estimate flow derived parameter such as wall shear stress.

This methodology, which can still be improved by including dynamical solu-
tions, could play a major role in the clinical environment, giving access to fluid
dynamic quantities directly linked with cardiovascular diseases such as atheroscle-
rosis [44] and aneurysms [45]. Hence, the methods demonstrates the potential to
establish as a useful diagnostic tool for the clinical analysis of cardiovascular dis-
eases.

Conflict of Interest

Conflict of interest statement.

Acknowledgements This work is supported by the EPSRC-funded UCL Centre for Doctoral
Training in Medical Imaging (EP/L016478/1). The authors would like to thank all the staff of
the Cardiac Imaging specialty of Great Ormond Street Hospital for Children (NHS Foundation
Trust, London, UK), in particular the research radiographers Rod Jones and Wendy Norman,
for their assistance during this study.

References

1. Adel M. Malek, Seth L. Alper, and Seigo Izumo. Hemodynamic shear stress and its role in
atherosclerosis. Journal of the American Medical Association, 282(21):2035–2042, 1999.

2. C. Canstein, P. Cachot, A. Faust, A. F. Stalder, J. Bock, A. Frydrychowicz, J. Küffer,
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