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Abstract

The appearance of visual objects varies substantially across the visual field. Could such spatial

heterogeneity be due to undersampling of the visual field by neurons selective for stimulus cat-

egories? Here, we show that which parts of a bistable vase-face image observers perceive as figure

and ground depends on the retinal location where the image appears. The spatial patterns of these

perceptual biases were similar regardless of whether the images were upright or inverted.

Undersampling by neurons tuned to an object class (e.g., faces) or variability in general local

versus global processing cannot readily explain this spatial heterogeneity. Rather, these biases

could result from idiosyncrasies in low-level sensitivity across the visual field.
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Our visual perception of the world is not homogeneous. Across individuals, visual acuity
decreases from central to peripheral vision which accords with the falloff in cortical magni-
fication (Duncan & Boynton, 2003). Stimuli appear smaller in peripheral compared with
central vision (Anstis, 1998; Bedell & Johnson, 1984; Helmholtz, 1924; Moutsiana et al.,
2016; Newsome, 1972). Even basic visual features, such as object position, size, and shape,
appear differently across the visual field and viewing conditions or when measured at dif-
ferent times (Afraz et al., 2010; Wexler, 2018; Wexler et al., 2015). Further studies confirmed
such biases for the apparent size (Moutsiana et al., 2016; Schwarzkopf & Rees, 2013) and
position (Kosovicheva & Whitney, 2017) of visual stimuli. A seminal study reported spatial
heterogeneity in appearance for stimulus attributes ranging from size and orientation to the
apparent gender or age of faces (Afraz et al., 2010). Crucially, while these bias patterns are
reproducible across repeated tests, many of these bias patterns are unique to each individual.

The neural basis for this spatial heterogeneity still largely remains unknown. We showed
that idiosyncratic biases in size perception correlate with the functional architecture and
spatial selectivity of human V1 (Moutsiana et al., 2016; Schwarzkopf & Rees, 2013;
Schwarzkopf et al., 2011). Specifically, we found that when population receptive fields are
broader (less spatially selective) at a particular visual field location, observers perceive stimuli
at this location as smaller. We argued that this is because the V1 response to a stimulus is
more blurred when receptive fields are larger. In turn, later stages of visual processing then
infer a smaller size because the representations of the stimulus edges are attracted to one
another (Moutsiana et al., 2016). This could also explain consistent biases in perceived
location: If a stimulus predominantly activates neurons with large receptive fields whose
centers are located far away, this would result in a skewed activity profile that higher
order areas then read out as an incorrect location (Kosovicheva & Whitney, 2017). Some
parts of the visual field are effectively undersampled by the receptive field mosaic producing
errors in the population code for stimulus position.

Could a similar process underlie the spatial heterogeneity in perceiving complex attributes
of objects, such as the gender of faces? Rather than only being tuned to position, neurons
may be selective for particular attributes like stimulus color or the gender of a face. Afraz
et al. posited that if the receptive field mosaic undersamples the visual field, this could explain
heterogeneity in perceiving facial identity or gender (Afraz et al., 2010; Visconti di Oleggio
Castello et al., 2018). If a given visual field location is mostly covered by neurons most
selective for female faces, an androgynous face image would predominantly activate these
neurons and in turn the face appears more female.

Only limited evidence supports the existence of neurons specifically tuned to the gender of
faces. Afraz et al. found that the degree of spatial heterogeneity in perceptual biases depends
on stimulus size. There is little or no variability across the visual field if stimuli are too large.
The critical size to observe heterogeneity is larger for more complex attributes like facial
gender than simpler attributes like color (Afraz et al., 2010). This mirrors the presumed size
of receptive fields and the mosaic density of neurons tuned to these attributes. Other evidence
for gender or age-selective neurons comes from adaptation experiments (Hsu & Young,
2004; Schweinberger et al., 2010; Storrs & Arnold, 2012). However, some of these effects
could be explained by lower level adaptation. As such, it remains uncertain if dedicated
neurons for these complex stimulus attributes exist in the human visual system.

Here, we set out to test the undersampling hypothesis using variations of Rubin’s vase-
face illusion, bistable images that can be perceived either as a vase or two faces in profile
(Figure 2A). If more neurons sensitive to faces than vases cover a given retinal location,
this should bias the percept toward seeing faces. Unlike for gender and age, it is relatively
well-established that there are neuronal populations in the human visual system that are
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category-selective, such as the occipital and fusiform face areas, which respond preferentially

to faces (e.g., O’Craven et al., 1999). Most of these regions retain at least some degree of

retinotopic organization (Groen et al., 2017; Kay et al., 2015). Category-selective responses

have also been measured in response to the vase-face illusion (Hasson et al., 2001; Peatfield

et al., 2015). Therefore, we postulate that the receptive field mosaic in these regions might

undersample parts of the visual field. An ambiguous vase-face stimulus might activate face-

preferring neurons more in some locations than others, thus resulting in variations in per-

ceptual judgments (Figure 1).
In line with this hypothesis, we indeed find reliable spatial heterogeneity for faces versus

vases. We then tested whether these patterns are related to perceiving faces or other visual

processes. We compared biases for perceiving faces in this bistable illusion to three other

conditions: inverted versions of the same vase-face illusion, a different bistable illusion that

could be interpreted as faces or plants, and a general task probing global versus local per-

ceptual organization.

Methods and Materials

Participants

Fourteen individuals (10 females, age range 21–38) took part in Experiment 1. Another sample

of 20 individuals (9 females, age range 24–67) all participated in Experiments 2 to 5.

The sample in Experiment 1 contained a number of practiced psychophysics observers, where-

as we recruited participants more broadly for Experiments 2 to 5. Sample sizes were chosen

based on previous similar work and upscaled somewhat (e.g., Afraz et al., 2010 tested 11

participants). Participants gave written informed consent, and all procedures were approved

by the University College London Research Ethics Committee.

Figure 1. Illustration of the Undersampling Hypothesis. Consider two neurons with large receptive fields
sparsely covering the visual field. One preferentially responds to vases (blue), the other to faces (red). A small
ambiguous vase-face image presented at Location 1 will almost exclusively activate the vase-preferring
neuron and at Location 2 the face-preferring neuron. Thus, the population code at those two locations would
strongly favor the vase or face interpretation, respectively. In contrast, at Location 3, both neurons will
respond to the stimulus. However, it is still somewhat closer to the receptive field of the face-preferring
neuron and thus the population code will be subtly biased toward faces. RF: receptive field.
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All participants either had normal uncorrected visual acuity or were asked to wear their

standard corrective lenses during the experiment. Because the age range for Experiments 2 to

5 was very wide, we repeated all analyses after removing three participants aged 45 and older.

All findings from this analysis were extremely similar as the results reported here.

Stimuli

Participants viewed the stimuli at a distance of 48 cm, stabilized by a chin-and-forehead

rest. Stimuli were presented on a Samsung 2233RZ liquid crystal display monitor with

resolution 1,680� 1,050 pixels and refresh rate of 120Hz. The minimum luminance and

maximum luminance were 0.25 and 230 cdm�2, respectively. Stimuli were presented using

MATLAB (The MathWorks Inc., Natick, MA) and the Psychtoolbox version 3

(Brainard, 1997; Pelli, 1997).
In Experiments 1 and 2, we used variations of the vase-face illusion (Figures 2A and 3A)

harvested from an internet search of images in the public domain. They were further cropped and

altered by one experimenter (V. N.) so that in the end there were nine unique black and white

images. They were square-shaped and the sides subtended a visual angle of 3.27� and 2.92� in

Experiments 1 and 2, respectively. This difference was because in Experiment 1 a background

frame surrounded the figure portion, whereas this was cropped in Experiment 2. We generated

two versions of each image by inverting the polarity so that the face portion was either defined by

the black or white region. Therefore, there were altogether 18 unique vase-face images.
In Experiment 3, we used the same 18 vase-face images as in Experiment 2 but inverted

(Figure 3B). This preserves the low-level feature properties, but the outer portion is typically

not perceived as faces, especially not for brief stimulus presentations as used here.
In Experiment 4, we used custom-made Navon-type figures (Navon, 1977) to probe local

versus global perception. The background portion of the image was a circular area, whose

diameter subtended 3.68�. Triangles and squares were arranged into groups that could be

interpreted as larger triangles or squares (Figure 3C). All stimuli were incongruent, so the

local component shapes were never the same as the global group. There were four config-

urations, but again in both polarities, so that there were altogether eight unique images.
In Experiment 5, we used two bistable color images on a white background by Octavio

Ocampo (Figure 3D) that can either be interpreted as a face or as a picture (specifically, a

flower or tree). These are both available online for fair use and are called Family of Birds

(https://www.wikiart.org/en/octavio-ocampo/family-of-birds) and Mouth of Flower (https://

www.wikiart.org/en/octavio-ocampo/mouth-of-flower). They were square-shaped and the

sides subtended 4.9�. We generated two versions of each image by mirroring it horizontally.

Thus, there were altogether four unique images.
Stimuli in each experiment were scaled to ensure that the task-relevant portion of the

image overlapped in each experiment. Based on pilot experiments, we also chose the size of

stimuli to ensure that participants would be able to perform the task adequately. For exam-

ple, if the Navon-type figures in Experiment 4 had been too small, they would have never

been interpreted locally because the local shapes could not be resolved.
Stimuli were presented on a uniform gray background, while a blue dot fixation target

(diameter: 0.2�) was presented in the screen center. Possible stimulus locations at a given

eccentricity were placed in equal angular steps around an imaginary circle. There were 18

locations in Experiment 1: 6 were centered 1.96� from fixation and the rest at twice that

distance (3.92�). There were eight locations in Experiments 2 to 4 centered 3.27� from fixa-

tion and in Experiment 5 at a distance of 3.92�. This difference ensured that the task-relevant
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portion of the flower-face images in Experiment 5 overlapped the same locations as in
Experiments 2 to 4.

Procedure

Participants sat in a darkened room and viewed the stimuli displayed on a computer screen
(Samsung 2233RZ, resolution 1,680� 1,050, refresh rate 120 Hz). Stimuli were pregenerated
images and were presented using MATLAB (MathWorks, Inc.) and Psychtoolbox 3
(Brainard, 1997). Participants stabilized their head on a chin rest and were asked to fixate
a central target throughout the whole experiment.

Figure 2. Experimental design and results from Experiment 1. A: Examples of the vase-face illusion. B:
Timeline of a typical trial in all experiments (different stimuli were displayed in Experiments 3–5). C: The
proportion of trials one participant reported seeing faces (see color code) in each session of Experiment 1
plotted at each visual field location tested. D: Correlation between the three sessions in Experiment 1 across
all participants. Dots denote the proportion of trials participants reported seeing faces at a given location.
Different colors indicate individual participants. Solid lines show a linear regression between sessions across
locations for each participant.

Finlayson et al. 5



Each trial (Figure 2B) began with a fixation period during which only the fixation target
was presented on a uniformly gray screen for 500 milliseconds in Experiment 1 and 800
milliseconds in Experiments 2 to 5. Then, the test stimulus appeared for 200 milliseconds at

Figure 3. Example stimuli and results from Experiments 2-5. Example stimuli (top row) and results from
one example participant (bottom row) in Experiments 2–5, that is, the vase-face replication (A), the figure-
ground (B), local-global (C), and flower-face (D) experiments. Plots show the proportion of trials (see color
code) at each visual field location that one participant reported, respectively, seeing as faces (A and D), the
outside part of inverted vase-face images as figure (B), or the global configuration in Navon-like stimuli (C). E:
Correlation between bias patterns in Experiments 3 to 5 and Experiment 2 across all participants. Dots
denote the proportion of trials participants reported seeing the relevant perceptual state (see above).
Different colors indicate individual participants. Solid lines show a linear regression between sessions across
locations for each participant. F: Correlation coefficients for comparing patterns in Experiments 3 to 5 with
those in Experiment 2. Each dot denotes results from one participant. The larger diamond symbols indicate
the group mean correlation rl.
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one of the possible locations. After it had disappeared, the participants were asked to make
their response by pressing one of the two buttons on a computer keyboard. The fixation
target would slightly increase in size to 0.26� for 100 milliseconds to indicate that the pro-
gram had registered a response.

In Experiments 1, 2, and 5, participants reported if they saw the stimulus as a face or
object (vase or plant, respectively). In Experiment 3, they reported whether they saw the
inner or the outer portion of the stimulus as figure compared with the background.
The outside portion corresponds to the region that is seen as faces in the upright illusion
stimulus. In Experiment 4, they reported whether they saw the stimulus as triangles or as
squares. This in turn corresponds to whether they interpreted it locally or globally.

In all experiments, trials were divided into three blocks during which participants were
given the opportunity to rest. They pressed a button when ready to continue. In each block,
all possible stimuli were tested at each of the possible locations. In Experiment 4, all con-
ditions (every combination of unique stimulus and location) were shown twice, and in
Experiment 5, four times per block. In the other three experiments, each combination was
only shown once per block. There were therefore 972 trials (18 Stimuli� 18 Locations� 3
Blocks) overall in Experiment 1, 432 trials (18 Stimuli� 8 Locations� 3 Blocks) in
Experiments 2 to 3, 384 trials (2 Repeats� 8 Stimuli� 8 Locations� 3 Blocks)
in Experiment 4, and 384 trials (4 Repeats� 4 Stimuli� 8 Locations� 3 Blocks) in
Experiment 5. The order of stimuli and locations across trials in a block was pseudo-
randomized in each session and participant. Due to a technical failure, one participant
only completed 240 trials in the first session of Experiment 3. This meant that not all possible
stimuli were presented to them in that session. Excluding this participant from the study
completely did, however, not alter the interpretation of the results.

Participants participated in three separate sessions in Experiment 1 and two sessions in
Experiments 2 to 5. These sessions were carried out several days to weeks apart. Usually we
aimed to test participants on successive days but because of scheduling conflicts and avail-
ability issues, this was not always possible. The time between sessions varied from 1 to 18
(mean: 4.9) days in Experiment 1 and 1 to 6 (mean: 2.1) days in Experiments 2 to 5. Usually
Experiments 2 to 5 were conducted in one sitting per session, but in one case this was not
possible due to a scheduling problem.

Statistical Analysis

The primary analyses focused on comparing the similarity between spatial patterns in per-
ceptual biases between sessions and conditions. For this purpose, we conducted a second-
level analysis. At the first level, we calculated the Pearson correlation across the patterns for
each individual participant (qualitatively extremely similar results were found when using
Spearman correlation instead). For instance, in Experiment 1, there were 18 stimulus loca-
tions, and we therefore obtained 18 data points per participants and session and calculated
the within-subject correlation between these 18 points in Sessions 1 and 2. We also conducted
complementary analyses where instead of spatial location we compared the similarity of
responses with unique stimuli in the experiment.

At the between-subject level, we then tested if the mean correlation across the group was
different from zero using a one-sample t test. We used the Bayes Factor, BF10, to quantify
the statistical evidence supporting the alternative (experimental) hypothesis relative to the
null hypothesis. This calculation was based on the default Cauchy prior distribution
described previously (Rouder et al., 2009), with the standard scale factor of 0.707.
This prior is based on typical effect sizes observed in the wider psychology literature, but
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note that qualitatively very similar inferences would be obtained across a broad range of

scales. An important feature of Bayesian statistics is that they permit an inference about

whether or not the evidence supports the absence of a correlation.
For comparisons between Experiments 2 to 5, we used the intersession reliability to esti-

mate the maximally achievable correlation. We first extrapolated the reliability of the nth

experiment, rn, from its intersession reliability, ri, using the Spearman–Brown prediction

formula (Brown, 1910; Spearman, 1910):

rn ¼ 2ri
1� ri

We then determined the maximal achievable correlation, rab, between experiments a and b

using the following equation (Spearman, 1904),

rab ¼ qh
ffiffiffiffiffiffiffiffi

rarb
p

where ra and rb are the reliabilities for experiments a and b, respectively, and qh is the true

correlation. We then calculated the percentage of the observed correlation relative to this

achievable correlation. We fixed qh¼ 1 to reflect the theoretical possibility that one experi-

ment can completely predict the results of another. This constitutes a conservative lower

bound of how much of the explainable variance was in fact explained by the observed cor-

relation. If the true correlation between two experiments were less than 1, this percentage

would necessarily be greater than what we report.

Results

Experiment 1 (Vase-Face)

We quantified the proportion of trials that 14 individual participants reported seeing a face

instead of a vase at 18 locations. Figure 2C shows the stability of patterns of face perception

for one participant across separate sessions (see Supplementary Figures S1 and S2 for plot

from all 14 individuals). In general, across all participants and stimulus locations, the

response biases ranged from mostly reporting vases in some locations to most reporting

faces in others (Figure 2D). Individuals also evidently differed in terms of the overall

response rates: While some participants mostly reported faces, others mostly reported

seeing vases. The degree of spatial heterogeneity also varied considerably between partici-

pants. Perhaps unsurprisingly, participants with greater variability across locations tended to

show stronger intersession reliability, as denoted by the long and steep regression curves

parallel to the identity line in Figure 2D.
To quantify the reliability of the within-subject patterns, we calculated the correlation for

each participant between sessions (z-transformed) and then determined whether the group

average rl was significantly different from zero (Bayesian one-sample t test). Figure 2D

shows that patterns were strongly correlated between sessions (Sessions 1 vs. 2: rl¼ .77,

BF10¼ 596.8; Sessions 2 vs. 3: rl¼ .79, BF10¼ 271.4; Sessions 1 vs. 3: rl¼ .73,

BF10¼ 594.4). Peripheral vision is, however, spatially less precise. These results could therefore

have been driven partially by an eccentricity effect. Indeed, averaged across the three sessions

and iso-eccentric locations, central stimuli were seen significantly (Bayesian paired t test:

t¼ 3.88, BF10¼ 22.7) more often as faces (Pfaces¼ 0.59) than peripheral ones (Pfaces¼ 0.48).
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To disentangle potential spatial variation within individual participants from this eccen-
tricity effect, we therefore repeated the same analyses separated by eccentricity. Again, the
patterns of biases were very reliable between sessions both for central (Sessions 1 vs. 2:
rl¼ .7, BF10¼ 117.9; Sessions 2 vs. 3: rl¼ .75, BF10¼ 79.6; Sessions 1 vs. 3: rl¼ .77,
BF10¼ 1,205.9) and peripheral stimuli (Sessions 1 vs. 2: rl¼ .78, BF10¼ 744.3; Sessions 2
vs. 3: rl¼ .77, BF10¼ 120.0; Sessions 1 vs. 3: rl¼ .69, BF10¼ 136.1).

Next, we established that these patterns were not similar across participants. For this, we
again used the pattern averaged across the three sessions but now calculated correlations
between the patterns for each participant. For 14 participants, this results in 91 unique corre-
lations. Again, we used a Bayesian one-sample t test to compare whether the mean correlation
was different from zero. For both the central (rl¼ .00, BF10¼ 0.116) and peripheral (rl¼ .01,
BF10¼ 0.117) eccentricity, the evidence supported the null hypothesis by close to a factor of 10.
Therefore, our results suggest that the bias patterns were inconsistent across participants.

We also analyzed how perception varied between the different vase-face images we used.
Here, we ignored stimulus location and instead quantified for each of the 18 unique images the
proportion of trials for which participants responded to have seen faces. We then calculated a
similar second-level analysis as before but for stimuli rather than locations. This revealed a
pronounced effect of the stimuli. The intersession correlations were all very strong (all rl> .83,
all BF10> 393.3). Part of this effect was driven by contrast polarity. On average across the
group, participants perceived images in which the inner portion (the vase) was black on a white
background only 40% as faces, while for the white-on-black polarity, this was 63% (Bayesian
paired t test: BF10¼ 47.8). However, when splitting the data by stimulus polarity, the inter-
session correlation remained very strong (black-on-white: all rl> .79, all BF10> 1,853.2; white-
on-black: all rl> .7, all BF10> 90.5). This demonstrates that observers varied in terms of how
they perceived the unique images irrespective for polarity.

We also again calculated between-subject correlations for the 91 unique pairs of partic-
ipants to test the consistency of these patterns across participants. Unlike for stimulus posi-
tion, the pattern of responses to the different stimuli was similar across participants, both for
black-on-white images (rl¼ .49, BF10� 10,000, n¼ 91) and white-on-black images (rl¼ .56,
BF10� 10,000, n¼ 91). Thus, while the spatial heterogeneity of responses was highly idio-
syncratic, the effect of individual stimuli was very consistent across participants.

Experiment 2 (Vase-Face replication)

We then carried out additional experiments to probe potential mechanisms for this percep-
tual heterogeneity. First, we replicated the biases for face perception as in Experiment 1 in a
new experiment but with only eight possible stimulus locations, all at the same eccentricity.
Again, the pattern of biases was reliable across the two test sessions (Supplementary Figures
S3A), albeit somewhat less robustly than in Experiment 1 (rl¼ .49, BF10¼ 10.5, n¼ 19),
possibly due to the broader pool of participants and the wider age range.

Note that in this and especially some of the following experiments, a few individuals
exhibited ceiling or floor effects, that is, biases at all stimulus locations were identical.
This precluded calculating the within-subject correlation for these participants, and they
were therefore automatically excluded from further statistical analysis (as indicated by t
tests where the sample size is smaller than 20). For example, for the test of intersession
reliability, one participant was removed because they exhibited no spatial heterogeneity in
the second session. This participant generally reported seeing faces almost exclusively at
every location. While their bias pattern is doubtless extremely reliable, this prevents any
further analysis of spatial heterogeneity.

Finlayson et al. 9



We also again compared the responses with the 18 unique images, irrespective of spatial
location. As in Experiment 1, the intersession correlation was very strong (rl¼ .81,
BF10¼ 6,383.2, n¼ 19, one participant was removed for the aforementioned reasons). We
also replicated the effect of contrast polarity. On average, participants tended to perceive
black-on-white images as faces only on 40% of trials while they did so for white-on-black on
72% of trials (Bayesian paired t test: BF10¼ 88.9, n¼ 20).

Experiment 3 (Figure-Ground)

We then tested if similar spatial heterogeneity was observed with inverted vase-face stimuli.
Inversion typically disrupts face perception and recognition substantially (Valentine, 1988;
Yin, 1969). Accordingly, our participants informally reported not seeing faces in these inverted
images. Therefore, if bias patterns were similar between Experiments 2 and 3, this would
suggest these two experiments share a common figure-ground segregation process, rather
than being specifically related to faces. Instead, in this experiment we asked participants to
report whether they saw the inner or outer portion of the image as the figure. Interpreting the
outer portion as figure is equivalent to seeing faces in the upright vase-face image.

In general, response biases varied considerably across participants and stimulus locations,
although there was no location for which any participant only reported seeing the outside
portion of the image as figure. The same participant who almost exclusively reported seeing
faces in Experiment 2 also showed very little spatial heterogeneity in Experiment 3. They
generally almost never reported seeing the outside portion of the image as the figure and in
the second session never reported such a percept. They were therefore automatically removed
from the analysis of intersession reliability.

Participants also varied in terms of their overall response rates. Bias patterns were rela-
tively reliable across sessions, albeit much less so than for upright vase-face images (rl¼ .37,
BF10¼ 5.6, n¼ 19, one participant was removed for the aforementioned reasons). This could
be due to a reduction of the spatial heterogeneity from Sessions 1 and 2, as illustrated by the
flat slopes for some of the individual regression curves in Supplementary Figure S3B.

Nevertheless, the biases for vase-face perception in Experiment 2 were well correlated
(rl¼ .47, BF10¼ 38, n¼ 20) with those for perceiving the outside portion as the figure in
Experiment 3 (Figure 3E, left panel, 3F). The single participant who exhibited minimal
response bias in Experiments 2 and 3 did not follow this general pattern. In Experiment 2,
they almost always perceived faces, but in Experiment 3, they almost never reported the
outside portion of the image as the figure. In the left panel of Figure 3E their data cluster in
the bottom right corner.

Based on the intersession reliability for the two experiments, we can estimate the maxi-
mally achievable correlation between them to be r¼ .60. The correlation we actually
observed was approximately 82% of that, indicating there was a strong relationship between
them. This suggests that a similar process governs figure-ground interpretation for upright
and inverted vase-face images.

Next, we compared the response rates between the 18 unique images, irrespective of
stimulus location. For these analyses, we again must remove the participant who showed
minimal response bias. For the analysis of intersession reliability, another participant was
also removed. Due to a technical problem, they did not complete all trials in the first session.
This meant that not all stimuli were presented to this participant and therefore no correlation
could be computed (see Methods and Materials section).

Again, we found a strong intersession correlation (rl¼ .55, BF10¼ 20.9, n¼ 18), suggest-
ing that the responses to the images were temporally reliable. But interestingly, unlike for
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upright vase-face images in Experiments 1 and 2, there was little evidence of a polarity effect

in terms of how often participants reported seeing faces and results instead supported the

null hypothesis (black-on-white¼ 0.39; white-on-black¼ 0.44; BF10¼ 0.274, n¼ 19).

Comparing the pattern of responses in Experiments 2 and 3, we found inconclusive evidence

for a modest correlation (rl¼ .44, BF10¼ 0.768, n¼ 19). As these two experiments used

identical images (upright and inverted, respectively), this speaks against a strong stimulus

effect being shared across those experiments.

Experiment 4 (Local–Global)

Next, we tested whether this spatial heterogeneity was due to variability in a general per-

ceptual organization process. We probed whether individuals showed variability across the

visual field as to whether they interpreted Navon-type stimuli locally as small triangles/

squares or globally as coherent groups arranged into a triangle or square, respectively.

While there was some variability across the visual field, the degree of heterogeneity was

low (Figure 3E, middle panel). Rather, individuals tended to report similar levels of local

and global perception across all locations. This can be seen in the flat slopes of the individual

regression curves and minimal dispersion for each participant along the Y axis.
Bias patterns were therefore only moderately correlated between sessions (Supplementary

Figure S3), and the statistical evidence was subtly in favor of the null hypothesis (rl¼ .21,

BF10¼ 0.781, n¼ 20), although this level of evidence is inconclusive. Interestingly, when

ignoring spatial patterns the mean response rates for each participant correlated strongly

between sessions (Bayesian correlation test; Wetzels & Wagenmakers, 2012: r¼ .81,

BF10¼ 1,838.3, n¼ 20). These results suggest that overall observers have robust preferences

for the local or global interpretation across sessions, but spatial patterns for this local–global

task are not reliable.
Importantly, bias patterns for seeing faces in Experiment 2 were only weakly correlated

with the patterns of interpreting stimuli globally versus locally in Experiment 4 (Figure 3E

and F; rl¼�.17, BF10¼ 1.2). While this level of evidence is inconclusive, it suggests that

only a small fraction of the variance across spatial locations is shared between those experi-

ments. The maximally achievable correlation for this comparison was .48. Our actual

observed (negative) correlation was only about 35% of this.
As for previous experiments, we also compared the response pattern between the eight

unique stimuli, irrespective of location. The average intersession reliability was actually

negative (rl¼�.44, BF10¼ 1.7, n¼ 20). While there was only inconclusive statistical evidence

for this negative correlation, this confirms that participants did not consistently interpret a

given image locally or globally.

Experiment 5 (Flower-Face)

Experiment 3 already suggested that the spatial heterogeneity in vase-face perception relates

to how individuals segregate images into figure and background rather than reflecting face-

processing. Nevertheless, we wanted to test further whether these biases could be due to face

processing. We therefore used a different set of bistable images that can also be perceived as a

face or an object (tree or flower). These were not classical figure-ground stimuli. Rather, to

see a face in these images, one must interpret most of the image, including parts of the

background, as belonging to the face. To see the plants/trees and birds, the observer must

focus on some of the finer detail. If the biases in Experiments 2 were generally related to face
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perception, then there should be a positive correlation between the bias patterns in
Experiments 2 and 5.

Again, the pattern of face biases was relative reliable across sessions, supported by modest
statistical evidence (rl¼ .40, BF10¼ 4.3, n¼ 16). However, four participants showed little to
no evidence of spatial heterogeneity and (almost) only reported seeing faces. They were
therefore removed from further analysis of spatial heterogeneity. In general, participants
tended to see the images more frequently as faces than objects, as revealed by the clustering
of data points in the upper right quadrant in Supplementary Figure S3D. Some participants
also showed a reduction of spatial heterogeneity from Session 1 to Session 2, as shown by the
flat regression curves.

Critically, the correlation between face biases in Experiment 2 and 5 was only very weak,
and statistical evidence supported the null hypothesis (rl¼�.04, BF10¼ 0.255, n¼ 18).
Notably, five participants mostly reported seeing the images as faces irrespective of location,
suggesting that these individuals did not experience strong bistability for these images at all.
Two participants must be removed because they almost exclusively reported seeing faces in
either experiment, which precluded any further analysis of the correlation between them.
The maximally achievable correlation for this comparison was .61, and the actual observed
correlation only about 7% of that.

Finally, we again compared response rates for the four unique images, irrespective of
location. This revealed compelling evidence for a strong intersession correlation (rl¼ .94,
BF10¼ 98.7, n¼ 16). Participants were therefore very consistent in whether they interpreted
these images as faces or objects.

Discussion

We probed spatial heterogeneity in the perception of bistable images. First, we established
that individual perception of Rubin’s vase-face illusion depends on retinal location.
The pattern of these perceptual biases across the visual field was reliable across several
days to weeks. This suggests that relatively stable mechanisms underlie these biases.

One such factor was common across participants: Stimuli closer to fixation were perceived
more often as faces than at more peripheral locations. This mirrors the suggestion that face
processing is biased toward central vision and reflects an eccentricity gradient in the orga-
nization of ventral stream areas (Hasson et al., 2002). A simpler explanation could, however,
be that this difference is related to poorer visual acuity in the periphery.

Critically, eccentricity alone cannot explain the perceptual heterogeneity we observed.
The bias patterns for only central or more peripheral locations were also highly reliable
but showed little correlation between individual observers. As such, these patterns constitute
unique perceptual fingerprints. Our findings thus parallel the spatial heterogeneity reported
for perceiving stimulus size (Afraz et al., 2010; Moutsiana et al., 2016; Schwarzkopf & Rees,
2013); location (Kosovicheva & Whitney, 2017); orientation, shape, and complex features
like the apparent identity, age, or gender of faces (Afraz et al., 2010; Visconti di Oleggio
Castello et al., 2018); and ambiguous motion (Wexler et al., 2015). The findings are also
reminiscent of heterogeneity in the perception of bistable motion stimuli depending on their
orientation (Wexler, 2018).

Interestingly, the perception of vase-face images also strongly depended on contrast polar-
ity. Participants tended to perceive images in which the inner portion (the vase) was black on
a white background as vases, and vice versa for the opposite polarity. However, this was
specific for upright vase-face images. No such polarity effect was observed for inverted
images. There was also little evidence of a consistent response pattern across the 18
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unique vase-face images. Nevertheless, both for upright and inverted vase-face images, the
response rates generally depended strongly on the stimulus. The tendency to interpret a given
image as faces or a vase was reliable across sessions and very consistent between participants.
This contrasts with the results for spatial heterogeneity where the evidence strongly suggested
that—beyond the difference between central and peripheral eccentricities—the bias patterns
were unique to each observer. Note that these stimulus differences cannot explain the spatial
heterogeneity we found: Every unique stimulus was presented multiple times at each possible
location, and the order of stimuli and locations was randomized between sessions and
participants.

Some previous research posited that such idiosyncratic heterogeneity could result from
undersampling (Afraz et al., 2010; de Haas et al., 2016; Kosovicheva & Whitney, 2017;
Moutsiana et al., 2016). If the neurons whose receptive fields cover a particular visual field
location are selective for a particular stimulus feature (position, shape, or a class of objects, like
faces), then this would lead to a biased stimulus encoding that could skew perceptual inter-
pretation (Figure 1). Related research also reported spatial heterogeneity for processing facial
features. Observers are more accurate when discriminating images of eyes shown in the upper
versus the lower visual field, and vice versa for mouths (de Haas et al., 2016). Observers tend to
fixate the nose and thus eyes and mouths would typically appear in the upper and lower
hemifields, respectively. The heterogeneity could therefore represent fine-tuning of the visual
system based on experience: It would be more economical to predominantly encode a given
feature in visual field locations where it is most likely to appear.

Could such undersampling explain the biases we observed for the vase-face illusion? We
further compared biases for vase-face perception with those for inverted vase-face images.
Inversion disrupts face processing (Valentine, 1988; Yin, 1969) and our participants did not
report seeing faces in these inverted images. Yet we found that patterns for interpreting the
outside of the inverted images as the figure were strongly correlated with the patterns for seeing
faces in the upright illusion stimuli. The outside portion of these images is the equivalent of the
faces in the upright image. This suggests that the spatial biases we observed may not be related
to face processing per se, but rather more generally to figure-ground segregation.

It could be argued that perceiving faces in the vase-face images requires more local
processing of fine spatial detail. Interpreting the shape in the image as a profile view of a
face entails identifying the individual features of the figure boundary as nose, forehead, eye
sockets, and so on. In contrast, this is not necessary for perceiving vases—one could easily
perceive a vase without any of the spatial detail in the image at all. Therefore, our next
experiment explicitly tested whether the results for upright and inverted vase-face images
could relate to a propensity for local processing at a given stimulus location. We used stimuli
that can be either interpreted based on the local components or the global group (Navon,
1977). Locations where individuals perceived faces were not strongly related to local or
global processing. While the statistical evidence for this null result was inconclusive, spatial
patterns in this task were also less reliable across sessions than in the other experiments.
Interestingly, unlike the spatial heterogeneity, the overall rates for each participant averaged
across locations were very reliable between sessions. This points to interindividual differences
in cognitive style across observers. Some individuals tend to process these images more
locally than others, but this was independent of stimulus location. Of course, we cannot
rule out that a different local–global task might exhibit spatial heterogeneity, and that this
correlates with the perception of our vase-face images.

Finally, we also compared the vase-face illusion to the perception of different bistable
images. These images could also be perceived as faces or as a different complex object (tree or
flower). If the heterogeneity we observed for the vase-face illusion were due to undersampling
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of the visual field by neurons generally sensitive to faces, then the bias patterns for these

images should be similar. We found that they were not, providing further evidence that these

spatial biases may not be related to face processing. Most participants in the experiment also

generally tended to see these images as faces. This also speaks against an undersampled

receptive field mosaic of neurons tuned to faces and objects, respectively. Yet, as for the

local–global task, we cannot rule out that different ambiguous stimuli that allow a face

interpretation would exhibit greater spatial heterogeneity and that this variability in turn

correlates with the perception of vase-face images.
Importantly, how participants interpreted vase-face images at a given visual field location

was similar for upright and inverted images. They did, however, not interpret inverted

images as faces. Conversely, observers did not perceive the flower-face images as faces at

the same locations. Rather than undersampling by face-sensitive neurons, this therefore

points toward heterogeneity in figure-ground segregation. Because bias patterns were incon-

sistent between most experiments, our findings rule out a simple response bias by which

participants would simply respond in a particular way at a given spatial location.
What neural mechanism could explain such biases? The notion of neurons tuned to par-

ticular figure-ground interpretations that undersample the visual field seems implausible.

Instead, our findings could reflect whether the mosaic of receptive fields at that location

undersamples the inner or outer portion of the image. If the inner portion of the image is

encoded more precisely in a particular location, it may be more likely to be interpreted as

figure. Alternatively, we cannot rule out entirely that the inverted vase-face images still drive

face-sensitive neurons. If these neurons are selective only to profile views of faces, they would

not respond to the frontal faces in the flower-face stimuli. As a result, the bias patterns in

these two experiments would differ. A third, and perhaps the most parsimonious alternative,

is that the biases we observed are due to the spatial sensitivity at each location. Perceiving a

face in the vase-face images may require distinguishing finer spatial detail than detecting a

vase. This could be achieved by focusing more on the local detail compared with the global

whole, but our results from the local–global experiment speak against this idea: Individuals

were not more likely to perceive faces in locations where they tended to report the local

features of Navon-type stimuli.
The perception of faces could be directly linked to spatial sensitivity. We already observed

that images in more peripheral locations, where spatial sensitivity is reduced, tended to be less

likely to be perceived as faces. Our previous research has demonstrated that spatial sensitivity

varies across the visual field, even at the same eccentricity, and could result in heterogeneity of

perceptual biases (Moutsiana et al., 2016). Therefore, it is possible that locations where we tend

to perceive faces—or the outer portion of the image as the figure—are also those were spatial

vision is more precise. This could be tested by future research.

Conclusion

Our findings show that an observer’s perception of vase-face images varies reliably across the

visual field. Some of this heterogeneity is shared across observers, but there are also unique

patterns that constitute idiosyncratic perceptual fingerprints. This intraindividual variability

is probably not due to undersampling of the visual field by face-responsive neurons or due to

variations in local versus global processing. Rather, a more parsimonious explanation is that

this heterogeneity results from spatial variations in lower level visual function.
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