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We performed a search for a new generic X boson, which could be a scalar (S), pseudoscalar (P), vector
(V), or an axial vector (A) particle produced in the 100 GeV electron scattering off nuclei, e−Z → e−ZX,
followed by its invisible decay in the NA64 experiment at CERN. No evidence for such a process was
found in the full NA64 dataset of 2.84 × 1011 electrons on target. We place new bounds on the S, P, V, A
coupling strengths to electrons, and set constraints on their contributions to the electron anomalous
magnetic moment ae, jΔaXj≲ 10−15–10−13 for the X mass region 1 MeV ≲mX ≲ 1 GeV. These results
are an order of magnitude more sensitive compared to the current accuracy on ae from the electron g − 2

experiments and recent high-precision determination of the fine structure constant.

DOI: 10.1103/PhysRevLett.126.211802

Searching for new physics (NP) with mass below the
electroweak scale (≪ 100 GeV) at the high-intensity and

high-precision frontiers has received significant attention
in recent years [1–8]. Motivations for searches of feebly
coupled particles in the low-mass range come from
evidence for NP in the neutrino and dark matter sectors,
and are well supported by theoretical arguments, see, e.g.,
Refs. [1,7–13]. Existing anomalies observed in particle
experiments also contribute to the field. Well-known
examples are the current muon g − 2 anomaly—the
≃3.6σ discrepancy between the predicted and observed
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value of the muon anomalous magnetic moment [14], or the
X17 anomaly—an excess of eþe− events in the 8Be and 4He
nuclei transitions [15,16], which might be explained by NP
models at low-mass scale, see, e.g., Refs. [17,18]. These
anomalies are being scrutinized in upcoming experiments
at Fermilab and JPARC [19,20], and with NA64 at CERN
[21–23], respectively.
Recently, a new puzzle indicating the possible presence

of NP in the electron g − 2 has emerged. The precise
measurements performed at Laboratoire Kastler Brossel
(LKB) with 87Rb rubidium atoms report a new value for the
fine-structure constant α−1 ¼ 137.035 999 206ð11Þ with a
relative accuracy of 81 parts per trillion [24]. This result
improves the accuracy on α by 2.5 over the previous
measurements performed at Berkeley with 137Cs atoms [25]
but, surprisingly, it reveals a 5.4σ difference from this
latest result. Using these measurements of the fine-structure
constant, the standard model (SM) prediction of the
anomalous magnetic moment of the electron, ae ¼
ðg − 2Þe=2 [26,27], is 1.6σ lower and −2.4σ higher than
the direct experimental measurement of aexpe [28]:

Δae ¼ aexpe − aLKBe ¼ ð4.8� 3.0Þ × 10−13 ð1Þ

Δae ¼ aexpe − aBe ¼ ð−8.8� 3.6Þ × 10−13 ð2Þ

for the LKB and Berkeley measurements, respectively. The
errors on Δae are dominated mostly by the uncertainty
in aexpe . With new measurements and improved SM
calculations, one hopes to clarify whether the deviations
of Eqs. (1) and (2) are a result of yet unknown experimental
errors, or it is a sign of new physics contributing ae [29].
This motivates recent significant efforts towards possible
explanation of the deviation, in particular the discrepancy
of Eq. (2), with a NP effect, see, e.g., Refs. [30–47].
In this Letter, we study the question of whether a

new light X boson could contribute ae. We consider models
with a generic X in the sub-GeV mass range, which could
be a scalar (S), pseudoscalar (P), vector (V), or an
axial vector (A) particle feebly coupled to electrons. It is
assumed that the X decays predominantly invisibly,
ΓðX → invisibleÞ=Γtot ≃ 1, e.g., into dark sector particles,
thus escaping stringent constraints placed today on the
visible decay modes of the X into SM particles from
collider, fixed-target, and atomic experiments [48]. The
most stringent limits on the invisible X in the sub-GeV
mass range are obtained, so far, for the V case of dark
photons coupled to electrons through the mixing with SM
photons by the NA64 [49] and BABAR [50] experiments,
leaving a large area of the parameter space for the generic X
still unexplored. Various aspects of such an invisible X
weakly coupled to leptons including possible phenomeno-
logical implications can be found in Refs. [1–8,45,51,52].
The e-X interaction with coupling strength gX defined

as gX ¼ εXe (here εX is a parameter and e is the charge of

the electron) is given for the S, P, V, A cases by
phenomenological Lagrangians:

LS ¼ gSēeS

LP ¼ igPēγ5eP

LV ¼ gVēγμeVμ

LA ¼ gAēγμγ5eAμ: ð3Þ

The corresponding one-loop contributions to ae induced by
the diagrams shown in Fig. 1 are given by

ΔaS ¼
g2S
4π2

�
me

mX

�
2
�
ln
mX

me
−

7

12

�
ð4Þ

ΔaP ¼ g2P
4π2

�
me

mX

�
2
�
− ln

mX

me
þ 11

12

�
ð5Þ

ΔaV ¼ g2V
4π2

�
me

mX

�
2 1

3
ð6Þ

ΔaA ¼ g2A
4π2

�
me

mX

�
2
�
−
5

3

�
ð7Þ

assuming that mX ≫ me. One can see that presumably a
scalar and a vector can explain the positive deviation of
Eq. (1), while only a pseudoscalar and an axial vector
could explain the negative value of Eq. (2). The required
couplings gX to explain deviations of Eqs. (1) and (2) are in
the range 10−3 ≲ jgXj≲ 10−4 which is accessible to the
NA64 search.
The method of the search, discussed in this work and

proposed in Refs. [53,54], is based on the detection of the
missing energy, carried away by the hard bremsstrahlung X
produced in the process e−Z → e−ZX; X → invisible of
high-energy electrons scattering in an active beam dump.
The NA64 experiment employed a 100 GeV pure electron
beam, using the H4 beam line of CERN’s North Area. The
beam was slowly extracted towards NA64 in 4.8 s spills,
and had an intensity of up to ≃107 electrons per spill. A
more detailed description of the NA64 detector can be
found in Ref. [55] (see Fig. 1 therein). Below, its main
features will be briefly mentioned. The e− beam was
defined by the scintillator (Sc1−4) and veto (V1;2) counters.

FIG. 1. One-loop contribution of the S and P (left panel) and
the V and A (right panel) to Δae.
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A magnetic spectrometer consisting of two successive
dipole magnets with the integral magnetic strength of
≃7 T · m and a low-material-budget tracker consisting of
a set of the Micromegas (MM), straw-tube (ST), and
gaseous electron multiplier (GEM) chambers allowed us
to measure the incoming e− momenta with a precision
δp=p ≃ 1% [56]. Electrons were efficiently tagged from the
synchrotron radiation (SR) emitted in the magnets, by using
the SR detector (SRD) [57], which was an array of a Pb-Sc
sandwich calorimeter of a fine segmentation. By using the
SRD the intrinsic hadron contamination of the beam of the
order of ∼1% was further suppressed to a negligible level.
The downstream part of the detector was equipped with
an electromagnetic (EM) calorimeter (ECAL), a matrix of
6 × 6 Shashlik-type modules assembled from Pb and Sc
plates serving as an active beam-dump target for measure-
ment of the electron energy EECAL. Each ECAL module has
≃40 radiation lengths (X0) with the first 4X0 serving as a
preshower detector (PS). Further downstream the detector
was equipped with a high-efficiency veto counter (VETO),
and a hermetic hadronic calorimeter (HCAL) of ≃30
nuclear interaction lengths in total. The HCAL was used
as an efficient veto against hadronic secondaries and also to
detect muons produced in e− interactions in the target.
The search described in this Letter uses the data samples

of nEOT ¼ 2.84 × 1011 electrons on target (EOT), collected
in the years 2016, 2017, and 2018 (runs I, II, and III,
respectively) at beam intensities mostly in the range
≃ð5–9Þ × 106 e− per spill with a hardware trigger accepting
events with in-time hits in beam-defining counters
Sc1–4 and energy in the PS exceeding the threshold
Eth
PS ≃ 0.3 GeV, and energy in the ECAL below Eth

ECAL ≃
80 GeV [49,58,59]. The missing energy events should
have the incoming track momentum Pe ≃ 100� 3 GeV,
the total ECAL energy EECAL ≲ 80 GeV, and VETO and
HCAL zero-energy deposition, defined as energy below the
thresholds Eth

VETO ≃ 1 MIP (minimum ionizing particle)
and Eth

HCAL ≃ 1 GeV, respectively. Data from these three
runs, were processed with selection criteria similar to the
one used in Refs. [49,59] and finally analyzed as
described below.
A detailed GEANT4 [60,61] based Monte Carlo (MC)

simulation was used to study detector performance and
signal acceptance, to simulate backgrounds and selection
cuts. For calculations of the signal yield we used the
fully GEANT4 compatible package DMG4 [62]. Using this
package the production of X in the process e−Z → e−ZX;
X → invisible has been simulated for each type of inter-
action listed in Eq. (3) with cross sections obtained from
exact tree-level (ETL) calculations, see, e.g., Refs. [63–65].
The produced signal samples were processed by the same
reconstruction program as the real data and passed through
the same selection criteria. The total number nX of
produced X bosons per single electron on target was
calculated as

nXðgX;mX; E0Þ ¼
ρNA

APb

X
i

nðE0; Ee; sÞσXðEeÞΔsi ð8Þ

where ρ is density of the target, NA is the Avogadro’s
number, APb is the Pb atomic mass, nðE0; Ee; sÞ is the
number of e� in the EM shower at the depth s (in radiation
lengths) with energy Ee within the target of total thickness
T, and σðEeÞ is the X production cross section in the
kinematically allowed region up to EX ≃ Ee by an electron
with the energy Ee in the reaction e−Z → e−ZX;
X → invisible. The latter depends in particular on the
coupling and mass gX, mX, and the beam energy E0.
The X energy distribution dnX=dEX was calculated for
each case by taking into account the corresponding differ-
ential cross section f½dσðEe; EXÞ�=ðdEXÞg, as described in
Ref. [64]. An example of the simulated X (or missing)
energy spectrum in the target calculated by using the
detailed simulation of EM shower development by
GEANT4 is shown for the P and V cases in Fig. 2 for the
mass mX ¼ 20 MeV. The expected number of X
events in our detector from the reaction e−Z → e−ZX;
X → invisible was determined for each X interaction type
also by comparison to the rare process of dimuon pro-
duction, e−Z → e−Zγ, γ → μþμ−, which has a well-known
reaction rate. These events originate from a QED reaction
in the ECAL, dominated by the hard bremsstrahlung
photon conversion into dimuon pairs on a target nucleus
and accompanied by small energy deposition in the HCAL,
thus mimicking the X → invisible decay events below the
two-MIP threshold. The reaction was also used as a
benchmark process allowing us to verify the reliability
of the MC simulation, correct the signal acceptance, and
cross-check systematic uncertainties and the background
estimate [49,59]. Good agreement was found between the
observations and simulations. Using rare dimuon events as
a cross-check for normalization to the signal modes cancels
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FIG. 2. The emission spectra of the 20 MeV P (solid line) and
V (dashed line) particles produced from the interactions of the
100 GeV electron beam in the ECAL target obtained from the
ETL calculations. The spectra are normalized to the same number
of EOT.
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many systematic uncertainties by keeping selection cuts
identical whenever possible.
In order to avoid biases in the determination of the

selection criteria for signal events, a blind analysis similar
to the one described in Ref. [49] was performed. The
signal box (EECAL < 50 GeV; EHCAL < 1 GeV) was
defined based on the energy spectrum calculations for
X bosons emitted by e� from the EM shower generated
by the primary e− in the ECAL [63,64] and the HCAL
zero-energy threshold determined mostly by the noise of
the read-out electronics. Finally, to maximize the accep-
tance for signal events and to minimize backgrounds we
used the following selection criteria: (i) The incoming
electron track momentum should be within 100� 3 GeV.
(ii) The SRD energy should be within the range of the SR
energy emitted by e−’s in the magnets and in time with the
trigger. (iii) The shower shape in the ECAL should be
consistent with that expected for the signal shower [63].
(iv) There should be only a single track activity in the
tracker chambers upstream of the dump in order to reject
interactions in the beam line material, and no activity
in VETO.
The dominant background of 0.43� 0.16 events for

e−Z → e−ZX; X → invisible arises from the interactions of
the e− beam in the downstream part of the detector resulting
in hadron electroproduction in the beam line materials. In
rare cases, these reactions are accompanied by the emission
of large-angle (high pT) hadronic secondaries faking the
signal due to insufficient downstream detector coverage.
The most of charged secondaries were rejected by requiring
no additional tracks or hits in the downstream ST chambers,
which have the largest transverse acceptance. We also
requested no extra in-time hits upstream of the magnets
and at most one extra in-time hit downstream of the
magnets in the MM chambers. The remaining background
of 0.38� 0.14 events from large-angle neutral hadronic
secondaries was evaluated mainly from data by the
extrapolation of events from the sideband (EECAL >
50 GeV; EHCAL < 1 GeV) into the signal region and
assessing the systematic errors by varying the fit functions
selected as described in Ref. [59]. The shape of the
extrapolation functions was evaluated from the study of
a larger data sample of events from hadronic e− interactions
in the dump, which was also cross-checked with simu-
lations. Another background from punchthrough of leading
(with energy ≳0.5E0) neutral hadrons ðn;K0

LÞ produced in
the e− interactions in the target, was studied by using events
from the region (EECAL < 50 GeV; EHCAL > 1 GeV),
which were pure neutral hadronic secondaries produced
in the ECAL. Its level was estimated from the data by using
the longitudinal segmentation of the HCAL and the
punchthrough probability estimated conservatively and
was found to be small. Several other background sources
that may fake the signal, such as loss of dimuons due to
statistical fluctuations of the signal or muon decays, and

decays in flight of mistakenly SRD tagged beam π, K were
simulated with the full statistics of the data and were found
to be negligible. After determining all the selection criteria
and background levels, we unblinded the signal region and
found 0 events consistent with 0.53� 0.17 events from the
conservative background estimations [49] allowing us to
obtain the mX-dependent upper limits on the e-X coupling
strengths.
The overall signal efficiency ϵX, defined as the product of

signal efficiencies accounting for the geometrical accep-
tance, the track, SRD, VETO, and HCAL reconstruction,
and the DAQ dead time, was found to be slightly dependent
on mX, EX values [49]. The signal-event reconstruction
efficiency ϵECAL was estimated as a function of energy
deposited in the ECAL for different X masses. Compared to
the ordinary EM shower, the ϵECAL value for a shower from
an X event has to be corrected due to difference in the EM
showers development at the early stage in the ECAL PS
[63]. Depending on the energy threshold in the PS (Eth

PS)
used in the trigger this correction was ≲ð5� 3Þ% domi-
nated by the errors due to the Eth

PS variation during the run.
The VETO and HCAL efficiency defined by the leakage of
the signal shower energy from the ECAL to these detectors,
was studied for different X masses with simulations that
were validated with data measurements. The uncertainty in
the efficiencies dominated mostly by pileup effects was
estimated to be ≲4%. The trigger efficiency was found to
be 0.95� 0.02. The X signal-event acceptance was esti-
mated by taking into account the efficiency of the selection
cuts for the signal shower shape in the ECAL [63].
The dominant uncertainty in the signal yield ≃10% was
conservatively assigned as the difference between the
predicted and measured dimuon yield [59]. The total signal
efficiency for beam intensity ∼5 × 106 e− per spill varied
from ∼0.65 to ∼0.5 for the X mass range from 1 to
200 MeV, decreasing for mX ≲ 1 GeV to ∼0.35.
To set the limits we analyzed runs I–III simultaneously

using the technique based on the RooStats package [66]
allowing multibin limit setting [59]. For each of the X ¼ S,
P, V, A cases, we tried to optimize the size of the signal box
by comparing sensitivities defined as an average expected
limit calculated using the profile likelihood method. The
calculations were done by taking into account the back-
ground estimate, efficiencies, and their corrections with
uncertainties used as nuisance parameters [67]. For this
optimization, the most important inputs came from the
background extrapolation into the signal region from the
data samples of runs I–III with their errors estimated from
the extrapolation procedure. The optimal signal box size
was found to be weakly dependent on the e-X type of
interaction and X mass varying with a few GeV, and was
finally set to EECAL ≲ 50 GeV for all four cases of Eq. (3)
and the whole mass range. The total number of signal
events was the sum of expected events from the all three
runs in the signal box:
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NX ¼
X3
i¼1

Ni
X ¼

X3
i¼1

niEOTϵ
i
Xn

i
XðgX;mX;ΔEeÞ; ð9Þ

where ϵiX and niXðϵ; mX;ΔEXÞ are the signal efficiency and
the signal yield per EOT in the energy range ΔEe,
respectively. These values were calculated from simulations
and processing of signal events through the reconstruction
program with the same selection cuts and efficiency
corrections as for the data sample from run i.
The combined 90%C.L. exclusion limits on the coupling

parameter εX as a function of the X mass, calculated by
using the modified frequentist approach [49,68–70] are
shown in Fig. 3. By using Eqs. (1) and (2) and (4)–(7), it is
also possible to translate the measurements of Refs. [24,25]
into constraints on the coupling εX which are shown
in Fig. 3 for comparison. The limits were calculated by
taking into account the sign of the contributions ΔaX in
Eqs. (4)–(7) assuming that the S and V contribute to the
deviation of Eq. (1), while only the P and A can resolve the
discrepancy of Eq. (2). Our bounds are more stringent than
those derived from the results of high-precision measure-
ments of Refs. [24,25,28]. Using Eqs. (4)–(7) and obtained
limits on the X coupling strength we can derive constraints
on the X contribution ΔaX to ae. This results in stringent
bounds in the range jΔaXj≲ 10−15–10−13 for S, P, V, and A
with sub-GeV masses, which are shown in the ðmX; jΔaXjÞ
plane in Fig. 4 together with the experimental bands of the
ΔaX values defined by Eqs. (1) and (2). For the low mass
region mX ≲ 10 MeV the limits were obtained by taking
into account corrections from the exact calculations. These
results are an order of magnitude more sensitive compared
to the current accuracy on ae from the electron g − 2

experiments and recent high-precision determination of
the fine structure constant, thus demonstrating the strength
of the NA64 approach of probing new physics in the
electron g − 2.
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