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Abstract

Porous media flows with chemical reaction are common in nature and widely exist in

many scientific and industrial applications. However, due to the complexity of coupled

mechanisms, numerical modelling and comprehensive understanding of such flows face

significant challenges. Therefore, this thesis develops novel lattice Boltzmann (LB)

models to undertake pore-scale simulations of porous media flows with chemical reaction.

These models, with new reaction source terms and boundary schemes, can describe both

homogeneous reaction between two fluids and heterogeneous reaction (dissolution or

combustion) at the fluid-solid interface. Unlike previous studies, current models recast

heat and mass transfer equations to correctly consider the thermal expansion effects and

the conjugate heat transfer and species conservation conditions. Separate LB equations are

also developed to include different species properties.

Density fingering with homogeneous reaction is studied at the pore scale. By changing

species contributions to density, diffusion coefficients, initial concentrations, and medium

heterogeneities, results obtained demonstrate that reaction can enhance, suppress, or trigger

fingering. Then, pore-scale simulations of viscous fingering with dissolution reaction are

performed. Effects of fluid diffusion, chemical dissolution, and viscosity contrast are

extensively assessed. Results illustrate four fingering regimes as stable, unstable, reactive

stable, and reactive unstable. Finally, pore-scale coke combustion in porous media is

studied. General combustion dynamics are correctly produced, verifying the superior

performance of the present LB model over previous ones. A parametric study demonstrates
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that the inlet air temperature and the driving force are influential factors and should be

constrained within certain ranges for stable combustion fronts.

These pore-scale findings provide valuable insights, like temperature fluctuations at

the fluid-solid interface, porous structure evolutions, exact reaction and diffusion rates,

and medium heterogeneity effects, which are more precise and explicit than macroscopic

results. Furthermore, detailed fingering and combustion dynamics under diverse conditions

are helpful in scientific and industrial fields.
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Impact Statement

This thesis develops new lattice Boltzmann (LB) models for simulating porous media

flows with chemical reaction in Chapter 2. The modelling and simulation communities

will benefit from both the LB models proposed and the simulation data obtained. In

addition, the present pore-scale simulations are relevant to research communities working

on porous media flows, homogeneous and heterogeneous reactions, interface instability,

and combustion. Chapters 3-4 investigate dissolution-driven density fingering in porous

media at the pore scale. The results obtained capture various fingering dynamics under

the effects of homogeneous reaction and differential diffusion. These findings help to

reveal fundamental mechanisms behind existing macroscopic data. Chapters 5-6 explore

porous media flows with heterogeneous reaction at the fluid-solid interface, including

dissolution reaction and coke combustion. Characteristics of such heterogeneous reactions

are directly captured: temperature fluctuation at the fluid-solid interface, geometrical

evolution, species consumption, and reaction area distribution. Coke combustion dynamics

are evaluated under various operation conditions. Moreover, by introducing viscosity

contrast, different viscous fingering scenarios caused by dissolution reaction are identified.

These pore-scale results provide valuable insights that are more precise and explicit than

macroscopic findings.

In the meantime, this research has the potential to benefit the nation from the perspective

of energy supply. As the global energy demand increases rapidly, extensive efforts have

been devoted to the production of heavy oils. In-situ combustion (ISC) is an efficient but
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high-risk technique for heavy oil recovery. To reduce potential safety risks and improve the

production efficiency, a stable coke combustion front during the ISC process is necessary

and thus calls for a deep understanding of coke combustion. The present pore-scale

simulations of coke combustion in porous media contribute to advancing the knowledge

base. Furthermore, the assessments of operational conditions and medium structures are

helpful in providing designing and optimizing guidance for heavy oil recovery using the

ISC process.

Moreover, this thesis contributes to technologies for mitigating the global climate

change that is associated with the growing carbon dioxide (CO2) emission to atmosphere.

Recently, limiting the anthropogenic CO2 emission is gaining considerable interest. A

promising solution is to capture CO2 from power plants and inject it into porous under-

ground reservoirs for long-term sequestration. After injection, the supercritical CO2 is less

viscous and the CO2-rich brine is denser than the displaced fresh brine, thereby introducing

interface instabilities, like density fingering and viscous fingering. Meanwhile, the injected

CO2 acidifies brine and then reacts with chemical solutes in the host brine or dissolves car-

bonate minerals. Such homogeneous and heterogeneous reactions affect the displacement

stability by modifying fluid properties or medium structures. Therefore, a successful CO2

sequestration process requires pre-estimations of the post-injection displacement between

the supercritical CO2 and the brine in porous reservoirs. To achieve this goal, the present

pore-scale study on porous media flows with homogeneous or heterogeneous reaction as

well as density or viscosity contrast is thus important.
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1 Introduction

1.1 Background

With the increase in energy demand all over the world, renewable energy supplies are

developing at a fast pace. Due to the low initial base of these supplies however, traditional

fossil fuels will remain the leading energy sources for meeting the global energy needs in

the coming decades [1]. As one of the typical fossil fuels, oil is forecast to face a certain

decrease in demand but continue to hold the highest share in the energy market by 2040

[2]. The World Energy Outlook 2020 also predicts that, without a large shift in policies, it

will be too early to foresee a rapid decline in the global oil demand [3]. Based on these

predictions, the exploration of oil resources will keep playing a vital role in satisfying the

global energy demand. In the past decades, enormous attempts have been made to produce

conventional light oils, thereby causing a severe decline in the availability of these oil

resources [4]. Fortunately, after the production of light oils, vast heavy or extra-heavy oils

are left untapped in reservoirs. Although these heavy oils are hard to produce, they have

great potential to facilitate fulfilling the energy demand all over the world [1, 4, 5]. It is

thus critical to develop effective and economic techniques to extract heavy oils left behind

by light oil recoveries from reservoirs.

To date, extensive efforts have been devoted to the extraction of heavy oils and thus

various enhanced oil recovery approaches have been proposed [6, 7]. As an effective
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thermal recovery method, the in-situ combustion (ISC) process may achieve recovery

factors up to 70% and has received considerable attention [4, 8]. In such a process, solid

coke produced by thermal cracking of crude oil is usually covered with solid minerals and

serves as the main hydrocarbon fuel. Thus, hot air is injected to react with solid coke at

the combustion front in porous oil reservoirs [1, 9]. This heterogeneous reaction releases

heat to help increase oil temperature and decrease oil viscosity [10]. Consequently, driven

by the propagation of the coke combustion front, heavy oils with improved mobility can

be efficiently drained towards production wells [11]. In practical applications however,

operation conditions of the ISC process are difficult to control and inappropriate conditions

usually introduce unstable combustion fronts and harmful impacts [12]. For example, there

are always occasions that the combustion temperature overshoots the maximum value of a

given reservoir. The high burning temperature is undesirable as it brings in severe coking,

flow passage block, and safety risks [13]. In addition, the injected air sometimes exceeds

the required amount and causes oxygen (O2) breakthrough, which subsequently leads to

poor O2 utilization, low combustion efficiency, and even premature termination of the

ISC process [14, 15]. Meanwhile, low temperature and insufficient air injection should be

avoided as they introduce undesirable combustion dynamics, like residual coke, incomplete

combustion, and slow front propagation [10]. These failures are largely caused by the

inadequate understanding of the ISC process [16]. Therefore, to achieve a successful ISC

process with a stable combustion front and a high propagation velocity, it is necessary to

study coke combustion in porous media and assess the operation conditions.

Together with the continuous use of fossil fuels, the carbon dioxide (CO2) emission to

the atmosphere grows rapidly, which is intimately associated with global climate change
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[2]. Thereby, considerable efforts have been directed towards limiting the anthropogenic

CO2 emission. A promising solution is to capture CO2 from power plants and inject it into

geological reservoirs for long-term sequestration [17–20]. After injection, the supercritical

CO2 is less viscous than the displaced host brine and thus fluid mobility decreases in the

flow direction, which induces viscous fingering instability at the interface between the

two miscible fluids [21]. Meanwhile, the injected CO2 acidifies the subsurface brine and

dissolves carbonate minerals. This mineral dissolution, as a typical form of heterogeneous

chemical reaction, consumes CO2 and modifies local porosity (mobility), thus introducing

variations in fingering dynamics [22–24]. On the other hand, the injected CO2 is less dense

than the host brine. So, CO2 first rises up to spread above the host brine but below the

caprock. Then, CO2 gradually dissolves down into the brine and increases fluid density.

This dissolution process finally gives rise to a buoyantly unstable stratification of the denser

CO2-rich brine on top of the less dense host brine, which, in the gravity field, triggers

density fingering at the miscible fluid interface [25]. Furthermore, homogeneous chemical

reactions frequently occur between dissolved CO2 and reactants in the host brine, thereby

modifying fluid concentration, salinity, and density [26, 27]. As a result, different unstable

density distributions and density fingering dynamics can be introduced. These two types

of interface instabilities (i.e., viscous fingering and density fingering) accompanied by

convection can drive efficient mass transport and thus promote the mixing and trapping

of CO2 in the host brine [28]. Nevertheless, fingering forms channelling of the injected

CO2 fluid and creates potential CO2 leakage pathways [29, 30]. Due to the mentioned

double-edged impacts, understanding the two complex interface instabilities as well as
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effects of homogeneous or heterogeneous chemical reactions is thus crucial to achieving a

successful CO2 sequestration process with high efficiency and security [28].

The above introduction indicates the necessity of studying the transport of fluid flows in

porous media (porous media flows). Such flows are frequently encountered in natural pro-

cesses and scientific and industrial applications, ranging from movement of underground

water [31–33], geological sequestration of CO2 [34, 35], enhanced oil recovery [36], to

name a few. Thus, a fundamental understanding of the mechanisms behind porous media

flows will make contributions to the development of science and technology. However,

the dynamics of porous media flows are complex and determined by the coupled unsteady

fluid flow, heat and mass transfer, and porous structure. This situation becomes even

more complicated with effects of physical (gravity or viscosity contrast) and chemical

(homogeneous reaction between fluids, heterogeneous dissolution reaction, and heteroge-

neous coke combustion) processes. Therefore, this thesis will develop numerical models

to simulate porous media flows with chemical reaction. The results obtained are expected

to reveal mechanisms behind such complex flows, thereby advancing the knowledge base

of scientific fields and providing reliable guidance for engineering applications.

1.2 Scales of porous media flows

For the above porous media flows, solid matrices are fixed and fluids flow through pore

spaces. Descriptions of the physical and chemical processes involved are multiscale in

nature. As illustrated in Fig. 1.1, porous media flows are usually associated with two length

scales: the representative elementary volume (REV) scale and the pore scale [37, 38].
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Figure 1.1 Schematics of the porous medium at the REV scale and the pore scale.

At the REV scale, a control volume REV, containing some pores, is selected as the

smallest unit of the porous medium [37]. Throughout the REV, the geometric parameters

and fluid properties are assumed to be constant. Thereby, the porous medium is treated

as a continuum and statistical quantities are defined as the volume-averaged values of

the corresponding microscopic parameters over the REV [39]. With such a continuum

treatment, fluid flow, heat and mass transfer, and chemical reaction are described by

volume-averaged conservation equations [40, 41]. Consequently, chemical reactions are

represented by source terms in conservation equations; interactions between the fluid phase

and solid matrices are realized by empirical force terms; and geological evolutions are

tracked by variations in local porosity [42, 43].

On the other hand, the pore scale is much smaller than the REV sale and thus the

above continuum treatment is no longer applicable. At the pore scale, a porous medium is

described by discrete elements (e.g., solid matrices and void pores) and fluid mechanisms

are tracked in micro pores directly. Fluid motion and mass transport in pore spaces satisfy

the Navier-Stokes (NS) equations and the convection-diffusion (CD) equation, respectively;

heat transfer in both pore spaces and solid matrices obeys the energy conservation equation;

and interactions between the fluid phase and solid matrices are implemented by boundary

conditions [37, 44]. In addition, the heterogeneous chemical reaction between the fluid and

solid phases is described by reactive boundary conditions at the fluid-solid interface [45–
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47], while the homogeneous chemical reaction between two miscible fluids is represented

by additional source terms in the CD equation [48, 49]. Thereby, at the pore scale, detailed

descriptions of the fluid flow and solute distributions in pores, heat transfer in the whole

domain, porous structure evolutions, and chemical reactions can be obtained. These pore-

scale details contribute to understanding the physical and chemical mechanisms behind

porous media flows and therefore developing macroscopic models [38].

To model REV-scale porous media flows, some numerical solvers have been developed,

like the finite-volume method [50, 51], the finite-difference method [52], and the finite-

element method [53, 54]. However, due to complex porous structures at the pore scale,

these conventional methods cannot easily handle discontinuous variables at the fluid-solid

interface, thus limiting their applications in modelling pore-scale porous media flows [45].

Over the past three decades, the lattice Boltzmann (LB) method, based on the kinetic

theory, has been developed and become a powerful alternative to conventional numerical

solvers for porous media flows. This is attributed to its attractive advantages, like simple

implementation, high parallelism, and ability to handle complex physics and boundary

conditions [38, 55]. Consequently, LB models have been developed for simulating fluid

transport in porous media. At the REV scale, an LB model was proposed for studying

incompressible flows in porous media with either constant or variable porosities [56].

Porous media flows with phase change were also studied via a newly built LB model

[57, 58]. For this problem, LB models with multiple-relaxation-time (MRT) collision

operators were then developed to improve the numerical stability [59–61]. In addition,

the LB method has been applied for modelling porous media flows at the pore scale.

The media permeability of three-dimensional porous structures were calculated based on
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LB simulations [62]. Porous media flows with either heterogeneous dissolution of solid

matrices or homogeneous reaction between two miscible fluids have been modelled by LB

models [45, 63, 64]. Therefore, as concluded in a review [65], the LB method is one of the

most powerful numerical methods for simulating porous media flows.

Obviously, due to different treatments of porous media at the two length scales (pore

and REV scales), porous media flows are tracked by separate governing equations. As

a result, at the two scales, different numerical approaches are required and different

mechanisms are captured. It should be emphasized that, studies at the REV scale are able

to enrich the knowledge base of porous media flows. At this scale however, pore-scale

details are simplified and ignored; media structures and fluid properties are averaged; and

empirical and effective correlations are required [66]. These continuum treatments depend

on pore-scale information and will become uncertain without a prior pore-scale knowledge

base [10, 67]. In contrast, pore-scale investigations directly describe physical and chemical

details of porous media flows in void pores. These pore-scale insights can be upscaled to

the REV scale via volume-averaged techniques and then provide useful information for

developing REV-scale models. Therefore, this thesis will develop LB models to simulate

porous media flows at the pore scale, with effects of both homogeneous and heterogeneous

chemical reactions being considered.

1.3 Literature review

The main issues addressed in this thesis are: (1) Dissolution-driven density fingering

with homogeneous chemical reaction A+B →C in porous media. (2) Miscible viscous

fingering with heterogeneous dissolution reaction in porous media. (3) Coke combustion

7



Introduction

during the ISC process for heavy oil recovery. Existing investigations on these three types

of porous media flows are then reviewed and discussed in the following subsections.

1.3.1 Dissolution-driven density fingering with homogeneous reaction

In a porous medium with a partially miscible top boundary, species A dissolves from above

into the host fluid below and no mass transports in the reverse direction. Meanwhile,

dissolved A reacts with another reactant B in the host fluid following the A+B → C

scheme. All the species A, B, and C are in dissolved forms and contribute to changing the

fluid density. Thus, with the dissolution of A and the homogeneous reaction A+B →C,

buoyantly unstable stratifications may be introduced to trigger density fingering in the

gravity field [28, 68]. Such an interface instability, also known as dissolution-driven density

fingering is at the heart of geological CO2 sequestration and has been receiving increasing

attention [34, 69].

Until recently, some experiments have been designed and carried out in small reactors or

Hele-Shaw cells to study dissolution-driven density fingering with homogeneous chemical

reaction. Budroni et al. [70] studied fingering dynamics at the miscible interface between

the dissolved ester and alkaline hydroxides. In their experiments, chemical reaction

between the two solutions was found to delay the onset and growth of density fingering

and even introduce buoyantly stable stratifications. In parallel, experimental efforts were

devoted to exploring dynamics of dissolution-driven density fingering at the interface

between CO2 and alkaline solutions. By changing chemical species in alkaline solutions,

reaction types and intensities were adjusted and thereby both the well-developed and the

suppressed density fingering were captured [71, 72]. Thomas et al. [73] and Cherezov et

al. [74] experimentally demonstrated that reactions between dissolved CO2 and alkaline
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hydroxides accelerated fingering development, with the promotion strength depending

on the initial reactant concentrations. Experiments in systems containing either ester-

alkaline or CO2-alkaline solutions were also performed and compared. Observed interface

instabilities suggested that, determined by chemical contents, dissolution-driven density

fingering was either reinforced or refrained by chemical reaction [75].

The above experimental observations have confirmed that homogeneous reactions

between two miscible solutions can modify fluid density and then stabilize or destabilize

dissolution-driven density fingering. During these experiments, chemical solutions were

transparent, thus requiring pH color indicators to visualize the propagation of density

fingering. This treatment, however, may not always capture the whole extent of the

fingering development and the convection dynamics [74, 76]. What’s more, considering

the impact of reaction on fingering dynamics is intimately related to the applied chemical

reactants [75], it is thus uneconomic and time-consuming to cover all reaction types and

fingering scenarios by merely experiments. For such considerations, researchers conducted

theoretical analyses to predict dissolution-driven density fingering with homogeneous

reaction A+B →C in porous media with partially miscible top boundaries. Kim et al. [77–

79] applied the linear stability theory to investigate fingering development, showing that

reaction could enhance, suppress, and initiate the development of density fingering. A series

of theoretical investigations were then carried out to analyze the effects of the homogeneous

reaction A+B → C on density fingering dynamics [80–82]. These theoretical works

predicted eight types of density profiles in the early linear stage of fingering development,

with each profile potentially representing a unique type of density fingering scenario.
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Theoretical analyses were proven to be capable of predicting more reaction-related

density fingering phenomena and thus filling limitations in experimental observations.

However, these predictions were based on fingering dynamics in the early linear develop-

ment stage and completely ignored the non-linear fingering growth during the late period.

Moreover, theoretical analyses could not provide development details of density fingering,

although they predicted possible fingering types under effects of chemical reaction [28].

For these reasons, numerical simulations have been conducted under the guidance of

existing theoretical predictions, to model dissolution-driven density fingering with homo-

geneous reaction A+B → C in porous media. By employing linear analysis results as

initial conditions, Kim et al. [77, 78] numerically demonstrated different density fingering

dynamics. Numerical simulations were then carried out to reproduce the promoting and

the suppressing impacts of reaction as well as to test the influence of initial reactant con-

centrations, which qualitatively verified both experimental observations and theoretical

predictions [75]. By adjusting contributions to the fluid density of species A, B, and C, the

controlling effects of chemical reaction on density fingering were numerically investigated

[83]. In the meantime, Loodts et al. [28] numerically showed that the reaction A+B →C

could accelerate, inhibit, or introduce the development of density fingering, which matched

well with their theoretical predictions [81]. Through their simulations, spatial and temporal

fingering dynamics were illustrated and differences between numerical and theoretical

results were pointed out, especially when fingering developed into the non-linear late stage.

Seen from the above experimental, theoretical, and numerical results, homogeneous

reaction is able to change fluid density and thus stabilize, destabilize, and trigger the devel-

opment of density fingering in porous media. These findings are helpful for understanding
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density fingering dynamics in the context of chemical reaction. Nevertheless, they all

assumed that the chemical species A, B, and C diffused equally. It has been reported that,

in order to correctly interpret experimental observations, effects of different diffusion coef-

ficients among the three chemical solutes should be included [71, 73]. Furthermore, during

the geological sequestration of CO2, chemical species are likely to diffuse at different

rates in the host brine [84]. It is thus necessary to consider a more general case with three

chemical species diffusing at different coefficients.

Two types of density fingering introduced by differential diffusion have been reported

under non-reactive conditions [85, 86]. On one hand, when a less dense fluid containing

a slow diffusing solute overlies a denser host fluid with a fast diffusing solute, a species

accumulation zone is formed in the top layer while a depletion area is generated below.

This is known as the double-diffusive (DD) mechanism. The accumulation and depletion

areas constitute a locally unstable stratification and gives rise to the development of density

fingering. On the other hand, the diffusive-layer convection (DLC) mechanism appears in

the reverse situation, with the solute in the top layer diffusing faster than the one in the

host fluid below. This situation brings in an accumulation zone locating below a depletion

region. The accumulation zone forms an unstable stratification with the host fluid below,

hence triggering the appearance of density fingering.

Until now, existing but limited studies have been conducted to investigate the effects of

these two differential diffusion mechanisms (DD and DLC) on the development of density

fingering in porous media, with the homogeneous reaction A+B →C being considered.

For example, Trevelyan et al. [87] theoretically predicted, for a miscible interface between

two reactive solutions, that the inclusion of differential diffusion yielded up to sixty-two
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types of density profiles. Similarly, by changing density contributions and diffusion rates

of the three chemical solutes, Loodts et al. [82] theoretically identified eight different

density profiles in a porous medium with a partially miscible top boundary. Apart from

these theoretical works, numerical simulations were performed to study density fingering

with effects of differential diffusion. Based on the assumption that the dissolution of

A from the top boundary could increase the host fluid density, four types of fingering

scenarios were identified and the early-stage density profiles showed similar tendencies as

theoretical predictions [84, 88]. To explain experimental observations, density fingering

evolutions were modelled in cases with different diffusion rates, concentrations, and density

contributions of the three chemical solutes [89, 90]. Numerical results verified the DD

mechanism was able to accelerate, inhibit, and induce the development of density fingering.

On the basis of existing works, numerical simulation was proven to be a powerful

approach for studying dissolution-driven density fingering with homogeneous reaction A+

B →C in porous media at the pore scale. Numerical findings have improved the knowledge

base of such a problem and thus are important to both scientific areas and industrial

applications (like the geological sequestration of CO2). However, some limitations in

previous simulations should be noted. First, the medium heterogeneity is not considered.

In non-reactive situations, the permeability anisotropy could obviously influence fingering

dynamics [91], which should be extended to reactive cases. Second, pore-scale simulations

are still missing. Owing to the complex porous structures, previous numerical studies

were mainly conducted at the REV scale, where continuum assumptions were applied

and volume-averaged uncertainties were introduced [38]. Third, effects of differential

diffusion on density fingering are not comprehensively explored. Although theoretical
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analyses have predicted eight potential fingering scenarios [82], existing simulations were

performed under the assumption that fluid density increased with the dissolution of A,

leaving the situations with species A decreasing fluid density unexplored [84]. Therefore,

dissolution-driven density fingering with homogeneous reaction A+B → C in porous

media needs further investigations at the pore scale, in which effects of reaction, medium

heterogeneity, and differential diffusion should be discussed.

1.3.2 Miscible viscous fingering with heterogeneous dissolution reaction

In geological sequestration of CO2, viscous fingering phenomena usually occur as the

less viscous CO2 is injected to displace the more viscous host brine in porous storage

sites. It indicates that a successful CO2 sequestration process requires pre-estimations

of the displacement stability between the miscible CO2 and brine. Note that, dissolved

CO2 can acidify brine and dissolve solid minerals, which subsequently affects viscous

fingering dynamics. Therefore, a better understanding of miscible viscous fingering with

heterogeneous dissolution reaction in porous media is of great importance [26, 92].

Viscous fingering arises when a high-mobility fluid displaces a low-mobility one,

forming the finger-shaped penetration of the displacing fluid into the displaced one [93].

This unstable displacement pattern has been extensively analyzed in the existing literature.

One of the pioneering works was conducted by Saffman and Taylor, who identified

fingering phenomena in immiscible displacement [94]. Researchers subsequently extended

these ideas to study miscible viscous fingering and summarize different stages in the full

life cycle of viscous fingering (i.e., fingering initiation, growth, interaction, and decay)

[29, 95]. To be connected with industrial applications, viscous fingering dynamics were

investigated in the presence of a magnetic field [96] and nanoparticles [97]. Effects of
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medium heterogeneity were studied and showed intensified fingering in high-permeability

porous layers [98–100]. In addition to these non-reactive studies, efforts were devoted

to modelling fingering dynamics in miscible displacement between two reactive fluids.

Chemical reactions were numerically shown to cause viscous fingering and new fingering

phenomena (i.e., droplet and tip splitting) [49, 101]. Fingering behaviors were also

investigated with adsorption reaction on porous matrices, suggesting adsorption could be a

useful strategy to manipulate viscous fingering [102, 103]. Recent attentions were turned

to classifying different fingering patterns in parameter spaces, which were determined

by relative strengths of convection, diffusion, and chemical reaction [104, 105]. These

classifications could play guiding roles in practical applications as they revealed possible

measures for controlling viscous fingering, like choosing suitable reactants [104].

In the above studies, the fluid mobility contrast, acting as the determination of viscous

fingering, comes from differences between fluid viscosities. On the other hand, the

mobility gradient can develop in porous media as dissolution reaction occurs on porous

matrices. Explicitly, the reaction consumes chemical solutes in the displacing fluid and

dissolves solid matrices, which ultimately increases porosity (or fluid mobility) behind

the moving fluid interface [22]. Such mineral dissolutions make a fluid in a high-mobility

area displace another fluid in a low-mobility zone, thereby triggering fingering phenomena

(also known as infiltration instability) [92, 106]. This has long been observed in acid

dissolution experiments. Fredd and Fogler were one of the first to experimentally identify

different fingering channels under various injection and dissolution rates [107]. They

suggested the existence of optimal conditions that produced channels with the minimum

pore volumes for fluid to break through. The development of fingering induced by chemical
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dissolutions was then observed to be enhanced by the medium heterogeneity and the brine

PH [108]. In parallel, numerical models were developed to simulate dissolution reaction

in porous media. With these simulations, key factors influencing the fingering dynamics

were evaluated [109]; parameter diagrams for classifying fingering patterns were created

[110]; and experimental observations were validated and explained [111].

These existing studies have enriched the knowledge of miscible fingering instability

induced by viscosity contrast or dissolution reaction in porous media. However, they were

carried out at macroscopic scales, thus obtaining effective transport and reactive parameters

via empirical correlations or volume-averaged techniques. In this way, uncertainties would

be introduced if without pore-scale information [10]. Moreover, for a porous medium, the

determination of its permeability is complex and not a simple function of porosity [112].

For these reasons, pore-scale simulations of miscible displacement were performed. A

random network model was proposed to describe the formation of fingering with chemical

dissolution in porous media [113]. The finite difference and the random walks methods

were combined to model reactive transport with solid structure evolutions at the pore

scale. Results identified different dissolution instabilities based on the relative magnitudes

of convection, diffusion, and dissolution [114, 115]. Nevertheless, these conventional

methods cannot easily handle porous media with complicated or variable structures under

dissolution reactions [45].

Over the past three decades, LB models have been developed for simulating either

viscous fingering or dissolution reaction in porous media at the pore scale. On one hand,

Liu et al. [66] developed an LB model to quantify fluid mixing in both homogeneous and

heterogeneous porous media, showing that viscous fingering introduced velocity disorders
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and enhanced fluid mixing. Such promoting effects of viscous fingering were proved to be

suppressed by chemical reactions that could sharpen fingering interfaces [48]. For miscible

viscous fingering, temperature variations and nanoparticles were found to play imperative

roles as they modified fluid viscosity [116]. On the other hand, Kang et al. [45] proposed a

pore-scale LB model to study dissolution reactions, with porous structure evolutions being

tracked by the volume of pixel scheme. Their results qualitatively verified experimental

results in [107] and suggested the reliability of the LB method for modelling chemical

dissolution in porous media at the pore scale. After this first step, they further predicted

different dissolution patterns and porosity-permeability relationships under varying flow

and dissolution conditions [117]. They also extended to model multi-component systems

that were associated with geological CO2 sequestration [46, 118]. Pore-scale LB models

were recently applied to investigate dissolution reactions in porous media coupled with

precipitation reaction [112] or binary minerals [119].

The above studies have provided detailed insights into fingering dynamics introduced

by viscosity contrast or dissolution reaction in porous media. Nevertheless, no pore-scale

study has been devoted to investigating fingering dynamics considering the coexistence of

viscosity contrast and chemical dissolution. In applications like long-term CO2 sequestra-

tion, these two factors usually take place simultaneously and have significant effects on

the viscous fingering instability. Although existing simulations have modelled fingering

with both viscosity contrast and adsorption reaction, they applied REV-scale assumptions

and ignored the dissolution of solid matrices [102, 103]. It is hence necessary to perform

pore-scale simulations of miscible displacement in porous media, focusing on viscous

fingering dynamics in the presence of both viscosity contrast and dissolution reaction.
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1.3.3 Coke combustion during the ISC process for heavy oil recovery

In-situ combustion (ISC) for heavy oil recovery is a high-risk process and thus calls for a

deep understanding of the coke combustion front. The solid coke combustion during the

ISC process, as a typical type of heterogeneous chemical reaction, involves unsteady fluid

flow, combustion kinetics, reactive air-coke interface, and conjugate heat transfer (i.e., the

continuity of both temperature and normal heat flux) between the air and the solid phases.

Simultaneously, fluid density varies with local temperature and porous structure evolves as

coke burns out. To investigate such a complex process, experiments are difficult to conduct

and numerical simulations turn out to be effective approaches.

An upscaling method was proposed to study coke combustion in porous media at

the field scale. Modelled results indicated that heat conduction was able to stabilize

the coke combustion front [120]. Through numerical simulations, it was suggested that

coke combustion could be simplified as a one-step reaction using the C+O2 → CO2

scheme [121]. Influencing factors on coke combustion were numerically investigated [122,

123]. Findings obtained emphasized positive effects of the vapor-liquid equilibrium phase

behavior on coke combustion rates [122]. To improve the oil production efficiency, they

also suggested the beneficial role of increasing air injection rate, medium permeability, and

O2 content [123]. Even though these simulations have advanced the understanding of coke

combustion in porous media, they were carried out at macroscopic scales. Consequently, in

these numerical studies, volume-averaged techniques, effective parameters, and empirical

correlations were applied. The accuracy of these continuum treatments requires pore-

scale details [10, 67]. Thus, models to simulate coke combustion and provide pore-scale

information are desirable.
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As a powerful solver for porous media flows, LB models have been proposed to simu-

late the physical and chemical processes involved in coke combustion at the pore scale.

First, for resolving the reactive fluid-solid interface, a new LB model was reported and the

nonequilibrium concentration distribution functions at the interface were determined by

the dot product of velocity and concentration gradient [45, 47]. A general bounce-back

scheme was then developed to implement reactive boundary conditions at both stable and

moving solid-fluid interfaces [124]. The interface concentration gradient in this scheme

was further modified to be calculated by moments of nonequilibrium distribution functions

[125]. Besides these reactive boundary schemes, the LB method was proven to be capable

of capturing conjugate heat transfer between two phases, without involving conventional

extrapolations or iterations [37]. Wang et al. [126, 127] proposed a half-lattice division

scheme for matching solid-fluid conjugate heat transfer conditions automatically. Never-

theless, this method was limited to cases in steady states or with unified heat capacitance

across phases. An additional source term was therefore introduced into the LB equations

to model general conjugate heat transfer conditions [128]. This conjugate treatment was

employed to investigate methane hydrate dissolution as well [129].

Regarding applications of the LB method in the combustion field, several attempts have

been made over the past two decades. Yamamoto et al. [130, 131] were one of the first to

apply an LB model to study combustion and catalytic reaction in porous structures. More

recently, an LB model was employed for char-pellet combustion, incorporating the sodium

release and ash inhibition effects on O2 diffusion [132]. However, thermal expansion

effects have not been included in these studies, mainly due to the weak compressibility

of the classical iso-thermal LB models used by them. To solve this issue, Lin and Luo
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[133, 134] developed discrete Boltzmann models for fully coupled flow and combustion

simulations with density variation. They successfully applied these models to both subsonic

and supersonic combustion, as well as premixed, nonpremixed, and partially premixed

nonequilibrium multicomponent reactive flows. Another LB model was established based

on the low Mach number approximation, to investigate low-speed reactive flows with

significant density changes caused by the reaction heat release [135, 136]. Inspired by

such a simplified approach, further works have been conducted to correctly account for

thermal compressibility in LB simulations, by modifying equilibrium density distribution

functions based on a thermal Hermite expansion [137, 138], or combining a low Mach

number approximation and finite different schemes [139, 140].

On the basis of these existing investigations, Xu et al. [10] built a single-relaxation-time

(SRT) LB model for coke combustion in porous media at the pore scale. They considered

the fluid flow, heat and mass transfer, surface reaction, and geometrical evolution simulta-

neously. Their pore-scale simulations successfully distinguished different mechanisms for

coke combustion, but nevertheless contained four limitations. First, a constant fluid density

is used, without including thermal expansion effects. Second, the reactive coke-fluid

interface is resolved by an iterative scheme, which is hard to implement and computa-

tionally demanding. Then, the use of SRT LB models in porous media may introduce

inaccurate boundary conditions and the viscosity-dependent permeability, which has been

widely pointed out [62]. Finally, effects of porous structure (e.g., porosity, random coke

distribution, matrix structure, etc.) on coke combustion are not explored, but these factors

vary obviously among different underground sites. To overcome these shortcomings, a new

LB model is required for simulating coke combustion in porous media at the pore scale.
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Two critical perspectives need to be realized by this new LB model: including thermal

expansion effects; implementing conjugate heat transfer and species conservation at the

coke-fluid interface without iterative calculations.

1.4 Main research tasks

In accordance with the aforementioned literature review, the main research tasks of this

thesis are listed from the following three aspects.

(1) To provide new insights into the dissolution-driven density fingering with homoge-

neous reaction A+B →C in porous media at the pore scale, the following tasks are

expected to be fulfilled:

– Developing an MRT LB model to simulate dissolution-driven density fingering

with reaction A+B → C in porous media at the pore scale. Constructing

different homogeneous and heterogeneous media.

– Classifying fingering phenomena into different groups based on contributions

to fluid density and diffusion coefficients of three chemical solutes.

– Quantifying fingering characteristics, including distributions of species concen-

tration and fluid density, fingering extension depth, reaction rate, and storage

of species A in the host fluid.

– Analysing effects of the medium heterogeneity, chemical reaction, and differ-

ential diffusion on density fingering dynamics.

– Investigating fingering scenarios, fingering properties, and storage behaviors

of species A, under two types of differential diffusion effects.
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(2) To advance the knowledge base of miscible viscous fingering with heterogeneous

dissolution reaction in porous media at the pore scale, the following goals are forecast

to be achieved:

– Proposing another MRT LB model for pore-scale studies of miscible viscous

fingering in porous media. Developing a boundary scheme for solving dissolu-

tion reaction at the fluid-solid interface.

– Identifying different viscous fingering dynamics by changing relative strengths

of dissolution reaction, fluid diffusion, and viscosity contrast.

– Quantifying viscous fingering properties, like fingering length, dissolution rate,

and displacing efficiency, under different parameters.

– For every fixed dissolution rate in a certain range, summarizing stable and

unstable cases in a phase plane spanned by viscosity ratio and Peclet number.

(3) To obtain an improved understanding of solid coke combustion in porous media at

the pore scale, the tasks are planned as follows:

– Building a third MRT LB model for pore-scale simulations of coke combustion,

in which thermal expansion effects are included and the reactive air-coke

interface is implemented without iterative calculations.

– Comparing with existing LB models for coke combustion to demonstrate

advantages of the proposed new LB model.

– Investigating the general coke combustion dynamics in a homogeneous porous

medium, with heat and mass transfer, combustion front properties, and porous

medium structure evolution being clarified at the pore scale.

21



Introduction

– Quantifying coke combustion characteristics under different operation condi-

tions, like inlet air temperature, driving force, and porous structure.
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2 Lattice Boltzmann method for porous

media flows with chemical reaction

The LB method, as a mesoscopic approach, is developed on the basis of the lattice gas

automata model [38, 141]. In this method, LB equations are built to describe evolutions of

particle distribution functions, the statistical behaviors of which are then defined to describe

the macroscopic fluid properties. The LB equation has been verified to be a discrete scheme

of the Boltzmann equation with discrete velocities [142, 143]. Using the Chapman-Enskog

expansion analysis, macroscopic equations can be correctly derived from LB equations

with appropriately defined collision operators [38, 144]. The standard LB equation uses

the Bhatnagar-Gross-Krook collision operator (or the SRT collision operator) [145]. This

simplicity makes the SRT LB model be frequently applied and developed for simulating

fluid dynamics. Nevertheless, some investigations demonstrate SRT LB models usually

suffer from numerical instability and low calculation accuracy, especially for fluid flows in

porous media [146, 147]. To solve this limitation, another popular LB model with an MRT

collision operator is proposed [147–149]. This model has been proven to be superior to

the SRT LB model from two perspectives [147]. First, collision operators can be adjusted

individually to achieve a numerically stable state. Second, for pore-scale simulations of

porous media flows, MRT LB models can correctly capture the no-slip velocity condition

at the fluid-solid boundary and thus avoid the unphysical dependence of permeability on

viscosity. Therefore, this thesis will develop MRT LB models for simulating porous media

flows with chemical reaction at the pore scale.
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Lattice Boltzmann method for porous media flows with chemical reaction

Considering this thesis focuses on reactive fluid flows in two-dimensional (2D) porous

media, the most popular two-dimensional nine-velocity (D2Q9) scheme is applied and

D2Q9 MRT LB models are developed. The corresponding discrete velocities eeei and weight

coefficients wi are defined as [38],

eeei = e(0, 0) , wi =
4
9 , i = 0,

eeei = e
(

cos (i−1)π
2 , sin (i−1)π

2

)
, wi =

1
9 , i = 1−4,

eeei =
√

2e
(

cos (2i−1)π
4 , sin (2i−1)π

4

)
, wi =

1
36 , i = 5−8.

(2.1)

Here e = δx/δt is the lattice speed, with δx and δt denoting the lattice spacing and the time

step, respectively. In addition, the transformation matrix MMM corresponding to the D2Q9

scheme is set as [38],

MMM =



1 1 1 1 1 1 1 1 1

−4 −1 −1 −1 −1 2 2 2 2

4 −2 −2 −2 −2 1 1 1 1

0 1 0 −1 0 1 −1 −1 1

0 −2 0 2 0 1 −1 −1 1

0 0 1 0 −1 1 1 −1 −1

0 0 −2 0 2 1 1 −1 −1

0 1 −1 1 −1 0 0 0 0

0 0 0 0 0 1 −1 1 −1



. (2.2)

This matrix maps the distribution functions from the physical space ψψψ =(ψ0, ψ1, ψ2, ..., ψ8)
T

into the moment space as [38],

ψ̂ψψ = MMM ·ψψψ. (2.3)

Note that, for all the proposed D2Q9 MRT LB models in this thesis, these three equations

(2.1)-(2.3) are applicable and the parameter e is given as the velocity unit, i.e., e = 1.
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2.1 MRT LB model for flows with homogeneous reaction

2.1 MRT LB model for flows with homogeneous reaction

The dissolution-driven density fingering between two reactive solutions (labeled as 1 and

2) is considered in porous media at the pore scale. In such porous media flows, species A

from fluid 1 dissolves into the host fluid 2 and reacts with another solute B following the

A+B →C scheme. The product C of this homogeneous reaction is in the dissolved form.

Thus, the fluid motion and species concentration evolutions in pore spaces are described by

the incompressible NS equations and the convection-diffusion-reaction (CDR) equations,

∇ ·uuu = 0, (2.4)

ρ0 (∂tuuu+uuu ·∇uuu) =−∇p+∇ · (νρ0∇uuu)+FFF , (2.5)

∂tCA +uuu ·∇CA = DA∇
2CA −Fro, (2.6)

∂tCB +uuu ·∇CB = DB∇
2CB −Fro, (2.7)

∂tCC +uuu ·∇CC = DC∇
2CC +Fro, (2.8)

where uuu = (u, v), ρ0, p, and ν are the fluid velocity, density, pressure, and kinematic

viscosity respectively. t is the time, Fro is the reaction rate of the homogeneous reaction

A+B →C, and FFF = (Fx, Fy) is the body force term. Cr and Dr are the concentration and

diffusion coefficient of species r (r = A, B, C), respectively.

2.1.1 Model development

To solve the above governing equations (2.4)-(2.8), an MRT LB model is developed. The

present model consists of four sets of LB equations, with one for the NS equations (2.4)-

(2.5) and three for the CDR equations (2.6)-(2.8). Since LB equations for concentration

evolutions of species A, B, and C are of the same pattern, only those for species A are
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Lattice Boltzmann method for porous media flows with chemical reaction

introduced. The evolution equations of the MRT LB model are [38],

fi (xxx+ eeeiδt , t +δt)− fi (xxx, t) =−
(
MMM−1SSSMMM

)
i j

[
f j (xxx, t)− f eq

j (xxx, t)
]

+δt
(
MMM−1 (III −0.5SSS)MMM

)
i j F j,

(2.9)

gA,i (xxx+ eeeiδt , t +δt)−gA,i (xxx, t) =−
(
MMM−1SSSAMMM

)
i j

[
gA, j (xxx, t)−geq

A, j (xxx, t)
]

+δtFA,i +0.5δ
2
t ∂tFA,i,

(2.10)

for i, j = 0, 1, ..., 8, where fi(xxx, t) and gA,i(xxx, t) are distribution functions for the

hydrodynamics and the concentration of A, respectively. To recover the incompressible NS

equations correctly, the equilibrium distribution functions f eq
i and geq

A,i are given as [38],

f eq = wi

[
ρp +ρ0

(
eeei ·uuu
c2

s
+

(eeei ·uuu)2

2c4
s

− uuu2

2c2
s

)]
, (2.11)

geq
A,i = wiCA

[
1+

eeei ·uuu
c2

s
+

(eeei ·uuu)2

2c4
s

− uuu2

2c2
s

]
. (2.12)

Here ρp is a variable related to the fluid pressure as, p = c2
s ρp, with cs = e/

√
3 being

the lattice sound velocity. To avoid discrete lattice effects in the LB model, distribution

functions for the force term and the reaction source term are [38, 48, 150],

F i = wi

[
eeei ·FFF

c2
s

+
(eeei ·uuu)(eeei ·FFF)

c4
s

− uuu ·FFF
c2

s

]
, (2.13)

FA,i = wi (−Fro)

(
1+

eeei ·uuu
c2

s

τA −0.5
τA

)
. (2.14)

The time derivative of FA,i in Eq. (2.10) is treated by the backward-difference scheme [37],

∂FA,i

∂ t
=

FA,i(xxx, t)−FA,i(xxx, t −δt)

δt
. (2.15)

Based on the transformation in Eq.(2.3), evolution equations (2.9)-(2.10) are implemented

in the moment space as,

f̂ff (xxx+ eeeiδt , t +δt) = f̂ff (xxx, t)−SSS
[

f̂ff (xxx, t)− f̂ff
eq
(xxx, t)

]
+δt (III −0.5SSS) F̂FF , (2.16)
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2.1 MRT LB model for flows with homogeneous reaction

ĝggA (xxx+ eeeiδt , t +δt) = ĝggA (xxx, t)−SSSA
[
ĝggA (xxx, t)− ĝggeq

A (xxx, t)
]
+δt F̂FFA+0.5δ

2
t ∂t F̂FFA, (2.17)

where SSS and SSSA are diagonal relaxation matrices of relaxation rates si and sA,i in the

moment space, respectively. In the following simulations, the relaxation rates are chosen

as used in Refs. [62, 151]. The equilibrium moments f̂ff
eq

and ĝggeq
A are defined by,

f̂ff
eq
=
(
ρp, −2ρp +3ρ0uuu2, ρp −3ρ0uuu2, ρ0u, −ρ0u, ρ0v, −ρ0v, ρ0

(
u2 − v2) , ρ0uv

)
,

(2.18)

ĝggeq
A =CA

(
1, −2+3uuu2, 1−3uuu2, u, −u, v, −v, u2 − v2, uv

)
, (2.19)

and moments of the force term and the reaction source term are expressed as,

F̂FF = (0, 6uuu ·FFF , −6uuu ·FFF , Fx, −Fx, Fy, −Fy, 2(uFx − vFy) , uFy + vFx) , (2.20)

F̂FFA =(−Fro)
(
1,−2,1,

(
1−0.5sA,3

)
u,−

(
1−0.5sA,4

)
u,
(
1−0.5sA,5

)
v,−

(
1−0.5sA,6

)
v,0,0

)
.

(2.21)

Finally, the macroscopic variables are obtained from the distribution functions as,

ρp = ∑
i

fi, ρ0uuu = ∑
i

eeei fi +0.5δtFFF , CA = ∑
i

gA,i. (2.22)

Through the Chapman-Enskog analysis on the present LB equations, the governing equa-

tions (2.4)-(2.8) can be recovered with the relaxation times τ and τA being,

ν = c2
s

(
τ − 1

2

)
δt , DA = c2

s

(
τA −

1
2

)
δt . (2.23)

Note that, the proposed model in this section includes separate LB equations for solving

species evolutions. Thus, it is capable of considering species with different properties, like

initial concentration, diffusion rate, and contribution to fluid density.
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2.1.2 Model validation

To demonstrate the reliability of the present MRT LB model for simulating porous media

flows with homogeneous reaction and density instability, validation simulations are carried

out in this subsection. Two widely-accepted benchmark problems are adopted: the miscible

density fingering in a single pore and the unsteady advection-diffusion-reaction problem.

Figure 2.1 Validation test of density fingering in a single pore: Computational domain and initial
conditions.

The proposed MRT LB model is firstly validated by simulating the development of

density fingering at the interface between two miscible fluids in a single pore. As sketched

in Fig. 2.1, the computational domain is 0 ≤ x ≤ lx = 1 and −ly ≤ y ≤ ly = 2. Initially, a

dense fluid 2 at concentration c = c2 = 0 and density ρ = ρ2 occupies the region 0 ≤ y ≤ ly,

and another less dense fluid 1 at concentration c = c1 = 1 and density ρ = ρ1 fills in the rest

domain. These two fluids are assumed to be isothermal, incompressible, and non-reactive.

The initial interface between the two fluids at y = 0 is perturbed by,

y =−0.1lycos(2πx/lx) . (2.24)

For this problem with a dense fluid overlying a less dense one in the gravity field, density

fingering will appear and grow towards top and bottom boundaries as time goes on.
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2.1 MRT LB model for flows with homogeneous reaction

For the purpose of comparison, simulation parameters are set as used in [152]. That

is, by selecting the characteristic length L = lx and velocity U =
√

gβc1L, the Schmidt

number is Sc = ν/D = 1.0 and the Rayleigh number is Ra = gβc1L3/ν2D = 106. As

for boundary treatments, the no-slip velocity and impermeable concentration boundary

conditions at the top (y = ly) and bottom (y = −ly) walls are realized by the halfway

bounce-back scheme. Periodic conditions are implemented on the two lateral sides. A

mesh of size Nx ×Ny = 256×1024 is used after grid independence tests.

0 0.2 0.4 0.6 0.8 1
-0.4

-0.2

0

0.2

0.4
Ref.

Present LB

Figure 2.2 Validation test of density fingering in a single pore: Comparison of the penetration
lengths of the spike (hs) and the bubble (hb) in the case with Sc = 1 and Ra = 106 between the
present LB simulation results and those in the reference work.

To quantify the growth of density fingering, horizontally averaged concentration profiles

c are calculated. Then, the penetration lengths of the spike (hs) and the bubble (hb) of

density fingering are defined as the positions with c = 0.95 and c = 0.05, respectively.

Figure 2.2 shows the comparison of the measured penetration lengths hs and hb. It is

observed that our simulation results agree well with those widely-tested results in [152],

indicating the reliability of our developed LB model in simulating density instability

between two miscible fluids at the pore scale.
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Lattice Boltzmann method for porous media flows with chemical reaction

After that, an unsteady advection-diffusion-reaction problem in a square domain is

modelled to test the present MRT LB model. The problem is described as [153],

∂c
∂ t

+uuu ·∇c = D∇
2c+ exp

((
1−2π

2D
)

t
)
(π(u+ v)cos(x+ y)+ sin(x+ y)),

with xxx = (x, y) ∈ [0, lx]× [0, ly].

(2.25)

By setting a constant velocity uuu, the analytical solution of concentration ca is obtained as,

ca(x, y, t) = exp
((

1−2π
2D
)

t
)

sin(x+ y). (2.26)

In our simulations, the initial and boundary conditions are given by using the analytical

solution in Eq. (2.26), which are realized by the non-equilibrium extrapolation scheme

[154]. The lattice size is set as Nx ×Ny = 256×256 after grid-independence tests. The

characteristic parameters are selected as L = ly = 256 and U = u, respectively. Table 2.1

shows the global relative errors E under different test conditions, where E is calculated as,

E =
∑ |c− ca|

∑ |ca|
. (2.27)

Good agreements between the present simulation results and the data in the reference work

[153] can be observed again.

Table 2.1 Validation test of an unsteady advection-diffusion-reaction problem: Comparison of the
global relative error between the present LB simulation results and those in the reference work.

Parameters Our results Ref. [153]

u = v = 0.01, D = 0.01, t∗ = 0.005 5.5785×10−5 5.0705×10−5

u = v = 0.01, D = 10−3, t∗ = 0.005 1.0823×10−4 9.9164×10−5

u = v = 0.10, D = 0.01, t∗ = 0.05 5.6398×10−5 6.1848×10−5

u = v = 0.10, D = 10−3, t∗ = 0.05 1.2896×10−4 1.0873×10−4

The above validation results have shown that the present MRT LB model can be used

to correctly simulate fluid flows with both density instability and homogeneous reaction

in porous media at the pore scale. Therefore, this MRT LB model will be employed for
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pore-scale studies of the dissolution-driven density fingering coupled with homogeneous

chemical reaction A+B →C in Chapters 3-4.

2.2 MRT LB model for flows with heterogeneous reaction

This section further develops LB models for investigating porous media flows with het-

erogeneous chemical reaction between solid and fluid phases. Two types of reactions are

considered. One is the coke combustion with heat transfer and thermal expansion effects.

The other is the dissolution of porous matrices during the displacement of two miscible

fluids with viscosity contrast. The governing equations for these two processes are firstly

built and then corresponding D2Q9 MRT LB models are proposed.

2.2.1 Coke combustion with thermal expansion effects

In a 2D porous medium, coke combustion is assumed to take place at the interface I

between coke and hot air as follows [132],

C+
2+Np

2+2Np
O2 →

Np

1+Np
CO+

1
1+Np

CO2 +Q. (2.28)

Note that, both carbon monoxide (CO) and CO2 are considered as reaction products, with

Np being the CO/CO2 mole ratio. The combustion heat released Q is,

Q = Frhr, (2.29)

where hr is the reaction heat and Fr is the reaction rate (of coke combustion here). During

combustion, fluid flow is assumed to satisfy the low Mach number condition and fluid

density varies as a consequence of temperature change.

Based on these simplifications and assumptions, governing equations for fluid flow and

species evolutions in pore spaces, as well as heat transfer in both pore spaces and solid
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Lattice Boltzmann method for porous media flows with chemical reaction

phases (solid matrices and solid coke) are built as,

∂tρ +∇ · (ρuuu) = 0, (2.30)

∂t (ρuuu)+∇ · (ρuuuuuu) =−∇p+∇ · (νρ∇uuu)+FFF , (2.31)

∂t (ρYn)+∇ · (ρYnuuu) = ∇ · (Dnρ∇Yn) , (2.32)

∂t (ρcpT )+∇ · (ρcpT uuu) = ∇ · (αρcp∇T )+Q, (2.33)

where ρ , T , cp, and α are local values of density, temperature, specific heat at constant

pressure, and thermal diffusivity, respectively. Yn and Dn are the mass fraction and diffusion

coefficient of species n (n = O2,CO2,CO), respectively. At the interface I between coke

and hot air, coke and O2 are consumed while products CO2 and CO are generated via coke

combustion as in Eq. (2.28). Thus, coke combustion at interface I is considered as [10, 47],

No-slip velocity: uuuI = (0, 0) , (2.34)

Species conservation: nnn · Dnρ

Mn
∇Y I

n = anFr, (2.35)

Conjugate heat transfer:


T I,+ = T I,−,

nnn · (k∇T +ρcpuuuT )I,+ = nnn · (k∇T +ρcpuuuT )I,−+q,

(2.36)

where nnn is the interface normal pointing to the fluid phase, + and − denote parameters on

either side of I, Mn and an are the molecular weight and the stoichiometric coefficient of

species n, respectively, k = αρcp is the thermal conductivity, and q is the heat flux released

by coke combustion.

Considering different thermophysical properties between solid and fluid phases, as

well as the thermal expansion effects involved, Eqs. (2.32)-(2.33) are derived to be [128],
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2.2 MRT LB model for flows with heterogeneous reaction

∂tYn +∇ · (Ynuuu) = ∇ · (Dn∇Yn)+Fn, (2.37)

∂tT +∇ · (T uuu) = ∇ · (α∇T )+FT , (2.38)

with source terms for mass fraction and temperature fields being,

Fn =
Dn

ρ
∇Yn ·∇ρ +Yn∇ ·uuu, FT = Fq1 +Fq2,

Fq1 =
Q

ρcp
, Fq2 =

1
ρcp

∇(ρcp) · (α∇T −T uuu)− T
ρcp

∂t (ρcp) .

(2.39)

More details about this derivation are provided in Appendix A.

To solve the governing equations (2.30)-(2.31) and (2.37)-(2.38), as well as the coke

combustion interface (2.34)-(2.36), a new D2Q9 MRT LB model is developed. The LB

evolution equations are,

fi (xxx+ eeeiδt , t +δt)− fi (xxx, t) =−
(
MMM−1SSSMMM

)
i j

[
f j (xxx, t)− f eq

j (xxx, t)
]

+δt
(
MMM−1 (III −0.5SSS)MMM

)
i j

(
F j +C j

)
,

(2.40)

gn,i (xxx+ eeeiδt , t +δt)−gn,i (xxx, t) =−
(
MMM−1SSSnMMM

)
i j

[
gn, j (xxx, t)−geq

n, j (xxx, t)
]

+δtFn,i +0.5δ
2
t ∂tFn,i,

(2.41)

hi (xxx+ eeeiδt , t +δt)−hi (xxx, t) =−
(
MMM−1SSStMMM

)
i j

[
h j (xxx, t)−heq

j (xxx, t)
]

+δtFT,i +0.5δ
2
t ∂tFT,i,

(2.42)

where C j is the correction term to eliminate the deviation from third-order velocity mo-

ments [137]. fi(xxx, t), gn,i(xxx, t), and hi(xxx, t) are distribution functions for density, mass

fraction of species n, and temperature, respectively. The corresponding equilibrium distri-

bution functions f eq
i , geq

n,i, and heq
i are given as [137, 140],

f eq
i = wiρ

[
1+

eeei ·uuu
c2

s
+

(eeei ·uuu)2

2c4
s

− uuu2

2c2
s
+Λ

]
, (2.43)

geq
n,i = wiYn

[
1+

eeei ·uuu
c2

s
+

(eeei ·uuu)2

2c4
s

− uuu2

2c2
s

]
, (2.44)

33



Lattice Boltzmann method for porous media flows with chemical reaction

heq
i = wiT

[
1+

eeei ·uuu
c2

s
+

(eeei ·uuu)2

2c4
s

− uuu2

2c2
s

]
, (2.45)

with,

Λ =
θ −1
2c2

s

(
eee2

i − c2
s D+ eeei ·uuu

(
eee2

i
c2

s
−D−2

))
, θ =

rT
c2

s
, r = ∑

n

RYn

Mn
. (2.46)

Here D is the model dimension and θ is the dimensionless temperature for a gas mixture

with thermal expansion effects. Different from classical iso-thermal LB models, the

equilibrium density distribution function f eq
i in Eq. (2.43) is obtained by the Hermite

expansion of the corresponding continuous one [137]. In this way, the thermal expansion

effect is taken into account via the temperature-dependent density. The equation of state to

relate the gas pressure and temperature is defined as,

p = ρrT. (2.47)

To avoid discrete lattice effects, distribution functions and moments for the force term FFF

keep the same as in Eqs. (2.13) and (2.20), respectively. Distribution functions for source

terms Fς are defined as [56, 150],

Fς ,i = wiFς

(
1+

eeei ·uuu
c2

s

τς −0.5
τς

)
, (2.48)

with ς = n, T . Time derivatives of Fς ,i in Eqs. (2.41)-(2.42) and 1/ρcp in Eq. (2.39) are

treated by the backward-difference scheme in Eq. (2.15). In evolution equations (2.40)-

(2.42), SSS, SSSn, and SSSt are the diagonal relaxation matrices. Based on the transformation

equation (2.3), evolution equations (2.40)-(2.42) are implemented in the moment space as,

f̂ff (xxx+ eeeiδt , t +δt) = f̂ff (xxx, t)−SSS
[

f̂ff (xxx, t)− f̂ff
eq
(xxx, t)

]
+δt (III −0.5SSS)

(
F̂FF +ĈCC

)
, (2.49)

ĝggn (xxx+ eeeiδt , t +δt) = ĝggn (xxx, t)−SSSn [ĝggn (xxx, t)− ĝggeq
n (xxx, t)]+δt F̂FFn +0.5δ

2
t ∂t F̂FFn, (2.50)
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2.2 MRT LB model for flows with heterogeneous reaction

ĥhh(xxx+ eeeiδt , t +δt) = ĥhh(xxx, t)−SSSt

[
ĥhh(xxx, t)− ĥhh

eq
(xxx, t)

]
+δt F̂FFT +0.5δ

2
t ∂t F̂FFT . (2.51)

Moments of the equilibrium distribution functions and source terms are expressed as,

f̂ff
eq
= ρ

(
1,−4+3uuu2 +2θ ,3−3uuu2 −2θ ,u,−2u+uθ ,v,−2v+ vθ ,u2 − v2,uv

)
, (2.52)

ĝggeq
n = Yn

(
1, −2+3uuu2, 1−3uuu2, u, −u, v, −v, u2 − v2, uv

)
, (2.53)

ĥhh
eq
= T

(
1, −2+3uuu2, 1−3uuu2, u, −u, v, −v, u2 − v2, uv

)
, (2.54)

F̂FFς = Fς

(
1,−2,1,

(
1−0.5sς ,3

)
u,−

(
1−0.5sς ,4

)
u,
(
1−0.5sς ,5

)
v,−

(
1−0.5sς ,6

)
v,0,0

)
.

(2.55)

The macroscopic variables are finally calculated as,

ρ = ∑
i

fi, ρuuu = ∑
i

eeei fi +0.5δtFFF , Yn = ∑
i

gn,i, T = ∑
i

hi. (2.56)

Through the Chapman-Enskog analysis on the proposed LB equations, the constraints

on the correction term ĈCC in the moment space are established as [137],

ĈCC = (0,3(∂xQx +∂yQy) ,−3(∂xQx +∂yQy) ,0,0,0,0,∂xQx −∂yQy,0) , (2.57)

with Qx = ρu
(
1−θ −u2) and Qy = ρv

(
1−θ − v2). Meanwhile, by such an analysis, the

governing equations can be recovered with the relaxation times τ , τn, and τt being,

ν = c2
s (τ −0.5)θδt , Dn = c2

s (τn −0.5)δt , α = c2
s (τt −0.5)δt , (2.58)

as well as the gradient terms of mass fraction ∇Yn and temperature ∇T being [48],

∇xYn =−
ĝn,3 −Ynu+0.5δtFnu

c2
s τnδt

, ∇yYn =−
ĝn,5 −Ynv+0.5δtFnv

c2
s τnδt

,

∇xT =− ĥ3 −Tu+0.5δtFT u
c2

s τtδt
, ∇yT =− ĥ5 −T v+0.5δtFT v

c2
s τtδt

.

(2.59)

In addition to these calculations, the other two gradient terms in Eq. (2.39) are determined

using the isotropic central scheme as [155],

∇ϑ = ∑
i

wieeeiϑ (xxx+ eeeiδt)

c2
s δt

, (ϑ = ρ, ρcp) . (2.60)
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Lattice Boltzmann method for porous media flows with chemical reaction

Coke combustion at interface I between coke and hot air is modelled by resolving

the interface conditions (2.34)-(2.36). On one hand, conjugate heat transfer conditions

(Eq. (2.36)) are automatically achieved by solving the energy equation (2.38). On the other

hand, to solve Eqs. (2.34)-(2.35), the finite-difference scheme is used to determine the

interface mass fraction gradient ∇Y I
n as [124],

nnn ·∇Y I
n =

Y l
n −Y I

n
0.5nnn · eeeiδx

, (2.61)

where Y l
n is the species mass fraction at the fluid node neighboring interface I. By inserting

Eq. (2.61) into Eq. (2.35), Y I
n is calculated. Then, the halfway bounce-back scheme is

adopted to implement this reactive boundary with no-slip velocity (Eq. (2.34)) and given

Y I
n . The unknown distribution functions at fluid node xxx f adjacent to I are [124],

fı
(
xxx f , t +δt

)
= f ′i

(
xxx f , t

)
, (2.62)

gn,ı
(
xxx f , t +δt

)
=−g′n,i

(
xxx f , t

)
+2wiY I

n , (2.63)

where eeeı =−eeei (eeei points to solid), f ′i
(
xxx f , t

)
and g′n,i

(
xxx f , t

)
denote post-collision values.

Compared with recent SRT LB models for coke combustion in [10] and char-pellet

combustion in [132], the proposed MRT LB model makes advances from two perspectives.

First, thermal expansion effects are taken into account through the equilibrium density

distribution function f eq
i in Eq. (2.43). Second, species conservation in Eq. (2.35) and

conjugate heat transfer in Eq. (2.36) are modelled, without iterative calculations, by the

bounce-back scheme in Eq. (2.63) and the source term Fq2 in Eq. (2.39), respectively.
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2.2 MRT LB model for flows with heterogeneous reaction

2.2.2 Miscible viscous fingering with dissolution reaction

Miscible displacement between two fluids 1 and 2 is studied in porous media at the pore

scale. During the displacement, a heterogeneous dissolution reaction takes place as solute

A from fluid 1 comes into contact with solid reactant Bs following the A+Bs →C scheme.

Here the reaction product C dissolves in the fluid and thus the porous structure varies with

the chemical dissolution of solid Bs. Governing equations for fluid flow and concentration

transport in pore spaces are built as [45],

∇ ·uuu = 0, (2.64)

ρ0 (∂tuuu+uuu ·∇uuu) =−∇p+∇ · (νρ0∇uuu)+FFF , (2.65)

∂tCA +uuu ·∇CA = ∇ · (DA∇CA) . (2.66)

µ = ρ0ν is the fluid dynamic viscosity with ν being the kinematic viscosity. Effects of

mass transfer on fluid viscosity is described by the widely used exponential law as [48],

µ = µ2exp
(
− CA

CA,1
R
)
, (2.67)

where R = ln(µ2/µ1) is the log-viscosity ratio, and µ1 and µ2 are dynamic viscosities of

fluid 1 at concentration CA =CA,1 and fluid 2 at concentration CA =CA,2, respectively. To

complete the present governing equations, the dissolution reaction A+Bs →C at interface

I is described by boundary conditions as [47],

No-slip velocity: uuuI = (0, 0) , (2.68)

Species conservation: nnn ·DA∇CI
A = Fr, (2.69)

where Fr is the reaction rate of the heterogeneous dissolution reaction A+Bs →C. For

non-reactive cases, Eq. (2.69) becomes ∇CI
A = 0.
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Lattice Boltzmann method for porous media flows with chemical reaction

To solve the above governing equations and the reactive boundary conditions, a new

D2Q9 MRT LB model is developed. Note that, by setting the fluid viscosity as in Eq. (2.67)

and excluding the homogeneous reaction rate Fro, Eqs. (2.4)-(2.6) in Sec. 2.1 turn into the

present Eqs. (2.64)-(2.66). Therefore, the proposed MRT LB models for these two sets of

governing equations are similar. For the sake of brevity, details of the present LB model for

solving Eqs. (2.64)-(2.66) are provided in Appendix B. In addition, the dissolution reaction

at interface I between fluid 1 and solid Bs is described by the boundary conditions (2.68)-

(2.69), which are similar to Eqs. (2.34)-(2.35) for coke combustion. Thus, the boundary

scheme in Eqs. (2.61)-(2.63) is extended to model the dissolution reaction A+Bs →C.

2.2.3 Model validation

Simulations are conducted to demonstrate that the proposed two MRT LB models are

capable of simulating porous media flows with heterogeneous reaction between the fluid

and solid phases. It is emphasized that, the LB model for miscible displacement with

dissolution reaction is an extension of the model in Sec. 2.1 combined with the boundary

scheme in Sec. 2.2.1. Thus, this subsection focuses on validating the reliability of the MRT

LB model as well as the reactive boundary scheme for coke combustion. Two validation

cases with widely-accepted [130] or analytical [125] solutions are selected. One is the

counter-flow premixed propane/air flame and the other is the reactive diffusion between

two circular surface.

A counter-flow premixed propane flame is firstly simulated. As displayed in Fig. 2.3,

the computational domain is −lx ≤ x ≤ lx and −ly ≤ y ≤ ly, where premixed propane/air is

injected from both top and bottom inlets at a fixed velocity u0 = 0.2 m/s and temperature
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2.2 MRT LB model for flows with heterogeneous reaction

Figure 2.3 Validation test of counter-flow premixed propane/air flame: Computational domain and
boundary conditions.

T0 = 300 K. After injection, propane combustion takes place as,

C3H8 +5O2 → 3CO+4H2O, Fr = ACC3H8CO2exp(−E/RT ) . (2.70)

Finally, burned gases leave the domain at two lateral boundaries. In simulations, the viscos-

ity of the propane/air gas mixture is 1.6×10−5 m2/s. The initial mass fractions of C3H8,

O2, and N2 are, 0.0371, 0.2244, and 0.7386, respectively. The reaction coefficients are

A = 9.9×1013 cm3/mols, E = 1.26×105 J/mol, and hr = 2.05×106 J/mol, respectively.

Other simulation parameters are set as, the heat diffusion coefficient αg = 2.2×10−5 m2/s,

the heat capacity cp,g = 1.01×103 J/kgK, and the diffusion coefficients for each species

DC3H8 = 1.1× 10−5 m2/s, DO2 = 2.1× 10−5 m2/s, DCO2 = 1.6× 10−5 m2/s, DH2O =

2.2×10−5 m2/s, respectively. A mesh of size Nx ×Ny = 301×181 is used after checking

the grid independence.

Figure 2.4 shows the comparison results of velocities u/u0 at y = 0 and v/u0 at

x = 0, as well as species mass fractions, temperature, and mass reaction rate of C3H8

(Fr,C3H8 = aC3H8MC3H8Fr) at x = 0. As can be seen, the present simulation results agree
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Figure 2.4 Validation test of counter-flow premixed propane/air flame: Comparison of the velocity
(a)-(b), species mass fractions (c), and temperature and mass reaction rate of C3H8 (d), between the
present LB simulation results and the reference data.

well with those benchmark results in [130], indicating the reliability of the developed LB

model in simulating combustion.

The accuracy of the developed LB model is further examined, in terms of solving

reactive boundary conditions on curved surfaces. For this purpose, the reactive diffusion

between two circular surfaces is simulated. As shown in Fig. 2.5, the radii of the two circles

are Ri and Ro, respectively. The fluid flow is not considered and the species diffusion takes

place in the computational domain Ri < r =
√

x2 + y2 < Ro. The concentration at the

inner boundary (r = Ri) is fixed as Ci, while a first-order reaction (like coke combustion) is

imposed on the outer boundary (r = Ro) as nnn ·D∇C(Ro, t) = kC(R0, t). For such a process,
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2.3 Summary

Figure 2.5 Validation test of reactive diffusion between two circular surfaces: Computational
domain and boundary conditions.

the analytical solution of the steady-state concentration distribution is [125],

C =Ci +
−kCi

kln(Ro/Ri)+D/Ro
ln(r/Ri) . (2.71)

In LB simulations, the circle radius is set as Ro = 6Ri and a mesh of size Nx ×Ny =

600× 600 is used. The characteristic length and velocity are selected as L = Ro and

U = D/Ro, respectively. Thus, the Damköhler number is calculated as Da = kRo/D.

Under different Da numbers, the simulated steady-state concentration profiles along the

line Ri < r =
√

x2 +02 < Ro are presented in Fig. 2.6, as well as the values of concentration

at the outer surface Co(r = Ro). As shown, simulated profiles are in good agreement with

the analytical solutions, indicating that the proposed LB model can successfully simulate

reactions at curved boundaries.

2.3 Summary

This chapter develops three MRT LB models for pore-scale simulations of porous media

flows with chemical reaction. In these models, LB equations are built to describe the
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Figure 2.6 Validation test of reactive diffusion between two circular surfaces: Comparison of the
steady-state concentration distributions along the line Ri < r =

√
x2 +02 < Ro (a) and concentration

at the outer circular surface Co (b) with different Da numbers between the present LB simulation
results and analytical solutions in Eq. (2.71).

evolution of distribution functions for velocity, temperature, and species concentration

(also mass fraction), respectively. Furthermore, two types of chemical reactions are

considered. First, homogeneous chemical reaction A+B →C between two miscible fluids

is incorporated into the model by introducing reaction source terms. Second, heterogeneous

interface reaction (coke combustion and dissolution reaction) is modelled via implementing

reactive boundary schemes at the fluid-solid interface. Moreover, in the MRT LB model

for porous media flows with homogeneous reaction, different LB equations are developed

to describe species transports, thus allowing for different species properties. In the MRT

LB model for porous media flows with heterogeneous reaction, the density equilibrium

distribution function is modified to include thermal expansion effects, and heat and mass

source terms are derived to realize the conjugate heat transfer and species conservation

conditions without iterative calculations. Finally, validation simulations have been carried

out and the present simulation results match well with existing numerical data or analytical

solutions, validating the reliability of these proposed MRT LB models.
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3 Dissolution-driven density fingering with

homogeneous reaction

In a porous medium with a partially miscible top boundary, a buoyantly unstable strati-

fication develops when a species A dissolves from the top boundary into the host fluid.

Under effects of the gravity field, such a stratification usually gives rise to density fingering

phenomena, which is also known as dissolution-driven density fingering. Once fingering

is triggered, both fluid transport and mixing are enhanced by convection. This instability

thus affects some industrial applications, such as oil recovery, CO2 sequestration, and

underground contamination treatment [28]. In parallel, the dissolved A may react with

another solute B following the A+B →C scheme in the host fluid and subsequently modify

fingering properties. Due to the wide applications, studies on such porous media flows

have gathered great interest recently [28, 73, 78]. In this chapter, dissolution-driven density

fingering with homogeneous reaction A+B → C is investigated in porous media at the

pore scale, aiming to provide useful insights and guidance for industrial applications.

3.1 Problem description

Dissolution-driven density fingering is studied during the displacement between two

miscible fluids 1 and 2 in 2D porous media. In this chapter, all the porous media are

constructed artificially to share the same porosity (φ = 0.69) and computational domain

(0 ≤ x ≤ lx = 1, 0 ≤ y ≤ ly = 2/3), unless otherwise stated [156]. As displayed in Fig. 3.1,

fluid 1 containing a chemical solute A is placed upon a porous medium saturated by another
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Dissolution-driven density fingering with homogeneous reaction

fluid 2. This host fluid 2 in pore spaces contains a dissolved reactant B. These two miscible

and incompressible solutions are initially placed in contact along a horizontal interface

at y = 0, with y pointing into fluid 2 along the gravity field. During the course of time,

species A dissolves into the host fluid, and reacts with solute B to give a product C (in the

dissolved form) following the A+B →C scheme. The reaction rate Fro is taken as [28],

Fro = kCACB, (3.1)

with k being the kinetic reaction constant. These three chemical species contribute to

modify the fluid density ρ . By applying the Boussinesq approximation, ρ is considered as

a constant ρ0 = 1 except in the body force term, where it is assumed to vary linearly with

species concentrations as [28],

ρ = ρ0 +ρ0 (βACA +βBCB +βCCC) , (3.2)

here βr is the concentration expansion coefficient of species r.

Figure 3.1 The schematic of the problem: Dissolution-driven density fingering with homogeneous
reaction A+B →C in porous media.

The top boundary (y = 0) is assumed to be partially miscible [28]. That is, solute

A from fluid 1 dissolves down into the host fluid 2 but no species moves in the reverse
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3.1 Problem description

direction. It thus focuses on fluid motion and concentration evolutions of fluid 2, which

can be described by Eqs. (2.4)-(2.8). Here, the body force refers to the buoyancy force

FFF = ρggg and is expressed as,

FFF = ρ0ggg(βACA +βBCB +βCCC) , (3.3)

with ggg being the acceleration vector of gravity. Note that, the constant force term ρ0ggg

has been absorbed into the pressure term ∇p in Eq. (2.5) [157]. The present governing

equations (2.4)-(2.8) can be solved with the initial conditions,

CA (x, 0 ≤ y ≤ ϑ , 0) =CA0 = 1, CA (x, y > ϑ , 0) = 0,

CB (x, y, 0) =CB0, CC (x, y, 0) = 0.

(3.4)

The concentration of species A at the top boundary (y = 0) initially equals its solubility

CA0 in fluid 2 and this value remains constant over time following the local chemical

equilibrium assumption [28]. To trigger density fingering easily, a small perturbation ϑ

is introduced in the initial concentration distribution of species A near the top boundary.

The value of ϑ randomly varies along the x direction within the range [0, 0.0067lx]. The

boundary conditions are also required, and as displayed in Fig. 3.1, the periodic boundary

conditions for velocity and species concentrations are applied at the lateral boundaries

(x = 0 and x = lx). The no-slip and no-flux boundary conditions are used at the solid matrix

interfaces (xxx = (xs, ys)) and the solid bottom wall (y = ly). The partially miscible top

boundary (y = 0) is set as no-slip and no-flux for B and C but a prescribed concentration

for A. These boundary conditions are described by,

Cr (0, y, t) =Cr (lx, y, t) , uuu(0, y, t) = uuu(lx, y, t) ,

∇Cr (x, ly, t) = ∇Cr (xs, ys, t) = (0, 0) , uuu(x, ly, t) = uuu(xs, ys, t) = (0, 0) ,

CA (x, 0, t) =CA0, ∇CB,C (x, 0, t) = (0, 0) , uuu(x, 0, t) = (0, 0) ,

(3.5)
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The governing equations (2.4)-(2.8) can be expressed in a dimensionless form by

introducing the characteristic length L, velocity U , time T , and concentration Cch as,

L = lx, U =
√

gβALCch, T = L/U, Cch =CA0. (3.6)

In terms of the following non-dimensional variables,

uuu∗ =
uuu
U
, p∗ =

p
ρ0U2 , C∗

r =
Cr

Cch
, η =

CB0

Cch
, D∗

B =
DB

DA
, D∗

C =
DC

DA
,

x∗ =
x
L
, y∗ =

y
L
, t∗ =

t
T
, ρ

∗ =
ρ −ρ0

ρ0βACch
, FFF∗ =

FFF
ρ0U2/L

,

Fro
∗ = DaC∗

AC∗
B, Rar =

gβrCchL3

νDA
, Sc =

ν

DA
, Da =

kCchL
U

,

(3.7)

where the asterisked variables are the corresponding dimensionless ones, the dimensionless

equations (2.4)-(2.8) read,

∇ ·uuu∗ = 0, (3.8)

∂uuu∗

∂ t∗
+uuu∗ ·∇uuu∗ =−∇p∗+

√
Sc

RaA
∇ · (ν∇uuu∗)+FFF∗, (3.9)

∂C∗
A

∂ t∗
+uuu∗ ·∇C∗

A =
1√

RaASc
∇

2C∗
A −Fro

∗, (3.10)

∂C∗
B

∂ t∗
+uuu∗ ·∇C∗

B =
D∗

B√
RaASc

∇
2C∗

B −Fro
∗, (3.11)

∂C∗
C

∂ t∗
+uuu∗ ·∇C∗

C =
D∗

C√
RaASc

∇
2C∗

C +Fro
∗. (3.12)

As can be seen, dissolution-driven density fingering with homogeneous reaction A+B →C

is characterized by the Rayleigh numbers Rar, the Schmidt number Sc, the Damköhler

number Da, the diffusion coefficients D∗
r , and the initial concentration ratio η .

In this chapter, the above governing equations for describing dissolution-driven density

fingering with reaction A+B →C are solved by the D2Q9 MRT LB model in Sec. 2.1.

During such LB simulations, the treatment of boundary conditions in Eq. (3.5) plays an
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3.1 Problem description

important role. The no-slip velocity and impermeable concentration conditions at the solid

bottom and the porous matrix interfaces are implemented by the halfway bounce-back

scheme [158, 159]. The partially miscible condition at the top boundary is treated by

the non-equilibrium extrapolation scheme [38]. It is noted that this chapter focuses on

interactions between reaction and density fingering. To avoid differential diffusion effects,

the molecular diffusion coefficients Dr of three species are set as an identical constant D in

this chapter. Then, by adding Eqs. (3.11) and (3.12) and taking into account the initial and

boundary conditions in Eqs. (3.4)-(3.5), the concentrations of species B and C are expected

to remain constant as CB +CC =CB0. Then, the dimensionless force term is rewritten as,

FFF∗ =
FFF

ρ0U2/L
=

(
C∗

A +
∆RaCB

RaA
C∗

B +
RaB

RaA
η

)
jjj (3.13)

with ∆RaCB = RaC −RaB representing the relative contribution to density of product C

and reactant B. Therefore, in the following LB simulations, the Schmidt number is fixed as

Sc = 100, and different values of Rar, Da, and η are selected to change the test conditions.

In addition, the characteristic parameters in Eq. (3.6) are set as,

L = lx = 1, U =
√

gβALCA0 = 0.177, T = L/U = 5.65, Cch =CA0 = 1, (3.14)

and they are all in lattice units. Based on these characteristic numbers, the relevant

parameters in LB simulations can be calculated as,

ν =
LU√

RaA/Sc
, D =

LU√
RaASc

, CB0 =CA0η ,

τ =
ν

c2
s δt

+
1
2
, τr =

D
c2

s δt
+

1
2
, k =

UDa
LCA0

.

(3.15)

Before proceeding further, grid convergence tests have been carried out for all the porous

media in this chapter. A mesh of size Nx ×Ny = 1500×1000 is chosen for the subsequent

simulations, unless otherwise noted.
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Dissolution-driven density fingering with homogeneous reaction

3.2 General fingering dynamics with reaction A+B →C

The general phenomena of dissolution-driven density fingering with homogeneous reaction

A+B →C are firstly investigated in a homogeneous porous medium HO. As displayed in

Fig. 3.1, the porous network contains a staggered array of circular grains with a uniform

diameter d = 12δx (the lattice spacing is δx = lx/Nx). Every grain center GHO = (xc, yc)

is located on a grid node and obeys a regular staggered distribution. The closest centre-to-

centre distances between two cylinders in x and y directions are rx = 27δx and ry = 27δx,

respectively, and the single pore size is calculated as lp = rx −d = 15δx.

After a series of simulations and comparisons, the density fingering phenomena can be

divided into two non-reactive and four reactive groups, based on the Rayleigh numbers

Rar of chemical species. To be specific, these six groups are described as follows:

• For RaA > 0, non-reactive unstable.

(1) Non-reactive group NR: The dissolution of species A into the host fluid is

buoyantly unstable and can trigger density fingering.

(2) Reactive group R1: Reaction product C is less dense than B (∆RaCB < 0) and

thus reaction A+B →C suppresses the development of density fingering.

(3) Reactive group R2: Reaction enhances fingering development provided C is

sufficiently denser than B (∆RaCB > 0).

• For RaA < 0, non-reactive stable.

(4) Non-reactive group NRS: The dissolution of species A into the host fluid is

buoyantly stable.
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3.2 General fingering dynamics with reaction A+B →C

(5) Reactive group R3: Reaction A+B →C with ∆RaCB > 0 creates an unstable

density stratification and triggers the development of density fingering.

(6) Reactive group R4: The system with reaction (∆RaCB < 0) remains stable.

This classification is similar to existing predictions by linear stability analysis in [81],

with differential diffusion effects being ignored. As an example, a few test conditions

are provided in Table 3.1 to investigate the general fingering phenomena, including one

non-reactive Test NR, and three reactive Tests R1-R3. Note that, the non-reactive group

NRS and the reactive group R4 are not included because no fingering develops in these

two stable systems. Figure 3.2 depicts the numerical density distributions varying with

time for Tests NR and R1-R3, which reflect the typical characteristics of dissolution-driven

density fingering in different groups.

Table 3.1 Parameters for Tests NR and R1-R3.

Tests Parameters

NR RaA = 109; Da = 0; η = 0;

R1 RaA = 109; ∆RaCB =−109; Da = 5; η = 1;

R2 RaA = 109; ∆RaCB = 109; Da = 5; η = 1;

R3 RaA =−109; ∆RaCB = 109; Da = 5; η = 1;

The results show that the general dynamics of dissolution-driven density fingering in

each test follow four similar stages. First, the miscible interface between A-enriched fluid

2 and fresh host fluid 2 almost remains planar (Fig. 3.2(a)), with diffusion dominating the

flow dynamics. Then, with the dissolution of A, the flat interface deforms gradually and

fingers of denser fluid appear and sink into the deep host fluid (Fig. 3.2(b)). After that,

fingers begin to interact and merge with their neighbors, making the number of fingers

decrease dramatically (Figs. 3.2(c)-(d)). Finally, small new fingers regenerate from the top

49



Dissolution-driven density fingering with homogeneous reaction

boundary and join the existing ones, leading to the fixed number of fingers (Figs. 3.2(e)-(f)).

(1) NR (2) R1 (3) R2 (4) R3

1 1.5 2 0 0.5 1 1 2 3 1 1.5 2

Figure 3.2 Contours of density fields ρ∗ at six time instants t∗ (a)-(f), for Tests NR (1), R1 (2), R2
(3), and R3 (4) in the homogeneous porous medium HO.
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3.2 General fingering dynamics with reaction A+B →C

Together with these similarities, differences between fingering behaviours in Tests

NR and R1-R3 are obvious as well. This is explained with the help of horizontally

averaged density ρ
∗ in Fig. 3.3. In Test NR, density fingering develops with the dissolution

of A (Fig. 3.2(1)) and the density profile at every time instant decreases monotonically

(Fig. 3.3(1)). Compared with this non-reactive case, dissolution-driven density fingering

coupled with reaction A+B → C develops more slowly in Test R1 (Fig. 3.2(2)). It is

because product C cannot compensate for the consumption of reactant B in terms of density

evolution (∆RaCB < 0). Such a density contrast between B and C brings in a density profile

with a local minimum, which has also been reported at the REV scale [28]. Seen from

Fig. 3.3(2), each density curve decreases from the top boundary to the density minimum

(top layer) and then increases until the bottom boundary (bottom layer). So, dissolution-

driven density fingering develops in the unstable top stratification, while the buoyantly

stable bottom layer acts as a barrier to counteract fingering propagation.

Note that, different from previous REV-scale results [28], the minimum density area

keeps narrow and does not transit to span a certain depth. For pore- and REV-scale

simulations, Tartakovsky et al. [160, 161] have argued that the REV-scale flow and

transport equations can be obtained by averaging the corresponding pore-scale ones over a

support volume, but the use of effective dispersion and permeability models at the REV

scale tends to over-predict the degree of mixing and reaction. In addition, they simulated

the transport of two solutes A and B coupled with reaction A+B →C in porous media at

both REV and pore scales. Their results revealed that the REV-scale model overestimated

the global mass of product C, implying the overestimated reaction rate between solutes A

and B at the REV scale. This finding is applied to explain the inconsistency between the
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Dissolution-driven density fingering with homogeneous reaction

present pore-scale and previous REV-scale results: REV-scale simulations over-predict the

reaction intensity and thus introduce a fast reaction zone with a local minimum density

over a certain depth.

By contrast, density fingering appears earlier and elongates more rapidly in Test R2

(Fig. 3.2(3)) than in Test NR (Fig. 3.2(1)). This is expected since the contribution to

density of C is sufficiently larger than B (∆RaCB > 0). Under this condition, every density

profile in Fig. 3.3(3) decreases monotonically along the y direction as in Test NR. But

product C enlarges the density difference from the top (y = 0) to the bottom (y = ly) and

subsequently enhances the fingering growth. Similarly, in Test R3, dissolution-driven

density fingering develops due to the inclusion of reaction A+B → C with ∆RaCB > 0

(Fig. 3.2(4)), even though its non-reactive counterpart is stable. The density profiles in

this test show a non-monotonic fashion (Fig. 3.3(4)): each curve has a reaction-induced

maximum. Density fingering develops in the unstable bottom layer, while the stable top

layer corresponds to the narrow stagnant liquid layer near the top boundary (Fig. 3.2(4)).

Generally, in agreement with previous theoretical predictions [81], six kinds of fin-

gering scenarios are identified from the present pore-scale simulations. Each case has

a specific type of density profile and the non-monotonic type appears when RaA and

∆RaCB have the opposite signs. However, density profiles in Fig. 3.3 fluctuate at later

time instants due to the non-linear fingering development, which cannot be theoretically

predicted by linear stability analysis. In addition, similar to REV-scale findings [28], the

present study demonstrates that the homogeneous reaction A+B →C can stabilize (Test

R1), destabilize (Test R2), and trigger (Test R3) dissolution-driven density fingering. Nev-

ertheless, different from REV-scale density profiles, no plateau with ρ
∗ keeping constant
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Figure 3.3 Horizontally averaged density ρ
∗ at six time instants t∗, for Tests NR (1), R1 (2), R2 (3),

and R3 (4) in the homogeneous porous medium HO.

as a minimum exists in the present pore-scale results (Fig. 3.3). This is attributed to the

over-prediction of reaction intensity at the REV scale. Therefore, the present pore-scale

results enrich the understanding of dissolution-driven density fingering with homogeneous

reaction A+B →C in porous media.

3.3 Effects of parameters ∆RaCB, η , and Da

After observations of the general fingering phenomena, a parametric study is further

carried out to investigate dissolution-driven density fingering with homogeneous reaction
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A+B →C under various conditions. In the homogeneous medium HO, Tests I− III are

carried out to evaluate the relationship between fingering and reaction A+B → C. As

summarized in Table 3.2, different values of ∆RaCB, η , and Da are considered. Note that,

Test I with fixed RaA and varying ∆RaCB represents different reactants A, B, and product C.

Table 3.2 Parameters for Tests I− III.

Tests Parameters
(
RaA = 109)

I ∆RaCB/RaA =−1, 0, 0.25, 0.5, 0.75, 1; Da = 5; η = 1;

II η = 0.1, 0.5, 1, 1.5, 2; ∆RaCB = 109; Da = 5;

III Da = 1, 5, 10, 50, 100; ∆RaCB = 109; η = 1;

3.3.1 Fingering extension depth lm

The quantity lm is defined as the most advanced vertical position of fingering tips, which

represents the extension of dissolution-driven density fingering along the propagation

direction. Temporal evolutions of lm for Test I are displayed in Fig. 3.4 along with the

corresponding non-reactive results for comparison. It is shown that lm for each ∆RaCB

matches well in the early stage, when diffusion dominates the fluid dynamics (Figs. 3.2(a)).

After a short period ts, lm starts to depart from the initial diffusive trend and increase faster.

This is because the unstable stratification becomes intensified with the dissolution of A

from the top boundary, which finally gives rise to the appearance of density fingering at ts

(Fig. 3.2(b)). The time period ts decreases monotonically as ∆RaCB increases, implying the

increasing destabilizing effects of reaction A+B →C. Besides, a critical value ∆RaCB1 =

0.25RaA is identified, above which the reactive lm deviates from the diffusion stage earlier

than the non-reactive one. On the basis of this property, the chemical stabilizing (∆RaCB <
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3.3 Effects of parameters ∆RaCB, η , and Da

∆RaCB1) and destabilizing (∆RaCB > ∆RaCB1) domains are identified for the early stage.

During this period, effects of ∆RaCB are coherent with theoretical predictions and the

critical value ∆RaCB1 is of the same order as the theoretical one 0.32RaA in [81].
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0.7
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Figure 3.4 Temporal evolutions of fingering extension depth lm for Test I with different values of
∆RaCB in the homogeneous medium HO.

After this transition, each curve of lm in Fig. 3.4 grows with time and finally reaches

the bottom at te. te decreases with increasing ∆RaCB and thus another critical value

∆RaCB2 = 0.5RaA appears. Beyond this value, fingering with chemical reaction arrives at

the bottom earlier than its non-reactive counterpart. Similarly, the chemical stabilizing

(∆RaCB < ∆RaCB2) and destabilizing (∆RaCB > ∆RaCB2) regions are divided for the later

fingering development stage. Note that, for the case with ∆RaCB = ∆RaCB1 ∼ ∆RaCB2,

dissolution-driven density fingering starts earlier but reaches the bottom later than the

non-reactive Test NR. This is because the non-linear fingering growth and interactions

at later times slow down the vertical progression of dissolution-driven density fingering.

This later-stage critical value ∆RaCB2 is introduced by non-linearities and thus cannot be

predicted by linear stability analysis in [81].
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Figure 3.5 Temporal evolutions of fingering extension depth lm for Tests II (1) and III (2) with
varying η and Da, respectively, in the homogeneous medium HO.

The simulated curves of lm for Tests II-III are then illustrated in Fig. 3.5. All the

reactive cases have smaller ts and te than their non-reactive counterpart, which implies the

homogeneous reaction A+B →C keeps accelerating the onset and growth of fingering.

Furthermore, as η (Fig. 3.5(1)) or Da (Fig. 3.5(2)) increases, differences between the

reactive and non-reactive values of ts (or te) are amplified, showing the boosted destabilizing

effects of reaction on density fingering. Considering these two sets of tests locate in the

reactive group R2 with ∆RaCB > 0, the influence of η and Da are then investigated in the

reactive group R1 with ∆RaCB < 0, where reaction A+B →C stabilizes density fingering.

Results show that increasing η or Da promotes the stabilizing effects of reaction. This

tendency is similar to that in Fig. 3.5 and is not analyzed here for brevity. In conclusion,

increasing η or Da intensifies the influence of reaction A+B→C on fingering development.

By changing these two parameters, however, how the reaction affects fingering (stabilizing

or destabilizing) cannot be modified. On the contrary, the influence of ∆RaCB is much

complex. Increasing ∆RaCB boosts the destabilizing effects of reaction and thus covers both
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3.3 Effects of parameters ∆RaCB, η , and Da

the stabilizing and the destabilizing regimes. To obtain a comprehensive understanding,

effects of ∆RaCB are further analyzed and quantified in the next subsections.

3.3.2 Overall reaction strength

To better examine whether or not dissolution-driven density fingering returns to affect

reaction A+B →C, the volume-averaged reaction rate ⟨R∗⟩ is calculated. ⟨R∗⟩ reflects the

global reaction strength and results for Test I are illustrated in Fig. 3.6. Each profile of ⟨R∗⟩

evolves with time non-monotonically at first and fluctuates around a steady-state value

⟨R∗⟩s after a while. ⟨R∗⟩s is limited by the steady-state mass flux J∗s of species A from the

top boundary as shown in Fig. 3.7(2). Regardless of the fluctuations, the global reaction

rate ⟨R∗⟩ increases with ∆RaCB. This is expected since chemical reaction increasingly

destabilizes the development of density fingering. To be specific, the stronger density

fingering elongates the contact zone between A and B more obviously. In the meantime,

the destabilized fingering accompanied with stronger convection brings B up to react with

A more efficiently. The combination of the larger contact zone and reaction rate leads to

the increase in ⟨R∗⟩. Thus, dissolution-driven density fingering and reaction promote each

other more strongly with increasing ∆RaCB.

3.3.3 Storage of A in the host fluid

In some industrial applications (like the geological CO2 sequestration), the dissolution

of species A into the host fluid is favourable. Thereby, effects of dissolution-driven

density fingering with reaction A+B →C on storage behaviours of A in the host fluid are

investigated. For this purpose, the horizontally averaged mass flux of species A at the top
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Figure 3.6 Temporal evolutions of the volume-averaged reaction rate ⟨R∗⟩ for Test I with different
values of ∆RaCB in homogeneous medium HO.

boundary is introduced as [162],

J∗ (t) =− 1
l∗x
√

RaASc

∫ l∗x

0
∂y∗C∗

A (x
∗, 0)dx∗. (3.16)

This parameter acts as an indicator of the diffusion speed of A into the host fluid. Temporal

profiles of J∗ are recorded in Fig. 3.7(1), showing a similar pattern in both non-reactive

and reactive cases. Specifically, J∗ initially decreases with time as long as diffusion

dominates the transport process (Fig. 3.2(a)); then it starts to increase with the development

of density fingering (Fig. 3.2(b)); after that it decreases again because of fingering merging

(Figs. 3.2(c)-(d)); and finally it fluctuates around a steady-state value J∗s corresponding

to the nearly unchanged number of fingers (Figs. 3.2(e)-(f)). Note that, the later-stage

fluctuations of J∗ in Fig. 3.7(1) are introduced by the appearance of new fingering: J∗

increases when new fingers occur and decreases as these new fingers merge with existing

old ones. These behaviors of J∗ verify that density fingering promotes the dissolution

speed of A into the host fluid. In addition, every reactive J∗ is larger than the non-reactive

counterpart and the difference grows with ∆RaCB (Fig. 3.7(1)). It is because the chemical
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3.3 Effects of parameters ∆RaCB, η , and Da

consumption of A increases the concentration gradient ∂y∗C∗
A at the top boundary, hence

the larger J∗ based on Eq. (3.16). Besides, the larger ∆RaCB leads to the stronger reaction

(Fig. 3.6) and subsequently the faster diffusion of A into the host fluid.
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Figure 3.7 Temporal evolutions of horizontally averaged mass flux of A at the top boundary J∗ (1)
and stored amount of A in the host fluid ⟨C∗

A +C∗
C⟩ (2), for Test I with different values of ∆RaCB in

homogeneous medium HO.

In order to further quantify the storage behaviors, the amount of A stored in the host

fluid is calculated. Considering the fact that species A is stored in forms of both un-reacted

A and product C (reacted A), the stored A is defined as the volume-averaged concentration

⟨C∗
A +C∗

C⟩ [28]. As shown in Fig. 3.7(2), every curve of ⟨C∗
A +C∗

C⟩ increases with time

monotonically. This can be explained by the evolution equation [28, 163],

∂ ⟨C∗
A +C∗

C⟩
∂ t∗

= l∗x J∗. (3.17)

It is obtained by integrating equations (3.10) and (3.12) over the whole domain and taking

into account the boundary conditions in Eq. (3.5). As the corresponding dissolution flux

J∗ remains positive in Fig. 3.7(1), the equation (3.17) expresses that ⟨C∗
A +C∗

C⟩ increases

with time monotonically. On the other hand, results in Fig. 3.7(2) demonstrate that all

the reactive lines of ⟨C∗
A +C∗

C⟩ increase more quickly than the non-reactive one, implying
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the promoting effects of reaction on the storage of A in the host fluid. Furthermore, the

growing speed of every reactive ⟨C∗
A +C∗

C⟩ in Fig. 3.7(2) increases with ∆RaCB, which

is consistent with the change of J∗ in Fig. 3.7(1). Thus, the calculated J∗ and ⟨C∗
A +C∗

C⟩

suggest that density fingering with reaction A+B →C enhances the storage of species A

in the host fluid. Such an enhancing effect is intensified with the increasing ∆RaCB.

In general, a comprehensive parametric study of dissolution-driven density fingering

with homogeneous reaction A+B →C has been performed. The present pore-scale results

about effects of ∆RaCB and η are qualitatively similar to previous theoretical predictions

[81] and REV-scale findings [28]. During the non-linear growth period however, the

present critical value ∆RaCB2 to distinguish the stabilizing and destabilizing effects of

chemistry has not been theoretically predicted by linear stability analysis [81]. In addition,

the impact of Da is investigated, showing that increasing Da amplifies the influence of

reaction on fingering development.

3.4 Fingering in heterogeneous porous media

Figure 3.8 Schematic diagrams of heterogeneous media HE1-HE3.

Having investigated the general fingering dynamics in the homogeneous medium HO,

effects of medium heterogeneity are further explored. As constructed in Fig. 3.8, three
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types of heterogeneous porous media (HE1-HE3) are considered. The porous network

HE1 in Fig. 3.8(1) is composed of randomly distributed circular grains with random

diameters. The spatial location of each grain center is firstly generated as in medium

HO (Fig. 3.1) and then a random perturbation (xp, yp) is added to each grain center as

GHE1 = (xc + xp, yc + yp). The perturbations xp and yp are all in the range of [−δx, 4δx].

Each grain diameter d is randomly determined by [156],

d (ζ ) =



dmin, 0 ≤ ζ < δ ,

dmin +
dmax−dmin

1−2δ
(ζ −δ ) , δ ≤ ζ ≤ 1−δ ,

dmax, 1−δ < ζ < δ ,

(3.18)

where the random number ζ is confined within the interval [0, 1], dmin = 8δx and dmax =

16δx are the minimum and maximum values of the grain diameter, and parameter δ is

selected as 0.05. Such a determination yields the mean grain diameter 12δx. On the other

side, heterogeneous media HE2 and HE3 consist of regular circular grains with vertically

decreasing (HE2) or increasing (HE3) pore spaces (permeability). The grain centers in

these two media are determined as in medium HO (GHE2 = GHE3 = (xc, yc)) and the

vertical grain diameter gradient λ is calculated as,

λ =
db −dt

ly
, (3.19)

where db and dt represent grain diameters at the bottom and the top layers, respectively.

Based on this definition, positive and negative values of λ correspond to media with

decreasing (HE2) and increasing (HE3) pore spaces along the flow direction, respectively.

Here, parameters dt = 7δx, λ = 0.01, rx = ry = 27δx, and lp,t = 20δx are selected to

61



Dissolution-driven density fingering with homogeneous reaction

generate medium HE2 in Fig. 3.8(2); and dt = 15δx, λ = −0.006, rx = ry = 27δx, and

lp,t = 12δx are used for medium HE3 in Fig. 3.8(3).

0 0.25 0.5 0.75 1

8

12

16

20

0 0.25 0.5 0.75 1
0.3

0.5

0.7

0.9

Figure 3.9 Measuring points Pn and volumes Vm based on the structure of medium HO (1). Vertical
evolutions of horizontally averaged pore size lp (2) and porosity φ (3) in both homogeneous and
heterogeneous media.

Considering that fingering mainly develops along the y direction, the vertical change of

horizontally averaged pore size lp and porosity φ in both homogeneous and heterogeneous

media are calculated. It is emphasized that the measuring positions Pn for lp and volumes

Vm for φ are identical in each medium and decided based on the porous structure of medium

HO (see Fig. 3.9(1)). As illustrated in Figs. 3.9(2)-(3), both the calculated lp and φ decrease

(increase) monotonously in medium HE2 (HE3) along the flow direction, which is caused

by the change of grain diameters. On the other hand, in media HO and HE1, results of
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3.4 Fingering in heterogeneous porous media

lp and φ fluctuate around steady-state values. That is, along the y direction, φ remains

constant as 0.69 in both media but lp fluctuates around 15δx and 16δx, respectively. The

value of lp in HE1 is slightly larger than that in HO due to the random porous structure.

(1)

(2)

(3)

(a)t∗ = 20 (b)t∗ = 80 (c)t∗ = 160 (d)t∗ = 240

Figure 3.10 Contours of density fields ρ∗ at four time instants t∗ = 20 (a), 80 (b), 160 (c), and 240
(d), for Test R2 in heterogeneous media HE1 (1), HE2 (2), and HE3 (3).

Figure 3.11 Outlines of density fingering at the time instant t∗ = 160, for Test R2 in the homoge-
neous medium HO (1), heterogeneous media HE1 (2), HE2 (3), and HE3 (4).

With initial and boundary conditions being set as in Eqs. (3.4)-(3.5), simulation are

performed in heterogeneous media. Similar to the above results in the homogeneous

medium HO, six types of dissolution-driven density fingering with homogeneous reaction

A + B → C are identified. As an example, Fig. 3.10 depicts density distributions in

heterogeneous media for Test R2 (see Table 3.1). It is found that the development of

density fingering in each heterogeneous medium experiences a similar set of periods as in
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medium HO (Fig. 3.2(3)) but fingering development details are significantly influenced

by the structure anisotropy. On one hand, in medium HE1, the large disorders of porous

structure make some fingers grow rapidly and penetrate into the host fluid much deeper

than the other fingers (Fig. 3.10(1)). Besides, in medium HE1, fingering tips are split

regularly by the solid matrices (Fig. 3.10(1)) and the fingering interfaces become much

rougher than that in HO (see outlines of density fingering in Fig. 3.11). On the other hand,

in media HE2-HE3 with a regularly distributed matrix, fingering fronts show a relatively

flat advancement and the fingering interface is smooth as in HO (Figs. 3.10(2)-(3) and

3.11). Compared with the homogeneous case HO (Fig. 3.2(3)) however, fingers are much

thicker in HE2 (Fig. 3.10(2)) while much thinner in HE3 (Fig. 3.10(3)). This is introduced

by vertical variations in pore spaces.
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Figure 3.12 Temporal evolutions of fingering extension depth lm for Test R2 in both homogeneous
and heterogeneous media.

In addition to these various fingering shapes, differences in fingering propagation

speed are observed from the calculated lm in Fig. 3.12. In medium HE1, density fingering

develops at a monotonic speed as in HO but the growing speed is much faster. It is

reasonable since porosities φ of HO and HE1 are almost the same along the flow direction
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(Fig. 3.9(3)) but the pore size lp of HE1 is larger (Fig. 3.9(2)). This tendency suggests

positive effects of the large pore size on the fingering growth. On the other side, in media

HE2 and HE3, profiles of lm exhibit two successive different velocities, which is different

from the homogeneous case HO. This is also attributed to the change of pore size lp and

porosity φ along the flow direction (Figs. 3.9(2)-(3)). In HE2, the large pore bodies near

the top boundary exert small resistance and thus lead to the fastest fingering growth among

the four media during the early period. Due to the increasingly large resistance along the

flow direction, the fast fingering development in HE1 is gradually suppressed and finally

becomes slower than the homogeneous case HO. On the contrary, density fingering in

HE3, with porosity being reversed to increase vertically, develops in a converse trend.

Specifically, density fingering is weak and grows slowly at first, and then fingering is

gradually intensified, and finally fingering becomes obvious and develops at a fast pace.

Among the four cases, density fingering develops the slowest in HE3, even though the

fingering growth speed increases in the later development period.
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Figure 3.13 Temporal evolutions of horizontally averaged mass flux of A at the top boundary J∗

(1) and stored amount of A in the host fluid ⟨C∗
A +C∗

C⟩ (2), for Test R2 in both homogeneous and
heterogeneous media.
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To quantify the impact of medium heterogeneity on the storage behaviours of A, results

of metrics J∗ and ⟨C∗
A +C∗

C⟩ are analyzed. Figure 3.13(1) firstly presents temporal evolu-

tions of mass flux J∗. It is found that J∗ fluctuates and finally collapses to a steady-state

value in HE1, which is consistent with its homogeneous counterpart. This is introduced by

their similar pore size lp and porosity φ distributions along the flow direction (Figs. 3.9(2)-

(3)). In media HE2 and HE3 however, curves of J∗ deviate from the homogeneous case

significantly. To be specific, in medium HE2, the curve of J∗ initially shows a similar

fashion as that in HO but keeps decreasing during the later development period, which is

caused by the diminished pore spaces along the flow direction. In medium HE3, the profile

of J∗ also departs from the homogeneous case after the initial stage and it remains constant

because of the significant suppression of porous structure on fingering development. Cal-

culated curves of ⟨C∗
A +C∗

C⟩ are then plotted in Fig. 3.13(2). All these curves increase with

time in a similar fashion, which is expected by Eq. (3.17). In addition, results of ⟨C∗
A+C∗

C⟩

are almost identical in media HO and HE1, suggesting these two media have a similar

storage capacity of species A. Medium HE2 enhances the dissolution of A into the host

fluid as both J∗ and ⟨C∗
A +C∗

C⟩ become larger in HE2 than in HO.

Figure 3.14 Schematic diagrams of homogeneous media HOA-HOB with different pore sizes.

66



3.4 Fingering in heterogeneous porous media

The above results imply that, although the storage of A is almost identical in both HO

and HE1, fingering growth speeds are different in these two media due to the different

pore size distributions. Considering differences in pore size is not obvious in these two

media, two homogeneous media HOA and HOB are generated as in Fig. 3.14 to further

examine effects of pore size. Values of pore size for media HOA and HOB are selected as

the largest (24.4δx) and the smallest (6δx) ones in medium HE1, respectively. In media

HOA-HOB, solid grains obey a staggered distribution as in HO, and geometric parameters

become, d = 19δx, rx = ry = 43.4δx, lp = 24.4δx in HOA; and d = 6δx, rx = ry = 12δx,

lp = 6δx in HOB. The numbers of grains in these two media are different from that in HO,

but their porosities and computational domains remain the same. In addition, similar to

medium HE1, calculated φ keeps constant as 0.69 along the y direction in media HOA

and HOB. However, results of lp are different in these three media: curves of lp fluctuate

around 24.4δx and 6δx in HOA and HOB, respectively, while the curve of lp for HE1 is

bounded by these two profiles.

Based on media HOA-HOB, Test R2 is carried out and temporal evolutions of lm,

J∗, and ⟨C∗
A +C∗

C⟩ are compared with the corresponding results in HE1. As displayed in

Fig. 3.15, among the three cases, fingering develops the fastest and the largest amount of

species A is stored in HOA (with the largest pore size 24.4δx). Moreover, the simulated

results in HE1 are bounded by those in media HOA and HOB, which is consistent with

their vertical distributions of lp. These results verify that a medium with larger pore size is

favourable for fingering development and storage of species A.

In summary, simulations have been conducted in three kinds of heterogeneous me-

dia. Similar to homogeneous cases in Sec. 3.2, results demonstrate reaction A+B →C
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Dissolution-driven density fingering with homogeneous reaction
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Figure 3.15 Temporal evolutions of fingering extension depth lm (1), horizontally averaged mass
flux of A at the top boundary J∗ (2), and stored amount of A in the host fluid ⟨C∗

A +C∗
C⟩ (3), for Test

R2 in homogeneous media HOA-HOB and heterogeneous medium HE1.

introduces six types of fingering scenarios. Besides, medium heterogeneity is found to

influence the advancing position, shape, and propagation speed of density fingering. In

terms of the storage efficiency of A, the calculated ⟨C∗
A +C∗

C⟩ and J∗ indicate medium HE2

with large pore spaces in the top area is favourable.

3.5 Summary

Using the proposed MRT LB model in Sec. 2.1, this chapter conducts pore-scale simula-

tions of dissolution-driven density fingering with homogeneous reaction A+B →C in both
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3.5 Summary

homogeneous and heterogeneous porous media. One homogeneous medium and three

heterogeneous media HE1-HE3 are artificially constructed, with HE1 containing randomly

distributed solid grains while HE2-HE3 having vertically decreasing (HE2) or increasing

(HE3) pore spaces. These media share the same porosity and computational domain.

Results in both homogeneous and heterogeneous media produce two non-reactive (NR

and NRS) and four reactive (R1-R4) types of fingering scenarios and suggest reaction can

enhance, inhibit, and trigger the development of density fingering. Then, a parametric

study demonstrates that increasing ∆RaCB = RaC −RaB (the relative contribution to fluid

density of species C and B) introduces strong fingering and reaction, improves the storage

of species A in the host fluid, and realizes the transition from stabilizing to destabilizing

effects of reaction on the fingering development. In addition, increasing η or Da intensifies

the impact of reaction on fingering but cannot modify how the reaction affects the fingering

development. These results qualitatively confirm existing theoretical predictions and REV-

scale simulations. They also provide new details of fingering development, including the

later-stage non-linearities and the precise reaction intensity at the pore scale.

Effects of medium heterogeneity on fingering dynamics are analyzed at the pore scale.

Compared with the homogeneous case, medium HE1 introduces obvious tip-splitting

phenomena and rougher fingering interfaces; and media HE2-HE3 produce smooth but

much thicker (HE2) or thinner (HE3) fingering. As for fingering growth speed, fingering

develops the fastest in HE1 and the slowest in HE3. Besides, in medium HE2, fingering

grows faster at early times but gradually becomes slower than the homogeneous case,

which is caused by the decreased medium porosity along the flow direction. As for storage

behaviors of species A, medium HE1 shows a similar capacity as the homogeneous one and
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Dissolution-driven density fingering with homogeneous reaction

medium HE2 with large pore spaces near the top boundary introduces strong dissolution

of A into the host fluid.

These pore-scale results have provided insights into dissolution-driven density fingering

with homogeneous reaction and are important for industrial applications. For example, in

the context of CO2 sequestration, enhancing the dissolution of CO2 is crucial to improving

the storage efficiency and safety. The classified fingering types under effects of chemical

reaction can provide a guidance for selecting geological storage sites according to their

chemical compositions. Besides, effects of porous heterogeneity have highlighted the

criterion that a medium with large pore size near the top layer is favorable.
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4 Differential diffusion effects on density

fingering with homogeneous reaction

Dissolution-driven density fingering with homogeneous reaction A+B → C in porous

media is closely related to some industrial applications, like geological sequestration of

CO2. Such a process has been simulated at the pore scale in Chapter 3 and six types of

density fingering with reaction A+B → C have been produced and analyzed. In these

simulations however, the three chemical species A, B, and C are assumed to diffuse equally.

Recently, some theoretical analyses and REV-scale simulations have indicated that different

diffusion coefficients between chemical species should be included to correctly interpret

experimental data and appropriately guide engineering applications. These macroscopic

studies have demonstrated that differential diffusion and chemical reaction can modify

fluid concentration and density, thereby multiplying the types of dissolution-driven density

fingering [71, 73, 84, 88]. Nevertheless, pore-scale descriptions of such a process is

still missing. This chapter thus extends to model dissolution-driven density fingering in

porous media at the pore scale, with effects of both homogeneous reaction A+B →C and

differential diffusion being considered.

4.1 Problem description

Dissolution-driven density fingering between two reactive solutions 1 and 2 is investigated

in a 2D homogeneous porous medium. The homogeneous medium constructed in Fig. 3.1 is

applied here, with the porosity being φ = 0.69 and the computational domain being 0≤ x≤
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Differential diffusion effects on density fingering with homogeneous reaction

lx = 1 and 0≤ y≤ ly = 2/3. In this medium, problem settings remain the same with those in

Sec. 3.1. For brevity, more details concerning the problem description, governing equations,

boundary and initial conditions, characteristic parameters, and boundary treatments are not

repeated here and can be found in Sec. 3.1. The D2Q9 MRT LB model in Sec. 2.1 is further

employed for pore-scale simulations of dissolution-driven density fingering coupled with

homogeneous reaction A+B →C and differential diffusion.

This chapter focuses on the influence of reaction A+B → C and different diffusion

coefficients of three chemical species, which are characterized by the buoyancy ratio

RaB/RaC and the diffusion ratio DB/DC, respectively [82]. Here RaB/RaC describes

the relative contributions to fluid density of solutes B and C and DB/DC quantifies the

diffusion strengths of these two solutes. That is, RaB/RaC > 1 and DB/DC > 1 represent

B is denser and diffuses faster than C. In the following simulations, the Schmidt number,

Damköhler number, and initial concentration ratio are fixed as Sc= 100, Da= 5, and η = 1,

respectively, and different values of Rar and Dr are selected to change test conditions.

In addition, grid convergence tests have been carried out, and a mesh of size Nx ×Ny =

1500×1000 is chosen to cover the computational domain in Fig. 3.1. Other geometrical

parameters are set as, d = 12δx, rx = 27δx, ry = 27δx, and lp = 15δx.

4.2 Fingering phenomena with reaction and differential diffusion

The general phenomena of dissolution-driven density fingering with impacts of homo-

geneous reaction A+B →C and differential diffusion are firstly investigated. To gain a

comprehensive understanding, two Rayleigh numbers of species A (RaA =±109) are con-

sidered. Thus, density of the host fluid increases (RaA = 109) or decreases (RaA =−109)
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4.2 Fingering phenomena with reaction and differential diffusion

upon the dissolution of A. These two tests are both simulated at different values of diffusion

ratio DB/DC and a subsection of RaB/RaC is modeled for each given DB/DC. In order

to illustrate different scenarios of density fingering at the pore scale, obtained results are

discussed from the following four groups: Group I with RaA = 109, DB/DC < 1, and

RaB/RaC = 0.1 ∼ 5; Group II with RaA = 109, DB/DC > 1, and RaB/RaC = 0.1 ∼ 5;

Group III with RaA =−109, DB/DC < 1, and RaB/RaC = 0.1 ∼ 5; and Group IV with

RaA =−109, DB/DC > 1, and RaB/RaC = 0.1 ∼ 5. Results of eight typical cases P1-P8

are provided and discussed, with simulation parameters being provided in Table 4.1.

Table 4.1 Parameters for Cases P1-P8.

Cases Parameters

P1 RaA = 109; DB/DC = 0.1; RaB/RaC = 0.25;

P2 RaA = 109; DB/DC = 0.1; RaB/RaC = 1.0;

P3 RaA = 109; DB/DC = 5.0; RaB/RaC = 1.0;

P4 RaA = 109; DB/DC = 5.0; RaB/RaC = 4.0;

P5 RaA =−109; DB/DC = 0.1; RaB/RaC = 0.25;

P6 RaA =−109; DB/DC = 0.1; RaB/RaC = 1.0;

P7 RaA =−109; DB/DC = 5.0; RaB/RaC = 1.0;

P8 RaA =−109; DB/DC = 5.0; RaB/RaC = 4.0;

4.2.1 Density fingering in Group I with RaA = 109 and DB/DC < 1

Simulations are firstly performed with RaA > 0, DB/DC < 1, and various RaB/RaC. The

development of density fingering is clearly observed in each test considered in this group.

For a given DB/DC, two representative fingering patterns are identified depending on

values of RaB/RaC. As an example, density evolutions of tests P1-P2 with DB/DC =

0.1, RaA = 109, and RaB/RaC = 0.25, 1 are shown in Fig. 4.1. In case P1 with small

RaB/RaC = 0.25, the initial fluid diffusion introduces a stratification of a denser fluid
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Differential diffusion effects on density fingering with homogeneous reaction

layer L1 on top of a less dense one L2 (Fig. 4.1(1a)). Then, density fingering appears and

experiences fingering growth, merge, and new fingering growth stages (Figs. 4.1(1b)-(1e)).

The general fingering characteristics are similar to those of case R2 with three species

diffusing at the same rate and more descriptions can be found in Chapter. 3.

With the increase of RaB/RaC, the other fingering pattern develops, like in case P2 with

RaB/RaC = 1. Compared with case P1, the early diffusion introduces a different density

stratification containing four layers: a denser fluid layer L1 near the top boundary overlies

a local minimum density layer L2, and the following denser layer L3 is on top of a less

dense one L4 (Fig. 4.1(2a)). Correspondingly, the density curve at t∗ = 30 in Fig. 4.1(2f)

has a local minimum followed by a local maximum. Layers L2 and L3 are introduced by

the different diffusion rates between B and C, which is referred to as the diffusive-layer

convection (DLC) mechanism [85]. To be specific, species A reacts with B to yield C at the

reaction front (RF), where the largest reaction rate takes place and two reactants are almost

consumed. So, less A and B penetrate RF and fast-diffusion C overlies slow-diffusion B

(DB/DC < 1) (Fig. 4.2(b)). Considering C diffuses downwards from RF without being

fully replaced by B, a local species-depleted (SD) and a local species-rich (SR) areas

are subsequently generated at and below RF, respectively (Fig. 4.2(b)). In this case with

RaB/RaC = 1, species C is not dense enough to change the fluid density distribution and

thus a local minimum (L2) and a local maximum (L3) density layers develop at SD and

SR, respectively (Fig. 4.2(b)).

These initial fluid layers form two buoyantly unstable stratifications: L1-L2 and L3-L4.

After the short diffusion period, the first density fingering develops from L1 near the top

boundary (Fig. 4.1(2b)), which corresponds to the unstable stratification L1-L2. This
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4.2 Fingering phenomena with reaction and differential diffusion

(1) Case P1 with RaA = 109, DB/DC = 0.1, and RaB/RaC = 0.25
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Figure 4.1 Contours of density fields ρ∗ (a)-(e) and horizontally averaged density ρ
∗ (f) at five

time instants t∗, for Cases P1-P2 with RaA = 109, DB/DC = 0.1, and RaB/RaC = 0.25 (1), 1.0 (2).
Contours of species concentrations fields (2g)-(2i) at time instant t∗ = 840 for case P2.
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Differential diffusion effects on density fingering with homogeneous reaction

first fingering grows and experiences classical fingering merge and new fingering growth,

but without penetrating the minimum density layer L2 (Figs. 4.1(2c)-(2e)). Compared

with case P1, the development of the first fingering is slowed down by the local stable

stratification L2-L3. During the late period, the second density fingering starts from L3 and

gradually becomes visible (Fig. 4.1(2d)), which is triggered by the unstable stratification

L3-L4. The two fingering areas are separated by L2. In contrast to fingers of the first

density fingering area, fingers of the second fingering area tend to grow individually or

form antenna-shaped patterns (Fig. 4.1(2e)), which can be explained by the fast-diffusion

C in L3 [86]. The concentration fields in Figs. 4.1(2g)-(2i) corresponding to the density

field in Fig. 4.1(2e) verifies that species C contributes to the second density fingering

and the division of secondary fingers, while the first fingering is caused by fingers of

A. Considering L2 and L3 are mainly introduced by the DLC mechanism, the specific

fingering phenomenon in this case is defined as DLC-type density fingering.
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Figure 4.2 Horizontally averaged density ρ
∗ and concentration C∗

r at time instance t∗ = 24, for
Cases P1-P2 with RaA = 109, DB/DC = 0.1, and RaB/RaC = 0.25 (a), 1.0 (b).

During the early diffusion stage of case P1, DLC also introduces similar species

distribution as in P2 (Fig. 4.2). But product C is dense enough to modify the density field

and generate a vertically decreasing one. Thus, density fingering wins in deforming the

buoyantly unstable layer quickly and C sinks into the host fluid before it diffuses to form

76



4.2 Fingering phenomena with reaction and differential diffusion

layers L2 and L3. This also explains the weaker SD and SR areas in case P1 compared

with those in P2. Considering product C enlarges the density difference between L1 and

L2 and promote the development of density fingering as reported in Chapter 3, density

fingering in P1 is defined as reaction-enhanced (RE) one.

The contribution amplitude of C to density decreases with increasing RaB/RaC and the

system switches from RE-type (P1) to DLC-type (P2) fingering at RaB/RaCs. The obtained

threshold for DB/DC = 0.1 is RaB/RaCs ≈ 0.3 and this critical value increases with DB/DC.

In addition, calculated horizontally averaged density profiles keep decreasing monotonical-

ly along the y direction in P1 (Fig. 4.1(1f)), but transfer from a non-monotonically pattern

into a monotonically decreasing one in P2 (Fig. 4.1(2f)). It is emphasized that, although

the local minimum and maximum layers exist in case P2 (Fig. 4.1(2)), the averaged density

curve decreases monotonically at later times. This is because the development of density

fingering brings in large disorders to deform the minimum and maximum layers.

4.2.2 Density fingering in Group II with RaA = 109 and DB/DC > 1

Fingering phenomena for DB/DC > 1 and RaA > 0 at different RaB/RaC are then simulated.

Similarly, a part of the results are provided in Fig. 4.3 to illustrate two typical fingering

scenarios in this group. Initial density fields in Figs. 4.3(1a) and (2a) display two similar

stratifications: a denser fluid layer L1 lies above a local minimum density layer L2 on

top of a layer L3. But L2 is located above (case P3) or at (case P4) RF, depending on

the value of RaB/RaC. The formation of these two initial stratifications is attributed to

another differential diffusion effect, namely, the double-diffusive (DD) mechanism [85].

As mentioned in group I, product C locates above B upon reaction. Thus, in both P3 and

P4 with DB/DC > 1, the fast upward diffusion of B and the slow downward diffusion of C
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Differential diffusion effects on density fingering with homogeneous reaction

contribute to the generation of a local SD area below RF (Fig. 4.4). Note that, although

fast-diffusion B promotes the accumulation of C above RF by reaction A+B →C, no local

SR region exists. It is because the dissolution of A makes the SR layer located at the top

boundary. Under this similar species distribution, two different density fields built up based

on the contribution to fluid density of C. In case P3 with small RaB/RaC (Fig. 4.3(1a)), C

increases fluid density sufficiently as in P1. Thus, layer L2 with local minimum density

develops below RF and more specifically at SD, where less C presents. On the other hand,

in case P4 with large RaB/RaC (Fig. 4.3(2a)), L2 locates at RF since C is not dense enough

to compensate the consumption of B. Correspondingly, the initial density curves in Fig. 4.4

clearly illustrate a minimum below RF in P3 and at RF in P4.

After the initial diffusion stage, dense fingers sink from L1 towards the host fluid

in both cases and fingering tips are located above L2 at first (Figs. 4.3(1b)-(2b)). Then,

two types of density fingering are observed during fingering merge and new fingering

stages. First, in case P3 with low RaB/RaC (Figs. 4.3(1c)-(1e)), fingering tips progressively

penetrate L2, with fingers being larger above L2 but narrower below. This is caused by

the fact that L2 and L3 form a buoyantly stable stratification to hinder the progression

of fingers into the host fluid. In case P3 however, species C is sufficiently dense and

thus the the strength of the barrier L2-L3 is too weak to counteract fingering progression.

Concentration distributions in Figs. 4.3(1g)-(1i) corresponding to the density field in

Fig. 4.3(1e) also expresses that a small part of C penetrates L2 to yield narrow fingers

below, while fingers of A play a vital role in forming wide fingers above. It is emphasized

that, in case P3, the minimum layer L2 at SD is introduced by the DD mechanism, thus

the fingering in this case is defined as DD-type density fingering. Second, in case P4 with

78



4.2 Fingering phenomena with reaction and differential diffusion

(1) Case P3 with RaA = 109, DB/DC = 5.0, and RaB/RaC = 1.0
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(2) Case P4 with RaA = 109, DB/DC = 5.0, and RaB/RaC = 4.0
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Figure 4.3 Contours of density fields ρ∗ (a)-(e) and horizontally averaged density ρ
∗ (f) at five

time instants t∗, for Cases P3-P4 with RaA = 109, DB/DC = 5.0, and RaB/RaC = 1.0 (1), 4.0 (2).
Contours of species concentrations fields (1g)-(1i) at time instant t∗ = 550 for case P3.

79



Differential diffusion effects on density fingering with homogeneous reaction

high RaB/RaC (Fig. 4.3(2)), the downward movement of density fingering is efficiently

refrained by L2. This is because product C is not dense enough to penetrate the stabilizing

barrier of L2-L3. The development of density fingering agrees well with the equal diffusion

case R1 in Chapter 3 and L2 at RF is mainly caused by reaction. Thus the development of

fingering in P4 is classified as reaction-suppressed (RS) one.

Note that, the horizontally averaged density profiles remain non-monotonic (with

a local minimum) in P4 (Fig. 4.3(2f)) but switches from a non-monotonic pattern to a

monotonically decreasing one in P3 (Fig. 4.3(1f)). The most likely explanation for this

difference is that the strong DD-type density fingering finally penetrates L2 and introduces

obvious non-linearities in P3. Besides, the system transfers from DD-type to RS-type

density fingering at RaB/RaCs ≈ 2.5 for DB/DC = 5.0 and this critical value increases

with DB/DC.
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Figure 4.4 Horizontally averaged density ρ
∗ and concentration C∗

r at time instance t∗ = 6, for Cases
P3-P4 with RaA = 109, DB/DC = 5.0, and RaB/RaC = 1.0 (1), 4.0 (2).

4.2.3 Density fingering in Group III with RaA =−109 and DB/DC < 1

Based on simulation results obtained in this group, two types of fingering phenomena are

defined. For illustration, density evolutions at DB/DC = 0.1, RaA =−109, and RaB/RaC =

0.25, 1 are provided in Fig. 4.5. Similar to Group II, initial diffusion introduces two density
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4.2 Fingering phenomena with reaction and differential diffusion

stratifications: a less dense fluid layer L1 lies above a local maximum density layer L2

at (case P5) or below (case P6) RF, and these two layers are followed by a layer L3

(Figs. 4.5(1a)-(2a)). Similar to group I, the DLC mechanism comes into play here and a

local SD and a local SR areas form at and below RF, respectively (Fig. 4.6). Nevertheless,

considering species A contributes to decreasing the fluid density, density fields formed

in this group are different from those in group I. On one hand, in case P5 with relatively

small RaB/RaC (Fig. 4.5(1a)), the local maximum density layer L2 forms at RF, where

less A and more C exist (Fig. 4.6(a)). This is because fluid density decreases with the

dissolution of A but increases with the production of C. On the other hand, in case P6 with

high RaB/RaC (Fig. 4.5(2a)), the contribution to fluid density of C decreases but that of

A remains the same. Thus, L2 develops below RF and specifically at SR, where almost

all of A is consumed by reaction (Fig. 4.6(b)). Note that, no local minimum density layer

appears corresponding to the local SD area in this group. This is attributed to the fact that

dissolved A decreases fluid density and introduces a minimum density layer at the top

boundary. Initial density curves in Fig. 4.6 quantitatively display positions of minimum

and maximum density layers in both cases and indicate the unstable density jump between

L2 and L3 is larger in P5 than in P6.

Dense fingers then develop from L2 and progress down into the host fluid. Fingering

merge and new fingering growth are observed in both cases P5 and P6 (Figs. 4.5(b)-e).

Due to different intensities of the unstable density jump from L2 to L3, two fingering

scenarios are observed. First, in case P5 with relatively small RaB/RaC, the dense species

C magnifies the unstable density gradient and subsequently brings in strong fingering. The

fingering development in case P5 is similar to that in case R3 (Chapter 3) and is defined as
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(1) Case P5 with RaA =−109, DB/DC = 0.1, and RaB/RaC = 0.25
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(2) Case P6 with RaA =−109, DB/DC = 0.1, and RaB/RaC = 1.0
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Figure 4.5 Contours of density fields ρ∗ (a)-(e) and horizontally averaged density ρ
∗ (f) at five

time instants t∗, for Cases P5-P6 with RaA =−109, DB/DC = 0.1, and RaB/RaC = 0.25 (1), 1.0
(2). Contours of species concentrations fields (2g)-(2i) at time instant t∗ = 1200 for case P6.
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4.2 Fingering phenomena with reaction and differential diffusion

reaction-introduced (RI) density fingering. It is because L2 at RF is introduced by chemical

reaction and density fingering is not observed in the non-reactive counterpart. Second, in

case P6 with large RaB/RaC, fingering grows slowly and gradually becomes weak. This is

related to the fact that the density difference between L2 and L3 is too weak to deform the

fluid interface quickly. Thus species A and B tend to diffuse to meet and react with each

other, making the concentration of B in the host fluid diluted gradually. This is verified by

the relatively flat fluid interfaces in concentration fields of A and B (Figs. 4.5(2g)-(2h)), as

well as the decreased host fluid density (Fig. 4.5(2f)). As time goes on, the concentration of

B decreases and its upward diffusion slows down, which causes the descending production

rate of C. Seen from concentration fields in Figs. 4.5(2g)-(2i), fingers of C are responsible

for the development of density fingering. Thus, the decreased production of C ultimately

results in the weak density fingering. The slow fingering development in P6 is called

DLC-type density fingering since the DLC mechanism brings in the unstable stratification

L2-L3.
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Figure 4.6 Horizontally averaged density ρ
∗ and concentration C∗

r at time instance t∗ = 6, for Cases
P5-P6 with RaA =−109, DB/DC = 0.1, and RaB/RaC = 0.25 (a), 1.0 (b).

It is important to stress the characteristic base shape in these two cases, namely, the stag-

nant liquid layer (SLL) near the top boundary (Figs. 4.5(1d)-(2d)). The remaining A after

reaction in the top layer decreases fluid density and is at the origin of SLL (Figs. 4.5(2g)),
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Differential diffusion effects on density fingering with homogeneous reaction

which is not observed in cases with RaA > 0. Seen from Figs. 4.5(1d)-(2d), SLL is weak

and distributes in separated parts in P5, but it becomes thick and spans the entire domain

width in P6. This is reasonable as species transport by convection is orders of magnitude

larger than by diffusion. Specifically, in case P5, the well-developed density fingering is ac-

companied by strong convection and thus brings B up to react with A near the top boundary

quickly. However, in case P6, reactants A and B come into contact and react by diffusion,

which is slow. Consequently, A is consumed efficiently in P5 but tends to accumulate

near the top boundary in P6. Again, in this group, a switch threshold RaB/RaCs ≈ 0.3 is

identified for the RI-type and DLC-type density fingering at DB/DC = 1.0, and RaB/RaCs

ascends with DB/DC. In terms of the horizontally averaged density profiles in Figs. 4.5(1f)-

(2f), the late-stage profiles keep being non-monotonic with a local maximum. This is

because the dissolution of A decreases fluid density obviously at the top boundary.

4.2.4 Density fingering in Group IV with RaA =−109 and DB/DC > 1

Finally, two specific fingering scenarios are observed after simulations in this group. They

are illustrated with the help of results at DB/DC = 5, RaA =−109, and RaB/RaC = 1.0, 4.0

in Fig. 4.7. On one hand, at low RaB/RaC (case P7 in Fig. 4.7(1)), initial diffusion

introduces a density stratification containing four layers: layer L1 lies on top of a local

maximum density layer L2 and the following layer L3 with local minimum density overlies

layer L4 (Fig. 4.7(1a)). The DD mechanism, as introduced in group II, brings in a SD

area below RF here (Fig. 4.8(a)), but the decrease of fluid density upon the dissolution

of A leads to a different density distribution. That is, similar to case P5, the sufficiently

dense C results in a local maximum (L2) at RF and a local minimum (L3) at SD. Only

one unstable stratification is formed by L2 and L3 in this case. Thus, density fingering
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4.2 Fingering phenomena with reaction and differential diffusion

develops from L2 and experiences fingering growth, merge, and new fingering growth

periods (Figs. 4.7(1b)-(1e)). Even DD-induced L3 forms a buoyantly stable stratification

with L4, fingering tips can penetrate this weak barrier as in case P3. It is emphasized that,

after penetration, fingering becomes strong below L3 as species A decreases fluid density

obviously in the top layer. In addition, similar to case P6, fingering grows slowly with the

decreased B in the host fluid and SLL caused by remaining A near the top boundary is also

observed. Considering the unstable stratification L2-L3 is caused by the DD mechanism,

fingering phenomenon in this case is defined as DD-type density fingering.

As for density curves in Fig. 4.7(1f), they initially show a non-monotonic pattern

with a maximum followed by a minimum, which is consistent with the density field in

Fig. 4.7(1a). But as propagation goes on, the density curve changes in a non-monotonic

fashion with only a local maximum and the disappearance of the local minimum density is

caused by the penetration of fingering tips as in case P3. In addition, the local maximum

density decreases with time because of the dilution of B as in case P6.

On the other hand, at high RaB/RaC (case P8 in Fig. 4.7(2)), initial diffusion introduces

a buoyantly stable stratification of a less dense layer L1 on top of a denser layer L2

(Fig. 4.7(2a)). Under this condition, the horizontally averaged density profile at each time

instant increases monotonically and no fingering develops (Fig. 4.7(2)). Again, a critical

value RaB/RaCs ≈ 2.5 is captured between cases P7 and P8 for DB/DC = 5.0 and this

critical value increases with DB/DC.

To summarize, effects of DB/DC and RaB/RaC on the development of density fingering

are classified into eight regimes, as shown in Fig. 4.9. For cases P1-P4 with RaA > 0, denser

fluid rich in A grows from the top boundary and fingering develops from the top layer.
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(1) Case P7 with RaA =−109, DB/DC = 5.0, and RaB/RaC = 1.0
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(2) Case P8 with RaA =−109, DB/DC = 5.0, and RaB/RaC = 4.0
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Figure 4.7 Contours of density fields ρ∗ (a)-(e) and horizontally averaged density ρ
∗ (f) at five

time instants t∗, for Cases P7-P8 with RaA =−109, DB/DC = 5.0, and RaB/RaC = 1.0 (1), 4.0 (2).
Contours of species concentration fields (1g)-(1i) at time instant t∗ = 400 for case P7.

Therefore, regardless of reaction or differential diffusion, the system is buoyantly unstable.

Then, according to relative values of RaB/RaC and DB/DC, four different fingering patterns

are classified as RE, DLC, DD and RS. On the other hand, for cases P5-P8 with RaA < 0,

fluid density decreases upon the dissolution of A and the system keeps stable near the
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Figure 4.8 Horizontally averaged density ρ
∗ and concentration C∗

r at time instance t∗ = 6, for Cases
P7-P8 with RaA =−109, DB/DC = 5.0, and RaB/RaC = 0.25 (a), 1.0 (b).

top boundary. In addition, density fingering only develops below the SLL layer that is

introduced by remaining A near the top boundary. Similarly, four cases P5-P8 are identified

depending on RaB/RaC and DB/DC as RI, DLC, DD and stable.
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Figure 4.9 Plots of dissolution-driven density fingering simulation cases (black symbols) in a phase
plane spanned by parameters DB/DC and RaB/RaC. Eight distinct areas are divided to represent
eight regimes of density fingering development.

The present classification is generally consistent with theoretical results in [82] and

calculated horizontally averaged density profiles also verify theoretical predictions in the

early period: monotonically decreasing (P1) or increasing (P8), with one minimum below

(P3) or at (P4) RF, with one maximum at (P5) or below (P6) RF, with a minimum followed

by a maximum (P2) or the opposite (P7). As fingering comes into the late non-linear
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Differential diffusion effects on density fingering with homogeneous reaction

stage however, density profiles in these eight cases are divided into two parts. On one

hand, density curves remain the same as their initial patterns in cases P1, P4, P5 and

P8. Fingering dynamics in these four cases are consistent with those in equal-diffusion

cases R1-R4 (Chapter 3), where fingering properties are dominated by chemical reaction.

On the other hand, when differential diffusion effects become obvious in cases P2, P3,

P6 and P7, averaged density curves tend to decrease monotonically (P2, P3) or increase

non-monotonically with a local maximum (P6, P7). In these four cases, the DD and DLC

mechanisms introduce new fingering features not observed in Chapter 3. Specifically, the

DLC-induced maximum density layer brings in the second density fingering area in P2;

the DD-induced minimum density layer is penetrated by fingering tips in P3; and the DD

and DLC mechanisms trigger fingering phenomena in cases P6 and P7. It is emphasized

that, species distributions are captured to show local SD and SR areas and then to clearly

identify positions of local minimum and maximum density layers.

4.3 Quantitative effects of differential diffusion

Having investigated the general phenomena of density fingering under different values of

DB/DC and RaB/RaC, quantitative effects of these two parameters are further explored.

Now that, pore-scale simulations in Chapter 3 with DA = DB = DC have proven that in-

creasing RaB/RaC destabilizes density fingering, this parameter is thus no longer analyzed

here. To focus on differential diffusion effects, all species are assumed to contribute equally

to fluid density, namely, RaA = RaB = RaC = 109. Besides, the diffusion rate of B is fixed

as DB = DA and different values of DC are selected to change DB/DC.
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4.3 Quantitative effects of differential diffusion

Effects of differential diffusion on the progression of density fingering are firstly

evaluated by calculating the fingering extension depth lm. Temporal evolutions of lm in

Fig. 4.10 show that lm increases with decreasing DB/DC during the early diffusion stage.

This is because, under the smaller DB/DC, the diffusion rate of C becomes larger and the

top fluid layer rich in A and C progresses into the host fluid faster, leading to the larger

lm. After this short period, lm starts to increase with time rapidly, which is introduced by

the onset of fingering. It is found that, in tests with larger DB/DC, lm deviates from the

initial diffusive trend faster and grows to reach the bottom earlier. This is because the

larger DB/DC indicates the faster-diffusion B and the slower-diffusion C. On one hand,

slow-diffusion C tends to accumulate in the top layer and increase fluid density. Second,

fast-diffusion B leads to intensified reaction and more product C. The combination of these

two factors contributes to intensifying the unstable stratification and then promoting the

onset and growth of density fingering.
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Figure 4.10 Temporal evolutions of fingering extension depth lm for tests with RaA = RaB = RaC =
109 and DB/DC = 0.1, 0.5, 1, 2, 5, 10 in homogeneous media.

Considering the dissolution of A into the host fluid is always desirable in industrial

applications, effects of differential diffusion on the storage behaviors of A are quantitatively

investigated. As conducted in Chapter 3, two metrics are calculated. The first one is the
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Differential diffusion effects on density fingering with homogeneous reaction

horizontally averaged mass flux of A at the top boundary J∗ (Eq. (3.16)). The second

one is the amount of A stored in the host fluid, which is defined as the volume-averaged

concentration ⟨C∗
A +C∗

C⟩ [28]. As illustrated in Fig. 4.11, temporal evolutions of J∗ and

⟨C∗
A +C∗

C⟩ for each DB/DC are qualitatively similar to previous results in Chapter 3 with

three species diffusing equally. That is, J∗ evolves with time non-monotonically at first

and finally fluctuates around a steady-state value, and ⟨C∗
A +C∗

C⟩ increases with time

monotonically.
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Figure 4.11 Temporal evolutions of horizontally averaged mass flux of A at the top boundary J∗ (a)
and stored amount of A in the host fluid ⟨C∗

A +C∗
C⟩ (b), for tests with RaA = RaB = RaC = 109 and

DB/DC = 0.1, 0.5, 1, 2, 5, 10 in homogeneous medium HO.

Regardless of the similar development pattern, differences introduced by differential

diffusion are obvious from results in Fig. 4.11. Every J∗ with differential diffusion is

smaller than the equal-diffusion one. This difference amplifies when the value of DB/DC

departs from DB/DC = 1 more obviously (Fig. 4.11(a)). It is attributed to the following

two factors. First, for tests with DB/DC < 1, a local minimum density layer followed

by a local maximum density layer develops due to the DLC mechanism (like case P2 in

Fig. 4.1(2)). These two layers form a stable barrier to suppress the development of density

fingering and the accompanied convection. Thus, less amount of B is brought up to react

90



4.4 Summary

with A, which thus decelerates the chemical consumption of A and leads to small J∗. With

the increasing DB/DC, the intensity of DLC and the inhibition effects of the stable barrier

become weak, hence the increased value of J∗. The influence of DLC finally disappears

when DB/DC increases to be 1 and J∗ ascends to reach a peak value. As DB/DC continues

growing to become larger than 1, the DD mechanism comes into play and introduces a

local minimum layer (like case P3 in Fig. 4.3). Similarly, this minimum layer suppresses

the dissolution of A and the suppressing intensity accelerates as DB/DC increases. That is,

with increasing DB/DC, J∗ increases if DB/DC < 1, but decreases if DB/DC > 1.

Similar to results of J∗, lines obtained for ⟨C∗
A +C∗

C⟩ in Fig. 4.11(b) also illustrate that

the largest amount of A is dissolved into the host fluid as DB/DC = 1. The stored amount

decreases with increasing (or decreasing) DB/DC in the range DB/DC > 1 (or DB/DC < 1).

Thus, calculated J∗ and ⟨C∗
A+C∗

C⟩ suggest that, differential diffusion suppresses the storage

of species A in the host fluid and the inhibition strength increases with the increasing

difference between the diffusion rates of B and C. In addition, this conclusion has been

checked for other values of RaB/RaC.

4.4 Summary

As a continuation of the work in Chapter 3, dissolution-driven density fingering is simulated

in a homogeneous porous medium at the pore scale, using the proposed MRT LB model. In

these simulations, the effects of both the homogeneous reaction A+B →C and differential

diffusion are considered. Numerical results demonstrate eight types of density fingering

depending on parameters RaA (Rayleigh number of species A), RaB/RaC (buoyancy ratio

of species B and C), and DB/DC (diffusion coefficient ratio of species B and C), which
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Differential diffusion effects on density fingering with homogeneous reaction

confirm previous theoretical predictions [82]. On one hand, in cases P1, P4, P5 and

P8, fingering dynamics are consistent with equal diffusivity simulation cases R1-R4 in

Chapter 3. On the other hand, in cases P2, P3, P6 and P7, differential diffusion causes

the double-diffusive (DD) and the diffusive-layer convection (DLC) mechanisms, which

subsequently give rise to four new types of density fingering phenomena.

In cases P2 and P6 with DB/DC < 1 and relatively large RaB/RaC, the DLC mechanism

introduces a local species-depleted (SD) area at the reaction front (RF) followed by a local

species-rich (SR) region. With this species distribution, a local minimum density layer

develops at RF and a local maximum density layer forms at SR if RaA > 0 (P2), leading

to the first density fingering from the top boundary and the second fingering from the

DLC-caused local maximum density layer. Two fingering regions are separated by the

local minimum density layer and the second fingers deform into antenna-shaped patterns.

On the other hand, in cases P3 and P7 with DB/DC > 1 and relatively small RaB/RaC, the

DD mechanism produces a local SD area below RF. This then brings in a local minimum

density layer at SD to suppress fingering development. But this barrier is finally penetrated

by fingering because it is too weak to hinder the sufficiently dense C. Note that, fingering

tips below the minimum become narrow in P3 with RaA < 0 but strong in P7 with RaA > 0.

In these four cases, although density curves are initially similar to theoretical results, they

gradually change to decrease monotonically (P2 and P3) or increase non-monotonically

with a local maximum (P6 and P7), due to the large disorders and non-linear interactions

in the late development stage. In addition, in cases P6 and P7 with RaA < 0, the DD and

DLC mechanisms are found to trigger the development of density fingering.
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4.4 Summary

Finally, the influence of differential diffusion is quantified by a parametric study.

Results show that, with increasing DB/DC, fingering propagates into the host fluid more

slowly in the early stage but gradually becomes faster in the late period. In addition, storage

behaviours of A in the host fluid change non-monotonically with DB/DC: the storage of

A reaches a peak value at DB = DC but decreases as the difference between DB and DC

increases. Thus, differential diffusion tends to suppress the storage of A.

The present pore-scale results indicate that understanding effects of differential diffu-

sion is of great importance for industrial applications, such as geological CO2 sequestration.

That is, comparing chemical compositions among different underground sites and selecting

the one, with reaction and differential diffusion enhancing the storage of CO2, is important

to improving the storage efficiency and safety.
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5 Miscible viscous fingering coupled with

dissolution reaction

Global climate change is happening but may be mitigated by the technology of carbon

dioxide (CO2) sequestration in geological reservoirs. To gain comprehensive insights into

this approach, pore-scale simulations of the displacement between two miscible fluids in

porous media are necessary. During the miscible displacement, viscous fingering arises

when the displacing fluid is less viscous than the displaced one. This interface instability is

a common phenomenon in CO2 sequestration because the injected CO2 is less viscous than

the host brine. In addition, in porous media, miscible viscous fingering is usually affected

by chemical dissolutions of porous matrices [26, 92]. Recently, some pore-scale studies on

miscible viscous fingering in porous media have been carried out, but have not involved the

presence of dissolution reaction. The motivation of this chapter is to investigate miscible

viscous fingering in porous media at the pore scale, with the coexistence of viscosity

contrast and dissolution reaction being considered. The modelled results will be of interest

to industrial applications like CO2 sequestration.

5.1 Problem description

In this chapter, the miscible displacement between two fluids 1 and 2 is investigated in

porous media at the pore scale. As depicted in Fig. 5.1, a 2D homogeneous structure with

length lx and width ly is built [63]. This porous network contains a staggered array of

circular and non-reactive grains, which are homogeneously coated by reactive solid Bs.
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lx

0.5ry

Pore space:
Fluid 2 

(m2, CA,2) 

rx

Figure 5.1 The schematic of the problem: Miscible displacement between two fluids with viscous
contrast and dissolution reaction in porous media.

Pore spaces between these grains are initially filled with fluid 2 of viscosity µ2. Another

fluid 1 of viscosity µ1 is injected from the left inlet by a driving force FFF = (Fx, 0) to

displace fluid 2. These two fluids are considered miscible, incompressible, isothermal, and

neutrally buoyant. During such a displacement, viscous fingering is expected to occur if the

displacing fluid 1 is less viscous than fluid 2 (µ1 < µ2). In the meantime, the injected fluid

1 contains a solute A in concentration CA =CA,1, while fluid 2 does not (CA =CA,2 = 0).

Solute A can act as a dissolving component to react with solid Bs following the A+Bs →C

scheme, with the reaction product C being in the dissolved form. The reaction rate Fr of

this dissolution reaction is defined as [47],

Fr = kCI
A, (5.1)

where k is the kinetic reaction constant and CI
A is the concentration of solute A at the

interface I between fluid 1 and solid Bs. As solid Bs is dissolved out gradually, the update

of the porous structure is tracked by [47],

∂tVB =−SBVBmFr, (5.2)
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5.1 Problem description

where VB and VBm are the volume and the molar volume of solid Bs, respectively, and SB

is the reactive surface area. Such a dissolution reaction changes medium porosity and

permeability, leading to variations in fluid mobility and interface instability.

Based on the above introduction, governing equations for fluid flow and concentration

transport in pore spaces can be built as in Eqs. (2.64)-(2.66). By introducing the charac-

teristic length L = ly, velocity U = ν2/L, and concentration Cch = CA,1, dimensionless

parameters marked by asterisks can be derived as,

t∗ =
t

L/U
, c∗ =

CA

Cch
, Pe =

LU
D

, Re =
LU
ν

, Da =
k
U
. (5.3)

Key characteristic numbers of this problem are: the viscosity ratio R, the Reynolds number

Re, the Peclet number Pe, and the Damköhler number Da.

The D2Q9 MRT LB model developed in Sec. 2.2.2 is used to study viscous fingering

dynamics in the context of miscible displacement with dissolution reaction. To conduct

pore-scale simulations in the homogeneous medium as built in Fig. 5.1, geometric parame-

ters are set as, lx = 1, ly = 0.497, d = 0.0063, δ = 0.001, and rx = ry = 0.015, respectively,

leading to the medium porosity as φ = 0.508 and the initial volume fraction of solid Bs

as φB,0 = 0.232. In regards to boundary conditions, the top and bottom boundaries are

periodic, zero-gradient conditions are applied for all the scalars at the outlet, and fixed

viscosity and concentration of fluid 1 are employed at the inlet. Moreover, the Reynolds

number of fluid 2 and the driving force are fixed as Re = 1.0 and Fx = 0.09, respectively.

Different values of viscosity ratio R, Peclet number Pe, and Damköhler number Da are

chosen to change modelling conditions. Before proceeding further, grid convergence tests

have been carried out. After grid independence tests, a mesh of size Nx ×Ny = 1920×954

is selected to describe the medium in Fig. 5.1, with geometrical parameters being, d = 12δx,
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δ = 2δx, rx = ry = 28δx, and δx = lx/Nx, respectively. Each of the following simulations

continues until the fluid front, l f , reaches the position 0.75lx. Note that, all parameters are

set in lattice units and the fluid front refers to the front position of fluid 1.

5.2 General viscous fingering patterns

Pore-scale simulations are firstly performed to investigate general patterns and dynamics

of miscible viscous fingering, in the presence of both viscosity contrast and dissolution

reaction. Numerical results reveal different fingering types that are determined by coupled

effects of three factors, namely, viscosity contrast (R), fluid diffusion (Pe), and chemical

dissolution (Da). As an example, two sets of simulations are discussed to illustrate these

fingering patterns, including cases Ia-Ic with R = 3, Pe = 30, and Da = 0, 0.01, 0.3; and

cases IIa-IIc with R =−0.5, Pe = 30, and Da = 0, 0.01, 0.3. These three Da values are

selected to represent no dissolution, slow dissolution, and fast dissolution, respectively.

Cases Ia-Ic are considered at first, of which the viscosity contrast between fluids 1

and 2 is classically understood as unstable (R = 3). For each test, Fig. 5.2 depicts spatial

distributions of concentration c∗ at four time instants, showing a classical development

pattern of viscous fingering [29, 48]. That is, upon the injection of fluid 1 from the inlet,

the displacement starts with a planar fluid interface and the system is dominated by fluid

diffusion (Figs. 5.2(a1), (b1), (c1)). As the injection continues, the initially uniform

interface gradually distorts and grows into viscous fingering to control the displacement

dynamics (Figs. 5.2(a2), (b2), (c2)). After this fingering initiation stage, fingers experience

individual growth, nonlinear interaction, merge, and fading periods (Figs. 5.2(a3), (b3),
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(c3)). In the final stage, only a few leading fingers are left, which will block or adsorb

trailing fingers.
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(a4) 0.15

x / lx 

0 0.5 1
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x / lx 

(c4) 0.28

Figure 5.2 Concentration contours c∗ and transversely averaged concentration c∗ and porosity φ

at four time instants, for cases Ia-Ic with R = 3, Pe = 30, and Da = 0 (a), 0.01 (b), 0.3 (c). Gray
rectangles are marked for zoom-in views in Fig. 5.3.

In spite of this similar development pattern, the dissolution of solid Bs is different

among the three cases. As an illustration, Fig. 5.3 provides zoom-in views of concen-

tration and residual solid Bs distributions. In case Ia with no dissolution (Fig. 5.3(a)),

solid Bs keeps its initial distribution and medium porosity remains unchanged during
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(a) Case Ia: R = 3, Pe = 30, Da = 0.0 (b) Case Ib: R = 3, Pe = 30, Da = 0.01 (c) Case Ic: R = 3, Pe = 30, Da = 0.3

Concentration, c* Solid Bs Solid grain
0.0      0.5       1.0

Figure 5.3 Zoom-in views of regions highlighted by gray rectangles in Fig. 5.2: concentration c∗

and residual solid Bs distributions at two time instants, for cases Ia-Ic with R = 3, Pe = 30, and
Da = 0 (a), 0.01 (b), and 0.3 (c).

the displacement. With the introduction of dissolution in cases Ib-Ic (Figs. 5.3(b)-(c)),

solid Bs is gradually dissolved out and medium porosity increases behind the moving

interface between the two fluids. This results in a situation of fluid 1 from a high-mobility

region displacing fluid 2 in a low-mobility area. To further quantify the difference in

dissolution dynamics between cases Ib and Ic, transversely averaged concentration c∗ and

porosity φ are calculated in Figs. 5.2(b)-(c). Note that, due to the slow dissolution in case

Ib, the propagation of fluid 1 (or the fluid front) obviously exceeds the expansion of the

high-mobility area (or the dissolution front) along the flow direction. Differently, in case Ic,

expansions of fluid 1 and the high-mobility area are almost consistent with each other. It is

because dissolution is fast enough to exhaust both species A and solid Bs at the moving

interface, making fluid 1 accumulate in but not penetrate the high-mobility region.

In addition, cases Ia-Ic demonstrate different fingering dynamics during different

development stages. On one hand, at the initiation stage (Figs. 5.2(a2), (b2), (c2)), fingering

appears the earliest in the non-reactive case Ia (Da = 0) and much later in the two reactive

cases Ib and Ic, indicating that dissolution delays the onset of fingering. To quantitatively

explain this impact, Fig. 5.4 provides transversely averaged concentration c∗ and viscosity
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ln(µ/µ1), as well as truncated contours for cases Ia-Ic at t∗ = 0.075. In case Ib, the low-

speed dissolution consumes species A in fluid 1 but cannot suppress the propagation of fluid

1. It thus increases viscosity of fluid 1 and decreases viscosity contrast between fluids 1

and 2. Differently, in case Ic, the high-speed dissolution slows down the accumulation and

expansion of fluid 1 along the displacing direction. Both the decreased viscosity contrast

(case Ib) and the decelerated displacing fluid 1 (case Ic) contribute to the delayed viscous

fingering appearance. Additionally, as Da increases from cases Ib to Ic, the fingering delay

period lasts longer and thus the suppressing effect of dissolution is stronger.
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Figure 5.4 Transversely averaged concentration c∗ and viscosity ln(µ/µ1) (a), and truncated
contours of c∗ and ln(µ/µ1) (b), for cases Ia-Ic with R = 3, Pe = 30, and Da = 0, 0.01, 0.3, at
time instant t∗ = 0.075.

On the other hand, at the late stage, the influence of dissolution becomes non-monotonic.

That is, compared with case Ia (Figs. 5.2(a2)-(a4)), chemical dissolution tends to stabilize

(Figs. 5.2(b2)-(b4)) or destabilize (Figs. 5.2(c2)-(c4)) viscous fingering, depending on the

dissolution rate Da. In case Ia, fingers grow and merge with neighboring ones, forming

two obvious fingers during the late stage. This is however absent in case Ib, where fingers

fade away with time. It is attributed to the fact that the slow dissolution keeps smoothening
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fluid 1 Rv1 (c), and residual solid Bs RB (d), for cases I with R= 3, Pe= 30, and Da= 0.0, 0.01, 0.3.

the fluid viscosity contrast and suppressing fingering development. In case Ic, although

the onset of fingering is delayed, the fast dissolution of solid Bs, in turn, brings in a

high-mobility region saturated with the displacing fluid 1 behind the moving interface.

This subsequently enlarges the fluid mobility contrast and results in the enhanced fingering

dynamics (i.e., long fingering and tip splitting). Such a destabilizing effect of dissolution

is not observed in case Ic because, as mentioned above, the expansion of the high-mobility

area is obviously slower than the propagation of fluid 1. In addition, profiles of transversely

averaged concentration c∗ exhibit plateaus in cases Ia and Ic (Fig. 5.2). These plateaus

emerge because fingers contain almost the same quantity of A. By comparing the plateau
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5.2 General viscous fingering patterns

length, it is also concluded that viscous fingering is reinforced by fast dissolution but

inhibited by slow dissolution at the late development stage.
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To quantitatively grasp fingering dynamics in cases I, Fig. 5.5 plots temporal evolutions

of front position l f /lx, mixing length lm/lx, volume fraction of fluid 1 Rv1 =V1/Vp, and

residual solid Bs RB = φB/φB,0. Parameters V1, Vp, and φB are the volume occupied by fluid

1, the volume of pore spaces, and the volume fraction of Bs at a given time, respectively.

Note that, based on profiles of transversely averaged concentration c∗, l f is defined as
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Miscible viscous fingering coupled with dissolution reaction

the position with c∗ = 0.01 and lm is calculated as the distance between c∗ = 0.01 and

c∗ = 0.99. Curves of l f /lx in Fig. 5.5(a) show the non-reactive case Ia propagates faster

than the two reactive cases Ib-Ic. It is because chemical dissolution consumes species A,

which contributes to decreasing viscosity (or increasing mobility) of the displacing fluid

1. To understand behaviours of lm/lx as a function of time in Fig. 5.5(b), it is recalled

that lm/lx grows in a diffusive tendency during the initial period, but starts to depart from

this tendency once viscous fingering appears, exhibiting two different growth velocities

[29, 48]. It is thus observed, from profiles of lm/lx, that dissolution delays the onset of

fingering in reactive cases Ib-Ic and even suppresses the late-stage fingering growth in

case Ib. Results of Rv1 and RB in Figs. 5.5(c)-(d) suggest that the dissolution of Bs (or the

expansion of high-mobility area) is slower than the propagation of fluid 1 in case Ib. Finally,

by comparing final states (with l f /lx = 0.75) of cases Ia-Ic, the fast dissolution case Ic is

found to feature the strongest fingering with the longest mixing length (or fingering length).

These results quantitatively confirm the above observations from Fig. 5.2.

For a comprehensive understanding, cases IIa-IIc with a stable viscosity gradient

R = −0.5 are then investigated. Figure 5.6 shows the spatial-temporal evolutions of

concentration c∗ and transversely averaged concentration c∗ and porosity φ . In cases IIa and

IIb, diffusion dominates the displacement and fluid interface remains almost undeformed.

Once fast dissolution comes into play in case IIc, fluid interface is distorted with time

and finally becomes fingered, in spite of the stable viscosity contrast. As explained in

cases I, it is because fast dissolution results in an unstable situation of high-mobility fluid 1

displacing low-mobility fluid 2. This subsequently triggers viscous fingering (or infiltration

instability). Different displacement dynamics between cases IIb and IIc suggest the onset
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of fingering requires sufficiently fast dissolution. In addition, compared with cases I,

fingering is less intense here and no obvious plateau is observed in profiles of c∗, indicating

the importance of viscosity contrast to viscous fingering. As in cases I, these observations

are verified by quantitative profiles, which are not provided for brevity.

In conclusion, for viscous unstable cases (R > 0), dissolution delays the onset of

viscous fingering. During the late stage of fingering development, however, dissolution

may stabilize or destabilize viscous fingering, depending on the dissolution rate Da. The

suppressed viscous fingering under slow dissolution is a novel finding of this chapter.

On the other hand, in viscous stable situations with fluid viscosity decreasing along the

propagation direction (R < 0), fast dissolution is capable of triggering the development of

viscous fingering, which however is less intense than that in viscous unstable cases.

5.3 Effects of Pe and R

After discussing general fingering dynamics and patterns, effects of Pe and R are then

investigated. Simulations are performed at a fixed Da = 0.3 and a wide range of R and

Pe. Figure 5.7(a) plots the concentration contour for each test at the time instant when

the fluid front moves to l f = 0.6lx. A range of fingering dynamics are visible from these

concentration distributions, including no interface instability, marginal fingering, and

intense fingering. In tests with small R or Pe, the fluid interface remains flat as the stable

viscosity contrast or fluid diffusion dominates the system. Nevertheless, with increasing R

or Pe, an interface deformation tendency and a transition from planar interface to viscous

fingering are noticed. These observations are in qualitative agreement with existing results

of miscible viscous fingering without dissolution [105].
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Moreover, Fig. 5.7(b) measures the time period t∗p required for a fluid front to propagate

to the position l f = 0.6lx. The smaller t∗p indicates the faster displacing speed. All cases

are observed to share a common tendency that, with increasing R, the displacing speed

increases monotonically. It is because the larger R represents the less viscous fluid 1. In

contrast, with ascending Pe, the displacing speed is found to decrease at first and then turn

to increase at later times. This can be explained in terms of the stability condition of the

fluid interface: with the increase in Pe at each fixed R, the fluid interface transits from

stable diffusion to viscous fingering. In the diffusion regime, larger Pe denotes slower
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5.3 Effects of Pe and R

diffusion and thus a decreased displacing speed. Once viscous effects take over, fingering

development and fluid front propagation are accelerated by ascending Pe. It indicates that

the maximum t∗p at each fixed R locates near the transition point from stable diffusion to

unstable fingering.
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To quantify effects of R and Pe, temporal evolutions of front position l f /lx, mixing

length lm/lx, volume fraction of fluid 1 Rv1, and residual solid Bs RB are provided, for
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Miscible viscous fingering coupled with dissolution reaction

tests with fixed Da = 0.3 and R = 1 but varying Pe (Figs. 5.8(a)-(d)), or fixed Da = 0.3

and Pe = 25 but different R (Figs. 5.8(e)-(h)). First, profiles of lm/lx in Figs. 5.8(b) and

(f) demonstrate that, with increasing Pe or R, the system transits from stable to unstable

states and fingering starts earlier. This finding is consistent with observations from Fig. 5.7.

Then, curves of Rv1 and RB in Figs. 5.8(c)-(d) indicate the increase in Pe suppresses the

storage of fluid 1 and the consumption rate of Bs. Such effects continue in stable cases

but become negligible in unstable cases. Finally, Figs. 5.8(g)-(h) show both the storage of

fluid 1 and the dissolution of Bs are boosted monotonically by increasing R.
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Based on these temporal results, Figs. 5.9(a)-(b) measure final values of mixing length

lm,e/lx, volume fraction of fluid 1 Rv1,e, and residual solid Bs RB,e, when fluid fronts move

to l f /lx = 0.75. On one hand, with the increase in Pe or R, descending Rv1,e profiles

and ascending RB,e curves are evident in Figs. 5.9(a)-(b). This is because, as shown in

Fig. 5.7(a), viscous fingering is intensified as Pe or R ascends, causing less volume being

occupied by fluid 1 and more solid Bs being left un-dissolved behind the fluid front. On

the other hand, curves of lm,e/lx generally ascend with increasing Pe or R, suggesting

the intensified viscous fingering. A different tendency should be noted: the profile of

lm,e/lx decreases with Pe when Pe is relatively small. It is because diffusion dominates

the displacement and larger Pe represents slower fluid diffusion and smaller lm,e/lx. This

declining tendency however lasts a small range of Pe and then lm,e/lx turns to increase

with Pe, indicating the system transits into the unstable state with viscous fingering. A

local minimum in lm,e/lx is thus noticed and the corresponding Pe can roughly represent

the threshold for the unstable regime.

In general, it is both qualitatively and quantitatively demonstrated that fingering inten-

sity boosts with increasing R or Pe. To grasp the distribution of system stability conditions

in a phase plane spanned by Pe and R, profiles of lm for fixed Pe and Da but varying R are

further compared, as conducted in Fig. 5.8(f). To stand for the stable state, a reference

curve of mixing length lm,r is measured versus time at R =−2.5 for each pair of Pe and Da.

The viscosity ratio R =−2.5 is selected after checking that it can make the system stay

stable despite values of Pe and Da. Consequently, lm is compared with lm,r to identify the

parameter set (Pe, Da, R) as stable or unstable. If lm coincides with lm,r even up to the final

time (when l f = 0.75lx), the corresponding case with (Pe, Da, R) is identified as stable,
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Miscible viscous fingering coupled with dissolution reaction

otherwise, it is unstable. Accordingly, for Da = 0.3, the stable and unstable cases obtained

are summarised in the Pe-R space in Fig. 5.9(c). Results show that, along constant Pe (or

R) lines, the system undergoes a transition from stable planar interface to unstable viscous

fingering. This reveals the existence of a critical Pec at a given R (or a critical Rc at a fixed

Pe) for the onset of viscous fingering. A boundary line, on which critical parameters (Pec,

Rc) distribute, is thus identified. Such a line divides the Pe-R space into a stable regime

and an unstable one.

5.4 Effects of Da

Effects of the dissolution rate Da on fingering dynamics are explored in two subsections.

Considering that typical fingering phenomena with varying Da have been discussed in

Sec. 5.2, this subsection focuses on quantitative results. For cases with Pe = 30 and

R = 3, values of three metrics at the final time instant (when l f = 0.75lx), i.e., mixing

length lm,e/lx, volume fraction of fluid 1 Rv1,e, and residual solid Bs RB,e, are depicted

as a function of Da in Fig. 5.10. On one hand, from profiles of lm,e/lx and Rv1,e, a local

minimum and a local maximum are noticed at around Da = 0.01. It is attributed to the

fact that dissolution inhibits viscous fingering at small Da and goes back to enhance

fingering after a threshold at around Dac = 0.01. This tendency is illustrated via truncated

concentration contours in Fig. 5.10. Note that, as Da increases, either lm,e/lx or Rv1,e

gradually approaches an asymptotic value and then the destabilizing effect of dissolution

is reflected by tip splitting phenomena. On the other hand, results of RB,e demonstrate, as

expected, that large dissolution rate Da brings in less residual Bs. In addition, Fig. 5.10

compares the time period t∗e required for the fluid front to move to l f = 0.75lx in each
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5.4 Effects of Da

case, showing that t∗e accelerates with Da. As explained above, this is because dissolution

consumes species A and slows down the development speed of fingering. Again, these

findings quantitatively confirm observations in Sec. 5.2. Similar simulations and analyses

are conducted for varying Da at other pairs of (Pe, R) and results in Fig. 5.10 remain

almost unaffected in terms of qualitative tendency.
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Figure 5.10 Plots of mixing length lm,e/lx, volume fraction of fluid 1 Rv1,e, residual solid Bs RB,e,
and time period t∗e for fronts moving to l f = 0.75lx, as a function of Da with R = 3 and Pe = 30.

The analysis mentioned in Sec. 5.3 is then conducted to summarize stable and unstable

cases obtained in the Pe-R parameter space for different values of Da. To grasp the

distribution of typical fingering patterns, boundary lines for Da = 0.0, 0.01, 0.3 are firstly

provided in Fig. 5.11. Similar to results in Fig. 5.9(c), each boundary line divides the space

into a stable area and an unstable one. In addition, the curve for non-reactive cases (Da =

0.0) is sandwiched between the two reactive profiles (Da = 0.01, 0.3). Under these three

lines, four different stability regimes are further obtained: unstable (I), stable (II), reactive
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stable (III), and reactive unstable (IV). As an example, truncated concentration contours

are provided in Fig. 5.11 to help visualize fingering patterns in these four regions. It is

emphasized that, the reactive stable regime, as a novel finding, gives stable displacements

even though under non-reactive unstable conditions. These results help to enrich the

understanding of dissolution reaction effects on viscous fingering.
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Furthermore, Fig. 5.12(a) shows boundary lines between stable and unstable regions for

a wide range of Da in the Pe-R parameter spaces. It is observed that, with increasing Da,

the unstable region spans over a smaller range of both Pe and R than the non-reactive case
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at first, but turns to span a larger area after a threshold value (approximately at Dac = 0.01).

In addition, regime boundary lines for different Da follow a unified scaling relation as

Rcα+β ∼ Pe−0.6
c , with correlations α and β being related to the dissolution rate Da. Using

this scaling relation we may predict the stability of miscible displacement with dissolution

in porous media. It is worth mentioning that porous media with different domain sizes or

porosities have been constructed for repeating the above simulations of viscous fingering

with dissolution reaction. The observed fingering dynamics are qualitatively the same as

the present findings.

5.5 Summary

Based on the proposed MRT LB model, pore-scale simulations of miscible displacement

between two fluids have been performed in a homogeneous porous medium. Considering

that finger-shaped propagation affects the storage efficiency of the displacing fluid, viscous

fingering dynamics are investigated in situations with both viscosity contrast and disso-

lution reaction. Specifically, a chemical component is introduced in the displacing fluid

to dissolve porous matrices and cause the evolution of the porous structure. Simulations

have been conducted over a wide range of Damköhler number Da, Peclet number Pe, and

viscosity ratio R.

The results obtained demonstrate different fingering patterns. On one hand, in situa-

tions of a less viscous fluid displacing a more viscous one (R > 0), dissolution decelerates

both the onset and the development of viscous fingering. A new finding is that, during the

late development stage, viscous fingering gradually fades away in slow-dissolution cases,

but becomes intensified and features long fingers and tip splitting under fast-dissolution
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conditions. On the other hand, for cases with stable viscosity contrast (R < 0), fast dis-

solution is observed to increase medium porosity behind the moving interface and thus

trigger viscous fingering. In addition, effects of Pe, R, and Da have been quantitatively

analyzed. Results suggest that, as Pe or R increases, the intensified viscous fingering is

made evident by long and clear fingers. By contrast, with the increase in Da, fingering

intensity is firstly suppressed and then enhanced by chemical dissolution. By measuring

behaviours of mixing length, the stability condition of each test is identified and sum-

marized in a parameter space spanned by Pe and R. For each fixed Da, a boundary line

is determined to divide the Pe-R space into a stable region and an unstable one. All the

boundary lines for different Da values show a similar pattern and are scaled by a unified

empirical equation. Furthermore, the boundary line for non-reactive cases (Da = 0) is

sandwiched by reactive lines (Da > 0). Thus, four distinct stability regimes are classified

as, unstable, stable, reactive stable, and reactive unstable. Based on the present pore-scale

simulations, improved physical insights into miscible viscous fingering with dissolution

reaction are achieved and useful suggestions for geological CO2 sequestration are obtained,

like introducing appropriate dissolution components to inhibit viscous fingering.
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6 Coke combustion front during in-situ

combustion for heavy oil recovery

In-situ combustion (ISC) for heavy oil recovery is a high-risk process and thus calls for a

deep understanding of the coke combustion front. However, simulations for describing

pore-scale coke combustion are challenging because of the complex combustion dynamics.

Recently, some numerical studies on coke combustion in porous media have been carried

out and achieved successes, but mainly at macroscopic scales. Therefore, this chapter aims

to simulate the combustion process of solid coke in porous media at the pore scale, using

the D2Q9 MRT LB model proposed in Sec. 2.2.1.

6.1 Problem description

Coke combustion is investigated in a 2D porous medium, where the reactive coke is

deposited on unreactive solid matrices. The compressible hot air containing O2 and

nitrogen (N2) is injected into such a system by a driving force FFF = (Fx, Fy). Coke

combustion is then assumed to take place at the interface I between coke and hot air as in

Eq. (2.28). The CO/CO2 mole ratio Np is defined as [132],

Np = Apexp
(
−

Ep

RT

)
, (6.1)

where R is the ideal gas constant, T is the local temperature, and Ap and Ep are empiri-

cal parameters describing the CO/CO2 product ratio. The reaction rate Fr is estimated
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according to the first-order Arrhenius-type equation as [130],

Fr = Aexp
(
− E

RT

)Y I
O2

ρ

MO2

, (6.2)

where A and E are the pre-exponential factor and the activation energy, respectively. As

coke burns out gradually, the update of solid geometry is tracked by [47],

∂tVc =−ScVcmFr. (6.3)

where Vc is coke volume, Vcm is molar coke volume, and Sc is the reactive surface area.

Governing equations for fluid flow, species evolutions, and heat transfer during coke

combustion are described by Eqs. (2.30)-(2.33). By introducing the characteristic length L,

velocity U , temperature Tch, and density ρch, dimensionless parameters marked by asterisks

can be derived as,

x∗ =
x
L
, y∗ =

y
L
, t∗ =

t
L/U

, uuu∗ =
uuu
U
, ρ

∗ =
ρ

ρch
, T ∗ =

T
Tch

, hr∗ =
hr

MO2cp,gTch
,

F∗
r =

Fr

ρchU/MO2

, A∗ =
A
U
, FFF∗ =

FFF
ρchU2/L

, Re =
LU
ν

, Pen =
LU
Dn

, Pr =
ν

αg
,

(6.4)

Key characteristic numbers are: the Reynolds number Re, the Peclet number Pe, and the

Prandtl number Pr.

0.5 xr

Figure 6.1 The schematic of the problem: Coke combustion in porous media.
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6.1 Problem description

A 2D homogeneous structure with length lx = 850 µm and width ly = 633.33 µm is

built and illustrated in Fig. 6.1. The porous network contains a staggered array of circular

grains with a uniform diameter d = 15 µm. Every grain is homogeneously covered by

reactive coke with a thickness δ = 2.5 µm. The closest center-to-center distances between

two grains in x and y directions are rx = 40 µm and ry = 27.5 µm, respectively. Such a

geometric construction leads to the porosity φ = 0.443 and the initial coke volume fraction

φc,0 = 0.239. Considering that the injected flow develops along the x direction, the pore

size rp between every two neighboring grains is calculated in the y direction and the

volume-averaged value is ⟨rp⟩= 7.5 µm here. This base medium is used for the following

combustion simulations, unless otherwise stated. Pore spaces are initially filled with hot

N2 at temperature T0. The compressible hot air at temperature T0, density ρg,0, and O2

mass fractions YO2,0 (YN2,0 = 1.0−YO2,0) is injected from the inlet to react with coke by a

driving force FFF = (Fx, 0). For boundary conditions, zero-gradient conditions are applied

for all the scalars at the outlet and the top and bottom are periodic.

In the subsequent simulations, required combustion parameters are set as, Ap = 3.0×

108, Ep = 251.04 kJ/mol, A = 9.717×106 m/s, E = 131.09 kJ/mol, hr = 388.5 kJ/mol,

and R = 8.314 J/molK, respectively [10, 164]. During simulations, ρg and kg change

with temperature, while other thermophysical properties are assumed to be constant and

determined according to the initial temperature [10, 121]. For example, thermophysical

properties of the solid (coke and solid grains) and the fluid phases at T0 = 773K are,

ρg,0 = 4.5 kg/m3, cp,g = 1.096 kJ/kgK, αg = 1.14×10−5 m2/s, kg = 5.64×10−2 J/smK,

ρs/ρg,0 = 556.7, cp,s/cp,g = 0.661, αs/αg = 0.119, and ks/kg = 43.79, respectively. In

each simulation, the variation in cp,g with burning temperature is less than 10% and thus
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cp,g is treated as a constant. The conversion between physical and lattice units is based on

a match of the dimensionless parameters in Eq. (6.4), with the characteristic parameters

being selected as,

L = 0.5rx, U = αg/L, ρch = ρg,0, Tch = 3000 K. (6.5)

A high characteristic temperature Tch is chosen to restrict variations in θ and improve

the numerical stability [140]. This chapter focuses on coke combustion dynamics and

effects of inlet air and porous structure. Thus, the Reynolds, Prandtl, and Peclet numbers

are fixed as (at T0 = 773K), Re = 1.397, Pr = 0.716, PeO2 = 1.490, PeCO2 = 1.639, and

PeCO = 1.639, respectively. Different driving forces, inlet air temperatures, and porous

structures are used to change the combustion conditions. Before proceeding further, grid

convergence tests have been conducted. A mesh of size Nx ×Ny = 1020×760 with lattice

resolution 0.833 µm is applied to describe all the porous media in this chapter.

6.2 General coke combustion dynamics

The general dynamics of coke combustion are firstly discussed by a base case with

driving force F∗
x = 6.557, inlet air temperature T0 = 773 K, and inlet O2 mass fraction

YO2,0 = 0.233. Figure 6.2 presents the distributions of residual coke and species mass

fractions (YO2 and YCO2) at two time instants t = 3.61 s and 7.22 s. Note that, fields

of YCO are not provided since they show the same pattern as YCO2 . In this figure, coke

burns out gradually and the combustion front divides the medium into a coke-depleted

region and a coke-rich one. Meanwhile, injected O2 expands in the coke-depleted area

and is exhausted at the combustion front, while generated CO2 from the front prefers
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6.2 General coke combustion dynamics
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Figure 6.2 Contours of residual coke and species mass fractions (YO2 and YCO2) at time instants
t = 3.61 s (a) and t = 7.22 s (b), for the base case with driving force F∗

x = 6.557, inlet air temperature
T0 = 773 K, and inlet O2 mass fraction YO2,0 = 0.233.

1.1

          

       

0.8

     

Figure 6.3 Contours of temperature T/T0 and density ρ∗ fields at time instants t = 3.61 s (a) and
t = 7.22 s (b), for the base case with driving force F∗

x = 6.557, inlet air temperature T0 = 773 K,
and inlet O2 mass fraction YO2,0 = 0.233. In partially enlarged contours, isotherms and porous
geometries are plotted by black and dotted lines, respectively.

to move downstream and accumulate in the coke-rich region. As time goes on, the

combustion front propagates from one column of grains to another and advances towards
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the outlet, leading to the expansion of the coke-depleted (or O2-rich) region in the flow

direction. The corresponding temperature T/T0 and density ρ∗ fields are illustrated in

Fig. 6.3. As can be seen, T/T0 reaches a peak value near the combustion front, owing

to the released combustion heat and the slow heat transfer from the solid phase to the

fluid phase (ks/kg = 43.79). Based on Eq. (2.47), air density is expected to decrease as a

consequence of temperature rise. Strong evidence for this prediction is found in Fig. 6.3

that ρ∗ drops to a valley value near the combustion front. Propagations of the temperature

peak and the density valley are consistent with that of the combustion front. Additionally,

the coke-rich region is observed to be slightly hotter than the coke-depleted area, due to

the flow direction and the faster heat transfer than the front movement.
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Figure 6.4 Transversely averaged O2 mass fraction Y O2 (a), temperature T/T0 (b), and air density
ρ
∗ (c), at time instants t = 1.03 s, 3.61 s, 7.22 s, for the base case with driving force F∗

x = 6.557,
inlet air temperature T0 = 773 K, and inlet O2 mass fraction YO2,0 = 0.233.
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6.2 General coke combustion dynamics

To clarify heat transfer details at the pore scale, a partially enlarged view of each

temperature contour is provided in Fig. 6.3. Isotherms and porous structures are illustrated

by black and dotted lines, respectively. From these enlarged temperature contours, each

isotherm is found to be distorted at the solid-fluid interface. This fluctuation in T/T0 is

caused by the different thermophysical properties between the two phases at the pore scale,

which cannot be reflected at averaged macroscopic scales. Furthermore, by observing

spatial changes in each pair of isotherms, the temperature gradient in the fluid phase

∇Tg is found to be larger than that in the solid phase ∇Ts. This is explained by the fact

that heat flux conservation is based on the thermal conductivity k and the larger k results

in the smaller temperature gradient ∇T [128]. In this study, ks is much larger than kg

(ks/kg = 43.79) and hence ∇Tg > ∇Ts. Note that, although convection enhances heat

transfer in the fluid phase, the fluid velocity is too small to dominate heat transfer in

pore-scale porous flows. Thus, compared with macroscopic data, these pore-scale results

are more accurate and explicit.

After qualitative observations, Fig. 6.4 plots the transversely averaged O2 mass fraction

Y O2 , temperature T/T0, and density ρ
∗ distributions at three time instants. Curves of Y O2

follow a decreasing tendency from the inlet to the combustion front and then remain zero

until the outlet, indicating the fully consumed O2 at the combustion front. Each profile of

T/T0 is shown to increase from the inlet in the coke-depleted region and decreases from the

combustion front in the coke-rich region. In step with temperature variations, ρ
∗ changes

non-monotonically along the flow direction. Near the combustion front, T/T0 and ρ
∗ are

found to reach a maximum and a minimum, respectively. These results quantitatively

confirm observations from Figs. 6.2-6.3.
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Figure 6.5 Temporal evolutions of front temperature Tc f /T0 and density ρ∗
c f , for the base case with

driving force F∗
x = 6.557, inlet air temperature T0 = 773 K, and inlet O2 mass fraction YO2,0 = 0.233.

For illustrative purposes, temporal evolutions of front temperature Tc f /T0 and density

ρ∗
c f are recorded in Fig. 6.5. It shows that there is a dramatic rise in Tc f /T0 at first, implying

the start of coke combustion. This increase progressively slows down and Tc f /T0 finally

holds an almost constant value at Tc f /T0 = 1.54. In the meantime, ρ∗
c f drops initially

and maintains a nearly stable value at ρ∗
c f = 0.68 eventually. The significant change in

ρ∗
c f validates the necessity of the proposed LB model to take thermal expansion effects

into account. Besides, the stable burning temperature and density suggest that the system

is finally close to a thermal equilibrium state. This is because the heat release and the

heat transfer are balanced in the combustion front area. Therefore, with stable burning

temperature and fully utilized O2, the base case is desired in practical applications.

6.3 Effects of thermal expansion and conjugate heat transfer

It is noteworthy that the proposed LB model with temperature-dependent density (or

thermal expansion effects) is different from existing investigations [10, 132] with density

being fixed as a constant. In addition, the derived source term Fq2 is included to satisfy

conjugate heat transfer conditions, which avoids the iteration procedure in [10]. Note that,

for char-pellet combustion in [132], the temperature variation is very small so that the
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6.3 Effects of thermal expansion and conjugate heat transfer

thermal expansion and the source term Fq2 for conjugate heat transfer are not necessary. In

order to demonstrate the significance of including these two factors in the present study,

the base case is simulated again by the developed LB model but without thermal expansion

(case LBA) or conjugate heat transfer (case LBB).

Contours of temperature T/T0, residual coke, O2 mass fraction YO2 , and reaction rate

F∗
r for cases LBA-LBB at time instant t = 2.061 s are shown in Figs. 6.6(a)-(b). By

comparison, evident differences are detected between temperature fields in the base case

(Fig. 6.3) and these two cases. First, in case LBA (Fig. 6.6(a)), temperature in the coke-rich

region is obviously higher than that in the coke-depleted area. Thus, compared with the

base case, more reaction heat is transported downstream from the combustion front, leading

to the under-predicted Tc f /T0. Second, in case LBB (Fig. 6.6(b)), the coke-rich area is fairly

uniform and hot. By comparing isotherms, case LBB demonstrates larger temperature

gradient in the solid phase than in the fluid phase (∇Ts > ∇Tg), which is opposed to both

the base case and case LBA with ∇Tg > ∇Ts. This is the direct consequence of ignoring

Fq2 and conserving heat flux based on the thermal diffusivity α (αs/αg = 0.119) instead of

the thermal conductivity k (ks/kg = 43.79) [128]. Therefore, case LBB predicts the faster

heat transfer in the fluid phase than in the solid phase, which results in ∇Ts > ∇Tg. With

this inappropriate treatment in case LBB, most of the reaction heat transfers downstream

from the combustion front and thus Tc f /T0 increases negligibly. Besides, from the coke

and F∗
r distributions in Fig. 6.6, the low burning temperature in LBB causes the inefficient

coke consumption and the wide combustion front area, which is unrealistic in practical

applications. These observations are quantitatively verified by transversely averaged

profiles of O2 mass fraction Y O2 and temperature T/T0 in Fig. 6.6(c).
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Figure 6.6 Contours of temperature T/T0, O2 mass fraction YO2 , residual coke, and reaction rate
F∗

r fields for Case LBA (a) and Case LBB (b), as well as transversely averaged O2 mass fraction
Y O2 and temperature T/T0 (c) at time instant t = 2.061 s, with driving force F∗

x = 6.557, inlet air
temperature T0 = 773 K, and inlet O2 mass fraction YO2,0 = 0.233. Isotherms and porous geometries
are plotted by black and dotted lines, respectively.

For better comparison, temporal evolutions of combustion dynamics are recorded in

Fig. 6.7 along with those for the base case, including the front temperature Tc f /T0, density

ρ∗
c f , position lc f /lx, and the residual coke ratio Rrc = φc/φc,0 (φc is the coke volume

fraction at a given time). From curves in Figs. 6.7(a)-(b), variations in Tc f /T0 and ρ∗
c f

are underestimated in cases LBA and LBB, which quantitatively verify observations from

Fig. 6.6. In case LBA, air density is fixed as ρg,0 and the increase in Tc f /T0 is undervalued.

As an illustration, the increase rate of Tc f /T0 (calculated as Tc f /T0−1) drops by 38% from

the base case (from 0.5 to 0.31) at t = 3 s. Furthermore, in case LBB, the conjugate heat

transfer conditions (Eq. (2.36)) are not satisfied, thereby causing an obvious reduction

in Tc f /T0. With such an underestimation, the decrease in ρ∗
c f is under-predicted as well.

Specifically, compared with the base case, the ascent rate of Tc f /T0 and the drop rate of
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6.3 Effects of thermal expansion and conjugate heat transfer

ρ∗
c f (calculated as 1−ρ∗

c f ) at t = 3 s decrease by 88% (from 0.5 to 0.06) and 89.7% (from

0.29 to 0.03), respectively. On the other hand, by comparing results in Figs. 6.7(c)-(d), the

undervalued Tc f /T0 in case LBA or case LBB is found to decelerate coke consumption

and front propagation. Note that, the combustion intensity in case LBB is less affected

than that in case LBA, indicating the importance of including thermal expansion effects.
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Figure 6.7 Temporal evolutions of front temperature Tc f /T0 (a), front density ρ∗
c f (b), residual

coke ratio Rrc (c), and front position lc f /lx (d), for cases with driving force F∗
x = 6.557, inlet air

temperature T0 = 773 K, and inlet O2 mass fraction YO2,0 = 0.233. Results of different models are
shown with markers.

These results suggest that, for coke combustion simulations, LB models without

considering thermal expansion effects or conjugate heat transfer will under-predict both

the increase in burning temperature and the decrease in air density. As a result, combustion

intensity or front area may be predicted inaccurately. This underestimation even incorrectly

introduces a stable burning temperature under high driving force, which is clarified in
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Sec. 6.4.2. The importance of including both thermal expansion effects and conjugate heat

transfer in the present LB model for coke combustion is therefore confirmed.

6.4 Parametric study

After the above combustion dynamics study, a series of simulation tests are conducted to

elucidate the key factors influencing coke combustion. As mentioned in the introduction

section, a stable combustion front, with high propagation velocity, proper front temperature,

and full O2 utilization, is critical to a successful ISC process. Thus, to quantify sensitivities

of the combustion front, temporal evolutions of the front temperature Tc f /T0, density ρ∗
c f ,

and location lc f /lx are recorded. In addition, the volume-averaged reaction rate ⟨F∗
r ⟩ and

the residual coke ratio Rrc are measured during combustion.

6.4.1 Inlet air temperature T0

As temperature plays a major role in the reaction rate (Eq. (6.2)) and the fluid density

(Eq. (2.47)), effects of inlet air temperature T0 on coke combustion are firstly evaluated.

Three tests with driving force F∗
x = 6.557, inlet O2 mass fraction YO2,0 = 0.233, and

T0 = 600 K, 650 K, 1000 K are carried out. Figure 6.8 compares combustion dynamics

with those from the base case (T0 = 773 K) quantitatively. Note that, owing to variations in

T0, temporal evolutions of both the front temperature Tc f and the normalized one Tc f /T0 are

provided. From Figs. 6.8(a)-(c), curves for each T0 show a similar pattern: Tc f experiences

a steep rise and ρ∗
c f drops sharply at first, and both of these two parameters reach stable

burning values at last. It suggests that all these cases reach thermal equilibrium states

finally. In addition, corresponding to the increase in T0, there is a gradual rise in the
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Figure 6.8 Temporal evolutions of front temperature Tc f (a) and Tc f /T0 (b), front density ρ∗
c f (c),

residual coke ratio Rrc (d), front position lc f /lx (e), and volume-averaged reaction rate ⟨F∗
r ⟩ (f), for

cases with driving force F∗
x = 6.557, inlet O2 mass fraction YO2,0 = 0.233, and inlet air temperature

T0 = 600 K, 650 K, 773 K, 1000 K.

value of Tc f but a decline in the normalized Tc f /T0. Driven by the relationship between

temperature and density in Eq. (2.47), the decrease rate of ρ∗
c f from ρ∗

c f = 1 slows down

under ascending T0. Moreover, Figs. 6.8(d)-(e) reveal that, as combustion goes on in each

test, the residual coke ratio Rrc decreases and the front position lc f /lx propagates towards

the outlet (lc f /lx = 1). Regarding effects of T0 on Rrc and lc f /lx, two stages are identified.

Firstly, during the initial period of about 0 ≤ t ≤ 0.7 s in Figs. 6.8(d)-(e), increasing

T0 brings in smaller Rrc and larger lc f /lx, indicating the positive role of high T0 in coke

combustion. This stems from the fact that increasing T0 results in the higher front temper-
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Figure 6.9 Contours of O2 mass fraction YO2 , temperature T/T0, and reaction rate F∗
r fields at time

instants t = 0.258 s (a) and t = 0.516 s (b), for the case with driving force F∗
x = 6.557, inlet air

temperature T0 = 600 K, and inlet O2 mass fraction YO2,0 = 0.233. Transversely averaged values of
these three parameters are provided at time instants t = 0.258 s, 0.516 s, 2.061 s, 4.901 s (b). Inset
plot: The maximum Fr

∗ at each time instant.

ature Tc f (Fig. 6.8(a)), the quicker reaction rate ⟨F∗
r ⟩ (Fig. 6.8(f)), and subsequently the

more intensive coke combustion. Such promoting influence of increasing T0 is constrained

by a critical value at about T0 = 773K in this study, reasons of which will be explained

below. Besides, each profile of ⟨F∗
r ⟩ accelerates sharply at first until a peak value, implying

the start of combustion. In cases with lower T0, the combustion start period lasts longer

because Tc f and ⟨F∗
r ⟩ ascend more slowly. To determine the impact of the delayed ignition,

fields of O2 mass fraction YO2 , temperature T/T0, reaction rate F∗
r , and the transversely

averaged values for the case with T0 = 600 K are given in Fig. 6.9. Results at t = 0.259 s

show that no combustion front appears and the reaction zone with a slight temperature rise

spans extensively. F∗
r is relatively small and the supply of O2 exceeds the consumption rate,

leading to O2 leakage. As time goes on, the local temperature (also the local reaction rate)

increases to a critical value to trigger coke combustion. Taking contours at t = 0.516 s as
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Figure 6.10 Temporal evolutions of front temperature Tc f /T0 (a), residual coke ratio Rrc (b),
and volume-averaged reaction rate ⟨F∗

r ⟩ (c), for cases with driving force F∗
x = 6.557, inlet air

temperature T0 = 1000 K, inlet O2 mass fraction YO2,0 = 0.233, 0.3, 0.5, and initial coke volume
fraction φc,0 = 0.239, 0.351. Porous structures with different φc,0 are provided (d).

an example, a combustion front arises and both T/T0 and F∗
r increase significantly at this

front. As a result, injected O2 is fully consumed before the combustion front. Thus, in this

case (T0 = 600 K) with delayed ignition, although combustion dynamics become similar

to the base case after ignition, the initial O2 leakage may create safety risks, implying the

necessity for an appropriate T0 in industrial applications.

Secondly, during the late stage of about t ≥ 0.7 s in Figs. 6.8(d)-(e), profiles of Rrc and

lc f /lx for different values of T0 evolve almost identically. It suggests that, once combustion

starts, the promoting effects of ascending T0 on coke combustion become negligible. This

tendency is somewhat counterintuitive, given the fact that Tc f remains larger with higher

T0 in Fig. 6.8(a). Possible causes are the insufficient amount of coke or O2 for combustion.

To examine these two factors, three tests are further performed. Based on the case with
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T0 = 1000 K in Fig. 6.8, such three tests increase the inlet O2 mass fraction (YO2,0 = 0.3,

0.5) and the initial coke volume fraction (φc,0 = 0.351), respectively. The case with

T0 = 1000 K is selected because the positive influence of this high T0 is limited even during

the initial period. Calculated combustion dynamics for these three tests are provided in

Fig. 6.10, along with results of the reference case (T0 = 1000 K in Fig. 6.8). As can be

see, with ascending YO2,0 or descending φc,0, the front temperature Tc f /T0 in Fig. 6.10(a)

and the volume-averaged reaction rate ⟨F∗
r ⟩ in Fig. 6.10(c) increase, hence the decreased

residual coke ratio Rrc in Fig. 6.10(b) and the enhanced coke combustion. It is thus the

O2-limited factor that inhibits promoting effects of increasing T0 on coke combustion.

The above results demonstrate that T0 should be large enough to ensure efficient ignition

and to avoid harmful O2 leakage. In terms of economic considerations however, there is

no need to increase T0 without limits since O2 is insufficient and effects of ascending T0

become insignificant after the start of coke combustion.

6.4.2 Driving force F∗
x

As discussed above, sufficient O2 should be injected to sustain coke combustion, so the

driving force F∗
x that affects the air injection rate is investigated. Three tests with inlet

air temperature T0 = 773 K, inlet O2 mass fraction YO2,0 = 0.233, and F∗
x = 3.278, 9.835,

13.114 are performed. Temporal evolutions of front temperature Tc f /T0 and position lc f /lx,

volume-averaged reaction rate ⟨F∗
r ⟩, and residual coke ratio Rrc from these three tests are

provided and compared with the base case (F∗
x = 6.557) in Fig. 6.11. By comparison,

even though combustion dynamics in each of the three tests are similar to those in the

base case, increasing F∗
x accelerates coke combustion obviously. This can be explained

by the fact that, in cases with higher F∗
x , more O2 is injected to react with coke and thus
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more combustion heat is released to increase Tc f . The sufficient O2 together with the high

Tc f lead to the fast reaction rate ⟨F∗
r ⟩ and the intensified coke combustion. As for the

thermal state at the combustion front, each case is observed to reach a thermal equilibrium

finally, except for the one with F∗
x = 13.114. Under such a high injection force, there

is a continuous rise in Tc f as well as ⟨F∗
r ⟩. It happens because the amount of reaction

heat generated at the combustion front cannot be balanced by that transported away from

the front. Additionally, the intense coke combustion driven by F∗
x = 13.114 gives rise to

a noticeable front temperature rise from Tc f = T0 to Tc f = 2T0 within t ≈ 4 s, which is

definitely unfavourable in practical applications.

Three tests are added to explore alternative approaches for reducing the negative

influence of high F∗
x . Specifically, the case with F∗

x = 13.114 in Fig. 6.11 is simulated

again, but its inlet O2 mass fraction and temperature are decreased to YO2,0 = 0.167, 0.1
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Figure 6.11 Temporal evolutions of front temperature Tc f /T0 (a), volume-averaged reaction rate
⟨F∗

r ⟩ (b), residual coke ratio Rrc (c), and front position lc f /lx (d), for cases with inlet air temperature
T0 = 773 K, inlet O2 mass fraction YO2,0 = 0.233, and driving force F∗

x = 3.278, 6.557, 9.835,
13.114.
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Figure 6.12 Temporal evolutions of front temperature Tc f /T0 (a), and volume-averaged reaction
rate ⟨F∗

r ⟩ (b), for cases with driving force F∗
x = 13.114, inlet air temperature T0 = 650 K, 773 K,

and inlet O2 mass fraction YO2,0 = 0.1. 0.167, 0.233.

and T0 = 650 K, respectively. Combustion dynamics of these three tests as well as the

reference case (F∗
x = 13.114 in Fig. 6.11) are provided in Fig. 6.12. It is shown that curves

of both Tc f /T0 and ⟨F∗
r ⟩ follow similar patterns in the four cases. Despite changes in

YO2,0 and T0, Tc f /T0 keeps increasing during coke combustion, indicating the thermal

non-equilibrium. Furthermore, in the case with T0 = 650 K, Tc f increases twice as high

as T0 within t ≈ 2 s. Thus, under such a high injection force F∗
x = 13.114, it is difficult

to obtain a stable burning temperature by merely modifying the inlet air components

or temperature. In the meantime, for the purpose of model testing, the reference case

(F∗
x = 13.114 in Fig. 6.11) is simulated by the LB model proposed in Sec. 2.2.1 but without

thermal expansion. From profiles in Fig. 6.12, it is clear that such an LB model (black

lines with triangles) under-predicts both Tc f /T0 and ⟨F∗
r ⟩ compared with the proposed LB

model (black lines). As discussed in Sec. 6.3, this is because most of the reaction heat will

be transported downstream from the combustion front if thermal expansion is not taken

into account. Moreover, the underestimation in Tc f /T0 makes the system reach a false

thermal equilibrium state, implying that the influence of high driving force F∗
x = 13.114
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cannot be properly captured. These results confirm the significance of considering thermal

expansion effects in the present LB model.

In general, the high driving force F∗
x enhances coke combustion and accelerates combus-

tion front propagation. However, F∗
x should be constrained below a critical value because

an unlimited increase in F∗
x introduces a dramatic and harmful rise in front temperature.

6.4.3 Porous structure

In the above simulations, distributions of coke and solid grains remain homogeneous

and only one porosity φ = 0.443 is considered. In practical applications however, φ

varies among different underground sites and coke and solid matrices usually distribute

heterogeneously. Attention is therefore turned to the influence of porous structure on coke

combustion, including medium porosity, coke distribution, and solid matrix structure. As

constructed in Fig. 6.13(e), six media PA-PF are considered. They share the same domain

size (lx = 850 µm, ly = 633.33 µm) and initial coke volume fraction φc,0 = 0.239 with the

base medium in Fig. 6.1. However, they vary in grain diameter d, coke thickness δ , and

grain distribution (rx, ry) to generate different porosities φ (PA-PB), heterogeneous coke

distributions (PC-PD), and random matrix structures (PD-PF), respectively. Specifically,

media PA-PE consist of regularly-distributed grains with uniform (PA-PC) or random (PD-

PE) diameters; while medium PF is composed of randomly-located grains with random

diameters. More details about the construction of random grain diameters or distributions

can be found in Sec. 3.4. Geometrical parameters for media PA-PF are provided in Table 6.1.

The above base case with driving force F∗
x = 6.557, inlet air temperature T0 = 773 K, and

inlet O2 mass fraction YO2,0 = 0.233 is simulated in media PA-PF separately.
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Figure 6.13 Temporal evolutions of front temperature Tc f /T0 (a), volume-averaged reaction rate
⟨F∗

r ⟩ (b), residual coke ratio Rrc (d), and front position lc f /lx (d) in media PA-PF and the base
medium, with driving force F∗

x = 6.557, inlet air temperature T0 = 773 K, and inlet O2 mass
fraction YO2,0 = 0.233. Porous medium structures are provided (e).

Figures 6.13(a)-(d) provide temporal evolutions of front temperature Tc f /T0 and posi-

tion lc f /lx, volume-averaged reaction rate ⟨F∗
r ⟩, and residual coke ratio Rrc. Results from

media PA-PB and the base medium are firstly compared to demonstrate effects of medium

porosity. By comparison, ascending porosity φ is found to significantly intensify coke

combustion (Fig. 6.13(c)) and front propagation (Fig. 6.13(d)). It is supported by the fact

that, in a medium with large φ , the fluid mobility increases and the flow rate (also the

injected air flux) accelerates. Similar to cases with high driving force F∗
x in Fig. 6.11,

the enhanced injection flow subsequently leads to an obvious increase in both Tc f /T0 and

⟨F∗
r ⟩ (Figs. 6.13(a)-(b)), indicating the improved coke combustion. What differs from the

high F∗
x condition is that, in medium PB with large φ , ⟨F∗

r ⟩ keeps increasing but Tc f /T0
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Table 6.1 Porous media parameters.

Parameters
Porous media (φc,0 = 0.239)

Base PA PB PC PD PE PF

φ 0.443 0.285 0.586 0.443 0.443 0.443 0.443

d (µm) 15.0 18.3 10.8 15.0 0 or 20.0 [10, 22.5] [10, 26.3]

d (µm) 15.0 18.3 10.8 15.0 15.0 16.5 20.3

δ (µm) 2.5 2.0 3.0 [0, 4.6] 0 or 20.0 2.9 3.4

δ (µm) 2.5 2.0 3.0 2.5 2.5 2.9 3.4

rx (µm) 40.0 40.0 40.0 40.0 40.0 48.3 56.7

ry (µm) 27.5 27.5 27.5 27.5 27.5 31.7 35.8

⟨rp⟩ (µm) 7.5 5.2 10.7 7.5 7.5 9.4 10.0

gradually reaches a stable value during combustion, suggesting the thermal balance. These

results help to draw a conclusion that, to obtain a stable combustion front with improved

sweeping velocity, it is better to increase the medium porosity than the driving force.

In order to clarify combustion details in media PA and PB, fields of residual coke,

O2 mass fraction YO2 , and temperature T/T0 at time instant t = 2.577 s are presented in

Fig. 6.14. As can be seen, combustion dynamics in media PA-PB are generally consistent

with those in the base medium (Figs. 6.2-6.3), except that temperature fields on the coke-

rich side expand more uniformly in these two media than in the base one. Moreover, this

observation is quantitatively confirmed by the calculated transversely averaged temperature

T/T0 in Fig. 6.15(a). There are two causes for such an inconsistency in temperature

distributions. First, in PA, the combustion front moves slowly and stays for a long time in

one place, resulting in the long heat transfer time from the combustion front. Second, in

PB, the enhanced flow rate promotes the heat transfer velocity from the combustion front.

Compared with the base case, both of these two factors contribute to the result that more
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Figure 6.14 Contours of residual coke, O2 mass fraction YO2 , and temperature T/T0 fields at time
instant t = 2.577 s in media PA (a) and PB (b), for the case with driving force F∗

x = 6.557, inlet air
temperature T0 = 773 K, and inlet O2 mass fraction YO2,0 = 0.233.

heat is transferred away from the combustion front, thus the more uniform temperature

fields on the coke-rich side in media PA and PB.

Based on results in Figs. 6.13(a)-(d), combustion dynamics from media PC-PD are

then compared with those from the base medium to illustrate the impact of random coke

distributions. Even though curves of Tc f /T0 for media PC-PD are slightly below the base

one, profiles of ⟨F∗
r ⟩, Rrc, and lc f /lx in these three media overlap each other, suggesting

no significant difference in their overall combustion dynamics. The discrepancy in Tc f /T0

is attributed to the variable local temperature along the combustion front, which will be

explained below. For better comparison, Fig. 6.16 depicts distributions of residual coke,

O2 mass fraction YO2 , and temperature T/T0 in media PC-PD at time instant t = 2.577 s.

It shows that, as in the base medium (Figs. 6.2-6.3), injected O2 is fully consumed and the

temperature reaches its peak value at the combustion front in each of these two media. As

regards combustion details at the pore scale however, results in media PC-PD are different
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from those in the base medium from two perspectives. First, the combustion front in both

PC and PD proceeds in a curve-like pattern along the x direction, instead of keeping flat as

in the base case. Second, local temperature varies along the combustion front in PC-PD,

while it remains almost uniform in the base case. These differences are mainly introduced

by the heterogeneous coke distributions in media PC-PD at the pore scale.
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Figure 6.15 Transversely averaged temperature T/T0 at time instant t = 2.577 s in media PA-PB and
the base one (a) and temporal evolutions of maximum front temperature Tc f ,m/T0 in media PC-PF
and the base one (b), for cases with driving force F∗

x = 6.557, inlet air temperature T0 = 773 K, and
inlet O2 mass fraction YO2,0 = 0.233.
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Figure 6.16 Contours of residual coke, O2 mass fraction YO2 , and temperature T/T0 fields at time
instant t = 2.577 s in media PC (a) and PD (b), for the case with driving force F∗

x = 6.557, inlet air
temperature T0 = 773 K, and inlet O2 mass fraction YO2,0 = 0.233.
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Besides, by recording temporal evolutions of the maximum front temperature Tc f ,m/T0

in Fig. 6.15(b), results for media PC-PD and the base medium are observed to be almost

identical. Combined with the variations in T/T0 along the combustion front (Fig. 6.16),

this finding explains the above observation that curves of the averaged Tc f /T0 along

the combustion front in media PC-PD are slightly less than the base one (Fig. 6.13(a)).

Moreover, results in Fig. 6.15(b) explicates the similar combustion intensity between media

PC-PD and the base medium (Fig. 6.13(b)-(d)). It is therefore appropriate to reflect the

combustion dynamics by the local burning temperature Tc f ,m/T0 instead of the averaged

one Tc f /T0, indicating that the present pore-scale results are more precise than upscalling

ones. Results from media PC-PD demonstrate that the irregular coke distribution influences

combustion details at the pore scale, but it plays an insignificant role in the overall coke

combustion in the present study.

Figure 6.17 Contours of residual coke, O2 mass fraction YO2 , and temperature T/T0 fields at time
instant t = 2.577 s in media PE (a) and PF (b), for the case with driving force F∗

x = 6.557, inlet air
temperature T0 = 773 K, and inlet O2 mass fraction YO2,0 = 0.233.
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To further examine the role of matrix structure heterogeneity, combustion properties in

media PD-PF are analyzed. Profiles of ⟨F∗
r ⟩, Rrc, and lc f /lx in Figs. 6.13(b)-(d) suggest

that, compared with the base case, coke combustion in medium PD show a similar intensity,

while combustion and front propagation are accelerated in media PE and PF, with the

most intensive combustion taking place in PF. This can be explained by the measured

volume-averaged pore size ⟨rp⟩ in Table 6.1. The data shows that ⟨rp⟩ remains the smallest

in medium PD and the base medium, while it increases in medium PE and becomes the

largest one in medium PF. As reported in [63], although with fixed porosity, the larger pore

size exerts the smaller resistance and then the faster fluid flow. Therefore, heterogeneous

matrix structures of media PE-PF introduce large pore size and finally lead to the enhanced

flow and the improved coke combustion. Such effects again fail to be reflected by profiles

of Tc f /T0 (Figs. 6.13(a)) due to variations in T/T0 along the combustion front (Fig. 6.17).

As conducted above, temporal evolutions of the maximum front temperature Tc f ,m/T0 in

media PD-PF are measured and provided in Fig. 6.15(b). With the increase in ⟨rp⟩ from PD

to PF, the value of Tc f ,m/T0 grows gradually, matching well with the enhanced combustion.

Moreover, as in media PC-PD, snapshots of combustion dynamics in Fig. 6.17 indicate

that heterogeneous structures of media PE-PF affect pore-scale details of coke combustion.

These assessments show that a medium with large porosity is desired to achieve a

combustion front with high movement velocity and proper burning temperature. The

heterogeneity in both coke distribution and matrix structure has notable effects on pore-

scale combustion details. Moreover, the heterogeneous matrix structure may change the

medium pore size and then influence the overall combustion intensity.
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6.5 Summary

Coke combustion is simulated in porous media at the pore scale, using the newly developed

MRT LB model in Sec. 2.2.1. Advantages of the present new model are highlighted by

simulating a base case of pore-scale coke combustion. The results show that previous

models without considering thermal expansion or conjugate heat transfer underestimate

front temperature and coke combustion. Such models incorrectly predict a stable burning

temperature under a high driving force. On the contrary, the proposed LB model is able to

overcome these deficiencies and capture coke combustion dynamics in the base case: 1)

As combustion goes on, a stable combustion front sweeps downstream fluid efficiently. 2)

At this front, temperature reaches a local maximum, density drops to a local minimum, and

reactants (coke and O2) are fully consumed. 3) Temperature fluctuates at the solid-fluid

interface because these two phases have different thermophysical properties at the pore

scale, indicating that the present pore-scale results are more precise and detailed than

upscaling studies.

The developed LB model is also employed to conduct a detailed parametric study,

which demonstrates that: 1) The increased inlet air temperature facilitates reliable ignition

and avoids O2 leakage, but a very high temperature is unnecessary owing to the limited O2.

2) Although the increasing driving force boosts coke combustion, too high a force causes

an undesired rise in burning temperature. 3) An underground site with large porosity is

favourable since it results in a stable combustion front with proper burning temperature

and high movement velocity. 4) The heterogeneous coke distribution or matrix structure

significantly affects combustion details at the pore scale, but only the random matrix
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structure can lead to changes in the medium pore size and then the overall coke combustion

intensity. In conclusion, the proposed LB model provides a reliable methodology for

simulating coke combustion in porous media at the pore scale. Moreover, improved

physical insights into the pore-scale coke combustion are obtained, which have significant

implications for heavy oil recovery based on the in-situ combustion process.
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7 Conclusion and future work

7.1 Conclusion

Porous media flows with chemical reaction are frequently encountered in many scientific

areas and engineering applications, like geological CO2 sequestration, oil recovery, and

underground water management. In order to explore the underlying mechanisms, such

important flows have been studied from two perspectives: the development of LB models

and the pore-scale simulations in 2D porous media. The later aspect includes cases of

density fingering with homogeneous reaction, viscous fingering with chemical dissolution,

and coke combustion in ISC process. Based on these simulations, physical mechanisms

at play are investigated, interactions between flow motions and chemical reactions (both

homogeneous and heterogeneous) are analysed, and implications to industrial applications

are discussed. The main conclusions are as follows.

(1) The development of new MRT LB models for porous media flows at the pore scale.

• An MRT LB model is proposed for simulating porous media flows with homoge-

neous reaction A+B →C between two miscible fluids. In this model, reactive source

terms are built to include chemical reactions. Separate LB equations are developed

for the concentration equations of the three chemical solutes, with different diffusion

rates and density contributions being considered. Furthermore, a buoyancy force

term is introduced to incorporate density fingering phenomena.
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• To simulate coke combustion during ISC process, another MRT LB model is devel-

oped and makes advances on two fronts. First, thermal expansion effects are taken

into account via the temperature-dependent air density, satisfying the low Mach

number approximation. Second, conjugate heat transfer and species conservation

conditions at the air-coke interface are modelled without iterative calculations, by

novel source terms and bounce-back schemes, respectively.

• A third MRT LB model is developed to simulate miscible displacement in porous

media. This model applies a concentration-dependent viscosity to include the viscous

contrast between the displacing and the displaced fluids. The dissolution reaction

is described via no-slip and species conservation boundary conditions, which are

resolved by bounce-back schemes.

• For the above three MRT LB models, benchmark tests have been carried out to

demonstrate their accuracy and reliability in modelling porous media flows with

chemical reaction at the pore scale.

(2) Pore-scale simulations of porous media flows with homogeneous reaction.

• The proposed MRT LB model is employed to simulate dissolution-driven density

fingering with reaction A+B → C in porous media at the pore scale. Results in

homogeneous media demonstrate six types of density fingering. The reaction is

found to enhance, suppress, or trigger the development of fingering. In addition, the

increasing ∆RaCB = RaC −RaB (the relative contribution to fluid density of B and

C) is found to intensify fingering, accelerate reaction, and enhance the storage of A.

On the other hand, simulations in heterogeneous media also produce six fingering

scenarios. Moreover, results show that the random grain distribution introduces
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long and rough fingering, the varying porosity along the flow direction affects the

fingering propagation velocity, and the large pore size in the top layer brings in long

fingering and high storage efficiency of A.

• Using the present MRT LB model, pore-scale studies on density fingering with

reaction A+B → C are continuously conducted to include differential diffusion

effects. Based on a homogeneous porous medium, simulation results demonstrate

eight fingering scenarios and four of them are introduced by two differential diffusion

mechanisms, i.e., the double-diffusive (DD) and the diffusive-layer convection (DLC)

mechanisms. The DD-induced minimum density layer suppresses the fingering

propagation but is ultimately penetrated by fingering. The DLC-induced maximum

density layer introduces the second fingering area below the first main one. In

addition, these two differential diffusion mechanisms have the potential to trigger the

development of density fingering. A parametric study suggests that the larger DB/DC

causes the longer fingering. As the difference between DB and DC increases, however,

the storage efficiency of A in the host fluid is shown to decrease. Results and insights

obtained from these simulations are important to geological CO2 sequestration.

(3) Pore-scale simulations of porous media flows with heterogeneous reaction.

• Based on the MRT LB model developed, miscible viscous fingering is simulated in

a homogeneous medium at the pore scale. The coexistence of viscosity contrast and

dissolution reaction is considered. Results capture different fingering patterns that

depend on dissolution (Da), diffusion (Pe), and viscosity contrast (R). Dissolution

reaction is found to delay the onset of fingering, slow down fingering propagation,

inhibit or reinforce the late-stage fingering intensity, and trigger fingering when
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dissolution rate is fast enough. In addition, increasing Da suppresses fingering at

first but gradually changes to intensify fingering. For every fixed Da, distributions

of stable and unstable simulation tests are determined in a Pe-R phase plane. A

boundary line between stable and unstable regimes is thus identified. By comparing

boundary lines of reactive (Da > 0) and non-reactive (Da = 0) tests, four distinct

regimes are further classified as stable, unstable, reactive stable, and reactive unstable.

These findings help to improve the understanding of geological CO2 sequestration.

• Simulations of pore-scale coke combustion are conducted using the MRT LB model

proposed. In a homogeneous medium, results are shown to correctly produce coke

combustion dynamics and capture temperature variations from the solid phase to the

air phase at the pore scale. Moreover, a parametric analysis suggests that the inlet

air temperature and the driving force should be constrained within certain ranges,

otherwise their influences may become negligible or even negative. Six types of

heterogeneous media are constructed to explore effects of porous structures on coke

combustion. Simulation results demonstrate that the large porosity accelerates coke

combustion and leads to a favorable combustion front. In addition, random coke

distributions affect pore-scale combustion details instead of the overall combustion

intensity, while random porous structures influence combustion both locally and

globally. These pore-scale results contribute to advancing the knowledge base for

heavy oil recovery using ISC process.
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7.2 Future work plan

This thesis aims to address the current research limitations in modelling porous media flows

with chemical reaction. For this purpose, MRT LB models are developed for simulating

porous media flows with both homogeneous and heterogeneous reactions at the pore

scale. By using these models, pore-scale simulations are carried out for understanding the

physical and chemical mechanisms at play. Results obtained show that the proposed MRT

LB models are stable and accurate approaches for studying reactive flows under various

conditions in 2D porous media. Moreover, pore-scale findings can enrich the knowledge

base and assist the design and optimisation of industrial applications, like geological CO2

sequestration and enhanced oil recovery. On the other hand, as a first study in the field, this

thesis inevitably makes some simplifications, like 2D configurations and miscible fluids.

Therefore, further work should be devoted to the following areas:

• The LB models developed use the D2Q9 discrete velocity scheme and focus on

reactive flows in 2D porous media. Although simulation results can qualitatively

reproduce experimental observations, the quantitative comparison with experiments

and the direct modelling of industrial processes require 3D simulations. Thus, the

proposed LB models should be extended to 3D, by replacing the discrete velocities,

the weight coefficients, and the transformation matrix in Eqs. (2.1)-(2.2) with the

3D counterparts, respectively. For pore-scale simulations, 3D LB codes should

be improved to reduce the extremely high demand on the computational resource

and storage. A possible solution is to use the adaptive mesh and the sparse storage

techniques. In addition, to construct 3D porous media, realistic images and structure
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information can be applied to determine distributions of void pores and solid matrices.

After these developments, 3D simulations can be performed to quantify flow motions

and reaction properties in experiments and engineering applications.

• The current LB models focus on miscible fluid flows in porous media. However,

multi-phase flows are involved in diverse experimental and industrial processes.

Moreover, multi-phase reactants and products can change the reactive surface and

the fluid properties, further affecting the reaction rate, flow motions, and heat and

mass transfer. This subsequently hampers efforts to bring the present LB models

in line with experiments or industrial applications. To remove this limitation, the

present LB models should be continuously developed to model multi-phase fluid

flows in porous media. Previous multi-phase LB models, like the pseudopotential

and the phase-field models [55], can be applied, with necessary adjustments made.

• In the current study of viscous fingering with chemical dissolution, the displacing

and the displaced fluid pairs are assumed to be miscible and isothermal. However,

this assumption is inconsistent with some experiments and engineering applications

from two aspects. First, chemical reactions are indeed exothermic or endothermic,

which modify the local temperature and then affect the reaction rate and the fluid

viscosity. Second, two-phase flows are usually involved and thus the capillary force

is induced to affect the viscous fingering properties. Besides, to ensure the numerical

stability, the tunable viscosity ratio between the two fluids is currently limited to

a certain range. To address these issues, a study on immiscible viscous fingering

with dissolution reaction can be carried out, where effects of two-phase flows and

temperature variations are discussed. In this follow-on work, the viscosity ratio
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range can be extended to cover a wider scope of fluid pairs, by applying the lattice

kinetic scheme developed by Inamuro et al. [165].

• The boundary scheme proposed for the reactive liquid-solid interface can correctly

capture the conjugate heat and mass transfer conditions with continuous temperature,

concentration, and heat and mass fluxes. Despite that, in scientific and engineering

areas, transport phenomena between different phases may show discontinuities (like

concentration and temperature jumps) across the phase interface. For such interface

jump conditions, a more generalized boundary scheme, including temperature,

concentration, and flux jumps, needs to be further formulated. This is expected to

be addressed with reference to the second-order accurate boundary treatment for

Dirichlet and Neumann problems [166, 167].

• The current simulations of porous media flows with heterogeneous reaction at the

fluid-solid interface considers only the dissolution of solid reactants. In parallel,

the precipitation reaction is widely encountered in experiments and industrial ap-

plications. With chemical solutes precipitating and accumulating on the reactive

surface, the available surface area for reaction decreases, which may slow down or

even block the reaction. Moreover, the precipitation reaction can gradually modify

the porous structure and change the reactive and transport properties. Accordingly,

the modelling of porous media flows needs to consider the precipitation reaction.

As a reversed process of the chemical dissolution, the precipitation reaction can be

easily realized by formulating and solving the reactive boundary conditions.

• The present study on coke combustion, as a first-step work, applies some simplifica-

tions, including the one-step reaction, the first-order reaction rate, the fixed thermal
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and physical properties of the reactive fluids, and the negligence of the multi-phase

reaction products. Therefore, to accurately interpret ISC process, these simplifica-

tions need to be removed one-by-one in the future research. This can be achieved

after the above model developments.
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IX A Derivations of heat and mass transfer

equations for coke combustion

In this Appendix, derivations of Eqs. (2.37)-(2.38) from Eqs. (2.32)-(2.33) are introduced.

As reported in [150], the standard thermal LB method (like the present Eq. (2.42) without

Fq2) recovers the advection-diffusion equation as,

∂t χ +∇ · (χuuu) = ∇ · (ζ ∇χ)+S, (A.1)

where χ is a macroscopic scalar (e.g., temperature T , mass fraction Y , concentration C,

etc.), ζ is the corresponding diffusivity coefficient, and S is the source term. For heat

transfer problems, the recovered Eq. (A.1) can satisfy conjugate heater transfer conditions

at the interface between two phases only when heat capacitances ρcp are uniform across

phases [37, 128]. However, we account for different heat capacitances ρcp between the

solid and air phases, as well as thermal expansion in the air phase, showing that the

standard LB method cannot provide a correct solution to resolving conjugate heat transfer

conditions. Thus, our target is to build a new LB model for solving the energy conservation

equation (2.33), which guarantees the general conjugate heat transfer conditions (without

limitations on ρcp). Similarly, we aim to solve the species conservation equation (2.32)

for species transport.

To solve the species and energy conservation equations (2.32)-(2.33), we firstly recast

them to fit the from of Eq. (A.1). The energy conservation equation (2.33) is derived as,

151



Derivations of heat and mass transfer equations for coke combustion

∂t (ρcpT )+∇ · (ρcpT uuu) = ∇ · (αρcp∇T )+Q,

⇒ ρcp∂tT +T ∂t (ρcp)+ρcp∇ · (T uuu)+T uuu ·∇(ρcp) = ρcp∇ · (α∇T )+α∇T ·∇(ρcp)+Q,

⇒ ∂tT +∇ · (T uuu) = ∇ · (α∇T )+
Q

ρcp
+

(
α

ρcp
∇T ·∇(ρcp)−

T
ρcp

uuu ·∇(ρcp)

)
− T

ρcp
∂t (ρcp) .

(A.2)

The third term on the right hand of Eq. (A.2) is transformed to,

α

ρcp
∇T ·∇(ρcp)−

T
ρcp

uuu ·∇(ρcp) ⇒ 1
ρcp

∇(ρcp) · (α∇T −T uuu) . (A.3)

By submitting Eq. (A.3) into Eq. (A.2), one can finally obtain Eq. (2.38) as,

∂tT +∇ · (T uuu) = ∇ · (α∇T )+FT , (A.4)

with,

FT = Fq1 +Fq2, Fq1 =
Q

ρcp
, Fq2 =

1
ρcp

∇(ρcp) · (α∇T −T uuu)− T
ρcp

∂t (ρcp) . (A.5)

Such an derivation can be applied for the species conservation equation (2.32) as,

∂t (ρYn)+∇ · (ρYnuuu) = ∇ · (Dnρ∇Yn) ,

⇒ ρ∂tYn +Yn∂tρ +ρ∇ · (Ynuuu)+Ynuuu ·∇ρ = ρ∇ · (Dn∇Yn)+Dn∇Yn ·∇ρ,

⇒ ∂tYn +∇ · (Ynuuu) = ∇ · (Dn∇T )+
Dn

ρ
∇Yn ·∇ρ − Yn

ρ
(∂tρ +uuu ·∇ρ) .

(A.6)

Considering species transportation is only solved in pore spaces, the last term on the right

hand of Eq. (A.6) is derived as,

Yn

ρ
(∂tρ +uuu ·∇ρ) ⇒ Yn

ρ
(∂tρ +∇ · (ρuuu))−Yn∇ ·uuu. (A.7)

Obviously, the first term on the right hand of Eq. (A.7) can be deleted with the help of

Eq. (2.30). Thus the above Eq. (A.6) is eventually transformed into Eq. (2.37) as,

∂tYn +∇ · (Ynuuu) = ∇ · (Dn∇Yn)+Fn, (A.8)
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with,

Fn =
Dn

ρ
∇Yn ·∇ρ +Yn∇ ·uuu. (A.9)

Based on these derivations, solving Eqs. (2.32)-(2.33) becomes equivalent to building an

LB model for Eqs. (2.37)-(2.38). Compared with the standard LB model for Eq. (A.1), the

developed model introduces source terms Fq2 and Fn to accurately describe conjugate heat

transfer and species conservation conditions at the reactive interface.
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IX B The MRT LB model for miscible viscous

fingering with dissolution reaction

In this Appendix, the D2Q9 MRT LB model for pore-scale simulations of miscible viscous

fingering with dissolution reaction in porous media is introduced. LB equations for solving

the governing equations (2.64)-(2.66) are formulated as [38, 63, 168],

fi (xxx+ eeeiδt , t +δt)− fi (xxx, t) =−
(
MMM−1SSSMMM

)
i j

[
f j (xxx, t)− f eq

j (xxx, t)
]

+δt
(
MMM−1 (III −0.5SSS)MMM

)
i j F j,

(B.1)

gi (xxx+ eeeiδt , t +δt)−gi (xxx, t) =−
(
MMM−1SSScMMM

)
i j

[
g j (xxx, t)−geq

j (xxx, t)
]
, (B.2)

for i, j = 0, 1, ..., 8, where fi(xxx, t) and gi(xxx, t) are distribution functions for the hydro-

dynamics and the concentration, respectively. To recover the incompressible equations

correctly, the equilibrium distribution functions f eq
i and geq

i are given as [38],

f eq
i = wi

[
ρp +ρ0

(
eeei ·uuu
c2

s
+

(eeei ·uuu)2

2c4
s

− uuu2

2c2
s

)]
, (B.3)

geq
i = wiCA

[
1+

eeei ·uuu
c2

s
+

(eeei ·uuu)2

2c4
s

− uuu2

2c2
s

]
. (B.4)

Here ρp is a variable related to the fluid pressure as p = c2
2ρp, with cs = e/

√
3 being the

lattice sound velocity. To avoid discrete lattice effects, distribution functions for the driving

force FFF is [38],

F i = wi

[
eeei ·FFF

c2
s

+
(eeei ·uuu)(eeei ·FFF)

c4
s

− uuu ·FFF
c2

s

]
. (B.5)

With the transformation equation (2.3), the evolution equations (B.1)-(B.2) are imple-

mented in the moment space as,
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f̂ff (xxx+ eeeiδt , t +δt) = f̂ff (xxx, t)−SSS
[

f̂ff (xxx, t)− f̂ff
eq
(xxx, t)

]
+δt

(
III − SSS

2

)
F̂FF , (B.6)

ĝgg(xxx+ eeeiδt , t +δt) = ĝgg(xxx, t)−SSSc [ĝgg(xxx, t)− ĝggeq (xxx, t)] , (B.7)

where SSS and SSSc are the diagonal relaxation matrices of relaxation rates si and sc,i in the

moment space, respectively. In the following simulations, the relaxation rates are chosen

as used in [63]. The equilibrium and forcing moments are expressed as,

f̂ff
eq
=
(
ρp,−2ρp +3ρ0uuu2,ρp −3ρ0uuu2,ρ0u,−ρ0u,ρ0v,−ρ0v,ρ0

(
u2 − v2) ,ρ0uv

)
, (B.8)

ĝggeq =CA
(
1,−2+3uuu2,1−3uuu2,u,−u,v,−v,u2 − v2,uv

)
, (B.9)

F̂FF = (0,6uuu ·FFF ,−6uuu ·FFF ,Fx,−Fx,Fy,−Fy,2(uFx − vFy) ,uFy + vFx) . (B.10)

Finally, the macroscopic variables can be obtained from the distribution functions as,

ρp = ∑
i

fi, ρ0uuu = ∑
i

eeei fi +0.5δtFFF , CA = ∑
i

gi. (B.11)

Through the Chapman-Enskog analysis on the proposed LB equations, the governing

equations can be recovered with the relaxation times τ and τA being,

ν = (τ −0.5)δtc2
s , DA = (τA −0.5)δtc2

s . (B.12)
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IX C Brief description of the LB codes used in

this thesis

This appendix provides computational information of the LB codes developed in this

thesis. Generally, the LB algorithm consists of five subroutines: initialization, collision,

streaming, boundary conditions, and macro variables. For the MRT LB models proposed

in Chapter 2, a basic algorithm flowchart is provided in Table C.1. Following such an

algorithm structure, current LB models are programmed in the language of C/C++. In order

to execute in parallel, the newly-written LB codes apply the Message Passing Interface

library. It is emphasized that, during the code writing, subroutines of the flowchart in

Table C.1 can be adjusted based on the corresponding LB model. For example, in the LB

code for density fingering with homogeneous reaction, the implementation of the reactive

fluid-solid interface in step 4(1) is not included.

Based on these self-developed LB codes, pore-scale simulations of porous media flows

with chemical reaction are realized on the UK National Supercomputing Service, namely,

the ARCHER. Our statistics show that the parallel LB codes can perform efficiently

even when high-resolution meshes are selected for describing porous media. First, in

Chapters 3-4 of density fingering with homogeneous reaction, a computational domain of

mesh size Nx ×Ny = 1500×1000 is used. For a simulation case lasting a dimensionless

time period t∗ = 100, a 1.12-hour parallel computation of 240 compute cores can provide

information about the fingering development and the chemical reaction. Then, for a

simulation test of viscous fingering with chemical dissolution in Chapter 5, a mesh of
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size Nx ×Ny = 1920×954 is applied and it takes a 0.29-hour parallel computation of 240

compute cores to record fingering dynamics and reaction properties in a dimensionless time

period t∗ = 0.1. Finally, based on a computational domain of size Nx ×Ny = 1020×760,

a simulation case of coke combustion in Chapter 6 spends 3.27 hours of computational

time using 480 compute cores to capture coke combustion dynamics in 1 s physical time.

Table C.1 A typical flowchart for programming the present LB models.

Input: I ; Output: O

Start Program

1. Read the porous medium structure:

• Label each node xxx of the mesh M as fluid, reactive solid, or non-reactive solid.

2. Set the initial parameters I :

• LB parameters: eeei, SSS, MMM, ...

• Properties of both fluid and solid phases: uuu, ρ , Cr, T , ...

3. Initialize the distribution functions as the equilibrium values:

• Fi(xxx, 0) = F eq
i (xxx, 0) (F = f , g, h, ...)

4. Loop for time steps N :

(1) Impose boundary conditions at the reactive fluid-solid interface:

• Update the interface concentration CI
r .

• Update the interface reaction rate.

(2) Update LB parameters.

(3) Calculate the post-collision distribution functions (Collision):

• F ′
i (xxx, t) = Fi(xxx, t)−MMM−1SSSMMM

(
Fi(xxx, t)−F eq

i (xxx, t)
)
.

(4) Propagate particles (Streaming):

• Fi(xxx+ eeeiδt , t +δt) = F ′
i (xxx, t).

(5) Calculating macro properties of both fluid and solid phases at M .

(6) Impose boundary conditions:

• The fluid-solid interface and the computational domain boundaries.

(7) Update the porous medium structure.

(8) Go back to step (1) and repeat steps (1)-(6) until the stop criterion is satisfied.

5. Obtain macro variables O .

End Program
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