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Abstract 

The 5G Architecture Working Group as part of the 5GPPP Initiative is looking at capturing novel 

trends and key technological enablers for the realization of the 5G architecture. It also targets at 

presenting in a harmonized way the architectural concepts developed in various projects and 

initiatives (not limited to 5GPPP projects only) so as to provide a consolidated view on the 

technical directions for the architecture design in the 5G era. 
 

The first version of the white paper was released in July 2016, which captured novel trends and 

key technological enablers for the realization of the 5G architecture vision along with harmonized 

architectural concepts from 5GPPP Phase 1 projects and initiatives. Capitalizing on the 

architectural vision and framework set by the first version of the white paper, this Version 2.0 of 

the white paper presents the latest findings and analyses with a particular focus on the concept 

evaluations, and accordingly it presents the consolidated overall architecture design.  
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1 Introduction 

The development of the fifth generation (5G) mobile and wireless networks has progressed at a 

rapid pace. The third Generation Partnership Project (3GPP) aims to complete the initial non-

standalone option of 5G until the end of 2017. Since mid-2015, the European Union (EU) funds 

5G Public Private Partnership (5GPPP) Phase 1 projects1 that have played an important role in 

establishing a pre-standardization consensus on areas ranging from physical layer to overall 

architecture, network management and software networks. Various technologies and innovations 

from these projects have substantially contributed to the progress in standards developing 

organizations (SDOs). With the aim of consolidating the outcome of 5GPPP projects into an 

overall architecture vision and responding to the diverse requirements of 5G use cases and 

services, the 5G Architecture Working Group has been active since the start of the 5GPPP 

initiative. To this end, the first version of the white paper2 was released in July 2016 captured 

novel trends and key technological enablers for the realization of the 5G architecture along with 

harmonized architectural concepts from projects and initiatives. Capitalizing on the architectural 

vision and framework set by the first version of the white paper, this version of the white paper 

presents the latest findings and analyses with a particular focus on the concept evaluations.  

Various 5GPPP Phase 1 projects have been concluded by June 2017, and Phase 2 projects3 have 

started in order to be aligned with the accelerated 5G development. The current white paper 

highlights the key design recommendations identified by the Phase 1 projects toward the 5G 

architecture design. Another goal is to provide baseline architecture to facilitate Phase 2 projects 

and accelerate further development. 

The 5G system has the ambition of responding to the widest range of services and applications in 

the history of mobile and wireless communications categorized in (i) enhanced mobile broadband 

(eMBB), (ii) ultra-reliable and low-latency communications (URLLC) and (ii i) massive machine-

type communications (mMTC). In responding to the requirements of these services and 

applications, the 5G system aims to provide a flexible platform enabling new business cases and 

models integrating vertical industries, such as, automotive, manufacturing, energy, eHealth, and 

entertainment. On this basis, network slicing emerges as a promising future-proof framework  

adhering to the technological and business needs of different industries. To achieve this goal, 

network slicing needs to be designed from an end-to-end perspective, spanning over different 

technology domains (e.g., core, transport and access networks) and administrative domains (e.g., 

different mobile network operators) including management and orchestration functions. 

Furthermore, security architecture shall be natively integrated into the overall architecture, 

satisfying the requirements of services and applications pertaining to safety-critical use cases.  

This white paper is organized as follows. In Chapter 2, the overall 5G architecture is presented 

highlighting the aforementioned key attributes. The radio access domain is described from the 

functional and protocol stack perspectives in Chapter 3, where numerical evaluations are 

delineated supporting these perspectives. Various aspects related to the physical deployment in 

the edge and transport networks are discussed in Chapter 4. In Chapter 5, the design of the 5G 

management and orchestration plane is detailed. Chapter 6 summarises achieved impacts on 

various SDOs along with potential impacts marked as ongoing activities within the framework of 

this white paper. Chapter 7 concludes the white paper with an initial assessment of the 

achievements towards the 5GPPP programme KPIs and provides an outlook into the future.  

                                                      

 

1    5GPPP Phase 1 Projects - https://5GPPP.eu/5GPPP-phase-1-projects/ 

2 5GPPPArchitecture WG White Paper v1.0 ñView on 5G Architectureò - https://5GPPP.eu/wp-

content/uploads/2014/02/5GPPP-5G-Architecture-WP-July-2016.pdf 

3    5GPPP Phase 2 Projects - https://5GPPP.eu/5GPPP-phase-2-projects/ 

https://5gppp.eu/5GPPP-phase-1-projects/
https://5gppp.eu/wp-content/uploads/2014/02/5GPPP-5G-Architecture-WP-July-2016.pdf
https://5gppp.eu/wp-content/uploads/2014/02/5GPPP-5G-Architecture-WP-July-2016.pdf
https://5gppp.eu/5GPPP-phase-2-projects/
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2 Overall architecture 

5G networks will meet the requirements of a highly mobile and fully connected society. The 

proliferation of connected objects and devices will pave the way to a wide range of new services 

and associated business models enabling automation in various industry sectors and vertical 

markets (e.g. energy, e-health, smart city, connected cars, industrial manufacturing, etc.). In 

addition to more pervasive human centric applications, e.g., virtual and augmented reality 

augmentation, 4k video streaming, etc., 5G networks will support the communication needs of 

machine-to-machine and machine-to-human type applications for making our life safer and more 

convenient. Autonomously communicating devices will create mobile traffic with significantly 

different characteristics than today's dominantly human-to-human traffic. The coexistence of 

human-centric and machine type applications will impose very diverse functional and key 

performance indicator (KPI)/performance requirements that 5G networks will have to support.  

The vision of network slicing will therefore satisfy the demand of vertical sectors that request 

dedicated telecommunication services by providing ñcustomer-facingò on-demand network slice 

requirement descriptions to operators as depicted in Figure 2-1. The need for mapping such 

customer-centric service level agreements (SLAs) to resource-facing network slice descriptions, 

which facilitate the instantiation and activation of slice instances, becomes evident. In the past, 

operators executed such mapping in a manual manner on a limited number of service/slice types 

(mainly mobile broad band - MBB, voice service, and SMS). With an increased number of such 

customer requests and according network slices, a mobile network management and control 

framework will therefore have to exhibit a significantly increased level of automation for the 

entire lifecycle management of network slice instances.  

More specifically, slice lifecycle automation must be realized by an architecture and comprising 

functions and tools that implement cognitive procedures for all lifecycle phases: preparation 

phase, instantiation, configuration and activation phase, run-time phase, and decommissioning 

phase. Two fundamental technological enablers include softwarization, e.g., virtualisation of 

network functions, as well as software-defined, programmable network functions and 

infrastructure resources. Further key elements constitute efficient management & orchestration 

procedures and protocols. Finally, scalable, service-centric data analytics algorithms that exploit 

multi-domain data sources, complemented with reliable security mechanisms, will pave the way 

for deploying customised network services with different virtualised NFs (VNF) on a common 

infrastructure in a trustworthy manner. 

A recursive structure in 5G context can be defined as a design, rule or procedure that can be 

applied repeatedly [2-1]. In a network service context, this recursive structure can either be a 

specific part of a network service or a repeated part of the deployment platform and it is defined 

as the ability to build a service out of existing services. A certain service could scale recursively, 

meaning that a certain pattern could replace part of itself. As with a recursive service definition, 

a recursive structure in the (software) 5G architecture can be instantiated and linked repeatedly. 

It improves scalability, as the same instance can be deployed many times, at different places at 

the same time. Recursiveness also leads to an easier management of elasticity, scalability and 

change. Recursiveness by delegating parts of the service to multiple instances of the same 

software block, is a natural way to handle more complex and larger workloads or service graphs. 

If this recursiveness is taken into account from the beginning of the 5G development, the 

advantages of this approach will come at a minimal cost.  

In the context of virtual infrastructure, such recursive structure allows a slice instance operating 

on top of the infrastructure resources provided by the slice instance below. The tenant (the owner 

of a slice instance) can operate its virtual infrastructure as it operates on the physical one, 

allocating and reselling part of the resources to other tenants. That means, each tenant can own 

and deploy its own MANO system. To support the recursion, a set of homogeneous APIs are 

needed for providing a layer of abstraction for the management of each slice and controlling the 

underlying virtual resources which is transparent to the level of the hierarchy where the tenant is 

operating. Different tenants request the provisioning of slices through these APIs. By means of a 

template, blueprint, or SLA, each tenant specifies not only the slice characteristics (topology, 
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QoS, etc.) but also some extended attributes such as the level of resiliency, management and 

control desired. The provider must take care of meeting the requirements and managing the 

available resources. 

  

 

Figure 2-1: Overall Architecture 

2.1 5G Services, Applications and Use Cases 

In the course of identifying the requirements for the 5G network infrastructure a large number of 

use cases have been described and analysed in the context of standards bodies, such as 3GPP and 

ITU-T, industry forums such as NGMN and last but not least the projects of phase 1 of the 5G 

Public Private Partnership (5GPPP). Those projects described use cases that guide the research 

and innovation in these projects towards demonstrating their scientific and technological 

achievements.  

Through the interaction with the community of the industry verticals a number of additional use 

cases have been defined. Many available use cases are variations of a small set of basic 5G service 

classes, which have been consolidated and agreed in the context of 5GPPP and different SDOs as 

follows: 

¶ Enhanced Mobile Broadband (eMBB) ï also called Extreme Mobile Broadband 

¶ Ultra-Reliable and Low Latency Communications (URLLC), and  

¶ Massive Machine Type Communications (mMTC)  

Additional use cases are likely to emerge and which are not foreseen today. For future 5G systems, 

flexibility is necessary to adapt to new use cases with a wide range of requirements. 

Currently five vertical industries have described their requirements in their respective white 

papers [2-2]. The requirements have been expressed in the form of vertical industry use cases, 

which have been further analysed in the white paper 5G empowering vertical industries of the 5G 

vision and societal challenges work group [2-3], In this white paper the verticals use cases are 

mapped to technical capabilities of 5G that correspond to the main key performance indicators of 

the 5GPPP programme, identified in the 5GPPP contractual arrangement and extended in the 5G 

Vision document [2-4].  

From a technical architecture perspective version 1 of the View on 5G Architecture [2-5] by the 

5GPPP architecture work group introduces the key requirements for 5G networks and presents 

the design objectives for the architecture. 

The document on 5GPPP use cases and performance evaluation [2-6] provides an overview of the 

use cases that are used for evaluation of different 5G radio access network concepts. It refines the 
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use case classes provided above, by defining use case family groups in order to better reflect their 

use in 5GPPP phase 1 projects. The identified groups are: 

¶ Dense urban  

¶ Broadband (50+Mbps) everywhere  

¶ Connected vehicles  

¶ Future smart offices  

¶ Low bandwidth IoT 

¶ Tactile internet / automation 

The grouping is based on stated ranges for the metrics for each of the KPIs relevant for the service 

experience of the customer, namely: 

¶ Device density 

¶ Mobility  

¶ Infrastructure (related to topology) 

¶ Traffic type 

¶ User data rate 

¶ Latency  

¶ Reliability  

¶ Availability (related to coverage) 

¶ 5G service type (eMBB, URLLC, mMTC) 

Additional use cases and related KPIs are identified that are relevant from the deployment and 

network operational perspective, namely: 

¶ Network slicing, which considers the ability to create end-to-end slices on the same 

infrastructure for heterogeneous services 

¶ Multi -tenancy, which considers the ability to offer connectivity services to multiple 

tenants and to combine resources from different operators 

¶ Flexibility, which considers the possibility to dynamically configure networks in time 

and space, depending on foreseen or unforeseen events 

Finally the following capabilities, although expressed from the vertical sectors perspective, are 

key for a successful commercialisation: 

¶ Service deployment time, defined as the duration required for setting up end-to-end 

logical network slices characterised by respective network level guarantees. 

¶ Data Volume, defined as the quantity of information transferred per time interval over a 

dedicated area.  

¶ Autonomy, defined as the time duration for a component to be operational without power 

being supplied. It relates to battery lifetime, battery load capacity and energy efficiency. 

¶ Security, defined as a system characteristic ensuring globally the protection of resources 

and encompassing several dimensions such as, among others, authentication, data 

confidentiality, data integrity, access control and non-repudiation. 

¶ Identity, defined as the characteristic to identify sources of content and recognise entities 

in the system. 

In the following table the KPIs and capabilities identified above are assessed with respect to 5G 

architecture relevance and mapped to the architecture mechanisms presented in this document. 

 

KPI/capability  Archit ecture relevance Reference to 

mechanism 

Device density High, RAN level Sec. 3 

Mobility  High, system level Sec. 3 

Infrastructure (related to 

topology) 

High, system level Sec. 4 

Traffic type Medium, RAN and system level Sec. 3 

User data rate Medium, RAN and back-/fronthaul level Sec. 3, Sec. 4 

Latency  High, RAN and system level Sec. 3, Sec. 4 

Reliability  High, management level Sec. 5 
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Availability (related to 

coverage) 

Low, system level Sec. 4 

Network slicing Fundamental concept Sec. 2 

Multi -tenancy Fundamental concept Sec. 2 

Flexibility Fundamental requirement implemented 

through complete softwarization 

Sec. 5 

Service deployment time High, system level Sec. 5 

Data Volume Medium, system level Sec. 4 

Autonomy N/A  

Security High, system level Sec. 2.5 

Identity High, system level Sec. 2.5 

2.2 Network Slicing 

The industry consensus is that by 2020, 5G network of the future will involve the integration of 

several cross-domain networks, and the 5G systems will be built to enable logical network slices 

across multiple domains and technologies to create tenant- or service-specific networks. The 

network slicing shall realize end-to-end (E2E) vision starting from the mobile edge, continuing 

through the mobile transport including fronthaul (FH) and backhaul (BH) segments, and up until 

the core network (CN). This will enable operators to provide networks on an as-a-service basis 

and meet the wide range of use cases that the 2020 timeframe will demand. In the same context, 

a profound relationship is considered between the concept of network slices and 5G integrated 

environments.  

While legacy systems (e.g., 4G mobile networks) hosted multiple telco services (such as, MBB, 

voice, SMS) on the same mobile network architecture (e.g., LTE/EPC), network slicing aims for 

building dedicated logical networks that exhibit functional architectures customized to the 

respective telco services, e.g., eMBB, V2X, URLLC, mMTC (see Figure 2-2). Moreover, legacy 

systems are characterized by monolithic network elements that have tightly coupled hardware, 

software, and functionality. In contrast, the 5G architecture decouples software-based network 

functions from the underlying infrastructure resources by means of utilizing different resource 

abstraction technologies. For instance, well-known resource-sharing technologies such as 

multiplexing and multitasking, e.g., WDM or radio scheduling, can be advantageously 

complemented by softwarisation techniques such as Network Function Virtualisation (NFV) and 

Software Defined Networking (SDN). Multitasking and multiplexing allow sharing physical 

infrastructure that is not virtualised. NFV and SDN allow different tenants to share the same 

general purpose hardware, e.g., Commercial Off-The-Shelf (COTS) servers. In combination, 

these technologies can allow to build fully decoupled end-to-end networks on top of a common, 

shared infrastructure, see logical networks comprising CN functions (CNFs) and RAN functions 

(RNFs) in Figure 2-2. Consequently, as depicted in Figure 2-2, multiplexing will not happen on 

the network level anymore, but on the infrastructure level, yielding better QoE (Quality of 

Experience) for the subscriber as well as improved levels of network operability for the mobile 

service provider or mobile network operator. 

In the following, further elaboration on the slicing definition and motivation is provided. The 

functional layers for the implementation of network slicing are highlighted, and the lifecycle 

management of network slices is discussed. Inter-slice and intra-slice control mechanisms are 

depicted along with implementation examples on the protocol stack. The business realization and 

possible extensions to the current network slicing context are captured, as well. 
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Figure 2-2: Multi-tenancy in legacy networks and slicing-enabled networks [2-17] 

2.2.1 Network Slicing Context, Definition and Motivation 

A number of definitions slicing as partitions of connectivity resources were used in the last ten 

years within the context of research into distributed and federated testbeds and in future internet 

research [2-7]. More recently in research and SDOs revised definitions were used [2-8][2-9][2-

10][2-11][2-12][2-13]. 

The network slice is a composition of adequately configured network functions, network 

applications, and the underlying cloud infrastructure (physical, virtual or even emulated 

resources, RAN resources etc.), that are bundled together to meet the requirements of a 

specific use case, e.g., bandwidth, latency, processing, and resiliency, coupled with a business 

purpose. Following the 5G verticals paradigm [2-14], an infrastructure provider will assign the 

required resources for a network slice, that in turn realizes each service of a service provider 

portfolio (e.g., the vehicular URLLC network slice, the factory of the future URLLC network 

slice, the health network mMTC network slice, see Figure 2-3. Hence, a network slice comprises 

a subset of virtual network infrastructure resources and the logical mobile network instance with 

the associated functions using these resources. It is dedicated to a specific tenant that, in turn, uses 

it to provide a specific telecommunication service (e.g. eMBB). The decoupling between the 

virtualised and the physical infrastructure allows for the efficient scaling-in/out/up/down of the 

slices, suggesting hence the economic viability of this approach that can adapt the used resources 

on demand. The network slices will span the whole protocol stack from the underlying 

(virtualised) hardware resources up to network services and applications running on top of them. 

This approach is aligned with the industry and telecom perspective, towards 5G [2-15], in order 

to meet the demands of extremely diverse use cases. Although, the infrastructure resources could 

be shared among several parallel network slices, every provider may use a specific control 

framework or/and a specific cloud management system and, in addition, all the configuration 

effort and fine-tuning of the components may be left to users. Advanced orchestration and 

automation is required to release the configuration burden from users and to enable an integrated 

end-to-end solution. Network Slicing is an end-to-end concept covering all network segments 

including radio networks, wire access, core, transport and edge networks. It enables the 

concurrent deployment of multiple end-to-end logical, self-contained and independent shared or 

partitioned networks on a common infrastructure platform. 

From a business point of view, a slice includes a combination of all the relevant network 

resources, network functions, service functions and enablers required to fulfill a specific business 

case or service, including OSS and BSS. 

The behaviour of the network slice realized via network slice instance(s). From the network 

infrastructure point of view, network slice instances require the partitioning and assignment of a 

set of resources that can be used in an isolated, disjunctive or non- disjunctive manner for that 

slice. 

Network slicing considerably transforms the networking perspective by abstracting, isolating, 

orchestrating, softwarizing, and separating logical network components from the underlying 
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physical network resources and as such they enhance the network architecture principles and 

capabilities. 

To support network slicing, the management plane creates a group of network resources, it 

connects with the physical and virtual network and service functions as appropriate, and it 

instantiates all of the network and service functions assigned to the slice. For slice operations, the 

control plane takes over governing of all the network resources, network functions, and service 

functions assigned to the slice. It (re-) configures them as appropriate and as per elasticity needs, 

in order to provide an end-to-end service. In particular, ingress routers are configured so that the 

appropriate traffic is bound to the relevant slice.  

The establishment of slices is both business-driven as slices are the support for different types and 

service characteristics and business cases, and technology-driven as slices are a grouping of 

physical or virtual resources (network, compute, storage) which can act as a sub network and/or 

a cloud. A slice can accommodate service components and network functions (physical or virtual) 

in all of the network segments: access, core, and edge / enterprise networks. 

Network operators can use network slicing to enable different services to receive different 

treatment and to allow the allocation and release of network resources according to the context 

and contention policy of the operators. Such an approach using network slicing would allow a 

significant reduction of the operations expenditure. In addition, network slicing makes possible 

softwarization, programmability and allows for the innovation necessary to enrich the offered 

services. Network softwarization techniques may be used to realize and manage network slicing. 

Network slicing provides the means by which the network operators can provide network 

programmable capabilities to both OTT providers and other market players without changing their 

physical infrastructure. Slices may support dynamic multiple services, multi-tenancy, and the 

integration means for vertical market players (such as, the automotive industry, energy industry, 

healthcare industry, media and entertainment industry). 

 

Figure 2-3: Network Slicing Representation [2-16] 

2.2.2 5G Functional Layers  

In order to serve all aspects of network slicing, the 5G architecture is divided into different layers 

[2-17] as shown in Figure 2-4: 

- The Service layer comprises Business Support Systems (BSSs) and business-level Policy 

and Decision functions as well as applications and services operated by the tenant. This 

includes the end-to-end orchestration system. 
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- The Management and Orchestration layer includes ETSI NFV MANO functions, i.e., 

the VIM, the VNF Manager and the NFVO. An Inter-slice Broker handles cross-slice 

resource allocation and interacts with the Service Management function. Further, the 

MANO layer accommodates domain-specific application management functions. E.g., in 

the case of 3GPP, this comprises Element Managers (EM) and Network Management 

(NM) functions, including Network (Sub-)Slice Management Function (N(S)SMF). 

Those functions would also implement ETSI NFV MANO interfaces to the VNF 

Manager and the NFVO. The Service Management is an intermediary function between 

the service layer and the Inter-slice Broker. It transforms consumer-facing service 

descriptions into resource-facing service descriptions and vice versa. It should be noted 

that the domain manager, the Inter-Slice Broker and NFVO together constitute the 

Software-Defined Mobile Network Orchestrator (SDM-O), that is responsible for the 

end-to-end management of network services. SDM-O can set up slices and merge them 

properly at the described multiplexing point using the network slice templates. Further 

details are provided in Section 2.2.4.  

- The Control layer accommodates the two main controllers, Software-Defined Mobile 

Network Coordinator (SDM-X) and Software-Defined Mobile Network Controller 

(SDM-C), as well as other control applications. The SDM-C and SDM-X take care of 

dedicated and shared NFs respectively, and following the SDN principles, they translate 

decisions of the control applications into commands to VNFs and PNFs. SDM-X and 

SDM-C as well as other control applications can be executed as VNFs or PNFs 

themselves. Further details are provided in Section 2.2.4.   

- The Multi -Domain Network Operating System Facilities which includes different 

adaptors and network abstractions above the networks and clouds heterogeneous fabrics. 

It is responsible for allocation of (virtual) network resources and maintain network state 

ensure network reliability in a multi domain environment.  

- The Data layer comprises the VNFs and PNFs needed to carry and process the user data 

traffic. 

In addition changes to all functional layers is realised via native softwarisation all network 

elements part of network segments: Radio networks, wire access, core, transmission and edge 

networks effective integration of communication and computation. 
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Figure 2-4: Architecture functional layers 

Two main network slicing services can be considered that enable different degrees of explicit 

control and are characterized by different levels of automation of the mobile network slices 

management: 

(1) the provisioning of Virtual Infrastructures (VI) under the control and operation of 

different tenants ï in line with an Infrastructure-as-a-Service (IaaS) model, i.e., creation 

of a Network Slice Instance;  

(2) the provisioning of tenantôs owned Network Services (NS) as defined by the ETSI NFV 

architecture [2-18], i.e., creation of a Service Instance. 

In the former service, the deployment of a mobile network deals with the allocation and de-

allocation of VIs. A VI is defined as a logical construct composed of virtual links and nodes, 

which, as a whole, ñbehaves asò and ñcan be operated-asò a physical infrastructure. The logical 

entities within a VI encompassing a set of compute and storage resources are interconnected by a 

virtual and logical network. The VIs can be operated by the tenant via different SDN control 

models, enabling different degrees of internal control. This service involves dynamic allocation 

of a VI, its operation and de-allocation. The actual realization of a VI combines many aspects like 

partitioning and book-keeping of resources or the instantiation of connections supporting virtual 

links. The provisioning of a VI commonly requires direct hardware element support or its 

emulation via software for multiplexing over the shared infrastructure.  

In the latter, Network Services (NS) are instantiated directly over a shared infrastructure, and as 

a set of interrelated Virtual Network Functions (VNFs). A NS corresponds to a set of endpoints 

connected through one or more VNF Forwarding Graphs (VNF-FGs). The allocation of a NS 

extends and complements the concept of VI deployment to deliver isolated chains of virtual 

services composed of specific VNFs, in an automated manner and exploiting the sharing of a 

common physical infrastructure with computing, storage and network resources. The tenant 

request usually specifies the type of VNFs (i.e. the desired virtual application components) in the 

NS Descriptor, their capabilities and dimensions through one or more VNF Descriptors and how 

they must be interconnected through a VNF-FG Descriptor. Such NS templates include the 

following attributes: network-slice ID, nodes, links, connections points, storage resources, 
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compute resources, topologies, network services, service specific managers, network functions, 

virtual network functions, network function specific managers and predefined function blocks. 

Templates for the unified description of these information elements are currently under 

standardization process in the ETSI NFV ISG, in OASIS TOSCA standards [2-19] and in IETF 

[2-20][2-21]. 

To enable both services providing different degree of control of network slices, a set of APIs can 

be defined: 

¶ Network Service Allocation / Modification / De-allocation API, 

¶ Virtual Infrastructure Allocation /Modification / De-allocation API, 

¶ Virtual infrastructure control API with limited control, and 

¶ Virtual infrastructure control API with full control. 

2.2.3 Network Slicing Characteristics and Life-cycle 
management 

Network slicing enables the operator to create logically partitioned networks at a given time 

customized to provide optimized services for different market scenarios. These scenarios demand 

diverse requirements in terms of service characteristics, required customized network and virtual 

network functionality (at the data, control, management planes), required network resources, 

performance, isolation, elasticity and QoS issues. A network slice is created only with the 

necessary network functions and network resources at a given time. They are gathered from a 

complete set of resources and network /virtual network functions and orchestrated for the 

particular services and purposes. 

The network slicing reference framework is represented by two distinct levels [2-22]:  

¶ Network slice life-cycle management level, i.e. the series of state of functional activities 

through which a network slice passes: creation, operation, deletion, and  

¶ Network slice instances level, i.e. activated network slice level, as shown in next figure.  

Functions for creating and managing network slice instances and the functions instantiated in the 

network slice instance are mapped to respective framework level. 
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Figure 2-5 - Network Slicing Life-Cycle 

In order to implement and use network slice functions and operations, there is a clear need to look 

at the complete life-cycle management characteristics of network slicing solutions based on the 

following architectural tenets: 

¶ Governance tenet: A logically centralized authority for all the network slices in a domain. 

¶ Separation tenet: Slices may be independent of each other and have an appropriate degree 

of isolation from each other. 

¶ Capability exposure tenet: Allow each slice to present information regarding services 

provided by the slice (e.g., connectivity information, mobility, and autonomicity) to third 

parties, via dedicated interfaces and /or APIs, within the limits set by the operator. 

In pursuit of solutions for the above tenets with the relevant characteristics within the context of 

5G Networking, the followings are expected Network Slicing characteristics and challenges [2-

23][2-24]: 

Network Slice Capabilities: 

¶ Guarantees for isolation in each of the Data / Control / Management / Service planes. 

Having enablers for safe, secure and efficient multi-tenancy in slices. 

¶ Methods to enable diverse service requirements for NS, including guarantees for the end-

to-end QoS of a service within a slice. 

¶ Recursion, namely methods for NS segmentation allowing a slicing hierarchy with 

parentïchild relationships. 

¶ Methods and policies to manage the trade-offs between flexibility and efficiency in 

slicing. 

¶ Resources and network functions Optimisation, namely methods for automatic selection 

of network resources and functions.  

¶ Monitoring the status and behaviour of NS in a single and/or muti-domain environment; 

monitoring of NS interconnection.  

¶ Capability exposure for NS with APIs for slice specification and interaction. 
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¶ Programmability and control of Network Slices. 

Network slice Operations 

¶ Slice management including creation, activation / deactivation, protection, elasticity, 

extensibility, safety, sizing and scalability of the slicing model per network for slices in 

radio networks and wire access, core, transport and edge networks.  

¶ Autonomic slice management and operation, namely self-configuration, self-

composition, self-monitoring, self-optimisation, self-elasticity for slices that will be 

supported as part of the slice protocols. 

¶ Slice stitching / composition by having enablers and methods for efficient stitching / 

composition / decomposition of slices: vertically (through service + management + 

control planes); horizontally (between different domains as part of access, core, edge 

segments); or a combination of vertically + horizontally. 

¶ End-to-end network segments orchestration of slices.  

¶ Service Mapping- dynamic and automatic mapping of services to network slices. 

¶ Efficient enablers and methods for integration of the above capabilities and operations. 

2.2.4 Slice Moderation: Inter-Slice/Intra-Slice Control and 
Management 

Methods for resource sharing involve multitasking, virtualization, and multiplexing.  All 

three enable the sharing of resources between multiple users by i) decoupling the functionality 

from the resources needed to execute this functionality, and ii) partitioning of resources into 

isolated execution environments.  

This joint property suggests combining hypervisors, multiplexers and multitasking mechanisms 

in a common abstraction layer. While hypervisors manage the resources of x86-based servers in 

the central cloud and the network edge cloud, multiplexers and multitasking mechanism perform 

the same task for other components, like DSPs and accelerators in the base stations and PNF 

nodes. In this way, partitioning can be applied to all components in the network, resulting in a 

network slicing from end-to-end. 

As pointed out in [2-25], multiplexing and multitasking can be applied on different levels of the 

ISO-OSI protocol stack as shown in Figure 2-6. As network slicing is business-driven, different 

depth of network slicing options as illustrated in Figure 2-6 can co-exist. This primarily depends 

on the needs of the verticals associated with the network slices. Depending on the business of a 

vertical industry, the depth of network slicing can vary from a complete isolation (e.g., in terms 

of the hardware elements or radio resources) toward performance differentiation (e.g., in terms of 

SLAs guarantees). 
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Figure 2-6: Options for slice multiplexing and their relation to the OSI protocol stack [2-
26] 

This yields several options for the design of network slices, ranging from standalone slices with 

own HW and spectrum, to slices that are completely unaware of the resources they are using and 

hence have no (direct) control on the resource scheduling. The differences between these network 

slicing options will be reflected by the templates of the respective network slices. 

From the RAN support of network slicing perspective, slicing can be realized as a limited 

number of different RAN functions that can serve a specific use case, e.g., uMTC. Different 

use cases can use the same combinations of RAN functions. We define this combination of RAN 

functions as ñRAN configuration modeò (RCM). An RCM can be statically defined or fully 

flexible, and this is up to the implementation and the requirements for flexibility and future-

proofness (i.e., in case a totally new use case arises with new unforeseen requirements).  

The generic considerations for the RCMs have been presented in details in [2-27] and are captured 

Figure 2-7. In brief, it can be foreseen that: 

¶ the different RCMs share an RRM (Radio Resource Management) function for ensuring 

the sharing of the common radio resources; also, this function can ensure that, in the case 

of the RCMs sharing the lower layer functions the slice isolation can be ensured at least 

using QoS classes. However, each slice anyway can apply its own RRM strategies 

according the slice specific characteristics.  

¶ At least a common RRC part for all slices will be present, as it is seen there is a shared 

part which enables the slice selection. Each slice can have its own RRC functions and 

configurations as well so as to tackle the special UC requirements when it comes to 

particular functions (e.g., DRX, DTX, measurements reporting, TAU periodicity, cell 

selection strategies, etc.) when particular shavings can be achieved. One alternative 

implementation of the common part of the RRC could be a common slice which will 

provide information for slice selection 

¶ For PDCP and the RLC, depending on the message size, or the delay requirements certain 

functions can be either omitted (e.g., header compression, ciphering) or modified (e.g., 

segmentation, re-ordering, ciphering).  

¶ The RCMs that share the lower layers (PHY, MAC, etc.) should have a joint ñUnified 

Schedulerò for enabling them to share the resources more dynamically. 
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Figure 2-7: Example of RCMs with shared and independent functions 

On this basis, inter-RCM RRM is a key aspect to fulfil the business-driven service-level 

agreements (SLAs) by exploiting the slice-specific QoS enforcement. At RAN level, an efficient 

sharing of scarce radio resources among the network slices is the key challenge. The efficient 

multi -slice RRM is realized with the help of the AIV agnostic Slice Enabler (AaSE), which 

is responsible for monitoring and enforcing SLAs for individual slices by mapping the 

abstract slice specific SLA definition to the QoS policies, see Figure 2-8a. It monitors the status 

of the SLAs and adapts QoS parameters accordingly. It could, for example, in case of a network 

slice with a latency guarantee, assign to all corresponding data flows that are part of it, a certain 

QoS class. Using Allocation and Retention Priority (ARP), the importance of individual data 

streams can be configured. It is then a task of the multi-AIV resource mapping, interference 

management, and real-time resource mapping to realize the corresponding QoS. More details on 

the proposed solution as well as simulation results can be found in [2-28]. 

Furthermore, a key functionality of AaSE can be the adaptive placement of intra-slice RRM 

functionalities to the RAN nodes, assuming that schedulers can coordinate clusters of APs. By 

taking into account the slice requirements, the backhaul/access channel conditions and the traffic 

load, AaSE can assign schedulers to BSs for pre-defined clusters of nodes, as well as RRM 

functionalities with different levels of centralization in order to meet the per slice SLAs (in terms 

of throughput, reliability, latency).  

The simulation results in Figure 2-8b show a comparison of two RANs (subnetworks) with best 

effort traffic in terms of user throughput. In the first case (red curves), two dedicated networks 

with 10 MHz system bandwidth each are operated for independent businesses. The dedicated 

network 1 serves hundred users with a low demand, such that the network is low loaded. In 

contrast, the dedicated network 2 serves 710 users causing a fully loaded system with lower 

performance per user. In the second case (blue curves), a common RAN for both networks is 

operated on 20 MHz system bandwidth. The detailed simulation assumptions can be found in 

Annex A.10 of [2-28]. The pooling of resources enables a gain in user throughput as can be 

depicted from Figure 2-8 showing that the probability for users in both slices to miss a certain 

throughput figure is always well below that of users in both networks (solid curves). By means of 

an SLA, it is targeted that users of the virtual network 1 (network slice 1) reach a similar capacity 

as in the case of dedicated networks. As the dedicated network 1 reached a mean network 

throughput (averaged over time) of 218 Mbps, an SLA was used to a guaranteed network capacity 

of 220 Mbps. Network slice 1 achieves a network throughput of 209 Mbps. This is slightly below 

the guaranteed capacity due to variations in the traffic pattern that cause a demand of less than 

220 Mbps at some time instances. Consequently, the simulation results show that network slicing 

can achieve performance gains due to pooling of resources while protecting the performance of 

individual network slices. 
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Figure 2-8: AaSE for multi-slice RRM (a) and simulation results (b) 

In Figure 2-9, one additional evaluation study is shown for the scheduler dimensioning and 

placement of RRM functionalities. For different slices we may have different requirements for 

spectral efficiency and different RRM centralization requirement. For the example shown in a 

practical scenario (see Annex A.11 of [2-28]), for uMTC (termed also as URLLC) more than 

1bps/Hz is an acceptable level, while for eMBB more than 2.5bps/Hz spectral efficiency is 

required. Thus, we select the level of centralization considering these requirements and the 

interference levels (e.g., for cell edge users we might need centralization to benefit from multi-

connectivity at cell edges). The per-AP Spectral Efficiency for this particular simulation setup 

can be seen in Figure 2-9. As we can observe from the CDF of spectral efficiency, for the uMTC 

slice we do not need to centralize RRM, unless the users are near the cell-edge (e.g., 5 percentile), 

since the spectral efficiency KPI is fulfilled. On the other hand, for eMBB the higher the 

centralization the higher gain we can achieve. 

 

Figure 2-9: CDF of Spectral Efficiency ï Comparison of different splits 

 

The novel concept of network [2-26] control extends the software-defined routing (switching) 

approach to all kinds of mobile NFs from both data and control layer, with a focus on wireless 

control functions, such as, scheduling or interference control. For this purpose, controllers apply 

the split between the logic of the network function and the part that can be controlled (agent), 

implemented by a network function. As illustrated in Figure 2-10, Software-Defined Mobile 

Network Controller (SDM-C) and Software Defined Mobile Network Coordinator (SDM-X) take 

care of dedicated and shared NFs, respectively. In addition, SDM-O can set up slices and merge 

them properly at the described multiplexing point using the network slice templates.  
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Each network slice has an SDM-C, responsible for managing the network slice resources and 

building the paths to join the network functions taking into account the received requirements and 

constraints which are being gathered by the QoS/QoE Monitoring and Mapping module. The 

SDMC, based on slice performance reports received by QoS/QoE Monitoring and Mapping 

module, may adjust the network slice configuration either by reconfiguring some of the VNFs in 

a network slice or by reconfiguring data paths in a SDN-like style. The QoS/QoE module along 

with the SDM-C constitute the intra-slice management If the requirements cannot be met by 

aforementioned reconfigurations of VNFs or data paths the SDM-O can perform a slice reshaping 

e.g., by adding more resources to the given network slice. 

The SDM-O has a complete knowledge of the network managing the resources needed by all the 

slices of all tenants. This enables the SDM-O to perform the required optimal configuration in 

order to adjust the amount of used resources. While the SDM-C directly interfaces with dedicated 

NFs, the SDM-X controls shared NFs. Together with the SDM-O the SDM-X constitutes the 

inter-slice management. The inter-slice management and orchestration is a key-feature of the 

novel 5G architecture as it fosters and supports multi-service and multi-tenancy systems. 

 

Figure 2-10: Inter- and intra-slice MANO framework [2-29] 

2.2.5 Business Realization and Stakeholders  

In 5G, the mobile service provider (MSP)ôs role is central, as illustrated in Figure 2-11 [2-26]. 

The MSP is intersecting between tenant and InP. There is no direct relationship between InPs and 

tenants and the MSP is actually brokering the resources from possibly multiple InPs. The MSPôs 

role is to acquire the necessary resources from one or more InPs to build an end-to-end virtual 

network (slice) instance according to the needs of the tenant, i.e. a collection of (mobile) network 

function instances including their required resources necessary to operate an end-to-end (self-

contained) logical mobile network. The MSP has to ensure that the SLAs he has with the tenants 

are satisfied, while being constrained by the availability of resources rented (bought) from 

possibly multiple InPs as presented in the figure below. In addition, when also owning the 

required resources, i.e., (parts of) the infrastructure (e.g. RAN), the MSP acts as an MNO. 

It is worthwhile to mention that multiple tenants can share both physical and virtualised network 

functions and their underlying infrastructure resources. A given network slice running for a tenant 
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is composed of network function instances dedicated to the sole tenantôs usage and of network 

function instances shared among multiple tenants (and therefore among multiple slices). 

 

 

Figure 2-11: Relationship between stakeholders and Mobile Service Provider in the core 
place 

In addition to the support sharing of the common transport infrastructure by multiple tenants, 5G 

architecture shall also allow each tenant to own and deploy and have a full degree of control of 

its slice. The designed needs to be designed to not only. This case is referred to as recursive 

architecture, building a hierarchy of tenants operating on top of slices of virtual infrastructure. 

This concept requires support for recursion of the Management and Network Orchestration 

(MANO) system to allow multiple instances of the system operating on top of the set of services 

provided by the MANO instance below.  

Figure 2-12 shows the layered recursive architecture. In the lower layer, the owner of the physical 

resources (MNO) instantiates its MANO. On top of the physical infrastructure, different tenants 

request the MNO to allocate virtual infrastructures composed of a network subset with virtual 

nodes and links (i.e., a slice) through a Multi -tenancy Application (MTA), which orchestrates the 

assignment of the available resources. The MTA requests to the Virtual Infrastructure Manager 

(VIM) for the creation of a virtual topology according to tenantôs demand. 

Each tenant signs a Service Level Agreement (SLA) with the MNO, now the provider must take 

care of managing the available resources to meet the individual tenant requirements. The 

management on top of the virtual infrastructure is done through an API offered by the MTA with 

some defined operations and policies. In a recursive and hierarchical manner each tenant can 

operate its virtual infrastructure as the MNO operates on the physical, allocating and reselling 

part of the resources to other MVNOs in a transparent way to the MNO.  

Figure 2-12 shows this practice between Tenant#1 and Tenant#2, the infrastructure of MVNO #2 

operates over the virtual network offered by the MVNO #1 which operates on top of the MNO 

infrastructure (the physical one). In case of deploying an OTT tenant over an infrastructure, the 

MTA is required to provide the tenant identification while the mapping of the virtual to physical 

resource will be done by the VIM through the NFVO.  

This architecture also supports deployment of the network services of the OTT tenants on top, by 

extending the functions of the NFVOs such as Open Source Mano and OpenBaton to have the 

tenant separation and identify the mapping of a tenant to a network service consisting of a set of 

VNFs connected in a forwarding graph. Note that this recursive architecture also follows the 

recursion principles of the ONF architecture [2-30]. 

 




































