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Abstract

The 5G Architecture Working Group as part of the 5GPPP Initiative is looking at capturing novel
trends and key technological enablers for the realization of the 5G architecture. It also targets at
presenting in a harmonized way the architectural concepts developed in various projects and
initiatives (not limited to 5GPPP projects only) so as to pro@admnsolidated view on the
technical directions for the architecture design in the 5G era.

The first version of the white paper was released in July 2016, which captured novel trends and
key technological enablers for the realization of theBhitectue visionalong with harmonized
architectural concepts frooBGPPP Phase bprojects and initiatives. Capitalizing on the
architectural vision and framework set by the firgsian of the white paper, thisevsion2.0 of

the white paper presents the latéstiihgs and analyses with a particular focus on the concept
evaluationsand accordinglyt presents the consolidated overall architecture design
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1l ntroducti on

The development of the fifth generation (5G) mobile and wireless networks has progressed at a
rapid paceThe third GenerationPartnershipProject (3GPP)aims tocomplete thenitial non-
standaloneptionof 5G until the end of 2017Since mid2015, the European Union (Efi)nds

5G Public Private Partnership (5GPPP) PHapeojects thathave played an important role in
establishing a pretardardization consensus on areas ranging from physical layer to overall
architecture, network management and software networks. Various technologies and innovations
from these projects have substantially contributed to the progress in standards developing
organizations (SDOs). With the aim of consolidating the outcome of 5GPPP projects into an
overall architecture vision and responding to the diverse requirements of 5G use cases and
services, the 5G Architecture Working Group has been active since thefstaet Xi5PPP
initiative. To this end, the first version of the white pdpeas released in July 2016 captured
novel trends and key technological enablers for the realization of the 5G architecture along with
harmonized architectural concepts from projectd initiatives. Capitalizing on the architectural
vision and framework set by the first version of the white paper, this version of the white paper
presents the latest findings and analyses with a particular focus on the concept evaluations.
Various 5GPP Phase 1 projects halveenconcludedy June 201,7and Phase 2 projeétsave

started in ordeto be aligned with the accelerated 5G development. The current white paper
highlights thekey design recommendationsdentified by the Phase 1 projects towdnd 5G
architecture design. Another goal is to providseline architectureto facilitate Phase 2 projects

and acceleratirtherdevelopment.

The 5G system has the ambition of respondirtheavidest range o$erviesand applications in

the history oimobile and wireless communications categoring@d enhanced mobile broadband
(eMBB), (ii) ultra-reliable and lowlatency communications (URLL@nd(iii) massive machine

type communications (MMTC)In responding to the requirements of these services and
applications the 5G system aims to provide a flexible platf@mablingnew business cases and
modelsintegratingvertical industries, such as, automotive, manufactugngrgy, eHealthand
entertainment. On this basigtwork slicing emerges as a pmmising future-proof framework
adhering tathe technological and business needs of different industries. To achieve this goal,
network slicing needs tbe designed from an erd-end perspectivespanning over different
technologydomains (e.g., core, trgmart and access networks) and administrative domains (e.g.,
different mobile network operators) including management and orchestratiations
Furthermoresecurity architecture shall be natively integrated into the overall architecture
satisfyingtherequirements ofervices andpplications pertaining to safetyitical use cases.

This white paper is organized as follows. In Chapter 2, the overall 5G architecture is presented
highlighting the aforementioned key attribut&e adio access domain idescribed fronthe
functional and protocol stack perspectives in Chapter 3, where numerical evaluations are
delineatedsupporting these perspectives. Various aspects related to the physical deployment in
the edge and transport networks are discussed ipt&@tfa In Chapter 5, the design of the 5G
management and orchestration plane is detailed. Chapgem#farises achievedpacts on
various SDOsilong with potential impacts marked as ongoing actiwtigisin the framework of

this white paper Chapter 7 oncludes the white paper withn initial assessment of the
achievements towards tB&PPPprogramme KPIs and provides antlookinto the future

1 5GPPPPhasel Projects https:/6GPPPeubGPPPphasel-projects/

2 5GPPPArchitecture WG Viddh ioh e5G Rrahitesturé -v httpsd6GPRPeu/wp
content/uploads/2014/@GPPP5G-Architecture WP-July-2016.pdf

3 BGPPPPhase Projects- https:/6GPPPeubGPPPphase2-projects/
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20ver adHi taact ur e

5G networks will meet the requirements of a highly mobile and fully connected sodmety. T
proliferation of connected objecind devicesvill pave the way to a wide range of new services
and associated business modefabling automation in various industry sectors and vertical
markets (e.g. energyrteealth, smart city, connected cars, iswial manufacturing, etc.)n
addition to more pervasive human centric applications, e.g., virtual and augmented reality
augmentation, 4k video streaming, etc., 5G networks will support the communication needs of
machineto-machine and machiae-human ype applications for making our life safer and more
convenient Autonomously communicating devices will create mobile traffic with significantly
different characteristics than today's dominantly huteamuman traffic. The coexistence of
humancentric andmachine type applications will impose very diverse functional ey
performance indicatoiKPl)/performance requirements that 5G networks will have to support.
The vision of network slicing will therefore satisfy the demand of vertical sectors thastequ

dedi cated telecommuni cat i dracdomdgmandeveorkbliyge pr ovi di

requirement descriptions to operat@s depicted irFigure 2-1. The need for mapping such
customercentricservice level agreementSI(As) to resourcdacing network slice descriptions,
which facilitate the instantiation and activation of slice instances, becomes evident. In the past,
operators executed such mapping in a manual mamalimited number of service/slice types
(mainly mobile broad band MBB, voice service, and SMS). With an increased number of such
customer requests and according network slices, a mobile network management and control
framework will therefore have to exhibit a significantly increased level of automtttice

entire lifecycle management of network slice instances.

More specifically, slice lifecycle automation must be realized by an architecture and comprising
functions and tools that implement cognitive procedures folifatlycle phases: preparation
phase, instantiation, configuration and activation phasetimephase, and decommissioning
phase. Two fundamental technological enablers include softwarizationyiggglisation of
network functions, as well as softwatefined, programmable networfunctions and
infrastructure resources. Further key elements constitute efficient management & orchestration
procedures and protocols. Finally, scalable, server#ric data analytics algorithms that exploit
multi-domain data sources, complemented wéfiable security mechanisms, will pave the way

for deploying customised network services with different virtualised NFs (VNF) on a common
infrastructure in a trustworthy manner.

A recursive structure in 5G context can be defined as a design, rule odymedtleat can be
applied repeatedlf2-1]. In a network service context, this recursive structure can either be a
specific part of a network service or a repeated part of the deployment platform and it is defined
as the abilityto build a service out of existing services. A certain service could scale recursively,
meaning that a certain pattern could replace part of i&glivith a recursive service definition,

a recursive structure in the (software) 5G architecture can tamiiaged and linked repeatedly.

It improves scalability, as the same instance can be deployed many times, at different places at
the same time. Recursiveness also leads to an easier management of elasticity, scalability and
change. Recursiveness by delagh parts of the service to multiple instances of the same
software block, is a natural way to handle more complex and larger workloads or service graphs.
If this recursiveness is taken into account from the beginning of the 5G development, the
advantagesf this approach will come at a minimal cost.

In the context of virtual infrastructureych recursive structure allows a slice instance operating
on top of thenfrastructure resourcgsovided by the slice instance below. The tenant (the owner

of a slce instance) can operate its virtual infrastructure as it operates on the physical one,
allocating and reselling part of the resourcestteer tenantsThat means,ach tenant can own

and deploy its own MANO systeriio supportthe recursion, a set of horgeneous APIs are
needed for providing a layer of abstraction for the management of each slice and controlling the
underlying virtual resources which is transparent to the level of the hierarchy where the tenant is
operating. Different tenants request thevgsioning of slices through these APIs. By means of a
template, blueprint, or SLA, each tenant specifies not only the slice characteristics (topology,
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QoS, etc.) but also some extended attributes such as the level of resiliency, management and
control desired. The provider must take care of meeting the requirements and managing the
available resources.

F Recursive Model
Service |

E2E Secure Service Orchestrator ‘
Level

Slice #1: Automotive / ‘*ic /
/= T T j

]

Wnliry wtulary Wi

Network

Level Slice #2: loT Lﬂ
/ /
|

Network Operating System

(SDN-C)

O S

5
Wireless and fixed access Edge Wide Area Network  Core/Central
Cloud Cloud

Programmable Ctrl Programmable Ctrl Programmable Ctrl /

Resources &
Functional
Level

Secure Network and Service Management

-

Figure 2-1: Overall Architecture

21 5G Services, Applications and

In the course of identifyindie requirements for the 5G network infrastructure a large number of
use cases have been described and analysed in the ofstartlards bodies, such as 3GPP and
ITU-T, industry forums such as NGMN and last but not least the projects of phase 1 of the 5G
Public Private PartnershipGPPR. Thoseprojects described use cases that guide the research
and innovation in these projects towards demonstrating their scientific and technological
achievements.
Through the interaction with the community of the induserticals a number of additional use
cases have been defined. Many available use cases are variations of a small set of basic 5G service
classes, which have been consolidated and agreed in the cori&RPPand different SDOs as
follows:

1 Enhanced Mbile Broadband (eMBB) also called Extreme Mobile Broadband

1 Ultra-Reliable and Low Latency Communications (URLLC), and

1 Massive Machine Type Communications (MMTC)
Additional use cases are likely to emerge and which are not foreseen today. For fuitstess,s
flexibility is necessary to adapt to new use cases with a wide range of requirements.
Currently five vertical industries have described their requirements in their respective white
paperg2-2]. The requirements have dre expressed in the form of vertical industry use cases,
which hae been further analysed in the white pdg@rempowering vertical industried the 5G
vision and societal challenges work grd@g3], In this white paper theevticals use cases are
mapped to technical capabilities of 5G that correspond to the main key performance indicators of
the 5GPPPRorogramme, identified in theGPPRcontractual arrangement and extended irbthe
Visiondocumen{2-4].
From a technical architecture perspective version 1 of the View on 5G Architg:kirby the
5GPPParchitecture work group introduces the key requirements for 5G networks and presents
the design obgives for the architecture.
The document oBGPPRuse cases and performance evalug@ed] provides an overview of the
use cases that are used for evaluation of different 5G radio access network concepts. It refines the

Dissemination levelPublic Pagel5/ 140



5GPPPArchitecture Working Group 5G Architecture White Paper

usecase classes provided above, by defining use case family groups in order to better reflect their
use iN5SGPPPphase 1 piiects. The identified groups are:

E R I

Dense urban

Broadband (50+Mbps) everywhere
Connected vehicles

Future smart offices

Low bandwidthloT

Tactile internet / automation

The grouping is based on stated ranges for the metrics for each of the KPlIs relevant for the service
experience of the customer, namely:

= =4 -8 -a_-a_9_9_49_-29

Device density

Mobility

Infrastructure (related to topology)
Traffic type

User dataate

Latency

Reliability

Availability (related to coverage)

5G service type (eMBB, URLLC, mMTC)

Additional use cases and related KPIs are identified that are relevant from the deployment and
network operational perspective, namely:

1
1
1

Network slicing, whichconsiders the ability to create etwend slices on the same
infrastructure for heterogeneous services

Multi-tenancy, which considers the ability to offer connectivity services to multiple
tenants and to combine resources from different operators

Flexibility, which considers the possibility to dynamically configure networks in time
and space, depending on foreseen or unforeseen events

Finally the following capabilities, although expressed from the vertical sectors perspective, are
key for a successful conercialisation:

1
1
1
1

1

Service deployment time, defined as the duration required for setting wjo-end
logical network slices characterised by respective network level guarantees.

Data Volume, defined as the quantity of information transferred per time intee@a
dedicated area.

Autonomy, defined as the time duration for a component to be operational without power
being supplied. It relates to battery lifetime, battery load capacity and energy efficiency.
Security, defined as a system characteristic @amgglobally the protection of resources
and encompassing several dimensions such as, among others, authentication, data
confidentiality, data integrity, access control and-negpudiation.

Identity, defined as the characteristic to identify sources deaband recognise entities

in the system.

In the following table the KPIs and capabilities identified above are assessed with respect to 5G
architecture relevance and mapped to the architecture mechanisms presented in this document.

KPI/capability Archit ecture relevance Reference to
mechanism

Device density High, RAN level Sec. 3

Mobility High, system level Sec. 3

Infrastructure (related to| High, system level Sec. 4

topology)

Traffic type Medium, RAN and system level Sec. 3

User data rate Medium, RANand backfronthaul level Sec. 3, Sec. 4

Latency High, RAN and system level Sec. 3, Sec. 4

Reliability High, management level Sec. 5
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Availability (related to | Low, system level Sec. 4

coverage)

Network slicing Fundamental concept Sec. 2

Multi-tenany Fundamental concept Sec. 2

Flexibility Fundamental requirement implemented | Sec. 5
through complete softwarization

Service deployment timg High, system level Sec. 5

Data Volume Medium, system level Sec. 4

Autonomy N/A

Security High, system level Sec 2.5

Identity High, system level Sec. 2.5

22 Network Slicing

The industry consensus is that by 2020, 5G network of the future will involve the integration of
several crosslomain networks, and the 5G systems will be built to enable logical network slices
across multiple domains and technologtescreate tenantor senice-specific networksThe
network slicingshallrealize endo-end (E2E) vision starting from the mobile edge, continuing
through the mobile transport including fronthaul (FH) and backlitd) éegments, and up until

the core network (CN)This will enable operators to provide networks on af@-asrvice basis

and meet the wide range of use cases that the 2020 timeframe will démiredsame context

a profound relationshifs consideredetwea the concept of networkises and 5G integrated
environments.

While legacy systems (e.g., 4G mobile networks) hosted multiple telco services (such as, MBB,
voice, SM$J on the same mobile network architecture (e.g., LTE/ER&)york slicing aims fo
building dedicatedlogical networks that exhibit functional architectures customized to the
respective telco services, e.g., eMBB, V2X, URLLC, mM(BEeFigure2-2). Moreover, legacy
systems are characterized by monolithic rekwelements that have tightly coupled hardware,
software, and functionality. In contrasihe 5G architecturdecouples softwarbased network
functions from the underlying infrastructure resources by means of utilizing different resource
abstraction teclologies. For instance, wdthown resourceharing technologies such as
multiplexing and multitasking, e.g., WDM or radio scheduling, can be advantageously
complemented by softwarisation techniques such as Network Function Virtualisation (NFV) and
Software Defined Networking (SDN). Multitasking and multiplexing allow sharing physical
infrastructure that is not virtualised. NFV and SDN allow different tenants to share the same
general purpose hardware, e.g., CommerciatT@iShelf (COTS) servers. In comiaition,

these technologiesanallow to build fully decoupled entb-end networks on top of a common,
shared infrastructuresee logical networks comprising CN functions (CNFs) and RAN functions
(RNFs) inFigure2-2. Consequentlyas depicted ifrigure 2-2, multiplexing will not happen on

the network level anymore, but on the infrastructure level, yielding better QoE (Quality of
Experience) for the subscriber as well as improved levels of newperabiliy for the mobile
service provider or mobile network operator.

In the following further elaboration on the slicing definition and motivation is provided. The
functional layers for the implementation of network slicing are highlighted, and the lifecycle
maragement of network slices is discussed. kstee and intreslice control mechanisms are
depicted along with implementation examples on the protocol stack. The business realization and
possible extensions to the current network slicing context are edpas well.
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Legacy Systems (e.g. 4G) 5G System

Telecommunication
MBB E :H m Smart Robotics !
oy m penes

Logical Network

—

Infrastructure

Figure 2-2: Multi-tenancy in legacy networks and slicing-enabled networks [2-17]

221 Networ k Gdntce nigef iamidt iMont i vati on

A number of definitions slicings partitions of connectivity resources were used in thedast
years within the context of research into distributed and federated teatlzbofsfuture internet
research2-7]. More recently in researcdind SDOgevised dénitions were used2-8][2-9][2-
10][2-11][2-12][2-13].

The network slice is a composition of adequately configured network functions, network
applications, and the underlying cloud infrastructure (physical, virtual or even emulated
resources, RAN resources etc.), that are bundled together to meet the uiigments of a
specific use case, e.g., bandwidth, latency, processing, and resiliency, coupled with a business
purpose. Following the 5G verticals paradigf®-14], an infrastructure provider will assign the
required resourcefor a network slice, that in turn realizes each service of a service provider
portfolio (e.g., the vehicular URLLC network slice, the factory of the future URLLC network
slice, the health network mMTC network slice, Begure2-3. Hence, a network slice comprises

a subset of virtual network infrastructure resources and the logical mobile network instance with
the associated functions using these resources. It is dedicated to a specific tenant that, in turn, uses
it to provide a secific telecommunication service (e.g. eMBB). The decoupling between the
virtualised and the physical infrastructure allows for the efficient scatifogit/up/down of the
slices, suggesting hence the economic viability of this approach that can adeggtidiesources

on demand. The network slices will span the whole protocol stack from the underlying
(virtualised) hardware resources up to network services and applications running on top of them.
This approach is aligned with the industry and telecompeetire, towards 5@-15], in order

to meet the demands of extremely diverse use cakbeugh, the infrastructure resources could

be shared among several parallel network slices, every provider may use a specific control
framework or/and a specific cloud management system and, in addition, all the configuration
effort and finetuning of the components may be left to users. Advanced orchestration and
automation is required to release the configuration burden from userserabte an integrated
endto-end solutionNetwork Slicing is an endto-end concept covering all network segments
including radio networks, wire access, core, transport and edge network#. enables the
concurrent deployment of multiple etmtend logical self-contained and independent shared or
partitioned networks on ammon infrastructure platform.

From a business point of view, a slice includes a combination of all the relevant network
resourcesnetworkfunctions,service functionsindenablersequied to fulfill a specific business

case or service, including O88dBSS.

The behaviour of the network slice realized via network slice instance(dfjrom the network
infrastructure point of view, network slice instances require the partitioning andrassigof a

set of resources that can be used in an isolated, disjunctive -odismctive manner for that
slice.

Network dlicing considerably transforms the networking perspective by abstracting, isolating,
orchestrating, softwarizing, and separatingidabnetwork components from the underlying
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physical network resources and as such they enhance the network architecture principles and
capabilities.

To supportnetwork dlicing, the management plane creates a group of network resources, it
connects with ta physical and virtual network and service functions as appropriate, and it
instantiates all of the network and service functions assigned to the slice. For slice operations, the
control plane takes over governing of all the network resources, netwotiohsy@and service
functions assigned to the slice. It-jreonfigures them as appropriate and as per elasticity needs,

in order to provide an eAt-end service. In particular, ingress routers are configured so that the
appropriate traffic is bound todhrelevant slice.

The establishment of slices is both busirdi$gen as slices are the support for different types and
service characteristics and business cases, and techuviogy as slices are a grouping of
physical or virtual resources (networkynapute, storage) which can act as a sub network and/or

a cloud. A slice can accommodate service components and network functions (physical or virtual)
in all of the network segments: access, core, and edge / enterprise networks.

Network operators can usetwork slicingto enable different services to receive different
treatment and to allow the allocation and release of network resources according to the context
and contention policy of the operators. Such an approach ostagrk slicingwould allow a
significant reduction of the operations expenditure. In additietywork slicingmakes possible
softwarization, programmability and allows for the innovation necessary to enrich the offered
services. Network softwarization technigues may be usezhtizeand manage network slicing.
Network slicing provides the means by which the network operators can provide network
programmable capabilities to both OTT providers and other market players without changing their
physical infrastructure. Slices may supporhamic multiple services, muitenancy, and the
integration means for vertical market players (suchh&sautomotive industry, energy industry,
healthcare industry, media and entertainment industry)

Network Service Network Service
Tenant A === TenantB ===,
=== NF2 1 === NF2 1
(R ity byl 1 NF1 ':::, pal
hFs HNE ] ey HNEL
---- ----J
T tA l
enj;l [Tenant ] Control

Control

s
Infrastructure ﬁ'—"\t TS

L —————
. MNetwork Slice 1

— Infrastructure

Network Slice 2

Physical Network

Elnfrastructure r : Network Function /
-

==a Virtual NF

° Forwarding Network
Element

Figure 2-3: Network Slicing Representation [2-16]

222 5Gunct iLanyelr s

In order to serve all aspects of network slicing, the 5G architecture is divided into different layers
[2-17] as shown irFigure2-4:

- TheService layercomprises Business Support Systems (BSSs) and buteresRolicy
and Decision functions as well as applications and services operated by theTteisant.
includes the entb-end orchestratioaystem
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- TheManagement and Orchestration layeincludes ETSI NFV MANO functions, i.e.,
the VIM, the VNF Manager and the NFVO. An Insdice Broker handles crostice
resource allocation and interacts with the Service Management function. Further, the
MANO layer accormodates domaigpecific application management functions. E.g., in
the case of 3GPP, this comprises Element Managers (EM) and Network Management
(NM) functions, including Network (SujSlice Management Function (N(S)SMF).
Those functions would also implemteETSI NFV MANO interfaces to the VNF
Manager and the NFVO. The Service Management is an intermediary function between
the service layer and the Intglice Broker. It transforms consumicing service
descriptions into resourdacing service descriptits and vice versdt should be noted
that the domain manager, the In&ice Broker and NFVO together constitute the
SoftwareDefined Mobile Network Orchestrator (SDM), that is responsible for the
endto-end management of network services. SDMan seup slices and merge them
properly at the described multiplexing point using the network slice tempfateber
details are provided in Secti@?2.4

- TheControl layer accommodates the two main controllesftwareDefined Mobile
Network Coordinator $DM-X) and SoftwareDefined Mobile Network Controller
(SDM-C), as well as other control applicatioifie SDMC and SDMX take care of
dedicated and shared NFs respectively,fatidwing the SDN principlegheytranslate
dedsions of the control applications into commands to VNFs and PNFs.-$Rikd
SDM-C as well as other control applications can be executed as VNFs or PNFs
themselveskurther details are provided in Secti2.4

- The Multi -Domain Network Operating System Facilitieswhich includes different
adaptors and network abstractions above the networks and clouds heterogeneous fabrics.
It is responsible for allocation of (virtual) network resources and maintain nestaek
ensurenetwok reliability in a multi domain environment.

- TheData layer comprises the VNFs and PNFs needed to carry and process the user data
traffic.

In addition changes to all functional layéssealised via nativeoftwarisatiorall network
elementgart of netvork segmentsRkadio networks, wire access, core, transmission and edge
networkseffective integration of communication and computation.
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Service
layer

1| —

< i
SDMO functions Inter-slice Resource Broker

Domain-specific application management

Management &
Orchestration
layer

(e.g., 3GPP Network Management) : \

Control Applications Control Applications

= v
58 = SDMI-C
=
S - Common contra|l layer functions Dedicated contrgl layer functions
L l ................. | VNF [258 l __________________ l m ..................... VNE l
2 9 [PNF s ey B . | PNF S5 \ A | VNF |
am e S SR e UPNF [

Common data layer functions Dedicated data layer functions

Intra-slice functions | Inter-slice functions

Figure 2-4: Architecture functional layers

Two main network slicing seices can be consideretthat enable different degrees of explicit
control and are characterized by different levels of automation of the mobile network slices
management:

(1) the provisioning of Virtual Infrastructures (VI) under the control and operation of
different tenant$ in line with an Infrastructurasa-Service (laaS) model, i.e., creation
of a Network Slice Instance;

2t he provisioning of tenaasdditedowythaETdINRVet wor k
architecturdg2-18], i.e., creation of a Service Instance.

In the former service, the deployment of a mobile network deals with the allocaticseand

allocationof VIs. A VI is defined as a logical construct composed of virtual lewkd nodes,

whi ¢ h, adved awleeldandeodperated s 0 a physi cal infrastru
entities within a VI encompassing a set of compute and storage resources are interconnected by a
virtual and logical network. The VIs can be operated by the tenant via different SDN control

models, enabling different degrees of internal control. This service involves dynamic allocation

of a VI, its operation ande-allocation The actual realization of a VI combines many aspects like
partitioning and bookeeping of resources or the instartiatof connections supporting virtual

links. The provisioning of a VI commonly requires direct hardware element support or its
emulation via software for multiplexing over the shared infrastructure.

In the latter, Network Services (NS) are instantiatedadly over a shared infrastructure, and as

a set of interrelated Virtual Network Functions (VNFs). A NS corresponds to a set of endpoints
connected through one or more VNF Forwarding Graphs (#(8F. Theallocation of a NS
extends and complements the cept of VI deployment to deliver isolated chains of virtual
services composed of specific VNFs,an automateananner and exploiting the sharing of a
common physical infrastructure with computing, storage and network resources. The tenant
request usuallgpecifies the type of VNFs (i.e. the desired virtual application components) in the
NS Descriptor, their capabilities and dimensions through one or more VNF Descriptors and how
they must be interconnected through a WINE Descriptor.Such NS templates ingde the
following attributes: networslice ID, nodes, links, connections points, storage resources,
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compute resources, topologies, network services, service specific managers, network functions,
virtual network functions, network function specific managand predefined function blocks.
Templates for the unified description of these information elements are currently under
standardization process in the ETSI NFV |8GOASIS TOSCA standard2-19] and in IETF
[2-20][2-21].

To enable both services providing different degree of coatnoétwork slices, a set of Afcan
be defined:

T Network Service Allocation / ModificationDe-allocationAPI,

 Virtual Infrastructure Albcation Modification / De-allocationAPI,
I Virtual infrastructure control API with limited contrahnd
1

Virtual infrastructure control API with full control

223 Network Slicing Chatercaycctleer i sti cs
management

Network slicing enables the operatordieate logically partitioned networks at a given time
customized to provide optimized services for different market scenarios. These scenarios demand
diverse requirements in terms of service characteristics, required customized network and virtual
network functionality (at the data, control, management planes), required network resources,
performance, isolation, elasticity and QoS issues. A network slice is created only with the
necessary network functions and network resources at a given time. Theyharedjfitom a
complete set of resources and network /virtual network functions and orchestrated for the
particular services and purposes.

Thenetwork slicingreference framework is represented by two distinct |g2eR2]:

1 Network slice lifecycle management leveéle. the series of state of functional activities
through which a network slice passes: creation, operation, del@tidn
1 Network slice instances levele.activated network slice leveds shown in next figure.

Functions for creating and managing network slice instances and the functions instantiated in the
network slice instance are mapped to respective framework level.

Dissemination levelPublic Page22/140

a



5GPPPArchitecture Working Group 5G Architecture White Paper

9

| Service Plane
Embedded q
Softwarization | Orchestration

X

0

{1

Slice Networking

X

| Control Plane | Management Plane
-3
| Data Plane l_.-_-,_
A
Network | Metwork {\Virtual) Functions }"—0—'

Infrastructure

I Resource (Physical and Virtual) ""“"

—

~ - Y
Instances (Service, Management, Control, and Data planes)
Service Plane. Service Plane. Service F‘Iane- Service Plane.
- L i i
‘Orchestration = Orchestration = OCrchestraticn Crchestration s
- M = [ = M - 0]
Slice o G Slice fe] Slice G Slice G
MNetworking M Metwarking M Networking M Metwarking ]
1} n n |
T T T T
Control Plang ™ Control Plane Control Plana™ Control Plane ™
L} n 1} |
Data Plang [ Data Plane " Data Plana [Y Data Plang |4

Figure 2-5 - Network Slicing Life-Cycle

In order to implement and use network slice functions and operations, there is a clear need to look
at the complete lifeycle management characteristicsmefwork slicing solutions based on the
following architectural tenets:

1
1

1

Governance tenef logically centralized authority for all the network slices in a domain.
Separation teneglices may be independent of each other and have an appropriate degree
of isolation from each other.

Capability exposure tene&llow each slice to present information regagdiservices
provided by the slice (e.g., connectivity information, mobibiiydautonomicity) to third
parties, via dedicated interfaces and /or APIs, within the limits set by the operator.

In pursuit of solutions for the above tenets with the relevamactexistics within the context of
5G Networkingthe followings are expected Network Slicing characteristics and challghges
23][2-24]:

Network SliceCapabilities

1
1

Guarantees for isolation in daof the Data / Control / Management / Service planes.
Having enablers for safe, secure and efficient nteitancy in slices.

Methods to enable diverservicerequirements for NS, including guarantees for the end
to-end QoS of a service within a slice.

Recursion, namely methods for NS segmentation allowing a slicing hierarchy with
parent child relationships.

Methods and policies to manage the traffe between flexibility and efficiency in
slicing.

Resources and network functio@ptimisation, namely mhbds for automatic selection
of network resourcesnd functions.

Monitoring the status and behaviour of NS in a single and/ordamiain environment;
monitoring of NS interconnection.

Capability exposure for NS with APIs for slice specification and aatéon.
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1 Programmability and control of Network Slices.
Network sliceDperations

9 Slice management including creation, activation / deactivation, protection, elasticity,
extensibility, safety, sizing and scalability of the slicing model per network fassiic
radionetworks and wir@ccess, corgransportand edgaetworks

1 Autonomic slice management and operation, namely -cegifiguration, seH
composition, selmonitoring, seHoptimisation, sekelasticity for slices that will be
supported as parf the slice protocols.

9 Slice stitching / composition by having enablers and methods for efficient stitching /
composition / decomposition of slices: vertically (through service + management +
control planes); horizontally (between different domains as gfaaccess, core, edge
segments); or a combination of vertically + horizontally.

1 Endto-end network segments orchestratidrslices

1 Service Mappingdynamic and automatic mapping of services to network slices

i Efficient enablers and methods for integratof the above capabilities and operations.

224 S|l i ce Moder &t i/lcetSld mtee Gonndt r o |
Management

Methods for resource sharing involve maltitasking, virtualization, and multiplexing. All
threeenable the sharing of resources between multipégsuby i) decoupling the functionality
from the resources needed to execute this functionality, and ii) partitioning of resources into
isolated exedion environments.

This joint property suggests combining hypervisors, multiplexers and multitaskinguniscis

in a common abstraction layer. While hypervisors manage the resourceslidse&bservers in

the central cloud and the network edge cloud, multiplexers and multitasking mechanism perform
the same task for other components, like DSPs and accederatthre base stations and PNF
nodes. In this way, partitioning can be applied to all components in the network, resulting in a
network slicing from endo-end.

As pointed out irf2-25], multiplexing and multitasking can be dipp on different levels of the
ISO-OSI protocol stack as shown kigure2-6. As network slicing is businegfriven, different

depth of network slicing options as illustrated in Figw& @n ceexist. This primarily depends

onthe needs of the verticals associated with the network slices. Depending on the business of a
vertical industry, the depth of network slicing can vary from a complete isolation (e.g., in terms
of the hardware elements or radio resources) toward perforrddfezentiation (e.g., in terms of

SLAs guarantees).
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ISOOSI
Protocol layers
Stand- Slice Slice Resource- Resource-
alone with own with unaware unaware
slice spectrum shared slice slice Core
resource Network
MUX
PDCP
Common
PDCP/ RLC Processing RLC
QoS-sched. QoS-sched. QoS-sched. QoS-sched. (possibly slice-unaware)
MAC
MUX controlled by common MAC scheduler/res. broker
Common Baseband Processing
Combiner PHY

Common RF and Antenna

Figure 2-6: Options for slice multiplexing and their relation to the OSI protocol stack [2-
26]

This yieldsseveral options for the design of network slices, ranging from standalone slices with
own HW and spectrum, to slices that are completely unaware of the resources they are using and
hence have no (direct) control on the resource schediiliegdifferencedetween theenetwork

slicing optionswill be reflected by the templates of the respective network slices.

From the RAN support of network slicing perspective, slicing can be realized as a limited
number of different RAN functions that can serve a specifitise case, e.g., uMTifferent

use cases can use the same combinations of RAN functions. We define this combination of RAN
functions as ARAN configuration moded (RCM)
flexible, and this is up to the implementatiand the requirements for flexibility and future
proofness (i.e., in case a totally new use case arises with new unforeseen requirements).

The generic considerations for theR€have been presented in detaili27] and are captured
Figure2-7. In brief, it can be foreseen that:

1 the different RCMs share an RRM (Radio Resource Management) function for ensuring
the sharing of the common radio resources; also, thiifin can ensure that, in the case
of the RCMs sharing the lower layer functions the slice isolation can be ensured at least
using QoS classes. However, each slice anyway can apply its own RRM strategies
according the slice specific characteristics.

1 Atleast a common RRC part for all slices will be present, as it is seen there is a shared
part which enables the slice selection. Each slice can have its own RRC functions and
configurations as well so as to tackle the special UC requirements when it comes to
particular functions (e.g., DRX, DTX, measurements reporting, TAU periodicity, cell
selection strategies, etc.) when particular shavings can be achieved. One alternative
implementation of the common part of the RRC could be a common slice which will
provide information for slice selection

1 For PDCP and the RLC, depending on the message size, or the delay requirements certain
functions can be either omitted (e.g., header compression, ciphering) or modified (e.g.,
segmentation, rerdering, ciphering).

T The RCMs t hat share the | ow
[ i t

r layer
Schedulero for enahb ng t o

e s (PHY,
hem share the
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Figure 2-7: Example of RCMs with shared and independent functions

On this basis, intetRCM RRM is a key aspect to fulfil the businegk$ven servicdevel
agreements (SLAS) by exploiting the shggecific QoS enforcement. At RAN level, an efficient
sharing of scarce radio resources among the network slices keyhchallengeThe efficient

multi -slice RRM is realized with the help of the AIV agnostic Slice Enabler (AaSE), which

is responsible for monitoring and enforcing SLAs for individual slices by mapping the
abstract slice specific SLA definition to the Qo®olicies,seeFigure2-8a. It monitors the status

of the SLAs and adapts QoS parameters accordingly. It could, for example, in case of a network
slice with a latency guarantee, assign to all corresponding dais tthat are part of it, a certain
QoS class. Using Allocation and Retention Priority (ARP), the importance of individual data
streams can be configured. It is then a task of the #Abliresource mapping, interference
management, and retiine resource n@ping to realize the corresponding QoS. More details on
the proposed solution as well as simulation results can be fo(@28j.

Furthermore, a key functionality of AaSE can be the adaptive placement eflioradRRM
functionalities to the RAN nodes, assuming that schedulers can coordinate clusters of APs. By
taking into account the slice requirements, the backhaul/access channel conditions and the traffic
load, AaSE can assign schedulers to BSs fordpfimed clusters ohodes, as well as RRM
functionalities with different levels of centralization in order to meet the per slice SLAs (in terms
of throughput, reliability, latency).

The simulation results iRigure 2-8b show a comp#@on of two RANs (subnetworks) with best

effort traffic in terms of user throughput. In the first case (red curves), two dedicated networks
with 10 MHz system bandwidth each aygerated for independent businesses. The dedicated
network 1 serves hundredars with a low demand, such that the netwsr low loaded. In
contrast, the dedicated network 2 serves 710 users causing a fully loaded system with lower
performance per user. In the second case (blue curves), a common RAN for both networks is
operated or20 MHz system bandwidth. The detailed simulation assumptions can be found in
Annex A.10 of[2-28]. The pooling of resources enables a gain in user throughput as can be
depicted fromFigure 2-8 showing that the probability for @ss in both slices to miss a certain
throughput figure is always well below that of users in both networks (solid curves). By means of
an SLA, it is targeted that users of the virtual network 1 (network FJiach a similar capacity

as in the case of dedicated networks. As the dedicated nelwedched a mean network
throughput (averaged over time) of 218 Mbps, an SLA was used to a guaranteed network capacity
of 220 Mbps. Network slice 1 achieves a netwarkbtighput of 20Mbps. This is slightly below

the guaranteed capacity due to variations in the traffic pattern that cause a demand of less than
220 Mbps at some time instances. Consequently, the simulation results show that network slicing
can achieve pesfmance gains due to pooling of resources while protecting the performance of
individual network slices.
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Figure 2-8: AaSE for multi-slice RRM (a) and simulation results (b)

In Figure 2-9, one additional evaluation study is shown for the scheduler dimensioning and
placement of RRM functionalities. For different slices we may have different requirements for
spectral effiency and different RRM centralization requirement. For the gtarshown in a
practical scenario (see Annex A.11[gf28]), for uMTC (termed also as URLLC) motlkan
1lbps/Hz is an acceptable level, while for eMBB more than 2.5bps/Hz spectciref§i is
required. Thus, we select the &wof centralization considering these requirements and the
interference levels (e.g., for cell edge users we might need centralization to benefit from muilti
connectivity at cell edges). The p&P Spectral Efficiency for this particular simulation setup
can be seen ikigure2-9. As we carobserve from the CDF of spectral efficiency, for the uMTC
slice we do not need to cerliza RRM, unless the users are near theadgje (e.g.5 percentile),

since the spectral efficiency KR$ fulfilled. On the other hand, for eMBB the higher the
centralization the higher gain we can achieve.
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Figure 2-9: CDF of Spectral Efficiency i Comparison of different splits

The novel concept of networkR-26] control extendsthe softwaredefined routing (switching)
approach to all kinds of mobile NFs from both data and control layer, with a focus on wireless
control functions, such as, scheduling or interfeeecontrol For this purpose, controllers apply

the split between thiagic of the network function and the part that can be controbeer(y,
implemented by a network functioAs illustrated inFigure 2-10, SoftwareDefined Mdile
Network Controller (SDMC) and Software Defined Mobile Network Coordinator (SDlytake

care of dedicated and shared NFs, respelgtiin addition, SDMO can set up slices and merge
them properly at the described multiplexing point using the netsimd templates
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Each network slice has an SB® responsible for managing the network slice resources and

building the paths to join the network functions taking into account the received requirements and
constraints which are being gathered by the QoE/@®lonitoring and Mapping module. The
SDMC, based on slice performance reports received by QoS/QoE Monitoring and Mapping

module, may adjust the network slice configuration either by reconfiguring some of the VNFs in

a network slice or by reconfiguring dapaths in a SDNke style. The QoS/QoE module along

with the SDMC constitute the intralice management If the requirements cannot be met by

aforementioned reconfigurations of VNFs or data paths the-80fdn perform a slice reshaping
e.g., by adding nre resources to the given network slice.

The SDMO has a complete knowledge of the network managing the resources needed by all the

slices of all tenants. This enables the SDMo perform the required optimal configuration in
order to adjust the amountw$ed resources. While the SBBAdirectly interfaces with dedicated
NFs, the SDMX controls shared NFs. Together with the SIIMhe SDMX constitutes the
inter-slice management. The irtglice management and orchestration is afkeyure of the
novel 5Garchitecture as it fosters and supports raétivice and mukienancy systems.
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Figure 2-10: Inter- and intra-slice MANO framework [2-29]
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role is to acquire the necessary resources from one or more InPs to buildtarerddsirtual
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network (slice) instance according to tieeds of théenant, i.e. a collection of (mobile) network
function instances including their required resources necessary to operatetaremtdself

contained) logical mobile network. The MSP has to ensure that the SLAs he has with the tenants
are satisfied, whil being constrained by the availability of resources rented (bought) from

possibly multiple InPs as presentedtive figure below.n addition, when also owning the
required resources, i.e., (parts of) the infrastructure (e.g. RAN), the MSP acts as an MNO.

t

It is worthwhile to mention that multiple tenants can share both physical and virtualised network
functions and their underlying infrastructure resources. A given network slice running for a tenant
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is composed of network function instances dedicatedegotls ol e tenant 0s usage ¢
function instances shared among multiple tenants (and therefore among multiple slices).

Figure 2-11: Relationship between stakeholders and Mobile Service Provider in the core
place

In addition to the support sharing of the common transport infrastructure by multiple tenants, 5G
architecture shall also allow each tenant to own and deploy and have a full degree of control of
its slice The designed needs to be designeddbonly. This case is referred to as recursive
architecture, building a hierarchy of tenants operating on top of slices of virtual infrastructure.
This concept requires support for recursion of M@nagement and Network Orchestration
(MANO) system to atbw multiple instances of the system operating on top of the set of services
provided by the MANO instance below.

Figure2-12 shows the layered recursive architectimeéhe lower layerthe owner of the physical

resources (MNO) instantiates its MANON top of the physical infrastructure, different tenants

request the MNO to allocate virtual infrastructures composed of a network subset with virtual

nodes and links (i.e., a slice) througklulti-tenancy Applicatia (MTA), which orchestrates the

assignment of the available resources. The MTA requests to the Virtual Infrastructure Manager
(VIM) for the creation of a virtual topology ac

Each tenant signs a Service Level Agreement (SLA) thithVINO, now the provider must take

care of managing the available resources to meet the individual tenant requirements. The
management on top of the virtual infrastructure is done through an API offered by the MTA with
some defined operations and policiés a recursive and hierarchical manner each tenant can
operate its virtual infrastructure as the MNO operates on the physical, allocating and reselling
part of the resources to other MVNOs in a transparent way to the MNO.

Figure2-12 shows this practice between Tenant#1 and Tenant#2, the infrastructure of MVNO #2
operates over the virtual network offered by the MVNO #1 which operates on top of the MNO
infrastructure (the physical one). In case of deploying an @nant over an infrastructure, the
MTA is required to provide the tenant identification while the mapping of the virtual to physical
resource will be done by the VIM through the NFVO.

This architecture also supports deployment of the network servitles OTT tenants on top, by
extending the functions of the NFVOs such as Open Source Mano and OpenBaton to have the
tenant separation and identify the mapping of a tenant to a network service consisting of a set of
VNFs connected in a forwarding gragkote that this recursive architecture also follows the
recursion principles of the ONF architect{2e30].
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