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TOWARDS THE HOMOTOPY TYPE OF THE MORSE
COMPLEX

CONNOR T. DONOVAN

ABsTrRACT. Let K be a simplicial complex. In 1998, Robin Forman developed
gradient vector fields as a tool to study these complexes. Having gradient
vector fields to study these simplicial complexes, in 2005, Chari and Joswig
discovered the Morse complex. Although the Morse complex has been studied
since 2005, there is little information regarding its homotopy type for different
simplicial complexes. Pursuing our curiosity of the topic, we extend a result
by Ayala et. al., stating that for a tree, T', #;,(T) is strongly collapsible. We
also extend a result by Kozlov to show that a path, Ps,,, is strongly collapsible.
Additionally, we provide alternate proofs for the results by Ayala et. al. as well
as Kozlov. Furthermore, we realize cocktail-party graphs as the 1—skeleton of
the core of .#(P;), compute the homotopy type for centipede graphs, cycles
with a single leaf, and some paths with a single leaf. By using multiple parti-
tioning and matching strategies, we provide a framework to pursue homotopy
types of more involved Morse complexes.

1. INTRODUCTION

In 1998, Robin Forman [7, 8] developed a simple, yet powerful, tool of gradient
vector fields on a simplicial complex K to represent a series of collapses. This has
become a very helpful way to estimate the number of critical simplices on a complex
[7, Section 8|. A few years later, in 2005, Chari and Joswig [5] introduced a new
complex, known as the Morse complex. The Morse complex of K, denoted .#(K),
was designed to show compatibility of different gradient vector fields on K, and
thus has its own unique construction. Similarly, .#(K') has the capability to, in a
way, guide the reconstruction of K, up to isomorphism, because of the unique set
of gradient vector fields that it represents [4]. However, interestingly enough, the
same authors showed that the homotopy type of .Z(K) does not determine the
simple homotopy type of K.

The first goal of this paper will be to explore the realm of determining homotopy
types of a . (K) without needing to construct it. Independently, both Hersh and
Jonsson [10, 11] discovered a result known as the "Cluster Lemma." The idea is
that a complex can be split into smaller collections, gradient vector fields can be
found on each collection, and then the complex can be reconstructed. In this paper,
we will use the facets of .#(K) to guide the partitioning of .#(K), as well as the
idea of a "star" and "link" of a vertex. These give simplicity to our collections,
as well as increased manageability of the elements of .# (K). Using this idea, we
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provide an alternate proof of the computation of the homotopy type of the Morse
complex of a path [12] and an alternate proof that the pure Morse complex of a
tree is collapsible [1].

However, the primary goal of this paper will be to examine the property of
"strong collapsibility" of a Morse complex. This idea has been studied [3, 6] and
has some interesting relationships to both the construction of a complex [6, Section
3.2] and the elementary collapsibility of a complex. Pursuing these ideas, we extend
a result by Ayala et. al. [1], showing that the pure Morse complex of a tree is
strongly collapsible, as well as extend Kozlov’s proposition by showing that a path
graph of length 3n has a strongly collapsible Morse complex. By studying the Morse
complex of paths closely, we find that cocktail party graphs can be realized as the
1—skeleton of the core of the Morse complex of certain paths. Additionally, we
use strong collapses and certain results from [6] and [2] to compute the homotopy
type of centipede graphs, finding that the Morse complex of a centipede graph,
A (C,), is homotopy equivalent to S*~1. We find that the Morse complex of the
Morse complex of a cycle with one leaf, .# (C,, V1), is either collapsible or homotopy
equivalent to some i—dimensional sphere. Lastly, we find that the Morse complex
of a path with one leaf, .#(P; V,, 1), is homotopy equivalent to the join of the
Morse complexes of two smaller paths and a leaf.

2. BACKGROUND

Here we provide some basic notation, terminology, and important results that
will be used throughout the rest of the paper. Our reference for notation and
terminology is [13] unless stated otherwise.

2.1. Simplicial Complexes and the Morse Complex. In this section, we pro-
vide some basic principles of simplicial complexes and the Morse complex.

We start with definitions regarding simplicial complexes, which allows us to
define the Morse complex.

Definition 1. A set o of cardinality i + 1 is called an i-dimensional simplex or
i-stmplex.

Here we draw a definition from [14, Definition 2.1].

Definition 2. The n-simplex, denoted A™, is a closed convex polyhedron of
dimension n created by joining (n 4 1) vertices.

Definition 3. The (simplicial) n—sphere is defined by
S" = A" — {v,1}.

Definition 4. Let n > 0 be an integer and [v,] := {vg, v1,...,v,} a collection of
n + 1 symbols. A simplicial complex K on [v,] or a complex is a collection of
subsets of [v,], excluding @, such that

(1) if o € K and 7 C 0, then 7 € K

(2) {vi} € K for every v; € [vy].
The set [v,] is called the vertex set of K and the elements {v;} are called vertices
or 0—simplices. We sometimes write V(K) for the vertex set of K.

The dimension of a simplicial complex, K, denoted by dim(K), is the maximum

of all the dimensions of all its simplices. Additionally, any simplicial complex K
such that dim(K) =1 is called a graph.
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Any simplex of K that is not properly contained in any other simplex of K is
called a facet of K.

It is important to distinguish the n-simplex, A™, which is a simplicial complex
in itself, from an i-simplex, o, which is an element of a simplicial complex K.

V2

Vo U1

FIGURE 1. On the left, we have a simplicial complex K :=
{vo, v1, V2, Vo1, V1V2, VoU2 }. On the right, we have the 2-simplex,
A2,

We would also like to introduce a special type of simplicial complex that will be
of great interest to us come time for results. We study them directly, and we also
build off of them to study slightly more complex graphs.

FIGURE 2. Here we have a path graph, P,, where v is the number
of vertices. Path graphs are one of the main simplicial complexes
that we will study in this paper.

Definition 5. A discrete Morse function f on K is a function f : K — R such
that for every p-simplex o € K, we have

{7 <o f(r) 2 flo)} <1
and

HrPt) > o0 f(r) < f(o)} < 1

It is worth noting that we do not use the definition of a discrete Morse function at
all in this paper. However, it is needed to define a gradient vector field on simplicial
complex, K.

Definition 6. Let f be a discrete Morse function on K. The induced gradient
vector field V;, or V when the context is clear, is defined by

Vi = {(cW, 7"t 0 < 7, f(0) > f(r)}
If (o,7) € V}, (0,7) is called a vector, arrow, or a matching. The element o
is a tail while 7 is a head.

If a induced gradient vector field has only one matching, we call it primitive.
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FIGURE 3. The gradient vector field on the left forms a cycle, and
therefore is not allowed. The cycle on the right has two matchings
using the top vertex, and therefore is not allowed.

We illustrate gradient vector fields that are not discrete Morse matchings (acyclic)
in Figure 3.

After determining the induced gradient vector field, f, on a simplicial complex,
any i—simplex that is not matched is critical. We denote critical i—simplices
by m;, and we can denote all critical simplices under f by f := (mg,m1,...,my).

Definition 7. Let K be a simplicial complex. A gradient vector field f = {fo, ..., fn}
on K is said to be mazimum if dim(f) > dim(g) for any gradient vector field g.
In other words, as many simplices as possible are matched.

Additionally, f is a maximum gradient vector field if and only if f is a facet in
My(G).

This idea is separate from that of a maximal vector field, which simply means
a gradient vector field that is not contained in any other gradient vector field. If
another matching is added to it, it is not longer a gradient vector field.

Here we illustrate the difference between a maximum gradient vector field and a
gradient vector field that is only maximal.

FIGURE 4. On the left is an example of a primitive gradient vector
field on the path graph, P,. In the center is an example of a
maximum (and therefore maximal) gradient vector field, while the
gradient vector field on the right is only maximal, but not maxi-
mum.

Using the concepts of simplices, simplicial complexes, and the gradient vector
field, we can define the Morse complex. This is our main topic of study so it is
important to understand what the Morse complex is, as well as what it represents.
It holds the information of all the induced gradient vector fields on a simplicial
complex, K.
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Definition 8. The Morse Complex of K, denoted by .#(K), is the simplicial
complex whose vertices are given by primitive gradient vector fields and whose
n-simplices are given by gradient vector fields with n + 1 regular pairs.

A gradient vector field f is then associated with all primitive gradient vector
fields f := {fo, ..., fn} with f; < f for all 0 <i <mn.

We provide another definition that allows us to give an alternate definition for
the Morse complex that comes in handy. We define the Hasse Diagram.

Definition 9. Let K be a simplicial complex. The Hasse Diagram of K, denoted
Hy or H, is defined as the partially ordered set of simplices of K ordered by the
face relations. We organize the diagram by placing nodes in rows such that every
node in the same row corresponds to a simplex of the same dimension.

NN\

FIGURE 5. Here we illustrate the Hasse Diagram for P,. The bot-
tom row of nodes represent vertices in Py, and the top row rep-
resents edges in P;. The edges in the Hasse diagram show which
vertices exist in which edge of P,

EXAMPLE

Now we can provide an alternate definition for the Morse complex:

Definition 10. Let K be a simplicial complex. The Morse Complex of K,
denoted by .Z (K), is the simplicial complex on the set of edges of H(K) defined as
the set of subsets of edges of H(K) which form discrete Morse matchings (acyclic
matchings), excluding the empty matching.

EXAMPLE

FIGURE 6. Here we have the Morse complex of Py; the path graph
with 4 vertices. It is much more involved!
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2.2. Elementary and Strong Collapsibility. Here we draw out important ideas
necessary for the comprehension of our results, as they are requisites for the under-
standing of homotopy and homotopy type.

Definition 11. Let K be a simplicial complex and suppose that there is a pair of
simplices {oP~1) 7P} in K such that o is a face of 7 and o has no other cofaces.
Then K — {o, 7} is a simplicial complex called an elementary collapse of K. On
the other hand, suppose {a(p_l), T(p)} is a pair of simplices not in K where ¢ is a
face of 7 and all other faces of 7 are in K. Then K U {¢(®~1 7} is a simplicial
complex called an elementary expansion of K.

We say that K and L are of the same simple homotopy type, denoted by
K ~ L, if there is a series of elementary collapses and expansions from K to L.

FIGURE 7. On the left, we have a simplicial complex. Our gradient
vector field represents an elementary collapse that we can make.
On the right, we see the simplicial complex after the elementary
collapse.

Definition 12. A simplicial complex K is collapsible if K ~ {v} for some vertex
ve K.

Definition 13. Let K be a simplicial complex. A vertex v is said to dominate v’
(or v’ is dominated by v) if every maximal simplex (facet) of v’ also contains v.

Definition 14. Let K be a simplicial complex. If v dominates v/, then the removal
of v’ from K is called an elementary strong collapse, denoted K \\, K — {v'}.
The addition of a dominated vertex is an elementary strong expansion, denoted
by /. A sequence of elementary strong collapses or elementary strong expansions
is also called a strong collapse or strong expansion, respectively.

If there is a sequence of strong collapses or strong expansions from K to L, they
are said to have the same strong homotopy type. A special case of this is if
K = %, then K is said to have the strong homotopy type of a point.

If there is a sequence of elementary strong collapses from K to a point, K is
called strongly collapsible.

We illustrate a strong collapse in Figure 8. Notice how many elementary col-
lapses seem to be happening simultaneously, as strong collapses are a sequence of
elementary collapses.
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v

FIGURE 8. On the left we have a simplicial complex. It is evident
that 4 dominates v, so we can make a strong collapse, leaving the
reduced simplicial complex on the right.

2.3. Previous Results. Now that we have provided the relevant terminology and
notation to discuss our results, we will state the main previous results that aided
in our research, as for convenience.

Throughout our results, we utilize a result by Forman:

Theorem 15. [7, Corollary 3.5] Let K be a simplicial complex and M an acyclic
matching on K with m; critical simplices of dimension . Then K has the homotopy
type of a CW complex with exactly m; cells of dimension 1.

In addition, we utilize the following result, discovered independently by J. Jon-
sson [11, Lemma 4.2]and P. Hersh [10, Lemma 4.1]. We will utilize a version for
simplicial complexes due to R. Zax [14, Lemma 5.5].

Lemma 16. [Cluster Lemma| Let A be a simplicial complex which decomposes
into collections A, of simplices, indexed by the elements o in a partial order P
which has a unique minimal element oy = Ay, Furthermore, assume that this
decomposition is as follows:

(1) Each simplex belongs to exactly one A,.
(2) For each o € P, |, <, A; is a subsimplicial complex of A.

For each o € P, let M, be an acyclic matching in A,. Then (J,p M, is an acyclic
matching on F'(A)

3. REsuLTS

We will start in Section 3.1 by examining simple homotopy types of both the
pure Morse complex and the Morse complex through the usage of partitioning and
matching, aided by the Cluster Lemma (Lemma 16). This is when we provide
alternate proofs for results by both Ayala et. al [1] and Kozlov [12].

From there, we transition into working with strong collapses of a simplicial com-
plex (Section 3.2). Here, we extend both the results by Ayala et. al. and Kozlov,
while also providing a useful lemma (Lemma 28) that allows us to always perform
certain strong collapses.

Afterward, we experiment with realizing n—cocktail party graphs in the Morse
complex of a path, as well as compute the homotopy type of centipede (and similar)
graphs (Sections 3.3 and 3.4).
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We end our results by computing the homotopy type of a cycle with one leaf
(Section 3.5), as well as providing a useful formula for computing the homotopy
type of many paths with one leaf (Section 3.6).

3.1. Utilizing Matchings to compute the Homotopy Type of a Morse
Complex. Let K be any simplicial complex. If a and b are vertices of K, to
represent a primitive gradient vector field, we sometimes write (a)b := (a, ab).

In our results, we will refer to the pure Morse complex of K, denoted ./, (K).
Let n := dim(# (K)). Then, .#,(K) is the subcomplex of .Z (K) generated by the
facets of dimension n.

Definition 17. A tree, T, is a connected graph that contains no closed loops
(cycles).

Remark 18. We will utilize Lemma 16 for the alternate proof of Lemma 19 as
follows:

We will create collections of the Morse complex, .Z (T'), of a tree T', by separating
it into its highest-dimensional facets o;. We order the facets such that each A;
collection is equal to Ui—Ui_zloak. So, each gradient vector field is included in exactly
one collection. Following this, we utilize Lemma 16 in order to put matchings on
each collection, and glue them back together to put a matching on the whole .#(T).

The following result was proved in [1, Corollary 4]. Here we offer an alternative
proof.

Lemma 19. Let T be a tree with at least 3 vertices. Then .#,(T) is collapsible.

Proof. Let T be a tree with v vertices. We define V(T') := {vg, v1, ..., v, }. There is
a bijection between the vertices of T and the facets of .#,(T) [1, Proposition 2] so
there are v maximum gradient vector fields.

We can decompose .#,(T) into a collection of gradient vector fields, A,, indexed
by elements 0. We order oy, ...,0,_1 by the following;:

(1) Let og,...,0,—1 be the elements of each maximum gradient vector field,
respectively.

(2) Choose op to be the maximum gradient vector field with an inward-oriented
vector on a leaf (vertex with a single edge), which we will call (vg)v, and
a critical vertex, v, on a leaf such that d(v,,vg) (distance from v, to vg)
is maximized.

We order o1, ...,0,_1 in relation to the distance of the critical vertex
from vg. So, let o; be the maximum gradient vector field with critical
vertex, v,—1 such that d(v,—1,v9) = d(vn,v9) — 1. Let o2 be the maximum
gradient vector field with critical vertex, v,_s, such that d(v,—2,v9) =
d(vp—1,v0) — 1 = d(vp,v9) — 2. Continue inductively until all elements, o,
are ordered.

For at any point where there are two maximum gradient vector fields,
oi, 0k, with critical vertices, v;, v, respectively, with equal distances from
vg, order them without loss of generality.

(3) Choose Ay = o to be the first subcollection.
(4) Let A, =0, — Uz;éAk for n > 0.
Thus, each gradient vector field exists in exactly one A, and for each o, U, <, A,
is a subcomplex of ., (T).
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Construct matchings, M, , on each A, by the following:

Choose a 0-simplex on Ag to be critical, which we will call (vo)v;. Match the
remaining 0-simplices, (v;)v; with the 1-simplices pairing them with (vg)v1, in the
form ((vo)v1)((vi)v;). Match the remaining 1-simplices of the form ((v;)v;)((vi)vr)
to the 2-simplices pairing them with (vg)vy in the form ((vo)v1)((vi)v;)((vk)vr).
Continue inductively until all (k — 1)-simplices of the form ((v;, )vi,)...((vi,_, )vi, ),
not including (vg)v;, are matched with the corresponding k-simplex of the form
((vo)v1) (i, )iy ). (v, Jviy.)-

Proceed similarly for Ao, ..., A,_1 where (v1)vy does not exist.

For A,_1 where (v1)vy exists, match (v1)vg with the 1-simplex of the form
((v1)vo)((vi)v;). Match the remaining 1-simplices of the form ((v1)vo)((vk)vi) to
the corresponding 2-simplices, ((v;)v;)((v1)vo)((vg)vi). Continue inductively un-
til all (k — 1)-simplices, ((v1)vo)((viy)Viy), -, ((Vk—1)vk) have been paired with the
corresponding k-simplices, ((v;)v;)((v1)vo)((vi,)vig)s ooy (Ve—1)Vk)-

Because we have satisfied Lemma 16 and each of our M, are acyclic, we know
that U;<, M, is an acyclic matching on ,(T).

So, our only critical simplex is the original 0-simplex, (vo)v1, and thus ., (T) is
collapsible.

O

We can utilize a very similar ordering and matching scheme to the one used in
the previous proof to find the homotopy type of many Morse complexes of trees. We
know that the pure Morse complex is collapsible, so when we create our ordering,
we simply put the simplicial complexes induced by maximum gradient vector fields
first. Here we provide two examples.

EXAMPLE

FIGURE 9. We have a simplicial complex, K, very similar to a
typical path. It can be shown there is a gradient vector field on
A (K) with mg =1, my = 1. Hence, .#(K) has a homotopy type
of S? by Theorem 15.

Using a method of partitioning the gradient vector fields, as shown in the alter-
nate proof for Lemma 19, it can be shown that after creating collections and apply-
ing matchings to each collection, a gradient vector field can be put on the Morse
complex of K (as seen in Figure 9) that has the homotopy type of my = 1,mg = 1.
We order the collections such that the first six form .#,(K). Thus, it is shown to
be collapsible, only contributing one critical 0-simplex.

From there, we form collections using the simplicial complexes induced by the
maximal gradient vector fields that are not maximum, and after applying matchings
to these 7 collections, we find that there is a critical 2-simplex. Therefore, because
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the gradient vector field on the Morse complex has been maximized, by Theorem
15 .#(K) has the homotopy type of S2.

EXAMPLE

FIGURE 10. We have a simplicial complex, K, very similar to our
last example. It can be shown there is a gradient vector field on
A (K) with mg =1, mg = 2. Hence, .#(K) has a homotopy type
of $* v §? by Theorem 15

Again, using a method of partitioning the gradient vector fields, as shown in
the alternate proof for Lemma 19, it can be shown that after creating collections
and applying matchings to each collection, a gradient vector field can be put on the
Morse complex of K (K is as seen in Figure 10) with mg = 1, m3 = 2. We order the
collections such that the first seven form .#,,(K), as there are only seven maximum
gradient vector fields on K. Thus, it is shown to be collapsible, only contributing
one critical 0-simplex.

After, we form collections using the simplicial complexes induced by the maximal
gradient vector fields that are not maximum. Applying matchings to these 17
collections, we find that there are two critical 3-simplices. Therefore, because the
gradient vector field on the Morse complex has been maximized, by Theorem 15 it
is shown that the homotopy type is S V S3.

Now that we have introduced a matching strategy for putting a maximum gra-
dient vector field on a Morse complex, we will examine the path graph. We can
apply a different matching strategy for path graphs in order to compute the ho-
motopy type, providing further insight into ways to pursue homotopy graphs of
more involved complexes. Before continuing to our next result, we introduce new
terminology.

Definition 20. Let K be a simplicial complex and v € K be a vertex. The star
of v in K, denoted by st(v), is the simplicial complex induced by the set of all
simplices of K containing v.

Definition 21. Let K be a simplicial complex and v € K be a vertex. The link
of v in K, denoted by lk(v), is the set lk(v) :==st(v) — {oc € K : v € c}.

Definition 22. Let K be a simplicial complex with edges {a,b} and {c,d}. Let
Vinax[(@)b, (¢)d] be any maximal gradient vector field containing (a)b and (c)d. We
denote Vinax|(a)b, (¢)d] to be the set of all sub-simplices of all Viax[(a)b, (¢)d].
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The following is due to Kozlov [12], for which we provide an alternate proof.
Proposition 23. Let P; be the path on ¢ vertices, t > 2. Then

* if t =3n
M(P) ~ S ift=3n+1.
S2n ift=3n+2

Remark 24. We will utilize Lemma 16 for the alternate proof of Proposition 23
as follows:

We will create collections of the Morse complex, .Z (P;), of a path graph, P;, by
separating it into the star and link of certain vertices in .#(P;). We order these
collections according to placement in the path of the primitive gradient vector fields
which determine our collections. We start with the collection of a star and link of
the inward-facing primitive gradient vector field on one of the leaves. We then
utilize Lemma 16 in order to put matchings on each collection and glue them back
together to put a matching on the whole .Z(P;).

First, we will need a Lemma showing that our collections contain all possible
gradient vector fields.

Let vg,va,...,v;—1 denote the vertices of the path P, with v; adjacent to v;11
for every 0 <i <t —2.

Lemma 25. Let 0 € .#(P;) be a maximal simplex. Then either

(1) (vo)v1 €0
2) (v1)vp and (vsg—1)vsk—2 are in o for some 1 < k < L%J

(

(3) (v1)vo and (vsk—3)vsk—2 are in o for some 1 < k < L#J
(4

(5

)

)

) (ngfl)vg,k ift=3k+1
) (U3k+1)'U3k ift=3k+2

Proof. 1Tt is easy to see that the result holds for ¢ < 6, so suppose that ¢ > 7. Let

o € M (P;) be maximal. If (vg)v; € o, we are done.

Observe that if (vg)vy € o, then (vi)vy € o since o is maximal by hypothesis.
To show that the second condition of either (2) or (3) holds, suppose there is a
k such that neither (vsx—1)vsk nor (vsk)vsk—1 is in o. If (v3g—2)vsk—1 € o, then
(vsk—1)vsk € 0 since o is maximal, a contradiction.

If there is no arrow on wvsk_ovsk—1, then (vsy—1)vsr € o in order to make o
maximal, again a contradiction. Hence, if there is no arrow on v3;_1v3k, then
(v3k—1)v3g—2 € o so condition (2) holds. Furthermore, a similar argument shows
that (vs)vsk+1 € o so condition (3) also holds.

Otherwise, there is an arrow on edge vsi_1v3) for every k. It is easy to see that
if there are two arrows of the form (vzg_1)vsg and (vskr3)vsk+2, then at least one
of (Usg+2)vsgt+1 Or (v3g)VUsk4+1 must be in o in order for o to be maximal. This
corresponds to satisfying condition (2) and (3), respectively.

It is possible to organize these arrows on the edges vsi_1v3, in such a way so
that both conditions (2) and (3) are avoided. In this case, one of (4) or (5) must
be satisfied depending on the value of ¢t. Hence all maximal simplices are of the

desired form.
O

We provide an illustration for Lemma 25 with Figure 11.
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EXAMPLE
V3k—2 U3k—1 U3k V3k+1 V3k+2
4
U3k—2 U3k—1 U3k U3k+1 V3k+2
) )
V3k—2 V3k—1 U3k U3k+1 V3k+2

4
A

FIGURE 11. On our first path, it is evident that if there is no
matching on {vsg_2,v3k—1}, we must have (vsr_1)vsk, as this still
allows for a maximal matching. Our second path, one can see that
if (v3g—2)v3k—1 is paired, there must be a matching on {vsg_1, v}
for there to exist a maximal gradient vector field. Our third path
illustrates condition (2) in Lemma 25. By applying the matching
(v3k—1)v3k—2, this allows for no matching on {vsy_1,vsx} while
remaining maximal. A similar argument holds for condition (3) of
Lemma 25.

We can now provide our alternate proof:
Theorem 26. Let P; be the path on ¢ vertices, ¢ > 3. Then

* ift =3n
M(Py) =S ift=3n+1
R ft=3n+2

Proof. Define

2n ift=23n
wr =w(t) =< 2n ift=3n+1
2n+1 ift=3n+2

We apply the Cluster Lemma (Lemma 16). In order to do so, we decompose
A (P;) into collections Ag. As in Remark 24, we first construct collections of
sub-simplices o; as follows:

(1) Let og := st((vo)v1) Ulk((vg)vy).

(2) Let g1 i — {Vmax[(’ul)’l}m (UQ)’Ul]}.

(3) Let o2 := {Vinax[(v1)vo, (v3)v4].

(4) For 3 < j < wy, define the following.
(a) If j = 2k — 1, let

Vf:a;l ::{Vmax[(vl)UOa (U3k—1)v3k—2]}-

(b) If j = 2k, let

Vo = Vinax|(v1)v0, (Vs )3k 11]}-

Let 0 := anax.
(5) We have three cases:
a) If t = 3k, o,,41 1s empty.
t+

(b) Ift =3k + ]-a Owi+1 = {Vmax[(vl)vm (’USk—l)vSk]}
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(c) If t =3k +2,00,41 = {Vinax[(v1)v0, (V3k+1)vsk] }-

Now define Ag := 09 and A; = 0 — Ui;(l)Ak for 1 < j <w;+ 1. By Lemma 25,
Uoj = . (P;) so that we may apply the Cluster Lemma (Lemma 16). We define
an acyclic matching on each A; as follows:

For Ay, pair each element in o € 1k((vg)vy) with ((vg)vi)o € st((vo)vy). This
is clearly an acyclic matching on all of Ag other than (vg)vy. Hence, (vg)vy is a
critical 0-simplex.

For Ay, match (v1)vg with ((v1)vg)((v2)v1) and match all (¢ — 1)-simplices, o,
not containing (v2)vy, to the corresponding i-simplex, o((v2)v1). This produces an
acyclic matching on A; with no critical simplices.

For A,, note that because (vg)v; is not a vertex of any simplex in oo, we have
that (vy)vs must be in every maximal simplex of A,. Hence, match the 1-simplex
((v1)vo)((v2)vs) with the 2-simplex ((v1)vo)((v2)vs)((vs)vs). Then we match all
(¢ — 1)-simplices (o) to the i-simplex, o((v3)vy). Therefore every simplex in Ay is
matched, and we have no critical simplices.

Now let 3 < j < wy.

e Suppose j = 2k — 1. To put an acyclic matching on Agy_1, notice that the
maximal simplices of Agj_1 contain vertices (v1)vg and (vsk—1)vsk—2. The
matching is given by pairing each (i — 1)-simplex o to the corresponding
i-simplex o ((v3g—1)vsk—2) for all o € Ag,_1 not containing (vsg—1)vsk—2.

e Now suppose that j = 2k. Notice that the maximal simplices of Ay contain
(v1)vo and (vsk)vsk+1. The matching is given by pairing each (i — 1)-
simplex o to the corresponding i-simplex o ((vsk)vsk+1) for all o € Ay not
containing (vsg)vVsk+1-

In either case, all simplices of A; are matched, 3 < j < wy, and we have no new
critical simplices.

It remains to put an acyclic matching on the simplices of A,,+1. We consider
cases.

Case 1: Suppose t = 3n for some integer n > 1. Then o,,+; = 0 so that
all simplices in .# (P,) are matched above. Since the only critical simplex
is the 0-simplex found in Ag only contributing one critical 0—simplex, and
thus, .#(Ps;,) ~ * by Theorem 15.

Case 2: : Suppose t = 3n+1 for some integer n > 1. Then o, 1 is generated
by all maximal gradient vector fields containing (v1)vy and (v3n—1)v3n.
Passing to A, 11, we see that the only maximal simplex in A, 41 is

{((v1)vo)((v2)vs)((va)vs) - - . ((vak—1)vak) ((V3k+1)V3k) - - - ((V3n—2)V3n—3)((V3n—1)v3n)}-

Furthermore, all proper sub-simplices of this 2n — 1-simplex have been
matched in some previous A;. It follows that A, 41 consists of a single

(2n — 1)-simplex which is critical, and thus by Theorem 15, .# (P3,11) =~
Sanl.

Case 3: : Finally, suppose t = 3n + 2 for some integer n > 1. Let
Vo= {((v1)vo) ((v2)vs)((va)vs) - . (Vsk—1)vsk) ((v3kt1)v3k) - - - (V3n—2)V3n—3) ((U3n+1)v3n) }-
Then,
Ap 1 ={V.V U{(vsn—1)van}, V U {(v3n)vzn-1}-
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We match V' with V U {(v3n—1)v3n} leaving V U {(v3,,)vsn—1} as a critical
2n-simplex. Thus .# (Ps,2) ~ S*" by Theorem 15.

O

It is easy to show that this holds for P;, t = 2, and can be used an exercise for
the reader, as it follows directly. Our w; will be equal to 2, as our o is the star and
link of (vg)v; and oy is simply flipping the one arrow. After applying matchings
(which we find cannot be done), we see that this fits our results, as . (P;) ~ S°.

3.2. Extending Results by Ayala et. al. and Kozlov. Previously, [6, Propo-
sition 17] gave rise to motivation for further investigation of strong collapsibility
of the Morse complex. Here we act on that curiosity, and are able to extend the
previous results.

First, we extend the result from Lemma 19.

As previously defined, we once again let vg, vs,...,v¢_1 denote the vertices of
the path P, with v; adjacent to v;41 for every 0 <i <t — 2.

Theorem 27. The pure Morse complex of a tree is strongly collapsible.

Proof. Let T be a tree. By definition, T" has at least one leaf, which we will call
{vg, v1}, with inward-oriented primitive gradient vector field (vg)v, and outward-
oriented primitive gradient vector field (vq)vg. We claim that if (v1)vg is dominated
by another primitive gradient vector field, then (vg)v; dominates all remaining
primitive gradient vector fields.

Let {v1,v2} be the adjacent edge to {vg,v1}, with (ve)v; being the primitive
gradient vector field oriented towards {vg, v1}. Then (v;)vg is dominated by (ve)vs,
as whenever (vy)vg exists in a maximum gradient vector field, so does (v2)v;. Thus,
(v1)vo cannot exist in a facet of .#,(T) without (v2)v,. Therefore, we can make a
strong collapse by removing (v )vp.

Now, we claim (vg)v; dominates all remaining primitive gradient vector fields.
Let (v;)v; be a remaining primitive gradient vector field. Consider any facet that
(v;)v; exists in. Because we are only considering ., (T'), any maximum gradient
vector field in which (v;)v; exists also contains (vg)vi, as (vg)v1 is compatible
with all primitive gradient vector fields besides (v1)vg (which has already been
removed). Thus, (vg)v; dominates (v;)v;. Therefore, we can make a strong collapse
by removing (v;)v; from #,(T).

We can repeat this process, applying a strong collapse for all vertices (v;)v;, until
we are left with only (vg)v;. O

We provide an example of the strong collapses to illustrate this result in Figure
12.



TOWARDS THE HOMOTOPY TYPE OF THE MORSE COMPLEX 15

EXAMPLE

Vo (% V2 V3 Vg
4 4
< <

Vo U1 V2 U3 V4
) ) ) )
14 14 14 14

Vo U1 U2 U3 V4
) 4 4 4
14 < < |

Vo U1 V2 U3 V4

I
|4

FIGURE 12. In our first path, P5, we see that (vo)v; dominates
(v1)vo, as (v1)vg cannot exist in a maximum gradient vector field
without (ve)vy. Thus, we can apply a strong collapse on (v1)vo.
In the second and third paths, we see that (vg)v; dominates all
remaining primitive gradient vector fields, and thus, we can apply
strong collapses. So, we are left with (vg)vy as our only remaining
primitive gradient vector field. This corresponds to one vertex in
M (Ps), and thus it is strongly collapsible.

Secondly, we extend the result from Proposition 23 and Theorem 26 by proving
that a path P;, t = 3n, has a strongly collapsible Morse complex. We provide a
lemma that will aid in our proof.

Lemma 28. For any simplicial complex K with leaf {a,b} and ¢ a neighbor of b
not equal to a, then (b)c is dominated in . (K).

Proof. Let K be a simplicial complex with leaf {a,b} and a neighbor of b, ¢ # a.
Consider any facet of (b)c in .#(K). A facet is a maximal gradient vector field on
K, and thus, for any maximal gradient vector field in which (b)c exists, so must
(a)b. Thus, (a)b dominates (b)c in .Z (K). O

EXAMPLE

FIGURE 13. On the left, we start with C3. After performing the
strong collapses that Lemma 28 allows, we then only have to take
the Morse complex of the subcomplex on the right, which resem-
bles a 3—ladder rung graph. We will show in Corollary 39 and
Corollary 40 that this yields .#(C3) ~ S

Proposition 29. Let Ps, be the path on 3n vertices, n > 1. Then . (P;) \\{ *.
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Proof. Let P; be the path with t = 3n vertices, n > 1, and label the vertices as
consistent with our previous proofs. By Lemma 28, (vg)v; dominates (vq)ve. After
removing (vy)ve, we see that (ve)v; dominates (vs)ve, and so we remove (vs)vs.
Continuing in this manner, we see that (vsy_3)vsr—2 dominates (vsg_2)vsr—1 for
all 1 <k <n, and (v3r—1)vsk—2 dominates (vsg)vsr—1 for all 1 < k < n. Hence we
may remove each of these primitive gradient vector fields.

Now the last primitive gradient vector field removed is (vs,—2)vs,—1 since it
was dominated by (v3;,—3)v3,—2. We now claim that (vs,—1)vs,—2 dominates every
remaining vertex. To see this, observe that because (vs,,—2)vs,—1 has been removed,
(v3n—1)V3n—2 is compatible with all remaining vertices (v;)v;, and no (v;)v; can exist
in a facet of the remaining Morse complex without (v3,—1)v3,—2. We remove all
(v;)v; until we are only left with (vz,,—1)vsn—2. Thus . (P,) is strongly collapsible.

O

3.3. Finding Cocktails in The Morse complex of a Path. Before moving on,
we must provide a few definitions.

We call a simplicial complex, K, minimal if it contains no dominating vertices.
The core of K is the minimal sub-complex Ky C K such that K \,\, Ky. Barmak
[2, Theorem 5.1.10] proved that no matter the order of strong collapses, the core
will be the same (the core is unique up to isomorphism).

Definition 30. The n—cocktail party graph, denoted K, «2, is the complete
n-partite graph where each partite set has size 2.

We illustrate two n—cocktail party graphs in Figure 14.

EXAMPLE

FIGURE 14. On the left, we have a Ksy5 cocktail party graph. On
the right, we have a K32 cocktail party graph.

The n-skeleton of K, denoted by K (™| is the sub-complex of K containing all
simplices up to n—dimensional simplices.
For the following, let .#,(K) denote the core of the Morse complex of K.
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Proposition 31. Let P; be the path on ¢t > 4 vertices. Then

K ift=3k+1
-//ZO(Pt»(l) _ 2kx2 1 +
K(2k+1)><2 lft:3k+2

Proof. Proceed as in the proof of Proposition 29 by removing dominated vertices
from . (P;) starting with (v1)ve. The last vertex removed along the path differs
depending on t.

Suppose t = 3k + 1. Then the last vertex removed from the Morse complex
is (v3n)U3n—1 as it is dominated by (v3n—_1)vzn—2. We claim there are no more
dominated vertices. We show that for any remaining primitive gradient vector field
o, there exists a unique primitive gradient vector field 7 such that o and 7 are not
compatible. If so, then ¢ is compatible with every other primitive gradient vector
field, thus creating a maximal simplex of ¢ not containing 7. Observe that (vg)vy
and (v1)vp are not compatible with each other, and that (vs)v; is not compatible
with (ve)vs. Additionally, each remaining primitive gradient vector field, (vsy)v143n
is not compatible with the corresponding (viys3,)vs,, as well as each remaining
(V2431 )V1+3n is not compatible with the corresponding (va43y,)v343,. Other than
these incompatibilities, every primitive gradient vector field is compatible with any
other. Thus no primitive gradient vector field can dominate another and we have
arrived at #y(P,).

We now determine the structure of the 1-skeleton of .#,(P;). There were 6k
primitive gradient vector fields on P;, and we removed 2k of these above, yielding
4k vertices in #y(P;). As determined above, every vertex of .#,(F;) is compatible
every other vertex of .#y(P;) other than a unique vertex. In other words, there
is an edge between vertex v and every other vertex except a unique vertex v'.
This is precisely the complete 2k-partite graph with partite sets of size 2. Thus
Mo(P))V = Kopxo.

The t = 3k + 2 case is similar, and so we omit it.

|

3.4. Classifying the Homotopy Type of Centipede Graphs. We will con-
tinue to look closer at cases in which the homotopy type of the Morse complex is a
sphere, as in the case of a path graph. The next results were inspired by considering
centipede graphs. First, we will define a few key terms for these results.

Definition 32. Let K and L be two simplicial complexes with no vertices in
common. Define the join of K and L, written by K * L, by

K« L:={o,1,0Utr:0€ K, 7 € L}.
Definition 33. Let K be a simplicial complex with v,w ¢ K, and let w # wv.
Define the suspension of K by
YK := K x {v,w}
Definition 34. The n—ladder rung graph, denoted nPs, is the disjoint union of
n copies of the P, graph.

Definition 35. A centipede graph, C, is a graph obtained by adding a leaf to
each vertex on a path graph P,.

Proposition 36. [6, Proposition 23] Let K and L be disjointed connected simplicial
complexes, each with at least one edge. Then .# (K U L) = .#(K)* #(L).
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Corollary 37. [6, Corollary 24| Let K be a simplicial complex. Then .Z (KUPs) =
S (K).

Proposition 38. For any simplicial complex, K, with v vertices, in which we add
a leaf to every vertex (we call the leaves I, 15, ...,1,) then, Z (KUl UlyU...Ul,) ~
Sv—1.

Proof. Let K be a simplicial complex with v vertices. Add a leaf, {a,b} to each
vertex. We will call these leaves, l1, (s, ..., 1, We will call this expanded complex Kj,
and its corresponding Morse complex .# (K;) Then for each neighbor of b, which
we will call ¢ # a, (b)c is dominated in .Z(K;) (Lemma 28). We added a leaf to
each vertex, and so every primitive gradient vector field on K has been dominated,
and thus can be strongly collapsed in . (K;).

By Proposition 36, this leaves us with

M UL U UL) =)« M) * ... x ().
It is well-known [9] that ¥S™ = S"*1. It follows that
M (1y) * M(lg) =S
St . (I3) = BS*
=2

SU=2w . (I,) = BSV2
— vl
We continue inductively for all I, and we compute that .#(K;) ~ S*~1. O
The following corollaries are then immediate.
Corollary 39. Let nP; be an n—ladder rung graph. Then . (nP,) ~ S"~!
Corollary 40. Let C, be a centipede graph. Then .#(C,) ~ S*~ 1.
Corollary 41. An n—sphere can be realized as the homotopy type of #(Cj,41).

3.5. Homotopy Type of a Cycle with a Leaf. Using this idea of the join and
suspension, and the intuition gained from the alternate proof in Lemma 25, we
can prove the homotopy type of a cycle with a leaf. First, we provide a couple
propositions.

Proposition 42. [6, Proposition 31] Let v be a vertex of C,,. Then 4 (C,V,€) \\\
M (P UYL,
Proposition 43. [2, Proposition 5.1.16] Let K and L be disjoint simplicial com-
plexes. Then K L is strongly collapsible if any only if K or L is strongly collapsible.
Theorem 44. Let C), be a cycle of length n > 3. Then

* if n = 3k

MO, V)= S%k  ifn=3k+1
S2kHLif = 3k 4 2.
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Proof. Using prior results from [6] and [2], we have the following string of homotopy
equivalences:

M(Cpy N 1) =~ M (Pp_q UI)
~ M (Pp_q)* M)
~ XM (P,_1)
* if n = 3k
~ { G2k ifn=3k+1
SZHL i p = 3k + 2.

The first equivalence is justified by Proposition 42. The second is justified by
Proposition 36. The third is justified by Corollary 37. The last equivalences are
justified by Proposition 43 and Proposition 23. (|

EXAMPLE

o tre

R

FIGURE 15.

3.6. Homotopy Type of a Path with a Leaf.

Definition 45. [6, Definition 26] Let P be the set of all (finite) posets, and let K be
the set of all simplicial complexes. Define a function f : P — K as follows: for each
P € P, construct a simplicial complex f(P) whose vertex set is the edge set of P.
Then let 0 = ejes ... ex be a simplex of f(P) if and only if the edges e1, e, ..., ek
oriented upward and all other edges oriented downward form an acyclic matching
on P.

Remark 46. [6, Remark 27| Observe that .Z(K) ~ f(H(K)). This generalizes
our notion of taking the Morse complex of a degenerate Hasse Diagram, as will
become evident in the proof of Lemma 47.

Lemma 47. Let v be a vertex of P, 1 <k <t —2and ¢t > 3. Then .#Z (P, V,,
D) NN\ A (Pryo U P (42) U).

Proof. Write | = viu. By Lemma 28, (u)vy, dominates (vg)vk41 in A (P Vy, 1). In
the corresponding Hasse diagram #H(P; V,, 1), this corresponds to the removal of
the edge between vy, and vgvgy1.

Furthermore, by Lemma 28, (v;)v;—; dominates (v;—1)vi—2. This corresponds to
the removal of the edge between v;_1 and v;_ov;—1 on the Hasse diagram. Now,
our Hasse diagram resembles

H(Pry2) UH(P— (rg2y) LU H(D).
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Therefore,
A (P Vo 1) NN (H(Pr2) U H (P (k12)) UH(D))-
By Proposition 36 and Remark 46, we have that

J(H(Prq2) UH(P— (5t2)) UH()) = M (Prgz U P (342) U1).

Combining Lemma 47 and Proposition 36, we have

Proposition 48. Let vy be a vertex of P;, 1 < k <t —2. Then 4 (P; Vy, 1) =~
M (Piy2) * M (P (g12)) * A (1).

Considering Proposition 48, Proposition 43, and Proposition 29, we can conclude
the following:

Corollary 49. Let vy, be avertex of P, 1 < k <t¢—2. If k42 = 3j or t—(k+2) = 37,
then A (P; Vo, 1) \\ *.

EXAMPLE

M o J_A_A\\M// NN

*—0
[

FIGURE 16.

4. FUTURE DIRECTIONS AND POTENTIAL PURSUITS

We want to devote the final section of this paper to raising some interesting
questions about similar topics to those studied in this paper.

Open Question 1. Most immediately, we would like to raise the question of if
there exists other ways to determine strong collapsibility in the Morse complex of
a simplicial complex. Previously, it was shown that two leaves sharing a vertex
on a simplicial complex, K, means that .# (K) is strongly collapsible [6, Proposi-
tion 17]. Throughout our studies, we found multiple examples of graphs that had
strongly collapsible Morse complexes but did not fit this description. Does there ex-
ist a way/ways to determine other structural causes of a strongly collapsible Morse
complex?
We provide an example to demonstrate this question.
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EXAMPLE

Vo U1 V2 U3 Uy Us

FIGURE 17. Pg is an example of a graph that has a collapsible
Morse complex (proved in Theorem 26) that is also strongly col-
lapsible (proved in Proposition 29).

By Lemma 28, we can see that (v1)ve and (vq)vs are both dominated in .4 (Fg).
So, we can make strong collapses . (Ps) — (v1)va — (v4)vs = Ao(Ps). Tt follows
immediately that (v3)vg is dominated by (ve)vy in #y(Ps), and thus can be removed
by a strong collapse.

It can then be noticed that (vs)vs dominates the remaining primitive gradient
vector fields. Therefore, a sequence of strong collapses can be made until only
(v3)vy is left, showing that .# (Ps) is strongly collapsible.

EXAMPLE

]

Vo U1 V2 U3 Vg Us

FIGURE 18. Here is a graph, G, very similar to that of Py, and it
still has a collapsible Morse complex. However, it can be shown
that it is not strongly collapsible.

Using a matching scheme similar to that used in the proof for the homotopy
type of a path, it can be shown that G is collapsible. Our first collection is the star
and link of (vg)v1, the next is Viax|(v1)vo, (v2)v1], the third is Viax[(v1)vo, (v3)va],
and the last is Viax[(v1)vo, (vs)v4]. Tt follows that after putting matchings on each
collection, .#(G) is collapsible.

However, if we try to show that G is strongly collapsible, we fail. We can start
with strongly collapsing (vy)vs, (v4)vs, (v3)vs, and (vs)ve by Lemma 28. However,
then we are stuck. The two inner primitive gradient vector fields are not compatible,
so they cannot dominate each other. They also cannot dominate any primitive
gradient vector fields on the leaves as all primitive gradient vector fields on the
leaves are compatible with both inner primitive gradient vector fields. Additionally,
any primitive gradient vector fields on the leaves cannot dominate because all other
primitive gradient vector fields are compatible with both the orientations on each
leaf. So, we are stuck.

Here are two simplicial complexes which do not meet the condition in [6, Propo-
sition 17]. The question exists of what determines that the first example has a
Morse complex that is strongly collapsible, but the second does not? What is
the structural cause, and can we generalize it for any other graphs or simplicial
complexes?
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Open Question 2. Secondly, we would like to further pursue using methods of
matching, as illustrated in Lemma 19 and Theorem 26, to apply matchings to the
Morse complexes of low-dimensional n—simplices. Most immediately, we would
like to pursue the 3—simplex. Chari and Joswig [5] showed that the 3—simplex has
{bop = 1,b5 = 99} using a software. However, this does not determine homotopy
type. Can using these matching strategies, or one similar, provide further insight
on how to apply a matching to the Morse complex of the 3—simplex?

FIGURE 19. The 3—simplex is still a relatively small complex, yet
how may we even begin to visualize the Morse complex of the
3—simplex?

Open Question 3. Lastly, and more abstractly, we are interested in how Reide-
meister moves may affect the homotopy types of, both the Tait graph of a knot,
as well as the Morse complex of the Tait graph of a knot. We have studied the
effect that Reidemeister moves have on the Tait graph, and we will provide proofs
for both type I and type II Reidemeister moves. First, let us informally define the
Tait graph of a knot as well as the Reidemeister moves.

Definition 50. Let D be a knot diagram. Its corresponding Tait graph, denoted
(D), is a graph corresponding to a checkerboard coloring of the knot diagram,
where each region, as well as each crossing, corresponds to a vertex in I'(D). Then,
each crossing has an edge connecting it to the vertices of its adjacent regions.

wq

F1GURE 20. Here we have the Trefoil knot, 31, and its correspond-
ing Tait Graph, with crossings, and black and white regions, la-
beled.
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Definition 51. Let D be a knot diagram, with strand s separating two regions. A
Type I Reidemeister Move (RI) is the twisting of s, introducing a new crossing.

We illustrate a Type I Reidemeister move in Figure 21.

FIGURE 21. We illustrate a Type I Reidemeister move. It is a
"twist" in the strand, introducing a new crossing and a new region.

Definition 52. Let D be a knot diagram, with strands s; and s, such that they
are not crossing. A Type II Reidemeister Move (RII) "pokes" s; either over

or under o, introducing two new crossings.

We illustrate a Type II Reidemeister move in Figure 22.

S

FIGURE 22. We illustrate a Type II Reidemeister move. It is a
"poke" move, meaning we slide one strand under or over the other,
introducing two new crossings.

So, we want to investigate the effect these moves have on homotopy types, of
both the Tait graph, and the Morse complex of the Tait graph. We have pursued
the effect that these Reidemeister moves have on the Tait graph. We state those
results, however, they are construction-based and so we define our result in the

proofs.
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For any region, r;, in knot diagram D, we denote its corresponding vertex in
the I'(D) by v,,. Also, we denote an edge between two vertices, v, v, in I'(D) by
Vg Vy.

Lemma 53. Let D be a knot diagram with Tait Graph I'(D). Then performing a
Type I Reidemeister move on D produces a new Tait Graph, I'(Dg;) = I'(Gy).

Proof. Let D be a knot diagram with Tait Graph I'(D). Let s € D be a strand
which separates regions r1,r2 € D.

We can perform a RI on s by twisting the strand, protruding towards r1, creating
a new crossing, ¢, and a new region r3. We can call knot projection D with a RI,
Dprr = Gy, with Tait graph I'(Dgy) = I'(G1).

Performing the RI, crossing ¢ and region r3 are created.

Thus, I'(G1) contains a new crossing vertex, v.. From v, there will exist an
edge connecting v, to vy, V.V, ; an edge connecting v, to vy, v.Ur,; and two edges
connecting v, to vy, VU, and Vv, .

Tait Graphs are planar so these new edges exist such that they do not overlap
with any other edges.

All other elements of I'(D) are unchanged in I'(G;) O

Lemma 54. Let D be a knot diagram with Tait Graph I'(D). Then performing a
Type IT Reidemeister move on D produces a new Tait Graph, I'(Dgrr) = T'(Gs).

Proof. Let D be a knot diagram with Tait graph T'(D). Let there exist a strand
s1 € D between regions r1,75 € D and a strand s; € D between regions 79,73 € D.

We can perform a RII by pushing s; across ry, under/over (without loss of
generality) so, and protruding into r3. We can call this knot projection D with a
RIL DRII = GQ, with Tait graph F(DR[]) = F(Gg)

Performing the RII, two new crossings, c¢1,co € D, are created, and two new
regions, r4, 15 € D, are created.

Thus, I'(G2) contains a new crossing vertex ve,. From v, there exists edge
Ve, Upyy VeyVUrgy VeyUrs, a0d Ve, v, ['(G2) also contains a new crossing vertex v, .
From v,,, there exists edge Ve, Vr,, Ve, Ury, VeyUrs, a0d Ve, Upg -

Tait graphs are planar, these new edges exist such that they do not overlap with
any other edges.

All other elements of I'(D) are unchanged in I'(G3). O

So, we restate our interest:

What effect, if any, do these moves have on the homotopy types of the Tait graph
and the Morse complex of the Tait graph. We are specifically interested in these
questions for the prime knots, as the prime knots are most heavily studied. Can the
matching strategies utilizing Lemma 16 simplify this problem? If not, how might
one need to approach this question?
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