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Abstract 

The Maximum Entropy Principle (MEP) maximises the entropy provided that the effort 
remains constant. The Principle of Least Effort (PLE) minimises the effort provided that the 
entropy remains constant. The paper investigates the relation between these two principles. 
In some kinds of effort functions, called admissible, it is shown that these two principles are 
equivalent. The results are illustrated by the size-frequency statistical distribution met in 
infometry in Information Production Processes. 
 
Keywords: Maximum Entropy Principle; Principle of Least Effort; Effort function; Inverse power function 

 

Introduction 
The article is divided into two parts. In the first, through the signal theory, we mathematically 
formulate the equivalence of the two principles, Maximum Entropy Principle with constant 
effort, and the Principle of Least Effort with constant entropy. Then we situate these problems 
within the processes of producing and using information in infometry. In the second part, we 
mathematically demonstrate equivalence by introducing the concept of admissible effort 
function. To conclude, we return to the information production processes to clarify the 
properties of the usual functions that model the information production processes. 
 

1 Definitions and context 

1.1 Information theory 

In 1948 Shannon (Shanon, 1993) worked out a statistical theory on the transmission of 
electrical signals. This statistical theory of information stipulates that the more the states of a 
system are equiprobable, the more the process produces information. The theoretical bases 
used in this article come from this theory. Here, we uniquely consider density functions of 

probability µ  defined from [ [∞,..1  with real positive values and verifying: 

     ∫
∞

=

1

1)( dxxµ  
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We call effort function any continuous f   function defined from [ [∞,..1   with real positive 

values. For each couple ),( fµ , we define two quantities, H 1 average information content, 

called entropy and  F  average effort: 

  ∫ ∫
∞ ∞

=−=

1 1

,)()(,))(()( dxxxfFdxxLnxfH µµ  

F  is necessarily positive. Let us now define two important optimization principles: 
Maximum Entropy Principle (MEP) and Principle of Least Effort (PLE). 
Maximum Entropy Principle (MEP) 
 The MEP maximises the entropy provided that the effort remains constant. 
Principle of Least Effort (PLE) 
 The PLE minimises the effort provided that the entropy remains constant. 
Mathematical formulation of the two principles 

With  H  , F  positive, two real numbers, and f  an effort function, we define  the sets of 

functions: 

 ∫ ∫
∞ ∞

−==≥=Α

1 1

)(()(,1)(,0)( dxxLnxHdxxH µµµµ  

 ∫ ∫
∞ ∞

==≥=

1 1

)()(,1)(,0)( dxxfxFdxxFC µµµ  

With these notations, MEP and PLE are written: 

∫
∞

∈
−⇔

1

)(
)))(()(( dxxLnxMaxMEP

FC
µµ

µ
 

∫
∞

∈
⇔

1

)(
))()(( dxxfxMinLEP

HA
µ

µ
 

Our aim is to show, under certain conditions, that these two principles are equivalent. We will 
situate the problem within the sphere of infometry and recall results obtained in earlier work. 

1.2 Informetrics and entropy aspects 

1.2.1 Information Production Process and Inverse power law 

Statistical regularities observed in producing or using information have been studied for a long 
time. In practice, the production function has similar characteristics in very diverse situations 
of production or use of information.  

                                                 
1
 Unlike the discrete case, the entropy may be negative 
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These models can be represented by the diagram of Fig.1, introduced into informetric 
systems by Leo Egghe (Egghe, 1990) and called “Information Production Process” (IPP). An 
IPP is a triplet made up of a bibliographical source, a production function, and all the 
elements (items) produced. 
 

 
 

Figure 1: Schematic representation of an Information Production Process 
 
- Authors (sources) write articles (items) 
- Words in a text (sources) produce occurrences of words in the text (items) 
- Web pages (sources) contain links (items) 
- Web sites (sources) are visited (items) 
- Requests (sources) through a search engine are sent by users (items). 
In all quoted examples, if we quantify the production of the items by the sources with a size 
frequency function, this one is decreasing with a long tail and a gap between a high number 
of sources producing few items and a small number of sources producing a lot. Their most 
current mathematical formulation is that of an inverse power function, usually called a lotkaian 

informetric distribution (Egghe, 2005), the corresponding density probability λν  is: 

 

   [ [∞∈ ,..1x ,  1,
1

)( >
−

= λ
λ

ν
λλ

x
x  

The calculation of the entropy (Yablonsky , 1981) )(λH  according to λ  gives: 

   1,
1

)
1

1
()( >

−
+

−
= λ

λ

λ

λ
λ LnH  

It is easy to show that the entropy is a decreasing function ofλ . The classical interpretation of 

Lotka’s law (Lotka, 1926) is found, e.g. the higherλ  is, the bigger is the gap between the 
number of scientists who produce a lot compared to the number of scientists who produce a 
little, knowing that there are few scientists who produce a lot compared to the number of 
scientists who produce a little. 
 
Thus, the two following questions arise: 

s 1

s 2 

s 3

i1 

i 2

i3 

Sources Production Items 
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 1)  For a given quantity of effort, what is the connection between the random 
distribution of the sources and the effort function when the quantity of information produced 
by the sources is maximized? 
 2) For a given quantity of information, what is the connection between the random 
distribution of the sources and the effort function when the quantity of effort produced by the 
source is maximized? 

1.2.2 Previous results 

1.2.2.1 Finite discrete case 

Suppose µ is a finite discrete distribution, so we have Nm ∈  probabilities 
m

ppp ,..,,
21

 so 

that∑
=

=

m

r

r
p

1

1, the entropy of such a system is defined as ∑
=

−=

m

r

rr pLnpH

1

)( . Let 

0>
r

F  denote the effort function ( mr ,..,1= ) the quantity of effort is defined 

as )(

1

.∑
=

=

m

r

rrr
pLnpEF . In () we prove the following result, if we suppose

m
ppp ,..,,

21
is 

a decreasing sequence MEP and PLE are equivalent. In the conclusion to this article we 
provided a complete explanation of Zip's law (Egghe and Lafouge, 2006) or Lotka's law as a 
decreasing function. 
 
An incomplete demonstration of the result of equivalence in the continuous case was 
subsequently proposed (see paragraph 1.2.2.2). The aim of this article is to generalize this 
result. 

1.2.2.2 Exponential Informetric Process 

In Lafouge and Prime Claverie (Lafouge and Prime Claverie, 2005) we assume that an item 
produced requires a certain amount of effort and therefore we define the exponential 
informetric process by introducing the effort function (see Fig. 2). The effort function denotes 
the amount of effort from a source to produce items. 
 

 
 

s 1

s 2 

s 3

i1 

i 2

i3 

Sources Effort Items 
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Figure 2: Schematic representation of an informetric process using the effort function  
 

With f  a strictly increasing unbounded effort function, λ  a positive number where we have 

the condition:  

   ∞<−∫
∞

1

))(exp()( dxxfxf λ  [1] 

Since f is strictly increasing, unbounded, we can easily show the condition: 

    ∫
∞

∞<−

1

))(exp( dxxfλ  

 
Therefore, we call the following density function Exponential Informetric Process: 
 

   

∫
∞

−

−
=

1

))(exp(

))(exp(
)(

dxxf

xf
x

λ

λ
ν

λ  

∫
∞

1

)()( dxxxf λν  corresponds to the average F  of effort produced by the Exponential 

Informetric Process. The following results explain the relationship between average amount of 
effort and entropy. 
We have shown (Lafouge and Prime Claverie, 2005) the following results: 

(i) λν is decreasing, 

(ii) The two principles maximum MEP and PLE are verified simultaneously, 

(iii) FkLnH λ+= )(    

where ∫
∞

−=

1

))(exp( dxxfk λ  and H corresponds to the entropy.  

This result partly resolves the problem of the equivalence of the two principles given in 
paragraph 1.1. In fact, the condition is sufficient for these two principles to be equivalent. In 
the two preceding demonstrations, finite and discrete cases (equivalence) and in the 
continuous case (sufficient condition), we calculate a solution for the MEP that plays a central 
role in mechanical statistic, 

))(exp()( xfCx λν −=  

where C  is a constant, λ  a positive number and f  an effort function. This distribution, 

constructed with the MEP, is known under the name of Bolzmann distribution. To our 
knowledge, there is no mathematical demonstration of the equivalence of these two principles 
(MEP and PLE) in the continuous case. 
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Note 
Demonstration (ii) of the preceding result supposes, when we write the 

equality ∫
∞

−=

1

))(exp()( dxxfxfF λ , the existence of a unique λ  verifying this 

inequality. The demonstration given in paragraph 2 will clarify this point. 

1.2.2.3 Effort function and inverse power law 

With the preceding formalism, the density function corresponding to an inverse power is 
written: 

    [ [∞∈ ,..1x , 1,))()1(exp()1()( >−−−= λλλν λ xLnx   

 

The calculation of the amount of effort according to λ  gives: 

    1,
1

1
)( >

−
= λ

λ
λF  

The logarithmic function is the effort function corresponding to the Lotka distributions. When 
we are interested for example in the production of words in a text and when we express this 
regularity using the formalism of Zipf’s law (see Conclusion). In (Egghe and Lafouge, 2006, p 

8), this hypothesis is formulated thus: the cost (effort) of using a word with ,....)3,2,1(, =ii  

letters is proportional to i  hence to )(rLog
N

 where N  is the number of different letters and 

r is the rank of a word with i   letters. 
 
Moreover the results presented in (Lafouge and Smolczeswska, 2006) show that if an effort 

function f verifies the condition, 

1,
)(

)(
>=

∞→
λλ

xLn

xf
Limit

x
 

we have an Exponential Informetric Process. 
We will now directly demonstrate the equivalence of the two principles using the continuous 
case with effort functions, strictly increasing, unbounded and verifying the condition [1]. 
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2. Characterising the Maximum Entropy Principle in terms of 
the Principle of Least Effort 

2.1 Main results 

2.1.1 Preliminary and notation 

In all that follows f  denotes a strictly increasing unbounded, effort function . f  will be called 

admissible if there is also a real number 
0

λ  verifying the condition   

   ∫
∞

∞<−

1

0 ))(exp()( dxxfxf λ   

Lemma 2.0 

With f  an admissible effort function, there exists a reality 0)( ≥fσ  so that 

 ∫
∞

∞<−≤>∀

1

))(exp()(0),( dxxfxff λσλ  

Proof 

f  being admissible, 

 there exists ℜ∈
0

λ  so that ∫
∞

∞<−≤

1

0 ))(exp()(0 dxxfxf λ  

f  being increasing 
0

λλ >∀  we have, 

 ∫ ∫
∞ ∞

∞<−<−≤

1 1

0
))(exp()())(exp()(0 dxxfxfdxxfxf λλ  

Moreover, it is clear that∫
∞

∞+=

1

)( dxxf , consequently 
0

λ  is strictly positive. We can then 

define the following  real number:   

 ∫
∞

∞<−<>=

1

))(exp()(0,0inf)( dxxfxff λλσ  
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We will now define two functions H and F  quantifying the entropy and effort of a density 
function µ , 

  ∫
∞

=

1

1)( dxxν  

We define the entropy of µ , 

  ∫
∞

−=

1

))(()()( dxxLnxH µµµ  

which can be infinite and the quantity of effort of µ , 

  ∫
∞

=

1

)()()( dxxfxF µµ  

Let H  and F  two constants, )(HA  and )(FC   the set of functions defined in the 

introduction, )( fσλ >∀  we put: 

∫
∞

−=

1

))(exp( dxxfk λ  

 

   
k

xf
x

))(exp(
)(

λ
ν λ

−
=  

   ∫
∞

−=

1

))(()()( dxxLnxH λλ ννλ  

      ∫
∞

=

1

)()()( dxxxfF λνλ  

The following results are simple consequences of the preceding definitions. 

Lemma 2.1 

),( fσλ >∀  the entropy )(λH  of λν  is finite. 

 
Proof 
 

∫∫
∞∞

+−=
−

−−=

11

))()())((exp(
1

)
))(exp(

())(exp(
1

)( dxkLnxfxf
k

dx
k

xf
Lnxf

k
H λλ

λ
λλ  



 9 

)(kLnF +=λ  

 
Also, the two functions are defined: 

  ∫
∞

−−−=

1

)))((exp(()( dxFxfLnZ λλ  

  ∫
∞

−−−=

1

)))(exp((
1

)( dxHxfLnR λ
λ

λ  

Lemma 2.2 

With )(FC∈µ , )( fσλ > , we have:  ∫
∞

=

1

)())(()( λνµ λ ZdxxLnx  

Proof 

∫ ∫ ∫
∞ ∞ ∞

−−−=

1 1 1

)))(exp(()()(())(()( dxdxxfLnxfxdxxLnx λλµνµ λ  

))(exp()(exp()))(exp((.

11

∫∫
∞∞

−−=−−−= dxxfFLndxxfLnF λλλλ  

dxFxfLn )))((exp((

1

∫
∞

−−−= λ  

Lemma 2.3 

Let )(FC∈λν , we have 0))(exp())((

1

=−−∫
∞

dxxfFxf λ  

Proof 

)(FC∈λν , hence 

   Fkdxxfxf =−∫
∞

1

))(exp()( λ  

 

 ∫∫
∞∞

−−=−−

11

))(exp()())(exp())(( FkdxxfxfdxxfFxf λλ  
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      0=−= FkFk  

 
 

2.1.1 Equivalence theorem 

We can now state the equivalence theorem of the two principles by characterizing the 

solutions of the MEP and the PLE using the functions )(λZ  and )(λR . 

 

Theorem 

With f an admissible effort function, we have the following results: 

(i) 
)()(

))(()(0
fFC

ZSupHMax σλµ
λµ

>∈
≥≥  

Also, if there is a a real number 
0

λ  so that )(
0

FC∈λν  then this  real number is unique and 

we have: 

 )())(()()(
0)()(0

λλµλ σλµ
ZZSupHMaxH

fFC
===

>∈
 

(ii) 
)()(

))(()(0
fHA

RSupFMin σλµ
λµ

>∈
≥≥   

Also, if there is a a real number 1λ  so that )(
1

HA∈λν   then this  real number is unique and 

we have: 

 )())(()()(
1)()(1

λλµλ σλµ
RRSupMinFF

fHA
===

>∈
 

(iii) If  )(
1

λZH −=  or )(
0

λRF =  then 
10 λλ νν =  

 
(i) characterizes the solution of the MEP, in other words maximizing the entropy subject to a 
constant effort, (ii) characterizes the solution of the PLE, in other words minimizing the effort 

subject to constant entropy. Finally, if the information content H  and quantity of effort F  are 

linked, in other words if )(
1

λZH −=  or if )(
0

λRF = , the two principles are equivalent. We 

note that in this case we find the result (iii) of paragraph 1.2.2.2, )(1 kLnFH += λ  or 

)(
0

kLnFH += λ . 

Before solving this problem, we will give arguments by a formal result to demonstrate (i) as 
follows. 
We have, 

  

∫

∫
∞

∞

−−

−−−

=

1

1

)))((exp(

)))((exp()(

dxFxf

dxFxfFf

d

dZ

λ

λ

λ
 

With )(
0

FC∈λν , according to lemma 2.3, we have 
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λd

dZ
 ( 0)

0
=λ , which means that )(

0
λZ  is an extremum of function Z . 

2.2 Demonstration of the equivalence theorem 

Preliminary 

For this problem to be of mathematical interest, we need to show that )(HA  and )(FC  are 

not empty and to suppose additional hypotheses regarding the effort function f  so that the 

maximum entropy is finite. Readers should refer to points 1,2 and 3 in the appendix for these 
demonstrations. 
 
We will solve this problem uniquely through the use of elementary analytical arguments. 

Lemma 2.4 

Let two real numbers 0≥y  and 0>z , we have: 

(i) )()( zyLnzyyyLn +−≥ , and strict inequality if, and only if, zy ≠  

(ii) )))((1()()( zyzLnzzLnyyLn −+≥−  

Proof 
(ii) is immediately deduced from (I). 

For 0=y  and zy = , the result is trivial. With zyzy ≠>> ,0,0 , we put 
y

z
t = , we have 

1)(,1,0 −<≠>∀ ttLntt , hence 
y

yz
yLnzLn

−
<− )()( . 

 

Proposition 2.1 

For any admissible function, we have: 

  
)()(

)()(0
fFC

ZSupHMax σλµ
λµ

>∈
≥≥  

Proof 

With )(FC∈µ , )( fσλ >  using the result (i) of lemma 2.4 with µ=y  and λν=z , and by 

integrating the functions, we have: 
 

 ∫∫ ∫
∞∞ ∞

+−≥

11 1

))(()())()(())(()( dxxLnxdxxvxdxxLnx λλ νµµµµ  

we know,  

   011))()((

1

=−=−∫
∞

dxxvx λµ , 
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consequently 

   dxxLnxH ∫
∞

≥−

1

))(()()( λνµµ  

thus according to lemma 2.2 

   )()( λµ ZH ≥−  

hence 

   )()(),(),( λµσλµ ZHfFC ≥−>∀∈∀  

 

Also, according to point 2 in the appendix, there is a function )(FCz ∈µ  verifying 1≤zµ , 

consequently  0)( ≤zz Ln µµ  and thus, 

     
)()(

)()(0
fFC

ZSupHMax σλµ
λµ

>∈
≥≥  

 
 

Proposition 2.2 

With f  an admissible effort function, for any density function µ  we have 

µνσλ λ ≠>∀ ),( f , the following inequality: 

dxxfxxdxxLnxdxxLnx )())()(())(()())(()(

11 1

∫∫ ∫
∞∞ ∞

−>− µνλννµµ
λλλ

 

Proof 

With )( fσλ >   so that ,µν λ ≠  using lemma 2.4 (ii) with µ=y  and λν=z , we have the 

inequality: 

 ))((1))(()(())(()())(()( xLnxxxLnxxLnx λλλλ ννµννµµ +−≥−  

By integrating the right member, we obtain: 

∫∫
∞∞

−+−

11

))(())()(())()(( dxxLnxxdxxx λλλ ννµνµ  

 
However 

  011))()((

1

=−=−∫
∞

dxxx λνµ   

Consequently, 
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dxkLnxfxxdxxLnxx ))()(())()(())(())()((

11

−−−=− ∫∫
∞∞

λνµννµ λλλ  

Hence 

     dxxfxx ))(())()((

1

λνµ λ −−= ∫
∞

 

 

Lemma 2.5 

For any couple of real numbers ,,
21

zz  we have the following inequality: 

  )exp()()exp()exp(
12112

zzzzz −−≥−−−  

Proof 

We have the strict inequality if 
21

zz ≠ . Let us suppose 
21

zz < , according to the mean 

theorem, there is z , 
21

zzz << , verifying the equality: 

  )exp()()exp()exp(
1212

zzzzz −−−=−  

 
The inequality is then written: 

  )exp()()exp()(
12121

zzzzzz −−≥−−  

with 

  )exp()exp(
1

zz −≤−  

We do the same if 
12

zz <  

 

We will show the most important intermediate result, namely the sets )(FC  are sets of 

uniqueness for the functions 
0λν . More precisely, we demonstrate the result below. 

Proposition 2.3 

With f  an admissible function, there exists at most a function 
0λν  belonging to )(FC  

verifying the inequality: )()(
0)(

λλ
σλ

ZZSup
f

=
>

 

Proof 
1) Uniqueness 

Let us suppose 
21

λλ ≠  so that )(,
21

FC∈
λλ

νν , according to lemma 2.1 we know that the 

entropy of λν  is finite, by applying proposition 2.2 twice, we obtain 

0)())()(())(()())(()(

1

1

1 1

211122
=−>− ∫∫ ∫

∞∞ ∞

dxxfxxdxxLnxdxxLnx λλλλλλ ννλνννν  

And in the same way 
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0)())()(())(()())(()(

1

2

1 1

122211
=−>− ∫∫ ∫

∞∞ ∞

dxxfxxdxxLnxdxxLnx λλλλλλ ννλνννν  

which is contradictory and consequently there is at most one item belonging to )(FC . 

2) Existence 

Let a function )(
0

FC∈λν , according to lemma 2.5, we can write 

yzyz
012

, λλ == , )exp()()exp()exp(
000
yyyy λλλλλ −−−−≥−  

By putting Fxfy −= )(  and integrating, 

dxFxfFxfdxFxfdxFxf )))((exp())(()()))((exp()))((exp( 0

1 1 1

00 −−−−−−−≥−−∫ ∫ ∫
∞ ∞ ∞

λλλλλ  

 

)(
0

FCv ∈λ  we know according to lemma 2.3, 

   0)))((exp())((

1

0
=−−−∫

∞

dxFxfFxf λ  

consequently, 

   ∫ ∫
∞ ∞

−−≥−−

1 1

0 )))((exp()))((exp( dxFxfdxFxf λλ  

hence 

     )()(
0

λλ ZZ ≤  

and thus 

     )()(
0)(

λλ
σλ

ZZSup
f

≤
>

 

 
 
We can now demonstrate the result (i) of the equivalence theorem. 
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Theorem 2.1 

We suppose that there is a real number )(
0

fσλ >  so that )(
0

FC∈λν , then this real 

number is unique and moreover: 

∫
∞

∈>
−===

1

)(0)(
))(()()()()((

00

dxxLnxMaxHZZSup
FCf λλµσλ ννµλλ  

 
Proof 

Uniqueness and characterization by the function Z  are consequences of proposition 2.3. 

With 
0

),( λνµµ ≠∈ FC  using the inequality of proposition 2.2, 

dxxfxxdxxLnxdxxLnx )())()(())(()())(()(

11 1

00 ∫∫ ∫
∞∞ ∞

−>− µνλννµµ
λλλ

 

However 

  0)())()((

1

0

=−=−∫
∞

FFdxxfxx µν λ  

Thus 

  ∫ ∫
∞ ∞

−<−

1 1

))(()())(()(
00

dxxLnxdxxLnx λλ ννµµ  

Note 

It is essential to suppose that the function 
0λν  is well defined because the whole definition of 

the function Z  is greater than ] [∞),..( fσ , as the following example shows. With the effort 

function )),1(()1()(
2 +++= xLnLnxLnxf  we show ∫

∞

∞<−

1

)(exp( dxxf , therefore 

)1(Z  is well defined whereas ∞=−∫
∞

dxxfxf ))(exp()(

1

. 
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In the same way, with H  a real number we consider the function )(λR , we demonstrate 

proposition 2.4 using the same techniques as previously. 

Proposition 2.4 

With f  an admissible function, there is at most a function 
1λ

ν  belonging to )(HA  verifying 

the inequality: )()(
1)(

λλ
σλ

RRSup
f

=
>

 

 
We can now demonstrate the result (ii) of the equivalence theorem. 

Theorem 2.2 

We suppose that there is a reality )(
1

fσλ >  so that )(
1

HA∈
λ

ν , then this reality is unique 

and also: 

∫
∞

∈>
===

1

)(1)(
)()()()())((

1

dxxfxFMinRZSup
HAf λµσλ νµλλ  

Proof 

Uniqueness and characterization by the function R  are consequences of proposition 2.3. 

With )(HA∈µ , using the inequality of proposition 2.2 we obtain, 

dxxfxxdxxLnxdxxLnx )())()(())(()())(()(

11 1

111 ∫∫ ∫
∞∞ ∞

−>− µνλννµµ λλλ  

   dxxfxxHH )())()((0

1

1∫
∞

−>−= µνλ λ  

consequently, since 0>λ , 

   ∫ ∫
∞ ∞

<

1 1

)()()()(
1

dxxxfdxxxf µν λ  

 
using theorems 2.1 and 2.2, we obtain the equivalence theorem. 

Theorem 2.3 

Let a positive, unbounded, strictly increasing, continuous function, we suppose that there 

exists ℜ∈
0

λ  so that: 

   ∞<−∫
∞

1

0
))(exp()( dxxfxf λ  

then, we have: 
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1. There is a real number )( fσ  so that: 

  ),( fσλ >∀ ∞<−≤ ∫
∞

1

))(exp()(0 dxxfxf λ  

2. We have 

  
)()(

)()(0
fFC

ZSupHMax σλµ
λµ

>∈
≥≥  

Also, if there is a real number 
0

λ  so that  )(
0

FC∈λν then this real number is unique and we 

have: 

  )()()()(
0)()(0

λλµλ σλµ
ZZSupHMaxH

fFC
===

>∈
 

where 

  ∫
∞

−−−=

1

)))((exp(()( dxFxfLnZ λλ  

3. We have 

  
)()(

)()(0
fHA

RSupFMin σλµ
λµ

>∈
≥≥  

Also, if there is a reality 1λ  so that )(
1

HA∈λν  then this real number is unique and we have: 

  )()()()(
1)()(1

λλµλ σλµ
RRSupMinFF

fHA
===

>∈
 

where 

  ∫
∞

−−=

1

)))(exp((
1

)( dxHxfLnR λ
λ

λ  

4. Finally, if )(
1

λZH −=  or )(
0

λRF =  then 
10 λλ νν = , the two principles are 

equivalent. 

Examples 

The most common distributions in infometry are: 

- linear effort functions xxf =)( , in other words  exponential distributions (Lafouge, 2007), 

in this case 0)( =fσ . 

- logarithmic effort functions )()( xLnxf = , in other words  Lotka distributions (see 1.2.1), in 

this case 1)( =fσ . 

 
 

Conclusion 

One of the most intriguing phenomena in infometry, and widely studied in quantitative 
linguistics, is Zipf’s law. The name of Zipf’s law has been given to the following approximation 
of the rank frequency function: 
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r

C
rg =)(  

where r is the rank of a word type, )(rg is the occurrence of the word type and C is a 

constant. The Principle of Least Effort is attributed to Zipf in linguistics. Zipf thinks that the 
reason for this regularity is linked to the behaviour of the individuals. More precisely, he 
defines this principle philosophically thus (comment of Zipf quoted in (Ronald E. Wyllis 
,1982)): 
The Principle of Least Effort means .. that a person.. will strive to solve his problem in such a 
way as to minimize the total work that he must expend in solving both his immediate problems 
and his probabilistic future problems…. 
We noted in (Egghe and Lafouge, 2006) that several authors confuse MEP and PLE. In the 
first article on the subject, introducing another principle (PME: Principle of Most Effort), we 
give a complete explanation of Zipf’s law as a decreasing distribution, in the discrete and finite 
case. We place ourselves here in the case where the infometric statistical distributions are 
formulated in the shape of frequency-size. We refer readers interested in the rank-frequency 
formulation of Zipf’s law given above in Egghe’s work (Egghe 2005) where the place within 
Lotka infometric distributions is studied with precision. 
In the continuous case, the two principles are equivalent if the effort function is strictly 
increasing, unbounded and admissible, which is the case of the logarithmic function, effort 
function of inverse power distributions and the linear function, effort function of exponential 
distributions. In practice, the admissibility condition is not very restrictive (Readers should 
refer to points 4 in the appendix). To completely cover the problem of equivalence, we must 
now study the infinite discrete case. 
 

Appendix 

1) )(HA  is not empty. 

Proof 
 

- Let H  a real number and the function µ , 

)exp()( Hx −=µ , )exp(1 Hx ≤≤  

 

 0)( =xµ ,     xH <)exp(  

It is easy to verify, ∫
∞

=

1

1)( dxxµ  and ∫
∞

=−=

1

)()()( HdxxLnxH µµ  

 
 

2) )(FC  is not empty. 

 
Proof 
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- Let F  a real number and f  an unbounded, strictly increasing function, )(FC  is not empty 

if and only if, ).1(fF >  

With )(FC∈µ , we have ∫∫
∞∞

=<=

11

)1()()1()()( fdxxfFdxxfx µµ  

- Conversely, let us suppose )1(fF > , the function f  being unbounded, strictly increasing 

and continuous, there is 1>y , unique so that )(yfF = . Let us fix yz > , with zµ the density 

function defined by the three constants 321 ,, µµµ : 

 

∫ ∫

∫

−−−

−−

=
z

y

y

z

y

dttfyzdttfy

yzFdttf

1

1

)()()()1(

)()(

µ   yx ≤≤1  

∫ ∫

∫

−−−

−−

=
z

y

y

y

dttfyzdttfy

dttfyF

1

1
2

)()()()1(

)()1(

µ   zxy ≤<  

03 =µ       zx >  

It is easy to verify that we have:∫
∞

=

1

1)( dxxzµ  and ∫
∞

=

1

)()( Fdxxfxzµ . 

Also, the function zµ  is positive because f  is strictly increasing and we have 

)()()1( zfFyff <=< . For each value of z  we thus define a function zµ . 

 

3) Additional conditions required for f . 

Proof 

With the effort function )1()( −= xLnxf , for all 0>σ  we define the lognormal density 

function σµ  lwith parameters, σ,,1 F  

))(
2

1
(exp

2)1(

1
)( 2

2
Fx

x
x −−

−
=

σπσ
µσ , 1>x  

0)1( =σµ   

The properties of the lognormal law imply: 
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1)(

1

=∫
∞

dxxσµ  and ∫
∞

=

1

)()( Fdxxxf σµ  

Also, we know that a normal density function ),0( σH  has an entropy equal to eLn πσ 2( ), 

we deduce from it that the entropy of σµ  is equal to ))()2(1(
2

1
σLnLn ++ , with 

.)(sup
)(

+∞=
∈ FC

H
µ

µ  

 
 
4) Example of effort function, stricty increasing, unbounded et not admissible 
Proof 

We consider the function dt
t

t
xg

x

∫+=

1

2
)exp(

1)( , it is easy to see that this function is 

strictly increasing. We can then define its inverse f , we then put )()( 1
xgxf

−= . g  is also 

increasing, continuous, positive and unbounded, let us show that it is not admissible. Let λ  

any positive number, we put )(xfy = , we then have dx
y

y
dy

)exp( 2−
=  with, 

   ∫∫
∞∞

∞+=−=−

1

2

1

)exp())(exp()( dyyydxxfxf λλ  
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