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ABSTRACT A lattice-based model of a protein and the Monte Carlo simulation method are used to calculate the entropy loss
of dimerization of the GCN4 leucine zipper. In the representation used, a protein is a sequence of interaction centers arranged
on a cubic lattice, with effective interaction potentials that are both of physical and statistical nature. The Monte Carlo
simulation method is then used to sample the partition functions of both the monomer and dimer forms as a function of
temperature. A method is described to estimate the entropy loss upon dimerization, a quantity that enters the free energy
difference between monomer and dimer, and the corresponding dimerization reaction constant. As expected, but contrary to
previous numerical studies, we find that the entropy loss of dimerization is a strong function of energy (or temperature), except
in the limit of large energies in which the motion of the two dimer chains becomes largely uncorrelated. At the monomer-dimer
transition temperature we find that the entropy loss of dimerization is approximately five times smaller than the value that
would result from ideal gas statistics, a result that is qualitatively consistent with a recent experimental determination of the
entropy loss of dimerization of a synthetic peptide that also forms a two-stranded �-helical coiled coil.

INTRODUCTION

Reduced models of a protein have been shown to provide a
possible route for the estimation of the free energy of
dimerization of relatively short coiled coils (Vieth et al.,
1995, 1996; Mohanty et al., 1999). A key step in the
calculation of the free energy of dimerization concerns the
entropy loss upon bringing two monomer chains together to
form the dimer. A practical method for the numerical esti-
mation of this entropy loss by Monte Carlo simulation is
discussed in this paper.

The focus of our work is on the calculation of free energies
of dimerization, and in particular a re-analysis of prior com-
putational research on the folding thermodynamics of the
GCN4 leucine zipper (Vieth et al., 1996; Mohanty et al., 1999).
Leucine zippers belong to the class of structural motifs that are
known as coiled coils. Generically, they comprise right-handed
�-helices wrapped around each other with a small left-handed
super-helical twist (Crick, 1953). While leucine zippers can
exist in both monomeric or dimeric form, GCN4 forms a dimer
in both the crystalline phase (O’Shea et al., 1991), and in
solution (d’Avignon et al., 1998).

Numerical calculations of the free energy difference be-
tween the monomeric and dimeric forms of GCN4 have al-
ready been given by Vieth et al. (1996) and Mohanty et al.
(1999). In the former case, the free energy of the monomer was
estimated by transfer matrix methods, whereas the entropy
change of dimerization was estimated by Monte Carlo meth-
ods. To obtain the latter, two monomers were placed in a
parallel configuration and in registry with one another. As we

discuss further below, the actual configuration space volume
available to the dimer was substantially underestimated due to
the restriction that the alignment of the two monomers intro-
duced. This numerical analysis of the dimerization equilibrium
was later extended by Mohanty et al. (1999) by using the
Entropy Sampling Monte Carlo method of Hao and Scheraga
(1994), although they used the same values of the entropy loss
of dimerization that have been given by Vieth et al. (1996).
Several thermodynamic quantities were then computed, in-
cluding the dimer fraction as a function of temperature and
monomer concentration, the helical content of the monomer
and dimer, and an analysis of the existence of possible folding
intermediates was given.

In our present work, we use the Replica Exchange Monte
Carlo method (Swendsen and Wang, 1986; Geyer, 1992;
Hukushima and Nemoto, 1996) to obtain the canonical
distribution of both monomer and dimer forms separately.
According to this method, one considers r independent
Monte Carlo simulations at a set of constant temperatures
T1, T2, . . . , Tr. At fixed intervals, two configurations at
different temperatures (“replicas”) are chosen at random,
and their respective temperatures exchanged with probabil-
ity that preserves detailed balance as given by the canonical
probability distribution. By exchanging configurations that
have been equilibrated at different temperatures, this
method is more efficient in sampling complex configuration
spaces than the standard Monte Carlo method. Reweighting
methods as first introduced by Ferrenberg and Swendsen
(1989a, b) are then used to calculate the free energy as a
function of temperature. Energy histograms collected at the
set of temperatures Ti are combined (“reweighted”) to min-
imize the statistical error in the resulting density of states.
As a byproduct of the calculation, the method yields the
thermodynamic free energy Fi � F(Ti) at the set of temper-
atures Ti. Because the simulations for the monomer and
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dimer are carried out separately, we finally describe how to
place the free energies of the monomer and dimer on the
same relative scale so that the free energy difference be-
tween them and the corresponding dimerization constant
can be computed.

The calculation of the entropy loss of dimerization that
we present in this paper is free from any assumptions made
in previous treatments. Given the reduced model of the
protein and the related set of interaction potentials, there are
no further restrictions in the region of configuration space
sampled in the simulations. Furthermore, we show that the
entropy loss is a strong function of energy (or temperature)
so that approximate treatments that factorize contributions
to the partition function arising from internal degrees of
freedom of the chains and contributions from relative chain
translational and rotational degrees of freedom are not cor-
rect in general. We find, for example, that the volume
available to the second chain of the dimer relative to the first
chain had been previously underestimated by about two
orders of magnitude (Vieth at al., 1996), a factor that
corresponds to overestimating the entropy loss of dimeriza-
tion by �4.5 kB, where kB is Boltzmann’s constant. Finally,
and although we do not take the solvent explicitly into
account in our calculations, we compare the values of the
entropy loss of dimerization that we obtain with experimen-
tal values obtained for the case of a short synthetic peptide
that forms a two-stranded, �-helical coiled coil (Yu et al.,
2001). In this latter work, it was found that the standard
entropy change of dimerization is ��5 kB, or a tenth of the
value predicted by ideal gas statistics (��50 kB, at standard
temperature and concentration). Our calculations show a
similar reduction, although our estimate of the entropy loss
at the transition temperature is only 20–25% of the ideal gas
value, or a factor of two larger than the corresponding
experimental ratio. We finally note that the method pre-
sented in this paper to compute the entropy loss of dimer-
ization is not restricted to our particular protein model, but
that it can be straightforwardly extended to any number of
computational schemes that use a more refined description
of the peptide chain.

THE PROTEIN MODEL

Our analysis is based on a reduced model in which a protein
is represented by a sequence of virtual bonds connecting
effective particles (Kolinski and Skolnick, 1994, 1996).
Each particle represents one side chain, but is assumed to be
located at the center of mass of the side chain in question
plus the corresponding backbone �-carbon. The effective
particles are embedded in a regular cubic lattice of fixed
spacing that allows for a fairly accurate representation of the
backbone of known protein structures. This geometric part
of the model has been checked against all structures con-
tained in the protein data bank (Bernstein et al., 1977). The
observed root-mean-squared deviation between the lattice

representation of any protein and its resolved structure is
typically below 0.8 Å (Kolinski et al., 1999). The actual
resolution of the model is of course lower, typically of the
order of 2 Å for small proteins.

Effective interactions (force fields) are introduced among
the particles that include generic (sequence-independent) and
sequence-specific contributions. The potentials associated with
the generic type of interactions are defined to introduce a bias
toward reasonable secondary structures. One such potential is
introduced to account for the fact that proteins exhibit a char-
acteristic bimodal distribution of neighbor residue distances,
especially between the ith and (i � 4)th residues. Configura-
tions corresponding to the larger distances in the distribution
are associated with proteins that exhibit either �-type or ex-
panded coils, whereas shorter distances correspond to helices
and turns (Kolinski et al., 1999). A second generic interaction
further introduces a bias toward certain packing structures such
as helices and �-type states. The first potential produces the
required stiffness of the polypeptide chain, whereas the second
provides for cooperative packing.

Sequence-specific interactions are of three types and
include short-range interactions, long-range, pairwise in-
teractions, and many body interactions. The short-range
pairwise potentials are of statistical origin and are fitted
to non-homologous reference structures that do not in-
clude any coiled coils. This is accomplished by consid-
ering the known distances between pairs of amino acids
that are separated by one through four bonds along the
chain. Chirality is also introduced by considering an
interaction between the ith and (i � 3)rd and (i � 6)th
bonds to produce the correct pitch. Long-range interac-
tions are also of statistical origin and are assumed to
depend not only on relative distances between the effec-
tive particles, but also on the relative orientation between
the corresponding side chains (for example, residues of
opposite charges are attractive when the corresponding
bonds are parallel to each other, whereas the interaction
is weak or repulsive when they are anti-parallel).

Finally, although multi-body interactions are implicitly in-
cluded in the pairwise potentials determined from inter-residue
distances and bond angles, two additional terms are added to
model hydrophobic interactions and the known probability of
a residue to have a given number of parallel and anti-parallel
contacts. The hydrophobic potential is estimated from the
surface exposure of a given side chain, i.e., of all possible
contacts of a side chain, those that are not effectively occupied
by contacts with neighboring chains. The second multi-body
potential introduces a bias toward known propensities of var-
ious amino acids to pack their side chains in a parallel or
anti-parallel orientation. Recent applications of the methodol-
ogy include the improvement of threading based structure
prediction (Kolinski et al., 1999; Kihara et al., 2001), and direct
ab initio folding studies (Kolinski et al., 2000). Further details
can be found in Appendix A.
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MONOMER-DIMER EQUILIBRIUM AND MONTE
CARLO METHOD

At constant temperature and in thermodynamic equilibrium,
the concentration of freely associating monomers and dis-
sociating dimers is governed by the reaction constant, K �
[D]/[M]2, where [M] and [D] are the concentrations of
monomers and dimers, respectively. The total concentration
of individual chains c0 (assuming that the only species in the
system of volume V are monomers and dimers, but no
solvent) is c0 � 2[D] � [M]. The corresponding fractions
are xM � [M]/c0 and xD � 2[D]/c0. With these definitions,
we have K � xD/(2c0xM

2 ). We therefore have xM �
(��1 � 1 � 8Kc0)/4Kc0 and xD � 1 � xM. To relate these
quantities to microscopic variables, it is useful to introduce
the equilibrium constant KMD � c0K � xD/2xM

2 , which can
be expressed in terms of the canonical partition functions of
both monomer and dimer as (Mayer and Mayer, 1963),

KMD � N
ZD

ZM
2 � N

QD

�DQM
2 , (1)

where N is the total number of chains (i.e., two chains per
dimer), c0 � N/V the chain concentration in a system of
volume V, and ZM and ZD the canonical partition functions
of the monomer and dimer. The momenta degrees of free-
dom of both monomer and dimer can be integrated out from
their partition functions, and the respective kinetic contri-
butions cancel. We have therefore introduced the configu-
rational partition functions QM and QD, as well as the
symmetry factor �D that takes into account the indistin-
guishability of the two chains that form the dimer (�D � 2!
in the present case) (Mayer and Mayer, 1963). The purpose
of the present paper is an estimation of QM and QD by the
Monte Carlo method.

Although it is in principle possible in to estimate the ratio
of configurational partition functions in Eq. 1 by direct
simulation involving coexisting monomers and dimers that
transform into each other by association or dissociation, we
have found that this is not practical. First, proteins are large
molecules (even in the reduced representation used in our
work and described in Appendix A), and only a small
number of them can be accommodated in a numerical
computation. Second, the protein models used lack very
long-range interactions, and hence there are large entropic
contributions to the free energies that are difficult to sample
accurately over the large configurational space of a protein.
We instead follow the approach of Vieth et al. (1996) and
Mohanty et al. (1999), which consists of two steps: an
independent computation of the free energies of the mono-
mer and dimer forms, followed by a transformation to a
common reference state so that the free energy difference
between the two can be estimated.

The configurational partition functions QM and QD are
estimated by the Replica Exchange Monte Carlo method
(Swendsen and Wang, 1986). Either a single monomer or a

single dimer is placed in the computational volume, and a
set of canonical Monte Carlo simulations are performed at a
set of prescribed neighboring temperatures. By conducting
simulations involving only one monomer or one dimer we
are explicitly assuming that at physiological concentrations
monomer-dimer or dimer-dimer interactions can be ne-
glected. The simulation to obtain QD involves two identical
monomers constrained during the course of the simulation
to states in which there is at least one inter-chain contact.

We consider a set of r independent canonical simulations
conducted in parallel at a set of neighboring inverse tem-
peratures �i � 1/kBTi, (i � 1, . . . , r), where kB is Boltz-
mann’s constant. At fixed intervals during the course of the
simulation, two configurations at different temperatures
(“replicas”) are chosen at random, and their respective tem-
peratures exchanged with probability defined to preserve
detailed balance as given by the canonical probability dis-
tribution. Additional details about the so-called Replica
Exchange Monte Carlo method are given by Swendsen and
Wang (1986). At each inverse temperature �i, a sample of ni

statistically independent configurations is collected, and the
corresponding energy histograms hi(E) calculated with
some arbitrary energy binning �E. The histograms are then
reweighted by simultaneously solving (Ferrenberg and
Swendsen, 1989a),

p�E, �� �
�	i�1

r hi�E��e��E

	i�1
r nie

��iE�fi
, (2)

e�fi � �E �
E

p�E, �i�, (3)

where fi � �iF(Ti) is the dimensionless thermodynamic free
energy at temperature Ti. The solution of this system of equa-
tions yields an optimized estimate of the probability distribu-
tion of the energy states p(E, �) at any temperature �, as well
as the thermodynamic free energies fi. As is standard, free
energy and canonical partition function are related through fi �
�ln Q(�i) (recall that the momenta degrees of freedom are not
considered in the simulation, and hence the free energy ob-
tained is related to the configurational partition function only).
Also, for later reference, we note that the configurational
density of states W(E) is given by,

W�E� � p�E, ��e�E,

and therefore the configurational entropy can be obtained
as,

S�E�

kB
� ln�W�E��E�.

Two sets of simulations are performed to yield monomer
{fM,i} and dimer {fD,i} free energies at the set of inverse
temperatures {�i}. Note that each set is known up to an
arbitrary additive constant.

In the remainder of this section we describe a number of
transformations of the configurational partition functions QM
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and QD either for computational convenience or for the calcu-
lation of the proper reference state. Given the assumed inte-
gration of particle momenta, both QM and QD are expressed in
terms of individual particle coordinates, and have dimensions
of VM and V2M, respectively, where M is the number of amino
acids in the monomer. Elimination of rigid translation or rota-
tion degrees of freedom from the configurational partition
functions, for example, is usually accomplished by introducing
the center of mass and principal axes of inertia of the molecule,
and then relative coordinates for the individual particles. This
requires either integrals over the corresponding canonical mo-
menta or the explicit consideration in the coordinate integrals
of the appropriate transformation Jacobians. Because the Jaco-
bians are configuration-dependent, we follow instead earlier
work by Vieth et al. (1995), and conduct all our transforma-
tions on single particle coordinates alone, thus obviating the
need to introduce complicated Jacobian functions. For exam-
ple, the elimination of the degrees of freedom associated with
uniform translations is accomplished by eliminating the motion
of particle 1 in one of the chains. The elimination of rigid
rotation is partially accomplished by disallowing the rotation of
the bond between particles 1 and 2 of one of the chains.
Finally, in our estimate of entropy losses on dimerization (next
section), we exclusively use phase space volumes of single
particle coordinates to maintain the necessary dimensional
consistency of Eq. 1 after all the transformations of both QM

and QD that are described in this section.
The configurational partition functions QM and QD are

independent of the location of the molecule and of its
orientation. The statistical accuracy of the simulation is
greatly increased if those degrees of freedom that corre-
spond to rigid translations and rotations are eliminated. The
translational degree of freedom is eliminated by fixing the
location of the first particle in the monomer chain, or of
chain one in the dimer. Because the partition function is
independent of this particle’s location, this coordinate can
be integrated out to yield a factor of V to the configurational
partition function. The state of rigid rotation of the molecule
can be specified by three angles, or the orientation of one
axis plus a rotation around this axis. The orientation of the
axis is defined by its azimuth � � (��, �) and a polar angle
� � (0, �). The rotation around this axis is given by a third
angle � � (��, �). Therefore, the corresponding element of
volume in configuration space is given by the triple integral

d� dcos(�) d� � 8�2. This value can also be exactly
factored out from the configurational partition function.
However, given that the Monte Carlo method used employs
multiple bond transitions, we have found it convenient to
proceed somewhat differently. We disallow the Monte
Carlo transition that corresponds to a two-bond change at
the N-terminus, and therefore effectively eliminate the mo-
tion of particles 1 and 2 of the chain. While fixing the
location of particle 1 still allows an exact calculation of the
partition function, eliminating the motion of particle 2 in-
troduces two approximations. The first one involves the

factorization of the configuration space volume of particle
2. Because the motion of this particle is not independent of
the motion of the rest of the chain, this factorization is only
approximate. The degrees of freedom that are eliminated
include the orientation of the axis defined by the bond
vector between particles 1 and 2, plus fluctuations in bond
vector length. The elimination of the rotation is exact be-
cause the partition function is independent of the orientation
of this axis, and yields a factor of 
d� dcos(�) � 4� to the
overall partition function. Factorization of the configuration
space volume associated with bond length fluctuations is
only approximate. We write,

Q � VV2
(1)Q� � V

4�

3
�Rmax

3 � Rmin
3 �Q�, (4)

where Q� is the partition function that is actually computed
during the Monte Carlo simulation, and V2

(1) is the constant
accessible volume for particle 2, including rotation of � and �
of the first bond. The second approximation made involves the
assumption that the second particle is free to move within a
spherical shell centered in the first particle, of inner radius Rmin

� 4.35 Å and outer radius Rmax � 7.94 Å. These two values
are the smallest and largest bond distances allowed in the
lattice model used. Finally, note that the computed partition
function Q� still contains a factor of 2� corresponding to the
angle �, the unrestricted rigid rotation of the molecule around
the axis defined by the bond vector between particles 1 and 2
that is not eliminated during the simulation.

Reference state calculation

To introduce a common scale for the monomer and dimer
free energy sets {fM,i} and {fD,i}, we follow the method of
Vieth et al. (1996). At sufficiently high energies, one may
assume that inter-chain interactions are negligible, and that
the internal motions within each dimer chain are well-
approximated by those of the monomer. By internal motions
one means those included in the internal partition function,
once collective translation and rotation degrees of freedom
have been eliminated. At high energies, particle motions
within each chain become uncorrelated with those of the
other chain and therefore the probability distribution corre-
sponding to the internal degrees of freedom of the dimer
factors pD,int � pM,int

2 . Therefore, and only in this limit, the
entropy of the dimer is approximately twice that of the
monomer when the energy of the dimer is twice the energy
of the monomer. This fact allows one to place the entropies
from both monomer and dimer simulations in the same
reference state at high energy, and hence to compute free
energy differences between the two.

We briefly summarize here the steps taken for both mono-
mer and dimer. The calculation of the internal entropy of the
monomer is straightforward. In the dimer case, however, the
contributions from the internal modes have to be separated
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from other degrees of freedom related to the relative position
and orientation of the two chains. Because in the dimer sim-
ulation the two chains are constrained to have at least one
contact, the computed entropies of the dimer at high energies
still contain entropy losses due to this constraint that have to be
estimated and subtracted to compute its internal entropy.

Monomer

The monomer partition function Q�M computed by the
Monte Carlo method still contains the contribution of one
degree of freedom that is not associated with the internal
motions of the particles, and that corresponds to a rigid
rotation of the molecule around the axis defined by the bond
between effective particles 1 and 2. From the Monte Carlo
simulation and reweighting, we obtain the probability den-
sity p�(E, �) that corresponds to the partition function Q�M in
Eq. 4. The corresponding entropy is,

S�M�E�

kB
� ln�p��E, ���E� 	 �E,

a quantity that is independent of the inverse temperature �.
The internal entropy follows by subtracting the entropy of
rotation of the azimuth angle of bond 2–3, and by adding the
estimate given above for the radial part of the first bond,

SM,int�E�

kB
� ln�p��E, ���E� 	 �E

� ln�2�� 	 ln
�Rmax

3 � Rmin
3 �

3
. (5)

Dimer

The dimer simulation is conducted by fixing the positions of
particles 1 and 2 of one of the chains. Therefore, a Monte
Carlo estimate is obtained for Q�D as given in Eq. 4, As was
the case for the monomer, we first define the entropy as
estimated from the simulation by

S�D�E�

kB
� ln�p��E, ���E� 	 �E.

where p�(E, �) corresponds to Q�D above. At sufficiently
high energies, where the internal degrees of freedom of each
chain are expected to become independent of the relative
position and orientation of both chains, the total conforma-
tional density of states factors into a product involving the
various contributions. In terms of the entropy, this factor-
ization leads to the decomposition,

SD,int�E�

kB
� ln�p��E, ���E� 	 �E � ln�2��

	 ln
(Rmax

3 � Rmin
3 )

3
� ln V1

(2)�E�

� ln�
��E�
cos��E�
��E��. (6)

The quantity V1
(2)(E) is the accessible volume of particle 1 of

chain 2 at energy E, and hence yields the accessible volume
loss of dimerization. Its estimate during the Monte Carlo run
is one of the main topics of this paper. Because the motion
of the second chain relative to the first is constrained so that
the number of inter-chain contacts is greater than zero, this
volume will be in general much less than V. The quantity

�(E) is the configuration volume available for the azimuth
of bond 1 of chain 2, 
cos� for the cosine of the polar angle
of bond 1 of chain 2, and 
� for the azimuth of bond 2 of
chain 2. The product of the three represents the loss of
rotational configuration space volume due to the formation
of a dimer. If the second chain were to rotate freely relative
to the first, we would have 
�(E)
cos�(E)
�(E) � 8�2. The
value found is less that this upper bound, but it approaches
8�2 as the energy of the dimer is increased. As was the case
with V1

(2)(E), these three quantities also need to be estimated
during the simulation.

Configuration space volume estimation

The configuration space volumes V1
(2)(E), 
�(E), 
cos�(E),

and 
�(E) have been estimated by using the method of
coincidences (Ma, 1985). Let � be the volume of a certain
region of configuration space. Consider a finite sample of
configurations that are uniformly distributed in �, and let
�0  � be a small coarse-graining volume in configuration
space. The method involves computing the coincidence rate
R that a pair of configurations in the sample belongs to the
same coarse-graining volume. If the configurations are uni-
formly distributed in �, the probability of a coincidence is
R � �0/�. Therefore an estimate of R � nc/nt, where nt is
the total number of pairs in the sample, and nc the total
number of coincidences given �0, allows an estimation of �.

To satisfy the conditions of the method, we first group all
configurations (regardless of their temperature) according to
their energy. Because all the configurations with the same
energy are expected to occur with equal probability, we
calculate the coincidence rate R(E) to estimate �(E) for the
various magnitudes of interest (V1

(2), 
�,
cos�, and 
�).
We next note some limitations in the accuracy of the

method. If �0 is not much smaller than �, error is introduced
as �0 will not generate a good covering set of �, and it is
likely that the method will overestimate the size of the
region �. However, if �0 is too small the number of coin-
cidences will be small, and the statistical error in the deter-
mination of R is large. There is a third source of error
associated with the sample size at each energy or, equiva-
lently, the total number of pairs nt(E) (Ma, 1985). The
number of coincidences can be estimated as,

nc�E� �
1

2�nt�E�

k �2�0

�
,
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with �0 such that all nt(E) pairs have been distributed among
k groups. Therefore,

� �
1

2�nt�E�

k �2 �0

nc�E�
,

so that for a fixed minimum nc(E) to ensure adequate
statistics of the coincidence rate, the estimated value of � is
bounded by nt

2(E). Therefore sufficiently large samples are
needed at each energy if the corresponding value of � is
large. We will further illustrate these limitations in the next
section.

Reference entropy difference

In order to place both the monomer and dimer in the same
reference state, we require that in the limit of high E,

SD,int�E� 	 S0 � 2SM,int�E/2�, (7)

where S0 is a constant, independent of E, SD,int(E) is given
by Eq. 6, and SM,int(E) by Eq. 5. The quantity S0 is deter-
mined numerically as shown in the next section.

Once the constant S0 has been determined, the free energy
and partition function of the dimer are re-scaled according
to

f �i � f�i � S0, Q �D � Q�DeS0. (8)

We can now compute the equilibrium constant KMD by
substituting Eq. 4 for both monomer and dimer into Eq. 1,
but using the rescaled dimer partition function Q�D defined
in Eq. 8 instead of Q�D,

KMD �
N

VV2
(1)

Q �D
�DQ�M

2 �
NeSoQ�D

VV2
(1)�DQ�M

2 . (9)

With this re-definition of the dimer partition function, both
Q�D and Q�M refer to the same reference state, and hence
absolute values of KMD can be given.

In terms of the free energies of the monomer and dimer
that are obtained from the Monte Carlo calculation after
reweighting (Eqs. 2 and 3), Eq. 9 leads to,

ln KMD��i� � ln c0 	 S0 � f�D,i � ln �D � ln V2
(1) 	 2f�M,i .

(10)

If ln KMD � 0 the dimer is prevalent.

RESULTS

The method described in the previous section has been
tested on the GCN4 leucine zipper, a 31-residue segment
with the characteristic heptad repeat sequence of leucine
zippers comprising residues 3–33 of 1zta plus the N- and
C-terminus caps [the monomer sequence considered is
RMKQLEDKVEELLSKNYHLENEVARLKKLVG]. The
oligomerization equilibrium of the wild type has been ad-

dressed both experimentally (O’Shea et al., 1991;
d’Avignon et al., 1998) and computationally (Mohanty et
al., 1999), as have several of its mutant forms (Harbury et
al., 1993; Vieth et al., 1995). Due to the short length of the
sequence, and the simplicity of its secondary structure,
numerous computational studies have addressed various
aspects of the oligomerization process in GCN4, including
dimer and multi-mer equilibria (Vieth et al., 1995), the
stability of several of its subdomains (Vieth et al., 1996),
oligomeric equilibrium of several of its mutant forms
(Skolnick et al., 1995), and other parameters of the coiled
coil such as the helical content as a function of temperature
and a van’t Hoff enthalpy analysis to reveal the adequacy of
a two-state assumption for the dimerization process (Mo-
hanty et al., 1999).

We have extended the analysis of Mohanty et al. (1999) in
two directions. First, we use a Replica Exchange Monte Carlo
method instead of the Entropy Sampling Monte Carlo method
of that reference, as the former provides a faster rate of con-
vergence to the equilibrium distribution of the dimer form.
Second, we extend the method of calculation of the various
entropy losses upon dimerization, and show their strong de-
pendence on the energy of the configuration, a dependence that
was not taken into account in previous studies.

The results shown are based on two long runs for the
monomer and dimer forms, respectively. Initial configura-
tions were chosen close to the native state, but first equili-
brated at constant temperature. Several runs with different
initial conditions yielded essentially identical results for the
various thermodynamic quantities presented, although none
of the dimer simulations involved an initial condition in a
manifestly anti-parallel configuration. The monomer runs
involved 2 � 106 independent configurations or steps after
equilibration, with one replica exchange attempted every
500 steps. Quantities for analysis were collected every 250
steps. The dimer simulation comprises two identical, and
initially parallel, chains with at least one contact between
them. [Two residues are considered to be in contact if the
distance between the two corresponding particles is smaller
than a predefined cutoff. The value of this cutoff distance
depends on the pair of amino acids involved, and has been
determined simultaneously with the other parameters that
define the interaction potentials. Distances range between
�3 and 5 in units of the lattice spacing.] The simulation in
this case is conducted by rejecting all bond moves that
would result in no contacts between the chains. The run for
the dimer involved 1.3 � 106 configurations, with the same
frequency of analysis and of replica exchange. In both
cases, 20 independent replicas were run in parallel at di-
mensionless temperatures in the range T � 0.5–1.45 in
increments of 0.05. In the low temperature range, the root-
mean-squared deviation (RMSD) between the estimated
location of the �-carbons in the model and the native
configuration is of the order of 3 Å (see Fig. 1). We note
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that this RMSD range is a result of the simulation and was
not enforced by the use of any restraint.

The analysis presented is based on energy histograms and
the subsequent reweighting described in the previous section.
The entire range of energies sampled by the monomer and the
dimer during the course of the simulation was divided into 100
equal bins, so that in dimensionless units �E � 0.2926 for the
monomer and �E � 0.3767 for the dimer.

In the case of the dimer, the location of all individual
particles was also recorded every 250 steps in order to
estimate the configuration space volumes V1

(2),
�, 
cos�, and

�. The results presented for V1

(2) are based on the spatial
coordinates of particle 15 of chain 2 (the chain that is free
to move within the computational volume). Substantially
identical results follow from an analysis of any other par-
ticles in the chain, except for those in the immediate vicinity
of the N- or C-termini.

The configuration space volume 
� is estimated from the
azimuth of the bond between particles 15 and 16 of chain 2,
and 
cos� follow from cos �, � being the polar angle of this
bond. Finally, 
� is obtained from the azimuth distribution of
the bond between particles 16 and 17. In a freely rotating
molecule, � is uniformly distributed in (��, �), cos � in (�1,
1), and � in (��, �), resulting in a combined conformational
space volume for rigid rotation of 
�
cos�
� � 8�2.

Fig. 2 shows our results for V1
(2) with the same energy bin

size �E used to construct the histogram. The coarse-grain-
ing volume �0 � �x�y�z has been obtained by defining
�x � (xmax � xmin)/�, and similarly for �y and �z. xmin and
xmax are the smallest and largest values of x15, the x coor-
dinate of particle 15, for each particular energy bin. We
present our results for a range of values of � in Fig. 2. If �
is too large, the coarse-graining volume is small, and the
number of pairs for a given energy nt(E) is also small. As
discussed in the previous section, this leads to underesti-

mating the accessible volume. The value of V1
(2) is seen to

increase with decreasing �, becomes approximately inde-
pendent of � in some range, and then further increases with
decreasing �. If � is too small, the shape of the region being
sampled cannot be accurately reproduced with this coarse
�0. Note that the values of V1

(2) at low energies are the most
difficult to estimate, presumably because the shape of the
region in configuration space is not as smooth as that at
higher energies. However, as the procedure leading to the
computation of the reference entropy relies only on the
region of high energies, this inaccuracy does not represent a
significant limitation to our results. In what follows, the
results that we present correspond to � � 10.

The behavior just described is qualitatively similar to that
shown in Fig. 3 corresponding to the rotation volume

2 2.5 3 3.5 4

RMSD(A
3
)

0

2

4

6

8

10

FIGURE 1 Histogram of the sampled root-mean-squared deviation from
native (RMSD in Å3 at the dimensionless temperature T � 0.6.).

FIGURE 2 Volume of configuration space V1
(2) (in Å3) that is accessible

to rigid translation of chain 2 of the dimer as a function of its energy.
Several different choices of the coarse-graining volume �0 are shown in the
figure as indicated by the values of �.

FIGURE 3 Volume of configuration space accessible to rotation of chain
2 of the dimer 
�
cos�
� for four different choices of the coarse-graining
volume, as indicated by the values of � in the figure. The straight line
corresponds to the value associated with free rotation, 8�2.
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�
cos�
�. In this case we define �0 � ���(cos �)�� with
the same definition of ��, �(cos �) and �� in terms of the
quantity �. The figure also shows (solid line) the value 8�2

that corresponds to free rotation of chain 2 relative to chain
1. As can be seen from the figure, the values obtained
approach this limit at high energies for the intermediate
values of � shown.

The simplest approximation in the literature to estimate
the entropy change of dimerization is as minus the entropy
of translation and rotation of an ideal gas, under the assump-
tion that as far as the translational and rotational degrees of
freedom are concerned, the chain in solution behaves as an
ideal gas. The translational entropy of an ideal gas per
particle is given by Hill (1986): St

id � kB[5/2 � ln(�3c0)],
where c0 is the inverse volume per chain, and � the thermal
wavelength � � h/�2�MkBT. The rotational entropy can
also be calculated exactly (Hill, 1986), and is about the
same order of magnitude for a typical protein. It is well
known that the ideal gas approximation greatly overesti-
mates the entropy loss of dimerization, up to as much as a
factor of 10 (Yu et al., 2001). For the case under consider-
ation, the molecular mass of GCN4 is �100 Da per residue,
yielding a thermal wavelength of � �0.1 Å (we use the
molecular mass per residue and not per chain in order to
compare the ideal gas result with the calculation of the
volume loss V1

(2) also defined per residue). For example, we
find at c0 � 10 �M that St

id � 28 kB (or an entropy change
of dimerization of �28 kB). Adding a similar contribution
for the rotational component would lead to an estimate of
the entropy change of dimerization (combined translation
and rotation) of Str � (�50 kB) � (�60 kB). In contrast, the
value that we find at the transition temperature for c0 � 10
�M is Str � �12 kB (from Fig. 4, and a loss of rotational
volume of 10.6/8�2). This is approximately a factor of five
smaller than the ideal gas result.

In the case of the synthetic peptide, it has been deter-
mined experimentally (Yu et al., 2001) that Str

o � �5 kB,
where Str

o is the combined entropy change of translation and
rotation at the standard concentration c0 � 1 M. The ideal
gas prediction is Str

id � 50 kB, and hence the entropy is
overestimated by a factor of �10. Although both experi-
ments and our numerical estimate show a similar trend,
there are still a number of important differences between the
two. First, whereas our simulations consider two chains to
be a dimer if there is at least one contact between any two
resides belonging to different chains, the experiments con-
sidered explicitly cross-linking the two chains through the
formation of disulfide bonds. Therefore, the translation vol-
ume available to the dimer in the simulation could be up to
�302 times larger than the disulfide bridged monomer, at
least at high energies. Second, solvent effects contributing
to the experimental entropy loss cannot be properly ac-
counted for in our calculation. The solvent is only implicitly
included in the interaction potentials, which of course only
contribute in the simulation when there are residue contacts.

Our limiting results at large energies can be understood
by purely geometric considerations. In this limit, the two
chains of the dimer are moving almost freely, and our result
for V1

(2) simply follows from the volume available to chain
2 relative to chain 1, when the motion of the two is largely
uncorrelated except for the constraint that at least one inter-
chain contact be maintained at all times. The length of the
helical monomer is of the order of 45 Å, so that the volume
swept by the second chain relative to the first is �(45 Å)3

� 105 Å3, which is essentially the value of V1
(2) that we find

numerically in the limit of high energies. In this limit we
find Str(10 �M, E3 �) � �6 kB, a value that manifestly
does not include any solvent effects. Near the transition
temperature, the available volume V1

(2) decreases by about
two orders of magnitude as a consequence of chain-chain
interactions, but we cannot determine how much of the
decrease could be ascribed to chain interactions versus
solvent effects. Finally, we mention that although the value
of V1

(2) can be determined at all energies (or temperatures),
the partition function only factors into relative translation
and internal degrees of freedom at high energies (or high
temperatures) when V1

(2) becomes independent of energy.
Otherwise, contributions to the various thermodynamic
quantities cannot be separated into relative translation and
rotation degrees of freedom on the one hand, and internal
motions within the chains on the other.

We next address the determination of the constant S0 of
Eq. 7 that required to place the monomer and dimer free
energies in the same scale. This quantity is obtained directly
from Eqs. 5 and 6, as shown in Fig. 5. In this figure we plot
SD,int(E) � S0 and 2SM,int(E/2) with S0 adjusted graphically
so that the two curves coincide at large E. Note that both
curves superimpose to a good accuracy for a range of
energies, indicating the consistency of the approach.

-500 -450 -400 -350 -300
E

0

50

100

ϕ αϕ co
sβ

ϕ γ

δ = 2
δ = 5
δ = 10
δ = 20

FIGURE 4 Volume of configuration space V1
(2) (in Å3) that is accessible

to rigid translation of chain 2 of the dimer as a function of temperature. The
coarse graining volume chosen corresponds to � � 10 (see Fig. 2).
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We show next our results for KMD in Fig. 6, with KMD

defined in Eq. 9, as a function of the dimensionless tem-
perature. When KKD � 1 the fractions of the monomer and
dimer forms are equal (xM � xD � 0.5). At low tempera-
tures KMD � 1, indicating a prevalence of the dimer form,
and the reverse is true at high temperatures. For the sake of
illustration, the figure shows the values of KMD at two
different concentrations c0 � 10 �M and c0 � 1 mM. The
contribution to ln KMD from V1

(2) is of the order of ln 3 � 105

� 13 compared with the earlier result of ln 67 � 4. As it can

be seen from Fig. 6, this is a substantial contribution. The
transition temperatures found are lower than those given by
Mohanty et al. (1999). This is due to later refinements of the
interaction potentials, and slightly different values of the
weights given to the various terms in the energy (see Ap-
pendix A). Recall that the interaction parameters of the
model have been tuned so that native protein structures
correspond to minima of the potential hypersurface. There-
fore, one ought to bear in mind that the absolute scales of
energy (or temperature) used are, to a certain extent, arbi-
trary. As a matter of fact, the model could be expected to
yield agreement with experiments only when dimensionless
ratios are computed, so that the absolute scale of energy (or
temperature) drops out.

As a further illustration subject to the caveats just men-
tioned, we calculate the internal energy of folding per chain
�E � �ED�/2 � �EM�, where �ED� and �EM� are the ensemble
averages of the energy of the dimer and monomer phases,
respectively. At the transition temperature (see Fig. 6), we find
�E � �25 kBT, that would correspond to �E � �15 kcal/mol
at room temperature. Folding enthalpies of the GCN4 leucine
zipper have been measured experimentally (see, e.g., Kenar et
al. (1995) and Holtzer et al. (2001)), and are in the range of
�45 kcal/mol to �60 kcal/mol. The measured enthalpy dif-
ference is expected to be approximately equal to the internal
energy difference, and hence the value measured is about three
time larger than our estimate. This is not an unexpected dif-
ference, as the coarse-grained nature of the model leads to less
efficient residue packing at the transition temperature than the
wild protein. Better agreement with experiments is expected

-500 -450 -400 -350 -300 -250
E
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t(E
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FIGURE 5 Rescaled internal entropy of the dimer SD,int � S0, with S0 � 52
(squares), and twice the internal entropy of the monomer 2SM,int(E/2) (circles).
The value of S0 has been graphically determined to make the two curves
coincide in the range of large E. As can be seen from the figure, the two curves
superimpose quite accurately over a significant range of energies.

FIGURE 6 Equilibrium reaction constant for monomer-dimer equilibrium as a function of dimensionless temperature and for the two concentrations
indicated.
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when dimensionless ratios are computed, so that the absolute
scale of energy (or temperature) drops out. Examples of such
quantities include relative contributions to the total internal
energy from the various interaction terms in the potential
(Vieth et al., 1996), or their relative change upon mutation
(Vieth et al., 1995).

It is also interesting to examine the contact map of the dimer
phase as given by the simulation. A contact between residues
belonging to different chains is considered native if it appears
in the contact map of the native protein in its lattice represen-
tation (leading to a total of 27 contacts in our case). As
discussed above, the only constraint in the simulation is that
there be at least one contact between the two chains. Therefore,
the question arises as to whether the dimer retains a significant
fraction of native contacts in the vicinity of the transition
temperature, or whether there is a significant fraction of out of
register dimer configurations that are structurally very different
from the native state. Fig. 7 shows the total number of inter-
chain contacts as a function of temperature. There is a smooth
decline from �30 contacts at the lowest temperature to �10 at
the highest temperature. Therefore, the constraint used in the
simulation leads to a considerable number of inter-chain con-
tacts even at high temperatures. The same figure shows the
fraction of the total number of contacts that are native. Because
the fraction decays to below 0.1 at high temperatures, and there
are �10 contacts in total, there is on average less than one
native contact per configuration at high temperatures. This can
be contrasted with �15 native contacts at low temperature.

An analysis that relies on the total number of contacts is
necessarily biased at high temperature because of the con-
straint introduced to define the dimer phase. Furthermore,
given that many residues involved in the inter-chain contact
map are involved in two or more contacts, thermal fluctu-
ations can lead to a large reduction in the number of native
contacts even though the two monomers are substantially in
register with one another. For these reasons, we have also

calculated the ensemble average of the fraction of configu-
rations that have at least 50% native contacts (although the
details of the results are seen not to depend significantly on
the choice of the percentage as long as it is not too close to
100%). The results are shown in Fig. 8 as a function of
temperature. This fraction approaches one at low tempera-
ture, changes quickly around the transition region, and
decays to zero at high temperatures. The dip or raise of
�20% around T � 0.8–0.9 is a manifestation of the statis-
tical uncertainty in our calculation of the fraction. We also
show in this figure the equilibrium fraction of the dimer
form for the same two concentrations shown in Fig. 6. From
the figure we conclude that in this range of temperature and
concentration the decrease in the fraction of native contacts
as given by our model can be mainly attributed to the
appearance of the monomer form, and not to a significant
contribution from out of register dimers.

To conclude, we have presented a numerical method to
estimate the entropy loss of dimerization from a Monte
Carlo simulation that is free from any assumptions or re-
strictions to the motion of the individual chains. We have
considered the specific example of the GCN4 leucine zipper
monomer-dimer equilibrium and shown that, in agreement
with previous results (Vieth et al., 1996; Yu et al., 2001), the
ideal gas approximation greatly overestimates the entropy
loss of dimerization. Previous numerical simulations had
also significantly overestimated this quantity. Compare, for
example, the value of V1

(2) � 67.6Å3 given in Table 1 of
Vieth et al. (1996), and the values shown in Fig. 2. Our
results are also qualitatively consistent with experimental
data (Yu et al., 2001), even though our model does not
consider any explicit solvent effects, and that our calcula-
tions are restricted to very low concentrations so that mono-
mer-dimer and dimer-dimer interactions are negligible.

FIGURE 7 Total number of inter-chain contacts (E, left axis) as a
function of temperature, and (�, right axis) the fraction of the total number
of inter-chain contacts that are native.

FIGURE 8 Equilibrium fraction of the dimer as a function of tempera-
ture. xD � (1 � 4KMD � �1 � 8KMD)/4KMD, for the two concentrations
indicated. The value of the equilibrium constant KMD is shown in Fig. 6.
We also show the fraction of configurations that, at the given temperature,
had at least 50% native contacts.
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Therefore, we cannot determine whether the smaller values
of the translational and rotational entropy losses obtained in
experiments relative to ideal gas statistics are due primarily
to solvent effects or to chain interactions.

APPENDIX A

Lattice protein model and interaction
force parameters

The model protein used in this work uses a reduced representation of the
protein backbone on a regular lattice. The model comprises a sequence of
bonds connecting particles located at the center of mass of the correspond-
ing residue and backbone �-carbon. The particles are then placed in a
three-dimensional simple cubic lattice with spacing of 1.45 Å. Further
details on this model can be found in Kolinski et al. (1999).

A sequence of configurations is generated by a Monte Carlo scheme with
Metropolis updating. The method uses three different types of individual
transitions. In the first case, a single particle and its two corresponding bonds
are selected for an attempted update. The second type of transition involves
three consecutive bonds and the corresponding two adjacent particles. The
third involves a rigid translation of a small fragment of the chain comprising
three particles, and the ensuing rearrangement of the end bonds. These tran-
sitions are attempted sequentially for all the bonds in the chain. Two separate
transitions are also included to adjust the position of the N- and C-termini
particles. The set of all these attempted transitions constitutes a Monte Carlo
step (MCS). Further details about the transitions used in the Monte Carlo
updating have been given by Kolinski and Skolnick (1998).

Interaction potentials can be grouped into generic and sequence-specific.
The former are sequence-independent and lead to protein-like structures,
whereas the latter are derived from a statistical analysis of the protein database,
and explicitly depend on the identity of the amino acids involved. We next list
the values of the various parameters used in our calculations. Sequence-
dependent short-range interactions are defined by Eq. 1 of Kolinski and
Skolnick (1998). We use a common multiplicative factor in our calculations
short � 0.325 (this factor is explicitly shown in Eq. 12 of Kolinski et al. (1999)
with a value of 0.75 instead). A three-body potential that is sequence-specific
is also used, with an amplitude 3b � 0.25. The generic, short-range confor-
mational biases of Eqs. 3–5 of Kolinski et al. (1999) involve gen � 1.25.
Hydrogen-bonding energies within the main chain are also included, with an
amplitude H-bond � 0.325 in Eq. 7 of Kolinski et al. (1999). Long-range and
sequence-dependent interactions are modeled by a set of square well potentials
as described in Eq. 9 of Kolinski et al. (1999). We have chosen Erep � 4 in Eq.
8 of that reference, and a common multiplicative factor pair � 2.0 (to be
compared with the factor of 1.25 in Eq. 12 of Kolinski et al. (1999). Two
additional multibody potentials are introduced to include hydrophobic effects
and preferences for parallel or anti-parallel packing among the residues. We
define as the scale of Eq. 10 in Kolinski et al. (1999) surface � 0.75 (instead
of the value 0.5 shown in Eq. 12 of that reference). Finally, we have used a
factor multi � 0.75 in Eq. 11 of Kolinski et al. (1999) (instead of the value 0.5
in Eq. 12).
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